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Preface

The 2017 European Conference on Ambient Intelligence is one of the prime venues for
research in ambient intelligence, with experts participating not only from Europe but
from around the globe. After skipping the 2016 edition, we are now providing a fresh
start for the interdisciplinary research community interested in the field of ambient
intelligence and related fields such as Internet of Things, smart cities, etc., and
approaching them from points of view ranging from computer science and engineering,
to psychology and social sciences to design and architecture. Technologies that were
part of the vision of ambient intelligence are becoming more and more common in our
daily lives, with smart devices recognizing our speech, or intelligent agents providing
us with personalized services, leading to new ways for us to interact with our
environment.

The formal proceedings of this 13th edition of the European Conference on Ambient
Intelligence are collected in Vol. 10217 of Springer’s LNCS. The AmI 2017 confer-
ence solicited contributions with the themes of:

– Enabling Technologies, Methods and Platforms
– Objectives and Approaches of Ambient Intelligence and Internet of Things
– From Information Design to Interaction and Experience Design
– Application Areas of AmI and IoT

AmI 2017 attracted the interest of researchers from academia and industry, who
contributed to our varied program on research in ambient intelligence. This year’s
edition received 29 submissions for the full and short paper track. Each of these papers
received at least three reviews by members of our Technical Program Committee that
comprised experts from industry, academia, and research organizations. This process
led to the acceptance of 16 full papers and four short papers, with an acceptance rate of
69%. These were accepted for a presentation and are included in this volume.

In addition we include one keynote with accompanying paper by the distinguished
speaker Dr. Norbert Streitz, founder of the Smart Future Initiative. He presented an
inspiring talk on “Reconciling Humans and Technology: The Role of Ambient
Intelligence.”

We observed a trend toward declining conference attendance and a smaller than
expected number of submissions. Nonetheless, the European Conference on Ambient
Intelligence remains highly engaging for the research community, with the respective
editions of the proceedings receiving a large number of chapter downloads. This gives
us hope that the research community and industry can benefit from the presented works
and get inspiration for future research, designs, and products.

We would like to extend our thanks to the authors who submitted their research to
AmI 2017, contributing to the high-quality program. Most importantly, this would not
have been possible without the help of our Technical Program Committee and the
Organizing Committee. Our Program Committee members and several subreviewers



dedicated their time to provide high-quality reviews of the submissions, within a very
tight schedule. Without their help we would not have been able to offer such an
engaging program. We would also like to thank our honorary chair, Norbert Streitz, for
his counsel during all phases of making this conference happen.

March 2017 Andreas Braun
Reiner Wichert
Antonio Maña

VI Preface
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Reconciling Humans and Technology:
The Role of Ambient Intelligence

Norbert Streitz(✉)

Smart Future Initiative, Frankfurt, Germany
norbert.streitz@smart-future.net

Abstract. This keynote presentation explores the role of Ambient Intelligence
in current technical and social contexts related to smart cities. Having identified
some undesirable tendencies, conclusions and design recommendations are
provided on how to remedy the situation. This includes the need for redefining
the ‘smart everything’ paradigm, in order to reconcile humans and technology.

It starts out with placing Ambient Intelligence in the context of Ubiquitous
Computing, Disappearing Computer and Internet of Things (IoT). The application
areas discussed are motivated by living in the Urban Age, i.e. the increasing
importance and preeminent role of cities. Examples are ‘transient spaces’ and
airports viewed as ‘transient cities’. Different notions of the ‘smart city of the
future’ are introduced and complemented by the concept of ‘hybrid cities’, i.e.
integrating the virtual, digital world with the real, physical world.

The current hype about abundant business opportunities of smart cities
requires a critical investigation. The Internet of Things (IoT) provides the infra‐
structure for collecting data about urban objects and citizens including their
behavior. A wide range of information is combined and subjected to extensive
‘big data’ exploitation efforts – very often conducted without explicit consent of
the people involved. In order to explore the challenges, but also the venues
towards a more human-centered IoT, resp. an Ambient Intelligence approach, one
has to explore the implications of matching people’s profiles with service options
available at specific locations. A major focus is on the risks resulting from smart
city installations, especially the serious infringements of privacy rights, i.e., usage
of personal data without consent of the people concerned.

Our thesis is that a critical reflection of different manifestations of the ‘smart
everything’ paradigm is needed in order to meet the overall goal of reconciling
humans and technology. A central aspect of this goal is to keep the ‘human in the
loop’ and in control. Therefore, a citizen-centered design approach for future
cities is needed, helping us to go ‘beyond smart-only cities’ and transform them
into Humane, Sociable and Cooperative Smart Hybrid Cities.

1 Ambient Intelligence in Context

While the origins of the term ‘artificial intelligence’ (AI) date back more than 60 years
(Dartmouth Conference in 1956), the term ‘ambient intelligence’ (AmI) is relatively more

© Springer International Publishing AG 2017
A. Braun et al. (Eds.): AmI 2017, LNCS 10217, pp. 1–16, 2017.
DOI: 10.1007/978-3-319-56997-0_1



recent, created in the late 1990s at Philips1 and then made popular especially via the activ‐
ities of the IST Advisory Group (ISTAG) of the European Commission (ISTAG 2001).
AmI is building on the ideas of Ubiquitous Computing proposed by Mark Weiser around
1990 at Xerox PARC and communicated to the scientific community at large in his
seminal article in Scientific American (Weiser 1991). Although Weiser addressed with his
proposal of a ‘calm technology’ also the relationship of ubiquitous technology and the
perception and behavior of people, most of the follow-up research in ubiquitous computing
took a more technical route. The AmI proposal - in contrast - promotes an approach with a
more elaborated emphasis on user-oriented design, the human perspective in general as
well as on the social context addressed by social interfaces.

Complementing the ISTAG activities, a line of research with a similar spirit was also
funded by the European Commission: The Disappearing Computer (DC) proactive
initiative (DC 2000–2005), where I had the honor to chair the DC steering group. The
initiative consisted of a cluster of 37 institutions from academia as well as industry in
13 countries participating in 17 projects. The Disappearing Computer approach was
inspired by and shared several aspects of Weiser’s notion of calm technology as
described in Streitz (2001, 2008), partly also, because I was a visiting scholar at Xerox
PARC in 1990. More information about the DC approach and results can be found in a
special issue of the Communications of the ACM edited by Streitz and Nixon (2005)
and a LNCS ‘State-of-the-Art Survey’ edited by Streitz et al. (2007).

My understanding of Ambient Intelligence was very much influenced by our work
in the DC initiative and then also reflected in our mission statement for the ERCIM
Working Group SESAMI (Smart Environments and Systems for Ambient Intelligence)
(SESAMI 2007):

“Ambient Intelligence represents a vision of the (not too far) future where “intelligent” or
“smart” environments and systems react in an attentive, adaptive, and active (sometimes even
proactive) way to the presence and activities of humans and objects in order to provide intelli‐
gent/smart services to the inhabitants of these environments. Ambient Intelligence technologies
integrate sensing capabilities, processing power, reasoning mechanisms, networking facilities,
applications and services, digital content, and actuating capabilities distributed in the
surrounding environment. While a wide variety of different technologies is involved, the goal of
Ambient Intelligence is to either hide their presence from users, by providing implicit, unobtru‐
sive interaction paradigms. People and their social situations, ranging from individuals to
groups, be them work groups, families or friends and their corresponding environments (office
buildings, homes, public spaces, etc.) are at the center of the design considerations.”

This description is still valid now in 2017 without much to add, except maybe the
explicit mentioning of more comprehensive application scenarios like smart cities, smart
airports, or ‘smart everything’ being investigated in this decade and in the future. This
includes also a shift from embedded or attached sensors and actuators to ‘smart ecosys‐
tems’ to be described later on. The human-centered design approach will be revisited
when being applied as citizen-centered design placed in larger social, especially urban
contexts.

The more technology-driven approach of the ubiquitous computing community is
undergoing a revival as the Internet of Things (IoT) and in specific application areas as

1 For a description of the history of AmI see Aarts and Encarnaçao (2006).
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Industrial Internet or Industry 4.0. The underlying idea evolved from research on RFID
and is rather straight forward: every physical object is connected to/communicates with
the Internet and thus – in principal – with every other object. This can be realized in
different ways, e.g., by attaching sensors in order to monitor different properties of the
object and communicating its state changes. This corresponds to the previously used
notion of creating a ‘digital shadow’ of an object. Another option is that the object itself
gets an IP address and communicates with the internet and other objects/devices as an
IP-enabled device. Furthermore, these ‘smart objects’ have sensors to observe their
surroundings and thus ‘know’ about their context.

An extension of IoT is called Internet of Everything (IoE), a term developed at Cisco,
where people, processes, data and things are connected and become part of the overall
network structure. This includes machine-to-machine communication (M2M) as well
as machine-to-people (M2P) and technology-assisted people-to-people (P2P) interac‐
tions. One can, of course, extend the range of living organisms from people to animals
and plants; work on smart farming/agriculture is just doing this. Although people are
listed as part of the IoE equation, this does not necessarily mean that IoE is following a
human-/people-/citizen-centered design approach. It seems that people are more or less
considered being only nodes in the IoE network. In contrast, Ambient Intelligence - as
defined above - puts people and their social situations at the center of its design consid‐
erations and thus in the driver seat.

Many of the now intensively discussed relationships between Ubiquitous
Computing, Internet of Things or ‘Web of Things’ (as we called it then), Disappearing
Computer, Artificial Intelligence and Ambient Intelligence were already described and
investigated in an extensive book chapter by Streitz and Privat (2009). We will make
references to some of these ideas as we go along.

2 Urban Age

In order to provide some context, we refer to numbers from the United Nations. World
population will rise from 7.3 billion in 2015 to 8.5 billion in 2030 and 9.7 billion in
2050. Population in cities will rise to about 6.5 billion in 2050. Then, 2/3 of the world
population will live in cities with the growth taking place especially in Asia and Africa,
where we can observe how urban migration results in so called ‘megacities’. Because
more than 50% of the population is living already now in urban areas, cities have been
and will increasingly become the central hubs of determining life in the 21th century,
resulting in what has been called the ‘Urban Age’. While this context is always to be
kept in mind, the focus of this article is on the role of information and communication
technology for designing future cities. Beyond this, a wide range of issues exist,
including socio-economic, ecological, sustainability aspects. They are very important,
but beyond the scope of this article here. Furthermore, it should be made clear that the
smart city proposal could be only one way of addressing some of the problems in the
urban age. And it will only be convincing, in case that cities are designed according to
the goals elaborated later on (i.e. towards Humane, Sociable, and Cooperative Smart
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Hybrid Cities). Nevertheless, it is only one perspective and not at all a solution for all
the problems cities and society are facing.

2.1 Urban Environments as Hubs and Transient Spaces

Quality of life and economic prosperity will largely depend on the ability of cities to
exploit their full potential. Therefore, it is important to explore the type and range of
different activities in urban environments. Contemporary life styles become less focused
and increasingly multidimensional. People’s lives are taking place betwixt and between
multiple offers and options. People’s roles change within short time frames due to poly‐
phasic activities in co-located and distributed situations.

Urban environments are characterized by a multitude of features and built instan‐
tiations. While the majority is determined by living quarters, a larger variety of chal‐
lenges can be found in public administration and enterprise office buildings, industrial
facilities, markets, shopping and entertainment facilities, restaurants, hotels, sport facili‐
ties, parks, places, streets, bridges, towers - just to name a selection. Buildings and spaces
have their infrastructures and are populated by people, animals, plants, vehicles and
other mobile as well as stationary objects. These lists are not intended to be complete.
They only serve the purpose of providing context for the following reflections. In my
presentation, I am limiting the discussion mainly to applications in public urban spaces.
Nevertheless, these considerations and requirements can also be applied to smart homes
or office buildings as in our previous EU-funded projects.

Public spaces stand out from the rest, because they are accessible to more or less all
citizens, often serving in a ‘hub function’ connecting many of the urban objects listed
before. The public parts of most urban environments (e.g., streets, parking lots, places,
markets, parks, bridges, foyers, shopping malls, passenger areas in train/bus stations and
airports) can be characterized as ‘transient spaces’. Within the limitations of this paper
it is not possible to explore the concept of transient spaces in full detail here. Transient
spaces in the urban and public context can be characterized by a certain degree of mobi‐
lity when passing-through (e.g., getting from the entrance of the airport to the check-in
area or the boarding gate) or by staying in such a space, e.g., in a waiting area, for a
limited period of time, although it can sometimes turn out to be unexpected long when
the plane is delayed or the train/subway/bus is even canceled.

2.2 Airports Viewed as Transient Cities

Airports are good examples of transient spaces, because passengers, crew members and
other temporary personnel stay only for a limited period of time. On the other hand, the
range and type of activities are very similar to activities of people in public spaces of
cities; just think of the types of services and opportunities offered (shopping, restaurants,
bars, gaming and entertainment). Thus, one can consider airports as ‘transient cities’
and model airports with respect to several dimensions as scaled down cities with a
prominent existence and distribution of transient spaces, especially when taking the
passenger perspective.

4 N. Streitz



While there is currently a strong emphasis on designing future cities, the application
domain of ‘future airports’ is discussed only in limited communities. This is surprising,
because airports are already now very important hubs of transportation and logistics
activities and their relevance will increase affecting millions of people. One can compare
their role in this century with highways in the 20th century, railroads in the 19th century
and seaports in the 18th century. Furthermore, it is a very interesting domain for research
and studies due to its well defined location and usage scenarios.

3 Smart Hybrid Cities

The notion of ‘smart cities’ has undergone transformations resulting in new connota‐
tions. In many cases, it is just a buzzword or even reduced to fashionable name dropping.
Nevertheless, there is some common ground. Building smart cities is based on estab‐
lishing an information and communication technology (ICT) infrastructure that allows
instrumenting all kinds of physical objects (including humans, animals, plants). Beyond
having different types of connectivity in place, the emphasis is on embedded sensors
and actuators and, more advanced, on integrated smart materials. The relationship to the
Internet of Everything (IoE) mentioned before is obvious. Pervasive computing and
ambient intelligence infrastructures are transforming urban environments into interac‐
tive information and action spaces that are meant to be adaptive, responsive and smart.
It results in what one would call a ‘Smart City’. Building a smart city should not be a
goal in itself. It should rather be considered as a vehicle for realizing the overarching
goal of a humane, sociable and cooperative city (Sect. 4).

3.1 Smart Ecosystems

While the current approach is mainly determined by embedding individual sensors and
actuators, I predict a shift towards a computing, communication, sensing and interaction
‘substrate’ that can be handled at the application or domain level. Outdoor examples
would be smart street-surfaces, building façades and windows; indoors we will find
smart table-cloth, smart wall-paper and smart paint. It requires a seamless integration
of components with a high degree of diffusion leading to an emergent smartness of the
overall environment that might soon parallel other existing ecosystems. Its realization
is dependent on results in the area of ‘smart materials’, a difficult but promising area of
research. Results exist for smart textiles and as steps towards smart wall-paper. Example:
‘Wallpaper-TV’ (2.57 mm thin and 77 inch large) was shown by LG at the CES this
year. It is flexible and seamlessly mounted to the wall with small magnets. Note: this is
not a research prototype, but a consumer product.

In general, but especially in the context of a smart city, the computer disappears as
a ‘visible’ distinctive device, either physically due to being integrated in the environment
or mentally from our perception, thus providing the basis for establishing a calm tech‐
nology. This is the core of the ‘Disappearing Computer’ approach (Russell et al. 2005;
Streitz and Nixon 2005; Streitz et al. 2007) mentioned earlier. But the ‘disappearance’
feature has also serious implications for privacy issues to be discussed later (Sect. 6).
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3.2 Self-aware Cities

There is a wide range of ‘smart city’ related concepts and terms (digital city, intelligent
city, ubiquitous city, green city, resilient city, sustainable city, etc.), too many to be
covered here. Beyond the general accepted notion based on ubiquitous deployment of
ICT (see above), I like to introduce a different interpretation.

This conceptualization is based on the proposal that the ‘smartness of a city’ can also
be characterized by how much the city knows about itself and how this is communicated
to its citizens. There are two perspectives. First, city officials who are in charge of
administering and managing the city obtain additional knowledge about the different
urban parameters and can therefore take more informed decisions. Second, citizens are
enabled to have a more comprehensive, augmented view of their city. At the same time,
it empowers them to engage and participate in addressing open city-related issues. In
several cases, citizens will even play an active role in the data collection process.

Examples are feedback on air and sound pollution levels in the city, congested traffic,
numbers of bicycles used today and in the past, delayed trains, broken roads, non-func‐
tioning devices, etc. Providing direct location-specific awareness, e.g., on pollution by
using an ambient display in a transient public space, is one way to convey the status of
the city to its citizens. Other ways of communication are also useful: posting real time
data on websites, providing personalized/individualized awareness, using visual infor‐
mation via overlay displays (e.g., augmented reality type glasses), using local sound (in
earphones) or tactile hints using vibrations conveyed by your clothes. One has to decide
which of the human senses is appropriate for which situation.

Konomi et al. (2013) developed a very good example of enabling and communicating
self-awareness by measuring urban congestion in trains of the Tokyo subway. It applies
a clever approach of using indirect measures (the CO2 level in the train compartments)
for determining the congestion level (the more CO2, the more passengers). This method
is an example that collecting necessary data involves active and consenting participation
of citizens. Konomi calls it the ‘civic computing’ approach.

3.3 Hybrid Cities

Taking the notion of an Internet of Things seriously, we end up with large ensembles of
augmented physical objects. Physical objects in the real world will have a digital repre‐
sentation (also called ‘digital shadow’) in the virtual world. The term ‘Hybrid World’
denotes now the combination of real worlds and digital/virtual worlds. Depending on
the purpose and level of detail of modeling the real world, there are different digital
representations. Using Augmented Reality (AR) methods and devices, one can generate
overlays and multiple representations, thus providing views into the combined hybrid
world and enabling a certain degree of transparency.

Applying this distinction to urban contexts, the term ‘Hybrid City’ (e.g., Streitz 2015)
is a direct consequence. I favor this conceptualization and have used it already for a long
time (since 2008). It reflects my understanding that we have to address the connection,
balance and interaction of real worlds and virtual worlds, if we want to get the full picture
of what is relevant for the design of our future cities.
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3.4 Opportunities and Applications of the Smart City Platform

After establishing a ubiquitous and pervasive computing infrastructure, the next step is
to exploit it by collecting, aggregating, evaluating, and processing data from sensors
distributed in the urban environment. The resulting data will enable creating knowledge
about people as well as states and changes of associated mobile and stationary objects
(ranging from smartphones to vehicles, from street lights to buildings, etc.). We will
observe a transformation into environments, where all activities can be monitored and
smart services can be provided as offers to people based on personal profiles by matching
them with options available at these places (=> personalized location‐based services).
There is no space here to describe the range of existing and future applications and
devices, but I will show in my presentation several examples: smart streets and their
components (street surfaces, street lights), smart parking, smart cars, including issues
of autonomous driving.

4 Humane, Sociable and Cooperative Smart Hybrid City

Our overall goal when designing future or refurbishing existing cities should be: A
Humane, Sociable and Cooperative Smart, Hybrid City reconciling humans and tech‐
nology by

– Establishing a calm technology providing ambient intelligence that supports and
respects individual and social life by keeping the ‘human in the loop’.

– Respecting the rights of citizens, especially in terms of privacy. Therefore, personal
data should – as much as possible – only be collected based on consent by providing
choices and control of the process, including models of temporary provision and
access and/or obligations to delete data later on.

– Viewing the city and its citizens as mutual cooperation partners, where the city is
smart in the sense of being self-aware and cooperative towards its citizens by
supporting them in their activities. This requires mutual trust and respect for the
motives and vested interests of all parties involved.

– Acknowledging the capabilities of citizens to participate in the design of the urban
environment (=> participatory design), especially with respect to their local exper‐
tise, and stimulating their active participation.

– Motivating citizens to get involved, to understand themselves as part of the urban
community, to be actively engaged by contributing to the public good and welfare
(=> collective intelligence, aspects similar to the Greek ‘agora’).

– Enabling citizens to exploit their individual, creative, social and economic potential
and to live a self- determined life, and thus

– Meeting some of the challenges of the urban age by enabling people to experience
and enjoy a satisfying life and work.

Figure 1 indicates the merging of real and virtual representations of the city into what
we call a ‘hybrid city’. The combined representations provide the basis for modeling
the city in order to define how the different parts can be augmented with smart properties
in order to create an urban environment with ambient intelligence. One has to determine
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how this augmentation can be used for the overall benefit of the city and added value
for each individual citizen. This is the idea of a ‘cooperative city’.

Fig. 1. Relationships of smart city characteristics

While the motivation for designing a humane and sociable city appears to be rather
straight forward, the notion of a Cooperative City might need some explanation. It is based
on our earlier work on Cooperative Buildings and Roomware (Streitz et al. 1998, 1999).
In this tradition, I propose to apply human-centered design principles that have proven
useful, e.g., in human-computer interaction and computer-supported cooperative work
(CSCW), in this context as ‘Citizen-Centered Design’. We consider the ‘cooperation’
perspective as an overarching goal for the design process. It allows integrating functional‐
ities and policies from the very beginning, viewing citizens as prospective ‘users’ or
‘customers’ of the city. This view could be called ‘City as a Service’, where the urban
environment is the interface between the city and the citizens. A transparent urban ambient
intelligence environment enables city administration as well as citizens to make more and
better informed decisions, because both (and this is essential) parties can access and
exploit the wealth of data collected. Still, one always has to keep in mind, that ‘smartness’
is not a goal or value in itself, but has to be evaluated against the design guidelines stated
before. Therefore, a discussion in a cooperative and respectful manner is needed in order
to contribute to the objectives of the cooperative humane and sociable city.

Having painted this somehow ideal and optimistic picture, one has, of course, to be
realistic and be aware that the smart city poses also new challenges. There are a number of
potential pitfalls. One is the increasing privatization and commercialization of many
aspects of urban life. It is no secret that the ‘smart city’ scenario is considered by many
companies as the next big thing, where large profits are expected. If this trend continuous,
it will result in fewer options for citizen participation in the decision making process and
more privacy infringements, because the commercial objectives will – in many cases – be
different to those outlined before.

Another issue is the danger of comprehensive and smart automation with its resulting
dependencies and loss of control. Similar to the already existing dependency of our urban
systems on a stable and continuous availability of electricity, we will be confronted with
the dependency on smart systems, especially with the deployment of often non-trans‐
parent artificial intelligence components, e.g., in autonomous driving, voice-controlled
smart homes. We will discuss this in more detail in the subsequent section on the need
of ‘redefining the smart everything paradigm’.
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5 Redefining the ‘Smart Everything’ Paradigm

5.1 Problems of the ‘Smart Everything’ Approach

One can observe certain trends in the areas of IoT and AI when combined in different
application fields as, e.g., smart home, smart cities, autonomous driving, etc. One major
trend is a shift towards more or even complete automation of previously human operator
controlled activities. Smart devices and underlying algorithms are controlling processes,
services and devices as well as the interaction between devices and humans. Humans
are increasingly removed from being the operator and thus from being in control. I label
this the “Smart Everything” Paradigm which is gaining ever more ground. It results
almost in an obsession to automate everything and AI is considered to be the Holy Grail.
Only few people are aware or admit that AI is actually a pretty dated route towards the
Promised Land. The current hype, amplified by abundant venture capital, forgets that
progress was pretty limited when considering the history of AI since its origin in 1956.
Take the status of speech understanding and translation systems as an example. How
often were we promised in the last 60 years that the big breakthrough is just around the
corner? Even when trying to anticipate a wide range of behavioral options, in the end
the ‘intelligent’ system is following certain strategies in one way or the other. The often
as human brain like described ‘deep learning’ approaches, currently very much in
fashion, have their limitations, too, and are failing in many situations. They are certainly
not the panacea to all problems. Some of the shortcomings might be overcome, but in
any case it is still a long way to go.

Assuming these problems can be solved, there is – in my opinion – another more
essential problem, i.e. ‘AI behavior’ is neither transparent nor comprehensible. Being
untraceable implies in some way also that there is no reproducible outcome. We don’t
have to engage here in the discussion whether AI is deterministic or not. The important
point is that we are already now confronted with the lack of transparency. Example:
nobody (not even systems developers) can really understand, retrace and re-enact deci‐
sions of high frequency trading at the stock market carried out automatically and thus
independently of human control and intervention. These new trading patterns have
altered the financial landscape dramatically and certainly not for the better. Given this
experience, what do we have to expect in domains like autonomous driving?

While these scenarios show high, but often incomprehensible flexibility, one can
also observe the opposite, i.e. rigidity. Rigid behavior is another problem. It can be
experienced especially by users and customers being confronted with fully automated
call centers or on-line shops without any humans involved. It needs only some deviations
from the standard routine and the system cannot handle the requests. People become
desperate, because there is no human to turn to resolving the situation. One is not only
questioning the pretended ‘intelligence’ of the system, but moreover the lack of it when
thinking of the system developers. These systems are depriving people of their right to
get appropriate services, individual attention and treatment. In many cases, one might
even suspect the system is programmed on purpose not to understand, resp. not to react
to certain inquiries, especially complaints about problems with products, so that the
company can avoid dealing with them. The issue is that users and customers are and
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will be in the future even more completely at the mercy of companies and in loss of
control.

In summary, feasibility problems and transparency deficits have to be considered as
warning signs, especially when looking at the planned abundance of automating every‐
thing and seeking refuge and solutions in AI environments completely operated by
algorithms. There has to be an alternative which is summarized in our proposal of
‘keeping the human in the loop’ presented in the next section.

5.2 Smart Spaces Make People Smarter by Keeping the Human in the Loop

While the above remarks sound pretty negative and disillusioned, I like to propose an
alternative or at least complementary approach for redefining the ‘smart everything, every‐
where and every time’ paradigm in order to reconcile the situation. It is based on earlier
work we did more than 10 years ago (Streitz et al. 2005), but it is still valid and – as it seems
– becoming increasingly important. It reflects the design approach of Ambient Intelligence
we provided in the beginning and its role for reconciling humans and technology. For that
purpose, we distinguish between ‘System-Oriented, Importunate Smartness and People-
Oriented, Empowering Smartness’.

System-Oriented, Importunate Smartness
An environment is considered ‘smart’ if it enables certain self-directed (re)actions of
individual artefacts or ensembles of artefacts based on continuously collected informa‐
tion. For example, a space can be ‘smart’ by having and exploiting knowledge about
which people and artefacts are currently situated within its area, who and what was there
before, when and how long, and what kind of activities took place. In this version of
‘smartness’, the space would be active (in many cases even proactive) and in control of
the situation by making decisions on what to do next and actually take action and execute
them without a human in the loop. It is more or less automated or even autonomous
system behavior based on the interpretation of collected data.

Some of these actions could be importunate. Take the now almost classic example
of a smart refrigerator in a smart home analyzing consumption patterns of inhabitants
and autonomously ordering depleted food. While we might appreciate that the fridge
makes suggestions on recipes that are based on the food currently available, we might
get very upset in case it is autonomously ordering food that we will not consume for
reasons beyond its knowledge, such as a sudden vacation, sickness, or a temporal change
in taste or diet. Or the smart home locks me out, because my voice pattern does not
match anymore the pattern stored in the data base due to a temporary illness.

People-Oriented, Empowering Smartness
The above view can be contrasted by another perspective where the empowering func‐
tion is in the foreground and can be summarized as ‘smart spaces make people
smarter’. This is achieved by keeping ‘the human in the loop’ thus empowering people
to make better informed decisions and take actions as mature and responsible people
who are in control. In this case, the environment will also collect data about what is
going on and aggregate these data but it communicates the resulting information for
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guidance and subsequent actions still determined by the people. In this case, a smart
space might also make suggestions and recommendations based on the information
collected but the people are in the loop and in control. Here, the space supports smart,
behavior of the people present (or in remote scenarios people being on the road but
connected to the space). This approach is getting increasingly popular as work on soft
actuation in pervasive computing shows. The people-oriented, empowering smartness
is in line with the objectives of the Ambient Intelligence approach as defined in the
beginning of this article. It is the approach favored by me for reconciling humans and
technology.

Obviously, the two perspectives will rarely exist in their pure and distinct manifesta‐
tions. They rather represent the end points of a dimension where we can position weighted
combinations of both. What kind of combination will be finally realized depends very
much on the application domain. There is also a relevant caveat: How much feedback do
we want? How many data can we process? At which level of the data collection and aggre‐
gation process do we want or are we able to be involved? In some cases, it might be useful
that a system is not asking for user’s feedback and confirmation for every single step in an
action chain because this would result in an information overload. The challenge for system
design is to find the right balance. But despite the caveats, the important point is that human
intervention and control is possible. The data belong to the people and the degree of auto‐
mation is configurable by the human. The overall design rationale should be guided and
informed by the objective to aim at having the ‘human in the loop and in control’ as much
as possible and feasible. This view is also reflected in what we conceptualized as the
‘cooperative building’ (Streitz et al. 1998) and now extended to the ‘cooperative city’.

6 Privacy by Design

We agree that the smart city approach provides multiple opportunities which have been
described by many authors and are therefore not repeated here. At the same time, there
are threats that have been articulated. One is the increase of the already existing depend‐
encies on reliable and working ICT-infrastructures. Another one is providing security
by being prepared for and fighting criminal manipulations and cyber-attacks. In this
presentation, we want to address especially the third major risk for citizens in a smart
city, i.e. the loss of privacy in terms of losing the control over personal data. While the
current discussions on privacy focus mainly on the virtual world (e.g., misuse in social
networks), the more prevalent issues will surface in the smart city context concerning
personal data of citizens in the real, resp. hybrid world. The discussion of privacy issues
here is based on earlier work (Streitz 2016).

6.1 Trade-off Between Smartness and Privacy

There is a tricky trade-off between creating smartness and providing privacy. Obviously,
a smart system will usually be smarter with respect to a service offered if it has more
knowledge about the person compared to a system with no or insufficient data. Thus,
there is an interaction and balance between collecting and processing data for tailoring
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functionality to make the system ‘smart’ and the right of citizens to be in control over
which data are being collected, by whom, how they are used, i.e. the issue of privacy.
As a side comment here, it is interesting to observe that many people are willing to
provide their data for certain benefits (e.g., loyalty/payback cards, lotteries, sweep‐
stakes). In some cases, they are even voluntary uploaded by the citizens, be it as unso‐
licited ‘selfies’ and videos, augmented glasses recordings of activities or sensitive health
data being part of a fitness or ‘quantified self’ app.

6.2 Smart Cars and Street Lights as Urban Spies

Considering public and transient urban spaces, there are obvious design issues and
implications for privacy. Beyond the almost ubiquitous and usually visible CCTV
surveillance cameras, there are many sensors that are hidden in the environment.

Current and near future examples of privacy infringement are a result of providing
urban objects with different types of sensors. Smart cars being enhanced for autonomous
driving capabilities have a wide range of sensors (cameras, ultrasonic sensors, radar,
laser-based LIDAR, GPS). Will they go off to sleep when the cars park on the curbside
of the street? The fact that the engine is turned off, does not mean that the car is not
active and sensing anymore. Nobody knows if and what the cameras and microphones
are recording. Pedestrians walking by can be monitored. Peeking into the windows of
the adjacent houses and apartments is no problem either. Who has control over the
sensors and access to these data? The car company? Similar considerations apply to
street lights being equipped with cameras and radar for the official and main purpose of
monitoring the street looking for free parking spaces. But who knows what kinds of data
are collected about the complete urban area within the view? Or take smart public
displays used for advertisement (DooH = Digital out of Home). They are monitoring
where passers-by are looking and analyze their emotional reaction to the content
displayed. There are also options to identify the person and display individualized
content. Does anybody ask for permission? Who owns the data?

The principal problem is: How can people know what is going on, when they are not
aware of being tracked, when they cannot ‘see’ the different sensors, the manifold smart
devices distributed in the urban environment due to the above mentioned Disappearing
Computer approach?

6.3 Privacy as a Legal and Moral Right vs. Privacy as a Commodity

Although some people consider it old-fashioned, I like to recall that privacy used to be
a legal and moral right, in many cases a socially negotiated feature. Now, privacy is
turning into a commodity you pay for and you can trade – with the implication that
privacy is becoming a privilege. In many cases, people are not really aware that the loss
of their privacy is the price they pay for a seemingly free product or service, because
they pay with their data. When discussing privacy, one should distinguish two aspects:
Outgoing data (being collected via logging, tracking, and surveillance) vs. incoming
data (resulting from intrusion, unsolicited communication). Both aspects have different
but severe consequences.
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While privacy is already an issue, it will become even more important in smart hybrid
cities. While in the virtual world, you can – to a certain degree – still use fake identities
and anonymization services, it will be more difficult to achieve this kind of disguise in
the real world. The data that exist about you in the virtual world are now complemented
by real world data and vice versa. Cameras are taking pictures of you entering a shop
or a restaurant with known locations, while face recognition identifies your personal
identity.

Real objects you are wearing, carrying, using, buying will be recognized by sensors
in the environment because these objects are tagged. The car or bicycle you are using
is a tagged object broadcasting its location and properties resulting in trajectories of your
driving. But also your walking behavior is transparent when carrying a smart phone
(based on radio signal multilateration or GPS). It will become more and more difficult
to avoid object and person tracking, because soon all objects and their parts will be
tagged, respectively have integrated IDs (=> smart artefacts). Location-based services
in a smart hybrid city exploit not only your location and preferences but can also be used
to build up a complete profile by monitoring your activities (e.g., buying goods, looking
at public advertisements, contacting people), when and where, including also other
people involved in the situation. Unsolicited offers and advertising on your mobile
phones and soon on public displays you are looking at or passing by, may compromise
your preferences in public to people around you. This future predicted for 2054 in the
movie ‘Minority Report’ (created in 2002) seems to be very close now as it is the subject
of the commercialization promises for the smart city.

Who can really predict what will happen to all the data generated in the real envi‐
ronment (either unobtrusively collected or voluntarily provided) and then stored up in
the ‘clouds’ of numerous service providers and manufacturers, especially when these
servers are based in a country that has no or very limited privacy and data security
legislation? It should also be pointed out that Weiser - already at the time of his work
on ubiquitous computing (Weiser 1991) - regarded privacy as a key issue for this kind
of environments.

We argue therefore for so called Privacy Enhancing Technologies (PETs) (Streitz
et al. 2007) and for Privacy by Design (Streitz 2016), i.e. to make privacy a first-order
objective of system design. This requires addressing the conflict of unobtrusive data
collection vs. human control over the data at an early stage of the overall system design.

Finally, I like to comment on often heard remarks by entrepreneurs and business
people in Europe. They complain to have a disadvantage because of more restrictions
on privacy, collection of data, and security compared to their competition in the US or
in Asia. In contrast, I like to take an unequivocal stand on protecting and ensuring data
security, personality rights and privacy. In Germany, we have legislation (since 1983)
that personal data belong to the citizens and cannot be collected and used without consent
(‘Recht auf informationelle Selbstbestimmung’). In Europe, we have the Data Protection
Directive which was adopted in 1996. In the future, it will be superseded by the General
Data Protection Regulation (adopted in April 2016) which is planned to be enforceable
starting in May 2018.

The claim for privacy is more than a liberal rights movement as some might denigrate
it. I am convinced that ‘privacy by design’ could even be a competitive advantage, a
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USP (unique selling proposition) in the global market, where Europe could take a lead
by reflecting on its basic democratic and ethical values.

7 Research Agenda for Ambient Intelligence and Conclusions

In order to foster the development of Humane, Sociable and Cooperative Smart Hybrid
Cities, Ambient Intelligence plays a major role. Advancing progress in AmI can be
facilitated by working on the following issues. These issues are based on earlier work
in the EU-funded InterLink project, prepared as a road map for research in Ambient
Computing and Communication Environments: “Towards the Humane City: White
Paper on a Future Research Agenda” (Streitz and Wichert 2009). It is the result of joint
efforts of a large group of collaborating researchers. Twelve research lines were iden‐
tified and elaborated. For details see the final report available at the InterLink website
or a summary in the InterLink booklet.

• Rationale for the Humane City
• Tangible Interaction and Implicit vs. Explicit Interaction
• Hybrid Symmetric Interaction
• Space-Time Dispersed Interfaces
• Crowd and Swarm Based Interaction
• Spatial and Embodied Smartness
• Awareness and Feedback Technologies
• Emotion Processing
• Social Networks and Collective Intelligence
• Self-organization in Socially Aware Ambient Systems
• Realization and User Experience of Privacy and Trust
• The Scaling Issue

While all themes are still valid, I like to emphasize a selection. Besides the always
necessary continued reflection on a sound rationale and goal to be defined for the
Humane, Sociable and Cooperative City, the following deserve special attention.

Hybrid Symmetric Interaction. Users’ actions in real and virtual environments are often
neither consistent nor can they be considered symmetric or reciprocal. This is especially
important in hybrid environments where no particular world prevails. Usually, consis‐
tency is achieved when users explicitly update information in one or multiple virtual
environments according to changes in the real world. More complicated, however, is
the other direction: changing physical states due to virtual sensor measurements or
virtual actions. The focus is on maintaining consistency of the representations, inde‐
pendent of the environment where the actions take place.

Space-Time Dispersed Interfaces. The future city requires the exploration of novel user
interfaces that might be dispersed not only in space, but also in time. This research
focuses on the ways in which humans can interact in time and space through and with
computing devices.
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Spatial and Embodied Smartness: Smart Spaces as Distributed Cognitive Systems.
Smart spaces can be considered as a compound physical agent that acquires data from
its environment through sensors and acts upon it via actuators. Contrary to a ‘classical
robot’ that operates towards its outside, the cognitive capabilities of a smart space can
be considered as an ‘outside-in’ robot, where the human user is an element of the internal
environment of the smart space.

Realization and User Experience of Privacy and Trust. This theme has its origin in the
basic conflict of data provision for enabling smart systems with human control and
attention. Issues like privacy, trust and identity raise not only technical, but also social
and ethical problems, particularly with regard to legal and moral rights as they have been
discussed in detail here in the corresponding Sect. 6 before.

The Scaling Issue. The scaling factor can range from a body to a room, a building,
public space, neighborhood, city, region or country. It can grow also according to the
complexity due to the huge number of functionalities provided. The scaling of AmI
spaces is not straightforward or trivial. Particularly interesting are: Fuzziness: one
person’s ‘neighborhood’ may be very different compared with its neighbors. Conflicts
of interest among AmI spaces: moving between personal and public spaces having
different characteristics. Moving from smaller to larger spaces, the number of people
and AmI resources residing in them increases, and there are not always common goals
or intentions. It is also very likely that different AmI environments are defined by
different tasks and goals. This means that conflicts will inevitably arise. Availability,
ownership and use of resources: environments of different size and scope require a
seamless integration among private and public resources.

In summary, we can conclude that the smart city proposal contains many opportu‐
nities. But one should also be aware that there are several risks requiring the discussion
of pros and cons. It is my opinion, that the smart city promises will only survive and be
successful if our future cities are designed as Humane Sociable and Cooperative Smart
Hybrid Cities, reconciling humans and technology. Urban environments should be
designed to enable people to exploit their creative, social and economic potential and
lead a self-determined life. Ambient Intelligence can play a major role in achieving this
goal by reconciling humans and technology.

References

Aarts, E., Encarnaçao, J. (eds.): True Visions: The Emergence of Ambient Intelligence. Springer,
Heidelberg (2006)

Disappearing Computer (2000–2005). http://www.smart-future.net/themes-and-issues/disappearing-
computer/. Accessed 28 Feb 2017

ISTAG. Scenarios for Ambient Intelligence in 2010. Final report. February 2001. European
Commission, Luxembourg (2001). http://cordis.europa.eu/pub/ist/docs/istagscenarios2010.pdf.
Accessed 28 Feb 2017

Konomi, S., Shoji, K., Ohno, W.: Rapid development of civic computing services: opportunities and
challenges. In: Streitz, N., Stephanidis, C. (eds.) DAPI 2013. LNCS, vol. 8028, pp. 309–315.
Springer, Heidelberg (2013). doi:10.1007/978-3-642-39351-8_34

Reconciling Humans and Technology 15

http://www.smart-future.net/themes-and-issues/disappearing-computer/
http://www.smart-future.net/themes-and-issues/disappearing-computer/
http://cordis.europa.eu/pub/ist/docs/istagscenarios2010.pdf
http://dx.doi.org/10.1007/978-3-642-39351-8_34


Russell, D., Streitz, N., Winograd, T.: Building disappearing computers. Commun. ACM 48(3),
42–48 (2005)

SESAMI. Mission statement by A. Savidis and N. Streitz, the chairs of the ERCIM-Working
Group SESAMI (2007). http://www.ics.forth.gr/sesami/index.html. Accessed 28 Feb 2017

Streitz, N.: Augmented reality and the disappearing computer. In: Smith, M., Salvendy, G., Harris,
D., Koubek, R. (eds.) Cognitive Engineering, Intelligent Agents and Virtual Reality, pp. 738–742.
Lawrence Erlbaum, Mahwah (2001)

Streitz, N.: The disappearing computer. In: Erickson, T., McDonald, D.W. (eds.) HCI Remixed:
Reflections on Works That Have Influenced the HCI Community, pp. 55–60. MIT Press,
Cambridge (2008)

Streitz, N.: Citizen-centered design for humane and sociable hybrid cities. In: Theona, I., Charitos,
D. (eds.) Hybrid City 2015 - Data to the People, pp. 17–20. University of Athens, Greece (2015)

Streitz, N.: Smart cities need privacy by design for being humane. In: Pop, S., Toft, T., Calvillo, N.,
Wright, M. (eds.) What Urban Media Art Can Do - Why When Where and How, pp. 268–274.
Verlag avedition, Stuttgart (2016)

Streitz, N.A., Geißler, J., Holmer, T.: Roomware for cooperative buildings: integrated design of
architectural spaces and information spaces. In: Streitz, N.A., Konomi, S., Burkhardt, H.-J.
(eds.) CoBuild 1998. LNCS, vol. 1370, pp. 4–21. Springer, Heidelberg (1998). doi:
10.1007/3-540-69706-3_3

Streitz, N., Geißler, J., Holmer, T., Konomi, S., Müller-Tomfelde, C., Reischl, W., Rexroth, P.,
Seitz, P., Steinmetz, R.: i-LAND: an interactive landscape for creativity and innovation. In:
Proceedings of ACM CHI 1999 Conference, pp. 120–127 (1999)

Streitz, N., Kameas, A., Mavrommati, I. (eds.): The Disappearing Computer. LNCS, vol. 4500.
Springer, Heidelberg (2007). doi:10.1007/978-3-540-72727-9

Streitz, N., Nixon, P.: The disappearing computer. Commun. ACM 48(3), 33–35 (2005). Guest
Editors’ Introduction to Special Issue

Streitz, N., Privat, G.: Ambient intelligence. Final section “Looking to the Future”. In: Stephanidis,
C. (ed.) The Universal Access Handbook, pp. 60.1–60.17. CRC Press, Boca Raton (2009)

Streitz, N., Röcker, C., Prante, T., van Alphen, D., Stenzel, R., Magerkurth, C.: Designing smart
artifacts for smart environments. IEEE Comput. 38(3), 41–49 (2005)

Streitz, N., Wichert, R.: Towards the Humane City: White Paper on a Future Research Agenda.
Final report (2009). InterLink website http://interlink.ics.forth.gr/central.aspx?sId=84I241
I747I323I344337. Accessed 28 Feb 2017

Weiser, M.: The Computer for the 21st Century, pp. 66–75. Scientific American (1991)

16 N. Streitz

http://www.ics.forth.gr/sesami/index.html
http://dx.doi.org/10.1007/3-540-69706-3_3
http://dx.doi.org/10.1007/978-3-540-72727-9
http://interlink.ics.forth.gr/central.aspx?sId=84I241I747I323I344337
http://interlink.ics.forth.gr/central.aspx?sId=84I241I747I323I344337


Engineering a Cyber-Physical Intersection
Management – An Experience Report

Florian Wessling, Stefan Gries(B), Julius Ollesch, Marc Hesenius,
and Volker Gruhn

paluno - The Ruhr Institute for Software Technology, University of Duisburg-Essen,
Schützenbahn 70, 45127 Essen, Germany

{florian.wessling,stefan.gries,julius.ollesch,marc.hesenius,
volker.gruhn}@paluno.uni-due.de

http://se.paluno.uni-due.de

Abstract. The engineering of cyber-physical systems (CPS) imposes a
huge challenge for today’s software engineering processes. Not only are
CPS very closely related to real objects and processes, also their internal
structures are more heterogeneous than classical information systems. In
this experience report, we account on a prototypical implementation for
an intersection management system on the basis of physical models in
the form of robotic cars. The steps to implement the working physical
prototype are described. Lessons learned during the implementation are
presented and observations compared against known software processes.
The insights gained are consolidated into the novel Double Twin Peaks
model. The latter extends the current software engineering viewpoints,
specifically taking CPS considerations into account.
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1 Introduction

Cyber-physical systems (CPS) are an emerging topic for research and enable
digital innovation in domains such as energy, health and transportation [13].
Equipped with computing power, networking and the ability to sense and actu-
ate real world processes, CPS enable ambient intelligence to conduct process
control. Furthermore, CPS may consist of heterogenous components unknown at
development time, thus allowing dynamic extension at runtime allowing greater
adaptability and the ability to cope with heterogeneous infrastructures. Being
defined as systems at the crossroad between physical processes and information
processing [12], CPS are vital for ambient intelligence.

CPS are key in the digital transformation – a development that brings the
software engineering and traditional engineering domains closer together and
creates new and interesting technical challenges and opportunities [14]. However,
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an often overlooked problem is the orchestration of experts to create CPS –
i.e. the engineering process itself. To date, to the best of our knowledge there
are no comprehensive accounts on the engineering methods for CPS. Thus, there
is an urgent need to explore similarities and differences between information
system engineering and engineering of CPS.

Road-going vehicles are currently undergoing a transformation to gradually
become networked and autonomous [7]. The anticipated impacts are profound:
greater individual productivity, less accidents and killings and new emerging
business models to name only a few. Notably, a directly affected aspect of this
transformation is traffic regulation.

Today, traffic signals and road signs are designed to be human-readable,
but in the near future there is potential to optimize traffic flow by directly
communicating with connected self-driving cars. While there are research groups
focussing on analyzing and improving intersections and traffic flows in general,
to the best of our knowledge, this is the first approach with a focus on the
engineering of such an intelligent system.

The example of a intersection management system seems appropriate to
study how CPS evolve as its engineering does not only concerns information
systems but also mechanical components, sensors and actuators. To this point
no general engineering process has emerged for CPS. Hence, we chose to investi-
gate and observe the process of building a physical prototype using the example
of an intersection with the aim to derive good practices that may be generalized
in future work.

The paper is organized as follows: in Sect. 2 we will review related work on
intersection simulation, physical prototyping and software engineering processes.
Sect. 3 presents the project approach and describes the work done in the respective
sprints. Section. 4 summarizes the results of the project in terms of intersection
management and technical challenges while Sect. 5 describes the software engi-
neering process which emerged from the development of the prototypical CPS.
Eventually Sect. 6 provides an outlook in terms of future research directions.

2 Related Work

2.1 Software Engineering Process

Traditional software engineering processes are not directly applicable to cyber-
physical systems due to the specific characteristics of CPS such as a close inter-
dependency between hard- and software, uncertainty during operation, as well
as the large scale, complexity and distribution of infrastructures [1,5]. As CPS
lie at the intersection of multiple disciplines such as mechanical engineering,
electrical engineering, control engineering, software engineering and physics, the
CPS engineering process is multidisciplinary as well [1,6,10].

Al-Jaroodi et al. [1] give an broad overview of the software engineering chal-
lenges imposed by CPS. One of their findings is that the complexity strongly
depends on the domain of the cyber-physical systems under development. While
mobility and power limitation might be issues for CPS in the automotive domain
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this restriction is different for CPS developed in a smart home context. Accord-
ing to Al-Jaroodi et al. all software engineering phases such as analysis, design,
implementation and testing need to be reconsidered and adapted when develop-
ing CPS [1]. Particularly during the analysis phase models and tools are required
that enable a coherent specification while capturing CPS characteristics. For
example Bures et al. consider the idea to use software architecture models that
are extended with knowledge and insights “such as electro-mechanical elements,
physical constraints and laws” from other areas [5].

The view from a software vendor is presented by Rüchardt and Bräuchle
[18]. Their experiences support the initial assumption of this paper that the
interdependency between hard- and software has a huge impact. The authors
explain that the business model is influenced as well: “experiences with enter-
prise systems can be extrapolated and transformed into a new model of sys-
tem operations, where product and service merge to form one common business
model.” [18].

Autonomous driving is currently gaining public interest and CPS are enabling
this trend. Therefore we have chosen the domain of automotive traffic coordina-
tion and aim at creating a small-scale physical intersection in order to examine
the software engineering process for CPS.

2.2 Simulating Intersections

There are several approaches working towards the future of intelligent trans-
portation systems in which vehicles cross intersections autonomously.

A first step towards making intersections more efficient is analyzing the
dilemma zone problem, which refers to the area in front of an intersection
that is approached during the yellow light phase and the driver being indeci-
sive about stopping or crossing the intersection. Petnga and Austin [17] describe
this dilemma as a set of conditions that represent an unsafe state and present a
simulation framework for implementing resolution algorithms. The authors con-
clude that for achieving a successful coordination it is necessary to consider cars
and traffic lights simultaneously, i.e. both spatial and temporal data is required
in order to prevent the system from reaching an unsafe state.

In a recent work from MIT the authors Tachet et al. examine slot-based sys-
tems known from aerial traffic coordination and present a framework to analyze
the performance of different algorithms for a slot-based intersection for vehi-
cles [20]. The common way of coordinating vehicles are traffic lights which grant
access to an intersection area (i.e., the shared resource) exclusively to one of the
traffic directions. In contrast to this approach, slot-based systems consider the
trajectory of multiple vehicles and prevent collisions by coordinating the time
slot in which the intersection can be crossed safely (simultaneously for multiple
traffic directions). Their work shows that by using a slot-based intersection the
capacity of an intersection can be doubled and delays significantly reduced.

Azimi et al. focus on Vehicle to Vehicle (V2V) communication in order to
coordinate the crossing of an intersection [3]. Their algorithm segments the inter-
section into a grid of 4 × 4 cells. Each vehicle calculates possible collisions with
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other vehicles based on their desired trajectory and its respective occupied cells
during the crossing. This communication process is triggered when approaching
the intersection. The authors experiment with different algorithms (“intersec-
tion protocols”) and compare the trip time and delay caused by crossing the
intersection. Their results show that by avoiding single colliding cells on vehicle
trajectories the delay caused by common traffic lights can be reduced from 48%
up to 85% due to lower waiting time and a more fine-grained planning.

Wuthishuwong and Traechtler use a Vehicle to Infrastructure (V2I) app-
roach in which a centralized system plans and coordinates the trajectories of
vehicles crossing an intersection [21]. Based on discretization of the vehicle’s two-
dimensional trajectory and considering time as the third dimension the authors
employ Dynamic Programming to calculate a collision-free route for each vehi-
cle. Compared to the aforementioned approach Wuthishuwong and Traechtler
achieve an even more fine-grained trajectory. Although the authors did not
carry out exhaustive experiments they state that their approach reduced delay
and supported an continuous flow of vehicles crossing an prototypical simulated
intersection.

2.3 Simulations and Physical Prototypes

The examples mentioned in Sect. 2.2 are all software-based and simulate vehicle
trajectories without any connection to physical devices.

The work by Paczesny et al. studies the link between simulation and pro-
totyping of cyber-physical systems [16]. By providing a middleware combining
aspects from both areas, it is possible during development to test and demon-
strate a CPS composed of virtual nodes (i.e., simulated elements) and real nodes
(e.g., objects and their sensors and actuators). This middleware also enables
hybrid approaches as combinations of virtual and real nodes on both the cyber
(i.e., software) and physical side.

Blech et al. call the combination of existing physical elements and software
simulation “cyber-virtual systems” [4]. The authors highlight the importance
of “visualization, simulation and validation of cyber-physical systems in indus-
trial automation during development, operation and maintenance” supported
by Hardware-in-the-Loop (HIL) approaches. HIL is known from the domain of
embedded systems where hardware “parts of a system are simulated in software
to test a distinct system component.”

Kim et al. argue that conventional HIL simulations are not suitable for CPS
as these simulations are usually built for specific systems in non-distributed envi-
ronments [11]. Therefore the authors propose a human-interactive HIL simula-
tion framework for CPS. It supports a fully distributed and scalable environment
that connects human-interactive (i.e., physical) devices for input, distributed
simulators and a physical system as the target to be tested.
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3 Project Approach

The idea of this project is to interweave aspects from the above mentioned
related work with an experimental setup while focussing on the primary goal
to learn about the engineering process of CPS. Following this idea, we aim to
develop problem solving techniques and guidance for work organization in CPS
development projects. The actual results of the implementation are secondary.
Therefore the following section is focussed on the work items and process and
leaves out some technical details of the solution.

3.1 Project Setup

The project team consisted of software engineers, mainly the authors and one stu-
dent who contributed to specific work items concerning simulation and intersec-
tion protocol algorithms. While high-level requirements were clearly set, detailed
analysis of the real requirements was not possible and hence the team followed an
agile approach [19, p. 57ff.] with weekly or bi-weekly meetings and an incremen-
tal development of features to explore technical boundaries (see Fig. 1). From
the beginning, it was clear that due to resource constraints, the intersection
needed to be modeled: no real cars, let alone a real intersection were available.
Lego Mindstorms was chosen as framework for the physical model and accord-
ingly the intersection needed to be built in a scaled-down indoor environment.
Benefits and disadvantages of this approach will be discussed in the course of
this chapter. The structure resembles the phases of the project and observations
and lessons learned are outlined in the context of the sprint phase where they
occurred.

3.2 First Sprint

The first sprint primarily served as a basis for subsequent work and guidance
for the team members. In this regard, the sprint was primarily composed of two
elementary tasks. First, the development hardware was examined and configured.
Second, concepts and models to digitize the physical components were created.

In terms of hardware, we started with NXT and EV3 robots from the Lego
Mindstorms series. The rationale behind this decision was that this is a proven
framework for experiments in robotics. For better control over the hardware
we used the LeJOS operating system [8], which allows execution of arbitrary
Java software as opposed to the original Lego OS. After the construction of
a prototypical vehicle, we started to implement the on-board software. In our
concept, the vehicles should communicate their location to a central server in
order to retrieve control information. The communication was to take place from
the vehicle to a computer via Bluetooth. On the computer, a bridge software
needed to be set up, which forwards the bluetooth communication via REST
calls to a server. The NXT controllers that were used do not have the capability
to implement IP-based communication themselves.
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Sprint 1

• hardware examination and configuration
• create digital models of physical objects
• basic client/server communication

Sprint 2

• graphical user interface for better understanding of 
physical values

• analyze physical values for plausability checks

Sprint 3

• digital simulation of real-world objects
• optimizing simulated objects by modeling them closer 
to their real counterpart

Sprint 4
• server architecture and design
• intersection algorithms

Sprint 5
• experiments
• improve algorithms and increase intersection capacity

Fig. 1. Sprint overview

A special conceptual and technical challenge was the localization of the vehi-
cles. As our experiment should be carried out indoor, GPS localization could not
be used – the necessary precision of two to five centimeter for the scaled down
car models cannot be achieved with normal GPS, especially not in an indoor
environment. Also radio-frequency beacons are able to provide this spatial res-
olution. Instead, we decided to divide the lanes into fields (approximately five
centimeter long), coded with different colors (see Fig. 2).

The unique color combination allowed localization of the vehicle across the
lane. To read the color code, vehicles were equipped with two downward-facing
color sensors whose values were sent to the server continuously. With that, the
server can detect the position of the vehicle by matching its color combination
and the color-coded model of the intersection.

The server component was implemented as Node.js server. In the first sprint,
the server does not control any of the vehicles. Instead, only the transfer of the
location from the vehicle to the server was implemented.

Lessons Learned: We learned that for the design decisions on how to abstract
reality to a model, the available sensors play an important role. The character-
istics and limitations of the sensors to be used need to be adequately studied
to ensure that all functions can be implemented later. The sensors’ specified
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capabilities are therefore a valid starting point for the model. However, the spec-
ification and documentation of the sensor must be read, tested and validated to
ensure they can be used in the scenario – we found our designated color-sensors
to massively underperform in the target environment. Also, we had to change
the physical mounting and adjust the height of the color sensors to reach a bet-
ter performance. Eventually the experimentation led to a reduced set of seven
identifiable colors which was fed back to the modeling task in order to color code
the intersection.

Fig. 2. Intersection prototype with robotic cars (Color figure online)

3.3 Second Sprint

In the second sprint, we focussed on creating a visualization to enable a more
productive development and testing. While the messaging of the detected vehicle
location to the server had already been implemented, it could only be written
out to the console – a not well-readable form of information that makes the
system difficult to debug. Thus, errors could not be detected directly, because
they were not obvious to the human eye – especially, if the incoming values
seemed plausible. To solve this problem, a graphical user interface (GUI) com-
ponent was implemented. The GUI should enable developers to visualize the
vehicle locations known by the server. Therefore, we constructed a digital twin
of the intersection. Technologically, the implementation of the GUI was done in
JavaScript to keep it close to the server codebase (especially for data structures
and related code). HTML and the canvas element were chosen as native visual-
ization means in this technology stack. As a result, movements on the physical
intersection could be compared to the information of the server which were visu-
alized on the screen. Each vehicle was represented by a simple rectangle in the
digital model. The shape contains vehicle information such as location (including
the color combination), speed, vehicle length, etc.
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Lessons Learned: First, we depicted real-world objects in a machine readable
format on the server. The problem here is that this model is not comprehensible
enough for human developers in order to detect errors at first sight. Therefore
we decided to visualize the created model as well. Even if this meant addi-
tional work, we invested the required time to accelerate the ongoing development
process. HTML canvas proved to be a capable and well-performing, however not
very comfortable option develop the GUI. Feedback from team members devel-
oping the intersection algorithms suggest that in fact identification of errors
and troubleshooting got more productive and effective. Hence, we conclude that
human readable models and visualizations help to structure the CPS develop-
ment process and to increase its efficiency.

3.4 Third Sprint

It quickly became clear that the development was slowed down by the exclusive
use of physical cars. The recurrent placement of vehicles increased the test effort
further and slowed down debugging. The team therefore decided to simulate
vehicles. Thus, this sprint focussed on developing a virtual car component. The
idea was that the virtual instance of the vehicle would use the same interfaces as
the physical robotic car. This way, the server does not know if a connected vehicle
is a real or virtual (it is a blackbox). Other than the robotic vehicle, the virtual
car component included the digital model of the intersection. To simulate driving
behavior, it sent messages to the server with color codes from the model in the
given order. Moreover, also the virtual vehicle could be controlled by commands
from the server. Same as the robot, it would react to target speeds set by the
server and behave accordingly. Effectively this meant that at higher speed, the
color combinations were sent at shorter intervals to the server. At the same
time, the experiments with robotic cars showed that the physical model needed
extension. In some situations, the server assumed that cars had already cleared
the intersection - but in reality they were still crossing. We speculated that the
robotic cars varied their speed based on battery charge and available voltage.
Thus we decided to add a color code to the lanes right after the intersection. By
passing this color combination, the cars could declare themselves clear off the
collision zone.

Lessons Learned: CPS focus on the interaction of physical objects, hard-
ware and software. Real-world objects are sensed and measured and the system
responds to their properties. Since the physical properties change constantly, sce-
narios are very difficult to reproduce. Furthermore, the continuous use of physical
objects in the development process creates an enormous test and debug workload
on software developers. The simulation of these objects can reduce the workload
and accelerate the development process. The fact that simulated components
are at work should be intransparent to other CPS components, otherwise the
validity of the simulation is at risk.
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3.5 Fourth Sprint

Once we were able to transmit the locations of real and virtual vehicles without
errors to the server, the performance of any intersection algorithm could digitally
be visualized on the screen. The next step was to deal with the control of the
vehicles. In our setup, the server stored all locations of all vehicles at all times.
This centralized server should now decide how fast each vehicle should move. The
primary goal of any intersection control should be that there are no collisions,
the secondary goal being optimal use of the road capacity. In this sprint, we
implemented two competing routing algorithms that pursued different strategies
in reaching the aforementioned goals.

The algorithms were designed as modules in the server, so that they could
easily be switched and compared. Both routing algorithms got access to the loca-
tion of all vehicles, their main task being the calculation of a target speed for
each vehicle. The server then sent this information to the vehicles that adjust
their speed accordingly. By using the virtual cars we were able to test the algo-
rithms with unlimited vehicles and observe the behavior. As stated before, the
main focus was to avoid collisions.

Lessons Learned: While implementing the routing algorithms, the virtual vehi-
cles were used successfully to simulate the intersection. We learned that without
simulations, no productive development is possible, as the iteration cycles between
implementation and testing are very frequent and short. Often, changing a piece
of code only took a few minutes to complete. Afterwards, a brief test needed to be
performed in each case. Doing these tests during implementation with real vehicles
is virtually impossible because this takes too much time and effort.

3.6 Fifth Sprint

In a final sprint we experimented with the different vehicles and tried to optimize
the functions of the system. Focus here was to increase the capacity of the
junction without causing collisions. To make the comparison more objective, a
collision counter was implemented together with the option to freeze the GUI
at the event of a collision. Prior to this, longterm testing was effectively useless
as collisions needed to be observed by a human. The routing algorithms’ code
was cleaned and partially rewritten. In the experiments we also tried to combine
real and virtual cars to observe if they behaved similarly and if the intersection
could handle this situation.

Lessons Learned: After we had reviewed much of the implementation using
virtual vehicles, we had to perform integration tests with real hardware. This
showed how important it was that the virtual vehicles act as precisely as pos-
sible like their physical counterpart. The test on real hardware was completed
quickly – only small changes to the code were necessary, e.g. to synchronize the
speed of virtual cars to real cars. The routing algorithms and server components
did not require further changes.
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4 Project Results and Critical Acclaim

The project ended with a successful test of the intersection with both robotic
and virtual cars, as well as a combination. At this stage the following artifacts
have been developed:

– Physical model of the intersection and three physical model cars
– Bluetooth bridge for cars connected to the server module
– Two intersection protocol implementations
– Digital model of the intersection and graphical user interface
– Virtual car simulation module

With this setup, different use cases are supported. The virtual components
together with the GUI proved very valuable to simulate behavior and visualize
problems. In this use case, the virtual cars are controlled by the server according
to the given protocol. Algorithms can be interchanged and collision numbers
compared. The same applies when physical cars are used. These also are con-
trolled through the server and the bluetooth bridge component. The latter being
necessary for coupling of devices and tunneling of IP-based communication with
the server component. Our experiments showed that the concept of indoor local-
ization with color coded lanes worked rather precisely. The physical robotic cars
worked well, although their physical properties in terms of speed and maneuver-
ing capabilities are certainly in need of improvement. Although our analysis lacks
detailed statistics, the results are promising as the throughput of the intersection
seems ample and collisions could not be observed.

One main limitation of the scenario is that cars do not change their direc-
tion, i.e. they do not turn. While it is certainly possible to build Lego cars and
software that enables precise turning maneuvers, we decided to not spend time
on this feature. Secondly, we did not use ultrasonic distance control, despite the
availability of the sensor in the Lego NXT framework. With this, it would have
been relatively easy to ensure that a certain safety distance is kept by cars. We
decided against this in order to focus on the algorithmic quality, however these
sensors are widely used today for park distance control and are also part of the
sensor package in autonomous vehicles. Another limitation is that we decided
not to use vehicle to vehicle (V2V) communication. V2V is speculated to be
a major feature of connected cars and enable better peer-to-peer coordination
(amongst other benefits). This also would make the algorithmic control problem
more interesting. While all these features would add realism and more complex-
ity to examine the algorithms, it would have been just more iterations through
physical and virtual models and software. Hence, we conclude these would not
have added value for our focus area: the engineering process.

5 Results on Methodology and Engineering Process

Our observations are presented in two steps. First we elaborate on the differences
between a CPS development process and an information system development
process. Then we take those differences and generate a preliminary model for a
CPS software engineering process and its phases.
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5.1 Observations on CPS-Specific Tasks

CPS-specific tasks are naturally connected to the physical aspects otherwise
missing in a software project.

The first step in our experiment was the construction of a viable physical
model. This is due to the design decision to use building blocks instead of more
integrated components. Certainly the idea to use Lego Mindstorms/NXT is a
compromise between fabricating a physical model from scratch and choosing a
fully integrated system like Anki Overdrive. As described, sensors and actua-
tors need special attention. To information system developers it may come as a
surprise that the sensor’s capabilities, to a large extent, dictate the data model
and even many functional aspects. In our case, the color sensor limitations influ-
enced not only the physical architecture of the car but also the model of the
intersection, such that localization was finally possible with the data generated.
These constraints can be interpreted as technical requirements, well known to
software engineers. However, their nature is different as they need to be devel-
oped and deducted from the physical processes in scope and are not given by
stakeholders during the classical requirements elicitation phase methods such as
interviews or scenarios [19, p. 99ff.]. This physical aspect is usually not present
in the construction of information systems. It creates a greater uncertainty in
the specification phase which leads to even more iterations between require-
ments and architecture. These iterations are similar to component tests, where
a subsystem is tested individually in a prototypical and explorative manner.

Second, after the physical model has been developed and translated into an
information and data model, the software implementation phase started to influ-
ence physical aspects again. When the first algorithm was tested with physical
cars, we found that cars would collide because the algorithm assumed they had
already cleared the intersection. So, in order to have a robust method to deter-
mine if the intersection was clear or not, it was decided to add a unique color code
after the intersection to each lane. Cars would send this marker to the server and
thereby declare that they leave the scope of control. Clearly, this measure could
have been foreseen at an earlier stage. But to us it only became apparent when
tested with physical model cars, that behaved physically correct. While it can be
credited to a lack of experience in building CPS, it does seem realistic to assume
that implementation aspects of CPS are likely to be overlooked until first tests
of the integrated system are conducted. While it is certainly desirable to follow a
holistic plan-driven approach in any safety-critical environment [19, p. 57] such
as traffic control, the heterogeneity of CPS might render this ambition unfeasi-
ble. Thus, the CPS engineering process must not prohibit later adjustments to
aspects of the system but rather enable change.

Third, the behavior of the physical cars was again modeled into a virtual
simulation component. This component acted like the physical car and commu-
nicated with exactly the same protocol reading color codes and processing speed
commands. As a result, it was not transparent for the server if a car was virtual
or real. Being able to instantiate an almost arbitrary amount of (virtual) cars
made testing and simulating the intersection algorithms a lot more convenient
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and productive. However, we found it difficult to recreate the exact physical
behavior of the cars in terms of acceleration and speed. The physical cars would
sometimes come off track or show faster or slower speeds (possibly due to higher
or lower battery charge states). Nonetheless, the virtual cars made it possible to
develop algorithms in a more reasonable time. Simulation is therefore both an
accelerator, as well as a threat to development process. The danger is mainly
rooted in the fact that a simulation can never fully account for the variability of
real world applications and therefor cannot guarantee faultless operation.

5.2 Preliminary Model of CPS Software Engineering Phases

Throughout the different phases of our development, we saw strong parallels to
the Twin Peaks model [15]. Twin Peaks emphasizes the interrelation of require-
ments and architecture, the notion being that there is a permanent exchange
of information between the two. Moreover, Twin Peaks conveys the idea that
one starts with a general understanding of requirements and architecture and
iteratively generates a detailed view.

Software

Hardware

Requirements Architecture

Level
of

Detail

Fig. 3. Double Twin Peaks overview

Based on our observations, we propose to add the notion of physical (real-
world) objects to this model. We found that often physical properties and con-
straints were only discovered when applying our architectural decisions. Therefore
the iterations are not purely software-based but clearly there is a hardware-related
loop to the CPS engineering process. As with Twin Peaks, this is a bidirectional
information gain: software needs to be adapted when physical aspects change and
the physical part of the CPS evolves when new software is implemented and tested.
For example the requirement to localize vehicles indoors led to the development
of a physical color-code schema. This in turn incurred that vehicles needed color
sensors. Experiments with the latter showed that the positioning of the sensors
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Fig. 4. Illustration of the observation that focus areas of sprints alternated over the
course of engineering through different domains in Double Twin Peaks.

is crucial to obtain enough reliable data. The number of colors supported by the
sensor influenced the software data model, and so on. We think it is crucial to
understand that CPS components cannot be developed separately, but in fact the
development of cyber and physical parts are closely aligned and interdependent.
Therefore we present the Double Twin Peaks model, as shown in Fig. 3 below. In
the foreground, it depicts the Twin Peaks of software requirements and architec-
ture, adding a layer for the respective doubles in the physical domain – hardware
requirements and hardware architecture.

Double Twin Peaks emphasizes the strong influence of physical properties on
the design and development of CPS. As described in the original Twin Peaks
publication, similar attention needs to be put on software requirements, architec-
ture as well as hardware design and physical constraints. It can be hypothesized
that as with software there exist CPS-patterns, i.e. solutions that can be applied
in a range of similar problems. What can be said for sure is that a modular,
well-defined and reusable system architecture is desirable for CPS in order to
cope with complexity and shorten development cycles. However, this ambition is
challenged as the physical part of CPS tend to be specifically tailored to the phys-
ical environment and relevant constraints. As physical components influence the
software part, the entire CPS drifts towards a specific solution. Figure 4 depicts
the described development journey in the Double Twin Peaks model. Despite
the limited number of sprints, we experienced a constant interchange between
domains which did not follow the textbook approach in software engineering.

While Double Twin Peaks is a preliminary result and needs validation, the
generated insight might help developers aiming to build CPS to realize possible
faux pas such as strict separation of teams or lack of communication.
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6 Conclusion and Future Work

In this paper, we have described the development of a cyber-physical intersection
management system. Certainly the prototype was very simplified and spared
external factors such as pedestrian behavior, unexpected obstacles or human
driver behavior. However, our models first priority purpose was not to serve as
a realistic intersection simulation but rather generate initial insights into the
CPS engineering process, which to the best of our knowledge are otherwise not
available. The experience gathered led to the preliminary version of the Dou-
ble Twin Peaks model. Here, we argue that not only software requirements and
architecture influence one another but extend our view to the physical domain.
Hardware and physical environment impose constraints on CPS software. But
this is not a one-way road – for example, we have shown that design decisions in
the software domain may lead to new requirements for hardware components or
new ideas how to interact with the physical environment. We are currently devel-
oping a follow-up project. With this second generation prototype we would like
to validate the Double Twin Peaks development model presented previously. The
model should consistently be applicable throughout the phases of the CPS engi-
neering life cycle. The focus is requirements engineering, architectural design,
implementation and concurrent testing.

In this prototype setup we had used building blocks from the Lego NXT
robotics framework. From a functional perspective, it is desirable to move away
from this system as the NXT control units lack computing power and modern
communication. In addition, to improve the cars speed and precision of move-
ments, the mechanical design would need to be generally revised. Thus for the
following project, we aim to use Anki Overdrive [9].

Higher speed and greater flexibility are not the only changes compared to
NXTs – Anki vehicles are equipped with modern communication technology,
optical sensors and artificial intelligence. The cars are fully-integrated devices
whose software can not be customized [2]. Hence, a major benefit of using Anki
is that we are able to observe if our findings still hold true for a more integrated
platform, where most physical aspects are predetermined.

Thus, the focus of future research is no longer the software implementation
of the vehicle itself. Instead, we will concentrate on the network of vehicles and
the intelligent intersection control algorithm. With this slight change in focus,
we are keen to see if the hardware layer in the Double Twin Peaks model is still
relevant. Apart from that, Anki brings further possibilities to extent the project
scope: up to four vehicles can travel side by side on the track. The track could
therefore be divided into two tracks per direction, resulting in new possibilities
for the control system and more realism compared to real world traffic. Moreover,
we are planning turn maneuvers on the intersection to further increase the option
space for the prototype.

Acknowledgments. This work has been supported by the European Community
through project CPS.HUB NRW, EFRE Nr. 0-4000-17.
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Abstract. This paper presents a prototype of an intelligent assistive
system for workers in stationary manual assembly using projection-based
augmented reality (AR) and intelligent hand tracking. By using depth
cameras, the system can track the hands of the user and makes the
user aware of wrong picking actions or errors in the assembly process.
The system automatically adapts the digital projection-based overlay
according to the current work situation. The main research contribution
of our work is the presentation of a novel hand-tracking algorithm. In
addition, we present the results of an user study of the system that
shows the challenges and opportunities of our system and the hand-
tracking algorithm in particular. We assume that our results will inform
the future design of assistive systems in manual assembly.

Keywords: Augmented reality · Mobile projection · Hand tracking ·
Manufacturing · Industry 4.0

1 Introduction

In recent past, there has been a huge trend in industrial manufacturing towards
a higher flexibility. Products become more variable, development periods and
product life cycles become shorter and consequently lot sizes decrease [12]. While
there is in general a tendency towards automation, manual human work will still
be required due to a high complexity in the assembly tasks or the uniqueness
of the task itself. To support humans in assembly tasks, assistive systems have
been presented that guide users through the process of manual assembly (e.g.
[1,4,7,13]). While earlier work focused on the interaction with different output
technologies, e.g. head-mounted displays or projection-based augmented reality,
little work has been done with respect to the question, of how such assistive
systems can become more intelligent in terms of supervising the work and giving
automatic feedback according to the current work situation. With this paper, we
present a projection-based assistive system that includes a novel hand-tracking
c© Springer International Publishing AG 2017
A. Braun et al. (Eds.): AmI 2017, LNCS 10217, pp. 33–45, 2017.
DOI: 10.1007/978-3-319-56997-0 3
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Fig. 1. Conventional manual assembly station (left) that was later equipped with assis-
tive system with projection-based AR and intelligent hand tracking. Video-instructions
are projected into the user’s workplace (right, top). In-situ projections highlight the
boxes for picking with green light (right, bottom). (Color figure online)

algorithm and guides users through the assembly process (Fig. 1). The paper
presents the related work, describes our concept and its implementation with a
focus on the new hand-tracking algorithm. Furthermore, we present a user study
that shows the opportunities of the new hand-tracking system and the complete
prototype as well, which will inform the future design of intelligent workplaces
in manual assembly.

2 Related Work

In this section, we will consider the related work from the following two fields:
First, we present related work on how to support humans with AR assistive
systems in manual assembly. Second, we consider work related to the field of
progress detection in assembly including hand- and tool-tracking in an assembly
context.
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2.1 AR Assistive Systems

A lot of publications have dealt with the topic of assisting industrial workers
with new interaction technologies. Early work focused mainly on picking tasks
e.g. by using head-mounted displays (HMDs, e.g. [15,16]). The empirical studies
conducted indicated the potential of the systems, e.g. Guo et al. [9] showed that
picking with AR support with HMDs is faster than the use of conventional paper
instructions. In the last decade, the support of more complex assembly tasks has
been evaluated. Billinghurst et al. [2] presented assembly support with a mobile
device. Among others Paelke et al. [13] showed the feasibility of augmented
reality assistive systems for picking and assembly tasks. Tang et al. [17] presented
a system with spatially registered instructions and showed that they can improve
the performance significantly. However, drawbacks of HMDs have been presented
as well: Grubert et al. [8] conducted a study in which picking tasks had to be
accomplished by users wearing HMDs for about four hours and showed that the
users stress level increased. Lately, the research focus has shifted to projection-
based assistive systems for manual assembly. In a comprehensive study, Funk
et al. [6] compared different types of instructions in a workplace scenario in
a projection-based assistive system for manual assembly. In their study, they
compared projected contour, pictorial, video instructions and an uninstructed
baseline. Their results showed that in-situ projected contour instructions lead to
unified performance over three types of performance groups. Furthermore Funk
et al. found that using in-situ projected instructions can significantly increase
the productivity of cognitively impaired workers in assembly tasks [7]. Zheng et
al. [18] compared the use of non-spatially instructions displayed on a centralized
HMD, a peripheral HMD, a tablet computer, and paperbased instructions. They
found that centralized instructions on an HMD lead to faster assembly times. In
contrast, the study of Büttner et al. [3] found no significant difference between
HMD instructions and a paper baseline. However, they found that the assembly
time using projections is much faster and the error rate decreases in comparison
with HMDs and a paper baseline. The related work shows some of the drawbacks
of conventional instructions and indicates that (apart from HMDs) projection-
based AR could improve manual assembly work.

2.2 Progress Detection

In early assistive systems, progress was detected by using proximity sensors to
detect hands [9], but this approach is limited to the recognition of picking actions
and requires an expensive installation of sensors. Kirch et al. [11] presented an
alternative approach in which each part to assemble is equipped with a Radiofre-
quency Identification (RFID) tag. The user is wearing a wristband that is able
to read the RFID tags automatically and confirm the picking actions. However,
this approach is not suitable for small parts. Alternative approaches use hand
tracking to capture the workers actions. Several data gloves or wristbands are
available that can be used to capture the users arm, hand, and finger move-
ments [5]. These physical approaches have the advantage that they work even
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when the hand is occluded, for example while picking a part from a box. How-
ever, the gloves are not very comfortable to wear and might not be suitable for
an 8-hour shift. Bannat et al. [1] presented camera-based activity recognition.
They developed a system with projection-based AR and body-worn grasp detec-
tion in combination with an RGB camera to detect whether the user picked a
part from the correct box. While also considering the assembly process, Funk et
al. [7] presented a system with a depth camera for checking both the picking and
the correct assembly. In their user study, they used an assembly task of LEGO
Duplo bricks that had to be picked from 1 out of 8 boxes. Our work is highly
inspired by the related work above and especially by the presented work of Funk
et al. [7]. While we constructed a very similar system from a hardware perspec-
tive, we focused on improving the hand-tracking algorithm in terms of accuracy
for scenarios, where very small parts need to be picked from small boxes and
assembled with other parts. Therefore we ran a human-centered design process
that included a real assembly task from industry, where belt tensioners had to
be assembled. Therefore, we contribute to the research on assistive system with
the presentation of a new hand-tracking algorithm.

3 Basic Ideas and Concept

The assistive system presented in this work targets a commercial manual assem-
bly station. It has a table with tools such as screwdrivers and a stationary press,
a mount for the product during assembly, and a rack containing the boxes with
the required parts. The commercial system has been extended with two depth-
cameras that cover the whole picking and assembly area, two LED projectors
for the instructions and feedback to the user and an ultrasound sensor for local-
ization of tools. All the mentioned devices are mounted on the structure at the
top of the assembly stations and are oriented downwards onto the table surface
and boxes. The complete setup is shown in Fig. 1. With this setup, the system
is able to track multiple hands with the depth-cameras in the three-dimensional
space with an accuracy of a few centimeters and detect both picking and assem-
bly actions. The projectors cover all boxes and the table and project the digital
overlay into the workspace. Boxes are highlighted by color and a number that
indicates how many parts should be picked. Videos, images and texts are used
to provide instructions. The user interface can be adapted individually by using
hand gestures to move or scale the content on the table, similarly to a touch-
screen.

4 Implementation

In this section, we will present the implementation details relating to projection-
based user interface and intelligent hand tracking. This section focuses the
description of the hand-tracking algorithm.
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Fig. 2. The figure shows a projected button. By using the projections in combination
with the hand tracking, the table can be used as a touch screen.

4.1 Projection-Based User Interface

Our system projects the user interface into the physical workspace of the user.
The projectors cover the complete assembly station including the table and all
the boxes. The boxes are highlighted in a green color (see Fig. 1) if parts need
to be taken from the specific box. Additionally a number is shown on the box
that represents the number of parts to take. In case of errors, the boxes are
colored red and alarm occurs that draws the users attention. Furthermore, the
system shows media elements, such as images and videos on the component
to be assembled or beside of it to assist with the assembly process. Another
feature is the projection of virtual buttons into the workspace. The whole table
can be considered as a touch-sensitive area. While the table does not recognize
touch gestures itself, the depth-cameras are used for recognizing touches onto
the virtual buttons (see Fig. 2). This enables the worker to interact with the
system with minimal distraction.

4.2 Intelligent Hand Tracking

Our system uses two Asus Xtion Pro depth cameras. The cameras use a Prime-
Sense depth sensor, which is based on the structure light technique. It emits
a pseudo random pattern using an infrared diode, which is reflected and cap-
tured by a camera sensor the depth is retrieved based on the deformation and
warping of the pattern [14]. Due to the size of the assembly station, the use
of two cameras is required to capture the whole space, as their field of view
is not sufficient. We installed the cameras with a low amount of overlapping to
avoid crosstalk (errors due to overlapping patterns of the infrared light). Figure 3
shows an image captured by the two cameras.

The raw depth images are retrieved using OpenNI and processed with
OpenCV. In the first step, the foreground is extracted from the depth images.
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Fig. 3. Image taken by the two depth-cameras.

Our system uses an approach based on mixture of gaussians to segment to fore-
ground like arms, hands, and parts the user is holding from the background
like the assembly stations structure, table surface, and boxes. Static, non-moving
pixels are classified as background while moving parts are classified as fore-
ground. The used background model is adapted over time to react to changes
to the assembly station. After the background is removed, the Canny edge
detection algorithm is used to extract contours from the depth image. After-
wards, the contours need to be classified to find the users hands. For this clas-
sification, we take into account the orientation and origin of the contours. First,
contours that only enclose a very small area are discarded. Then, the knowledge
of the users position which is always in front of the assembly station is used to
classify hands. Only contours that are touching the images edge on the side that
the user is standing on are classified as hands. The position of the hand itself
is defined as its peak which is the point of the contours that has the largest
distance to the images edge. Using the image coordinates of the point and its
depth value, a spatial position can be reconstructed based on the cameras intrin-
sic parameters. As multiple cameras are used, the positions of the detected hands
are transformed into a global coordinate system shared by all cameras. Possi-
ble duplicates due to hands that are visible in multiple cameras, are discarded.
The detected hands are combined with the hands from the previous frames to
perform temporal tracking. Each hand is assigned a unique identifier that stays
constant between frames. A Kalman filter is optionally applied to smooth out
the resulting hand positions. The resulting hand positions are compared to pre-
viously taught spatial regions defined as axis-aligned bounding boxes (AABB)
that represent the boxes in the rack. In case a hand is detected inside such
a region, we register a picking action of the user, respectively we register a
certain user action in the workspace. Figure 4 shows the complete process
described above.
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Fig. 4. The graphic shows the steps of the hand-tracking process. The process starts
with capturing and processing the depth image. The processing is done for the left and
right side individually. After the possible hand positions are retrieved, the data of the
left and right camera are combined.

5 Evaluation

The development of the system followed a human-centered design process. There
have been intermediate evaluations during the development process, e.g. the
evaluation on how to present instructions that have been described in [3] and
intermediate evaluation of the hand-tracking algorithm. In this paper we will
present an evaluation of the system that is two-fold. First we ran a study focusing
on the hand-tracking algorithm. The second part of the evaluation is a user
study that compares the conventional work process with the work process by
using the assistive system, when executing an industrial assembly task. With
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these studies we present an insight how the design of future assistive systems for
manual assembly is informed.

5.1 Evaluation of the Hand-Tracking Algorithm

Before running user studies we aimed on an evaluation of the reliability of the
hand-tracking algorithm in terms of the recognition of picking actions.

Design. In the study we checked the rate of false negative and false positive
recognition of picking actions. False negative means that the user picks from the
rack, but the system does not recognize the picking action resulting in wrong
assistive information since the progress of the user is not recognized. False pos-
itive errors occur, if the system recognizes a picking action even though they
did not occur. In this case, error messages might be shown to the user even
though he or she did everything right. Apart from the error rate of the system
we measured the task completion time. In addition, we observed the participants
and noted qualitative observations during the task completion that could lead
to future improvements of the system.

Apparatus. We used a real assembly task from industry for the study. Each of
the participants had to assembly a belt tensioner that requires 28 single assembly
steps, including the use of different tools (e.g. different screw drivers and a press).

Procedure. Before starting the study, there was a short introduction to the
workplace, especially focusing on safety aspects, e.g. the use of the different
tools was explained. The participants filled out a short questionnaire to collect
demographic data and one single training task was performed to get to know the
workplace. The training task was different from the assembly task during the
study. After completing the actual assembly task and collecting the data there
was a short post-session interview, where users could comment on the system.

Participants. We recruited 9 participants (1 female, 8 male) who where aged
from 23 to 32 (M = 26.56,SD = 3.27). Three of the participants were engineers;
the other six participants were students. There were three left-handed and six
right-handed participants. The participants did not have any previous experience
with the system or the assembly task.

Results. During the study 252 single picking and assembly steps have been
executed. The average task completion time of the 28 steps was 540.78 s (SD =
152.02 s). Within the 252 picking steps, there was only one single false negative
error. However, there were on average 0.89 (SD = 0.57) false positive errors, so
almost every participant had a situation where the system recognized picking
actions in the case there was none. Using the data of the observations we could
conclude that all except one false positive error occurred when users hovered
over another box before picking. As a result of the study, we adapted the system
in the next iteration (and before the second study) by adding a very short delay
before a box is actually triggered, to reduce the false positive rate.
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5.2 User Study of Assistive System

The second study presented here focused on a user evaluation by comparing
the assistive system with a paper baseline that is currently used in industrial
practice.

Design. The study was designed following a repeated measures design with the
instruction method (paper manual vs. assistive system) as independent variable.
Each of the participants had to assemble two belt tensioners using the same
assembly task that was presented in the first study. One belt tensioner had to
be assembled with a paper manual and one with the presented assistive systems,
while the order of the instruction methods was alternating assigned (within-
subject design). We measured the following dependent variables: assembly time,
picking errors, assembly errors. We used the NASA-TLX [10] to measure mental,
physical and temporal demand as additional independent variables.

Procedure. In the same way as in the first study, there was a short introduction
focusing on safety aspects as well as a questionnaire to collect demographic
data. In this study, there was no training task. However the single tools of the
workplace have been explained and could be tested by the participants before
starting. After continuing each of the assembly tasks the participants filled out
the NASA-TLX questionnaire. After completing both of the tasks there was a
post-session interview to receive further qualitative data.

Participants. For this second study we recruited 10 new participants in the
age of 21 to 27 (M = 23.60,SD = 1, 91), all male, students, and all right-handed.

Results. The average task completion time with a paper manual was 572.40
(SD = 201.54) seconds and with our assistive system 611.30 (SD = 214.59)
seconds (see Fig. 5a).

(a) Task completion time (b) Learning effect

Fig. 5.While the results of the study show no significant difference in the task completion
time, when comparing the different instruction methods, there seem to be a learning
effect, when using the assistive system first. The error bars depict the standard error
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The collected data was analyzed regarding its variances (ANOVA), which
revealed that the differences of the mean in the task completion time was not sta-
tistically significant (F = 0.2,p = 0.661). In this second study the mean of pick-
ing and assembly errors was 1.20 (SD = 2.57) when using the paper manual and
1.70 (SD = 2.50) when using the assistive system. Our ANOVA shows that the
differences in the error rate are not statistically significant (F = 0.19,p = 0.664).
Additionally to the analysis above, we analyzed the learning effect, which we
consider as the time difference between the first and the second task completion
time. In terms of the learning effect, we noted a difference between the systems:
When using the paper manual first and the assistive system second, there was an
average acceleration of 202.40 (SD = 104.83) seconds for the second task. Using
the assistive system at first reduces the second task completion time by 280.20
(SD = 290.76) seconds (see Fig. 5b). This observation of a difference of 77.8 s
in the mean acceleration of the task completion time could mean that there is
a better learning effect when using the assistive system compared to the paper
manual. We plan to address this question in our future research. The results of
the NASA-TLX show the following ratings, based on scales ranging from 0 to
100: The mental demand had a mean rating of 34.50 (SD = 17.87) with paper
instructions and a mean rating of 31.50 (SD = 24.27) when using our assistive
system. The physical demand had a mean rating of 28.00 (SD = 20.71) with
paper instructions and 23.50 (SD = 20.01) with the assistive system. The tem-
poral demand had a mean rating of 37.00 (SD = 22.26) with paper instructions
and a mean rating of 59.50 (SD = 18.33) with the assistive system. This results
are shown in Fig. 6.

Fig. 6. The results of the NASA-TLX show a significant difference between the ratings
of the temporal demand, when comparing the assistive system with the use of a paper
manual. The differences in the rarings of the mental and physical demand are not
significant.
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Analyzing this results by running a Wilcoxon Signed-Rank test for each of
the scales, shows that the results are significant on a level of α = 0.05 for
the temporal demand (z = −2.50,p = 0.013), but not for the mental demand
(z = −0.42,p = 0.677) and physical demand (z = −1.12,p = 0.262). From this
observation we conclude that the introduction of assistive technology that mon-
itors the progress of assembly workers and adapts its user interface accordingly
might put users under temporal pressure. Our system is self-paced by the actions
of the users and users do not have to make any explicit input. This self-pacing
could be a reason for the observation. However, this is a hypothesis and none of
the participants mentioned something related to temporal demand in the post-
session interviews, so we will analyze the reasons for the high ratings on the
temporal demand more deeply in our future work. Regardless of the reasons for
the high rating, reducing this temporal demand will be a concern for the future
design of assistive systems for manufacturing.

6 Conclusion

In this paper we presented a prototype of an intelligent assistive system for
workers in stationary manual assembly using projection-based augmented real-
ity (AR). Particularly, we presented a new hand-tracking algorithm that is part
of the system. The evaluation of the hand-tracking algorithm shows a high reli-
ability in the recognition of picking-actions. We furthermore contribute to the
research in assistive technology in the context of Industry 4.0 by presenting the
results of a user study that compares our presented system to a paper manual
as baseline. While our user study on the overall system did not show significant
results in terms of task completion time or error rates, we could observe that
the task completion time of following tasks could be reduced after using our
assistive system. We therefore assume that the assistive system might have a
better learning effect than paper manuals and could be beneficial for training
purposes, which is a big concern in the future of manufacturing with shorter
lifecycles and higher product variations. Collecting data about the workload of
the users with the NASA-TLX questionnaire, we could show, that our self-paced
assistive system puts a higher temporal demand on users than a paper manual.
We conclude that reducing the felt temporal demand is one main concern for
the future design of assistive systems in manual assembly. We plan to further
investigate this observation in our future research.
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Abstract. Current authentication systems in vehicles use portable keys
or biometric and/or touch based inputs. They can be outwitted by steal-
ing the keys or by copying the biometric information and analyzing the
touch marks. This has to be inhibited, since vehicles are not only an
expensive property, that would be lost in non-authenticated hands, but
wrong permitted access also can unleash heavy machine power to inex-
perienced drivers or even people without a driver’s license. We present
a system that authenticates drivers and unlocks personalization features
without any portable keys or touching. Moreover, it is invisibly inte-
grated into a vehicle structure, the steering wheel. In contrast to bio-
metric authentication, the password pattern is adjustable and change-
able. With the presented system, vehicle manufactures are able to install
driver authentication systems without any visible design changes. The
manufacturer thus provides more freedom and responsibility to the
driver by giving him the option to choose his own unlock pattern.
Still, the security is increased by avoiding common vulnerabilities like
smudge attacks, the stealing of keys, or copying of biometric data. Our
experiments show excellent recognition rates for multiple string patterns.
A small user study shows that our system achieves 86% accuracy for inex-
perienced users, up to 96% for experienced ones. The users appreciated
the easy of use.

1 Introduction

Vehicular driver authentication systems provide a plenty of different physical
methods to validate the motorists identity. Some rely on carrying keys with
included radio for authentication security (e.g. key-less go). This setup narrows
the personalization and authentication validation to the driver’s key. Further-
more, key-less go systems can be outwitted, because of the key-only authenti-
cation. Any person that carries an authenticated key is automatically authenti-
cated, too [10]. Besides key-bond systems, other systems rely on the integration
of finger print sensors for at least two step identification system (finger print and
key). In this case, the driver personalization would be possible due to the drivers’
different finger prints. Nevertheless, biometric identification systems have the
disadvantage, that the key cannot be changed at any time, because the person
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is tied to his or her biometric data [1]. The fingerprint sensor requires contact to
the driver’s finger. Moreover, it requires a visible position that can be inappro-
priate for vehicle interior design. Another, touch based, authentication system
is mobile phone’s screen unlock pattern system. The user draws a pattern on
the touch screen to unlock the work space. Due to the mandatory touching and
swiping, the system is vulnerable to the so called smudge attack. The smudge
attack relies on the user’s fingers’ arrears on the screen. Directed light sources
can reveal the unlock pattern [2]. Furthermore, several systems use cameras to
recognize the driver’s face. Cameras need a direct line of sight. Therefore, their
integration into vehicle structures cannot be invisible. Moreover, camera systems
can capture the driver’s picture and therefore cause privacy issues [13]. Authent-
iCap faces the issues of privacy protection, design intrusive application, biomet-
ric limited vehicle locking and smudge attack vulnerability. We provide a system
that uses commonly apparent vehicle structures. Its vehicle integration does not
need visible design changes. Its topology cannot record privacy immersive data.
Its authentication system can be adjusted to the user’s desire which provides
personalization features. Due to the used sensors’ measurement principle, the
system does not need any touching of the user. Therefore, it is invulnerable to
smudge attacks. Its usage is traceless. Besides AuthentiCap’s concept (Sect. 3),
we provide a proof of concept system prototype (Sect. 4). We use the prototype
to gather training and testing data for the classification models. This proto-
type is used for system evaluation, in which possible users test several locking
patterns. (Section 5) Moreover, the users rated the systems usability and their
belief in the systems security. They added several ideas about further usage of
the system, too.

2 Related Work

The National Highway Traffic Safety Administration (NHTSA) investigated the
influence of driver distraction on driving security as presented in a report in
2016. The report shows that in the group of drivers with an age between 15
and 19 years, accidents are often caused by distraction. This group shows the
greatest bias to distraction based accidents. Examples for distractions are the
adjustment of audio, climate controls, or talking at the cell phone [16]. Besides
distraction, drivers with an age between 15 and 24 show the biggest percentage
of speeding caused accidents. In particular, the group of male drivers between
15 and 20 years shows 37% accidents caused by speeding, whereas the female
driver’s percentage is 24%. The female group between 21 and 24 shows 19%
speeding caused accidents, the male group shows an unchanged 37% [15].

While driving experience is mandatory for save driving, especially parents do
not want to submit their children to the risk of their self-induced risky driving
behavior. Nevertheless, they want to let their children drive their car. One of
the solutions for this issue is the driver identification technology. The NHTSA
summarizes several identification systems in its 2010 report about monitoring
of novice teen drivers. They name the fingerprint as identification system, voice
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recognition, facial recognition, eye scan and smart keys [14]. Ford provides its
“MyKey” smart key system. While the first key acts as a key with full fea-
tures activated, the secondary keys, which could be provided to teen drivers,
can activate/deactivate several vehicle features. In particular, distraction and
speeding relevant conditions get minimized. Ford provides to limit the vehicle’s
top-speed or the maximum audio volume level. Furthermore, active safety sys-
tems like speed warning or passive safety systems like restraint systems cannot
be deactivated or the warnings cannot be disabled anymore [9].

2.1 Identification Systems

The NHTSA [14] already states the smart key’s problem, that a possibly unau-
thorized driver can gain access to unlimited speed/distraction devices if he pos-
sesses the main key. While NHTSA’s only limitation to biometric identification
is the required high performance computing on facial and voice recognition,
Alsaadi shows several limitations to biometric systems [1]. Due to the analysis
of the users skin, the finger and the lens must be clean.

Another problem is the immutablity of biometric data. While passwords may
change, it is hard to change the finger print of a thumb (or the iris, the ears, etc.).
The imitation of fingerprints is a known spoofing technique. Printed fingerprints
or mold copies can outwit identification systems. Xia et al. [22] published an
approach to detect live fingers while using fingerprint recognition devices. The
publication shows that the improvement of biometric identification is required.
But not only finger prints can be imitated. Masks can trick face recognition
identification devices or ear recognition devices. Other systems use cosmetic
contact lenses to imitate iris features to trick iris recognition systems [3].

One solution to avoid immutable protection, like biometric identification, is
the usage of changeable pass codes or patterns. For example the screen unlock
pattern of mobile phones. Nevertheless this locking method is alterable, they are
often touch based and therefore vulnerable, because touching leaves marks on
the touch surface. The analysis of this marks is called smudge attack [2]. Schnee-
gass et al. presented a smudge attack safe approach to keep the mobile screen
locked. Instead of a static pattern unlock screen, he alters the position of the
background screen image similar to the basic unlock pattern. The SmudgeSafe
method reduces the tested guessing rate of unlocking patterns from 87.5% to, in
dependence on image manipulation, a value between 0 and 30% [19].

2.2 Authentication Systems

The analysis of user authentication systems is a common field of study of today’s
security relevant devices. Garcia et al. present an investigation on automo-
tive remote key-less entry systems. They analyzes the vulnerability of differ-
ent key-less entry systems. The concerned automotive brands are VW Group,
Alfa Romeo, Peugeot, Lancia, Renault and Ford. Their evaluation on exploita-
tion systems like the Hitag2 show the vulnerability of millions of vehicles, yet a
proof for the necessity of more reliable authentication mechanisms [10]. Alsaadi
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addresses this issue. Therefore, he tests biometric authentication systems since
these systems shall provide further security since the systems are hard to out-
wit. He shows that the attributive accuracy is not applicable in all cases. For
example, the ear recognition’s accuracy is not that high [1].

Braun et al. provided an invention that facilitates driver authentication by
use of invisible integrated capacitive proximity sensors. He uses an array of driver
seat integrated capacitive proximity sensors. The user has to take seat on the
driver seat. His biometric unique signature in the capacitive proximity sensors’
measurement data in this specific position is used to identify and authenticate the
driver [4,5,7]. Braun et al. not only use CPS for user authentication in vehicles.
They already integrated capacitive proximity sensors as user input device [8].
User interaction is captured as finger movements on the vehicle’s arm rest. The
aim is to identify gestures. On the one hand as inputs with touch contact. On
the other hand as movements in the air next to the armrest without touching.
Their investigation shows that the touch based gesture recognition is preferred
by users and works more stable than the contact-free gesture recognition [6].

Not only vehicle authentication systems shall be accurate. Other systems
rely on non-biometric authentication mechanisms, too. For example the unlock
screen pattern of mobile phones with android OS. Sun et al. [21] dissect this
authentication mechanism. They analyze the characteristics of several unlock
patterns. In their conclusion, they state that the limited pattern space leads
to a limitation of touch based pattern unlock security. In the evaluation, they
already state possible problems like the smudge attack or the shoulder surfing
attack [21].

3 Our AuthentiCap Concept

Our approach is inspired by several disadvantages of the in Sect. 2 stated systems.
These systems rely on biometric identification which is not changeable or touch
based systems that can leave marks on the input device. Furthermore, camera
based systems require a line of sight and therefore, are visible. Moreover the
visible vehicle interior design must integrate those devices. The challenge here
is to build a touchless authentication device that does not leave marks and the
unlock password/pattern should be changeable. Furthermore, to avoid interior
design changes, the system ought use given vehicle structures. Due to capacitive
proximity sensors’ (CPS) characteristics, they are the selected sensor system for
AuthentiCap [11,12]. CPS react on changes of the electric field. In dependence
on the sensing electrodes geometry, the range of the sensor is sufficient to detect
object intrusion in an area about approximately 30 cm. Moreover, CPS can mea-
sure through non conductive materials. And therefore, can be placed under the
cover of existing vehicle structures. The identification of the required vehicle
structure for AuthentiCap is presented in Sect. 3.1. The user’s first contact is
the usage of the authentication mechanism. The designed process is described
in Sect. 3.2. He needs to enter his selected password/pattern. The system needs
to measure the conformity of the entered pattern. This process is described in
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Sect. 3.3. The acquisition of the user input, the pattern, leads us towards the
feature generation. Since the input of the CPS is not the direct content of the
feature vector, we present the signature pattern acquisition in Sect. 3.4. But, the
features of the recognition are related to the capacitive proximity measurement.
Thus, Sect. 3.5 shows the conversion of the capacitive proximity sensing data to
preprocessed data for feature generation.

3.1 Vehicle Structure Selection

Similar to the vehicle’s ignition switch or the push button ignition switch, the
driver should be able to use AuthentiCap from his driver seat. Furthermore,
some systems of the vehicle already use capacitive sensors. One of these systems
is the Hands-On/Hands-Off detection, provided by a patent of Peter Rieth (Con-
tinental Teves Ag & Co. oHG, 2008). Rieth equips a steering wheel with an array
of capacitive proximity sensor electrodes. Figure 1 shows the patent drawing of
the electrodes topology [17]. The metal core of the steering wheel (No 2) and the
in line with the outer ring aligned electrodes (8,9) form a differential capacitor
that represents, in combination with the driver, a device which output is related
to the contact between hand and steering wheel [17]. Because of the, from the
driver’s perspective, directly reachable position of the steering wheel and already
existing steering wheel setups with CPS, the vehicle’s steering wheel is selected
as AuthentiCap’s used vehicle structure.

Fig. 1. Steering handle for motor vehicles and method for recording a physical para-
meter on a steering handle ([17], Fig. 1)

Figure 2 shows a sketch of a steering wheel. Because of the constraint not to
use any touch based systems, we choose the inner steering wheel area as input
area. The area is tagged in Fig. 2 (left: Input Area). The area is big enough to
capture short strings or input patterns. This requirement refers to our authenti-
cation approach that relies on patterns/passwords. Since the area of focus is the
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Fig. 2. Selected vehicle structure: steering wheel and sensing electrode position

upper steering wheel clearance, we surround the area with sensing electrodes.
Eight electrodes are split into two groups of four entities. Figure 2 shows that
each of this groups of four is equally spaced on a semi circle. One group on the
inner diameter of the steering wheel, the other group on the outer diameter. The
steering wheel’s spokes and hub are not occupied by any devices, because we do
not want to affect the airbag deployment area or cover.

3.2 Authentication Mechanism

We provide a generic input pattern creation to the user. He is free to write
short texts, invented patterns, letters and any combination of these entities of
any length. This approach is limited by the users ability to redraw his specified
unlock pattern.

Fig. 3. Driver setup initialization process

Figure 3 shows the system training process. The user initiates a new pattern
training process. Afterwards, he draws an arbitrary pattern. He can add further
patterns until he thinks his password is safe enough. After he finishes his training
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process, the system stores the drawn patterns into a list. Afterwards, he can limit
desired vehicle conditions like the vehicle’s top speed or its top power. Further-
more, he can setup the initial infotainment settings. Both, the personalization
and the unlock patterns form an authenticated driver unit. In later attempts to
start the vehicle, the driver authenticates himself with his particular pattern.
The vehicle loads the saved driver unit. This consists of the previously saved
top speed, the top power and the infotainment settings. Besides having only
one password per person, the user can store multiple passwords for different
situations. For example further settings like the lighting position (for different
vehicle loads) or airbag functions (driving with child’s seat) can be individually
personalized.

3.3 Signature Pattern Recognition

Each drawing of the driver is stretched into a quadratic, binary bitmap (black
background, white “Pen” drawing). Each axis is stretched individually. The
bitmap is converted into a feature vector. Its length is four time the bitmap
edge length in pixel. Each index of the feature vector represents the considered
measure of the corresponding bitmap edge-pixel position. The feature extraction
is based on the common OCR feature “distance profile” (cf. [20]).

Fig. 4. User drawing feature extraction

Figure 4 shows the feature vector compilation of one sample drawing. It is
comprised of four edge vectors. Each edge vector’s length refers to the edge’s
number of pixels. The horizontal vector’s length is the number of the bitmap’s
pixel columns. The vertical vector’s length is the number of the bitmap’s pixel
rows. An edge vector’s element value is the, perpendicular to the edge, distance
to the first drawing pixel. For example the value of index n = 4, the first user
drawing pixel is in column three. For index n = 51 the first user drawing pixel’s
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distance is six pixel – therefore, the value of n = 51 is six. If the user wants
to start the vehicle, he starts drawing his pattern. Each element of his drawing
results in the presented feature vector. Our system verifies the user’s identity
by comparing the newly drawn pattern with the ordered, previously trained
patterns. To compare the feature vectors, we compute the absolute deviation
of each feature vector element. Afterward, the sum of deviations is divided by
the feature vector length. This leads to the mean distance of new feature vector
(x) and reference feature vector (y). If the mean distance is below a specified
threshold (t), the pattern is recognized as pass and the user has to enter the
next pattern. If the pattern is the last trained of the pattern list, the user is
authenticated.

3.4 Signature Pattern Acquisition

The pattern acquisition starts if the user enters the input area. The first user-
area intersection is set as the reference point for further movement. As long
as the user intersects with the input area, the hands position, relative to the
reference point is stored into an array. The hand position consists of an x and
y coordinate where the x points towards the right of the user, rather the line
between steering wheel and the right vehicle door. Further, the y part of the
tracking points goes from the middle of the steering wheel to the upper edge
of the outer steering wheel ring. The user drawing is not limited. If the user
leaves the input area intersection, the system waits for a specific latency to
gather further inputs. This ensures that the user is able to draw discontinuous
patterns. If the user leaves the area, the current drawing is stored as a line. After
the latency elapses, the current pattern acquisition is finished. The collected lines
get stretched in the x and y directions. Each x position is mapped to a dedicated
length which relies on the desired bitmap, shown in Fig. 5, in dependence on the
minimum and maximum measured x position. We process similarly with the y
positions. Afterward, the real number position data gets quantized by setting it
to its integer values (floor). With respect to the signature pattern recognition,
the lines of each drawing shall be continuous. Therefore, any missing values get
computed by interpolation. Figure 5 shows the pattern acquisition process. The
first part shows a two line input of the user. In the next part of Fig. 5, the lines

Fig. 5. Pattern acquisition
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are zoomed until they match the bitmap boundary. Lastly, the last part of Fig. 5
shows the quantization and interpolation. This is the final pattern.

3.5 Hand Tracking

Aim of the hand tracking is to find a relation between the capacitive proximity
sensor’s (CPS) output and the actual hand position inside the steering wheel’s
input area. Furthermore, we need to distinguish between a driver’s hand or
finger that is inside or outside the drawing area. Rus et al. analyzed the rela-
tion between different material’s distances to CPS electrodes. The dependence
between distance and normalized sensor data is non-linear. Furthermore, they
showed measurements with parallel aligned CPS electrodes [18]. The driver’s
hand or finger can be in any rotation or position inside and outside the input
area. Due to these conditions, we skipped the attempt to find a correlation
between position and CPS measurement data. We rely on a design based on
support vector regression.

Before we can generate training data for our Support Vector Machine (SVM)
approach, we need to define the pre-processing of the measured CPS data.
Besides non-linearities induced by the physical setup of CPS and the hand posi-
tion, environment conditions take influence on the measurement data. Two main
conditions are the temperature and the moisture. Both manipulate the sensors
bias and the CPS measurement curve. All AuthentiCap’s CPS electrodes share
the same environment. Therefore, we make the assumption that all sensors share
the same influence on bias and curve. We group the CPS electrodes into two
groups, as shown in Fig. 6. Each group represents an encapsulated measurement
setup. Afterward, each electrode’s measurement value is put into relation to its
group’s CPS measurement values. The measurement range is from zero to one.
The grouping and putting into relation makes the measured data robust against
bias and curve changes.

Fig. 6. Left: CPS electrode grouping. Right: input area side view

The generated measurement data, that is now set into each electrodes group’s
percentage data, is our support vector regression model’s input data. In particu-
lar, each output dimension (x, y) relies on a regression of eight input dimensions.
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One dimension per CPS electrode measurement. The support vector regression
curve is computed separately for each output dimension, which leads to two
regression models. To detect in area position, we use a support vector machine
classifier. The classifier’s input feature vector consists of the normalized CPS
measurement data of all eight electrodes. The normalization is a mapping from
zero to one correlated to the sensors’ measurement range. Figure 6 also shows
the input area from a side projection of the steering wheel while the user is inside
the drawing area.

4 Prototype

The prototype setup consists of a steering wheel and attached electrodes. We
first describe the setup of the electrodes. Then we show the practical electrode -
steering wheel assembly.

4.1 Electrode Setup

The selected sensor toolkit provides eight capacitive proximity sensing chan-
nels. Each channel’s measurement rate is 25 Hz. The connection and power sup-
ply of the toolkit relies on an USB connection. Each electrode has a width of
25 mm. Furthermore all electrodes have the same length of 100 mm. The elec-
trodes material has to be flexible. Therefore, we select copper foil. The copper
foil is coated with glue. Figure 7 (left) shows the electrode-shield assembly. The
non-conductive buffer has a thickness of 0.5 mm. Setups with thinner buffer had
a too small measurement range. To minimize the influence of the sensor-electrode
connection, the electrode and the sensor are connected with shielded wires. The
wire’s shield is connected to the electrodes shielding.

Fig. 7. Left: electrode setup Right: prototype assembly

4.2 Hardware Assembly

The basis of the prototype is a common steering wheel of a mass production
vehicle. The steering wheel is mounted on a stand that is connected to a wooden
plate. Figure 7 Shows an AuthentiCap prototype. The electrode topology relies
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on our proposed concept. Both sensing groups, presented at concept, are applied
to the steering wheel.

Non-conductive adhesive tape fixes the electrode assembly at the steering
wheel. The measurement principle’s ability to sense through non-conductive
materials allows us to cover the assembly with a slip cover. We select a silicone
protective cover to proof the systems ability for non design intrusive applica-
tion. In practical, the electrodes would be integrated under the steering wheel’s
envelope. Figure 8 shows the final prototype with protective cover.

Fig. 8. Prototype with protective cover

5 Evaluation

The evaluation consists of two parts. Section 5.1 shows the evaluation of the
hand tracking and the analysis of different pattern sequences with simulated
users (SU). Section 5.2 shows a user study with five real users that tested the
usability and the reproducibility of the system.

5.1 Basic System Function

The basic driver input feature transduction mechanism is the support vector
regression which correlates the CPS measurement input to planar positions in
the input area of AuthentiCap. We collected 10,234 samples of training data for
the x axis and 8,882 samples of training data for the y axis. Figure 9 shows the
course of the trained regression model (Model output) and the measured data
(Data output) for the x and y axes. They have a coefficient of determination
(R2) of 0.89 and 0.84, respectively.

AuthentiCap provides different pattern shapes. They can be of any length,
a combination of any symbols, and even short strings like a signature. Figure 10
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Fig. 9. Support vector regression results for the x (left) and y axes.

Fig. 10. Different user inputs

shows different possible user inputs. The first row in Fig. 10 shows two symbols.
Symbol 1.1 is a stylized flash. Symbol 1.2 is a stylized ladder with one rung. It is
an input with hand relocation outside the input area of AuthentiCap. Therefore
it consists of three lines. The next two symbols are letters, we have the characters
“E” (2.1) and “R” (2.2). The last row of Fig. 10 shows short input strings: “the”
(3.1) and “End” (3.3). The characters, symbols, and strings in Fig. 10 show
enough correlation to the intended characters, symbols, and strings so we can
accept the coefficient of determination of 0.89 (x-axis) and 0.84 (y-axis). Thus
we can simulate different users of AuthentiCap and evaluate AuthentiCap’s user
verification behavior.

We have four SU with different unlock patterns shown in Fig. 11. The first
SU, Sara chooses a four digits pattern, a mix between symbols and letters. It
consists of the letters “S” and “R”. Furthermore, it contains two times the “Arc”
symbol. The next SU, Alexander, extends the four digits pattern to a five digits
pattern that only consists of alphabetic characters. His pattern consists of the
letters “L”, “E”, “N”, “N”, “Y”. SU Matthias’ unlock pattern only consists of a
short string, an abbreviation of his name: “Mat” in cursive. Finally, SU Sebastian
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Fig. 11. From top left to bottom right: unlock patterns of Sara, Alexander, Matthias,
and Sebastian.

uses a pattern that consists of symbols only, namely “Moon”, “Circle”, “Flash”,
“Sand glass” and “Square”.

To evaluate AuthentiCap’s function, the SUs had to redraw their pattern. A
first naive evaluation shows that a single trained pattern leads to a system that is
hard to unlock – as expected. SU Sara had one hindrance (false negative) in three
attempts. SU Alexander had two false negatives of five attempts. SU Sebastian
accessed the system three of three times. Finally, SU Matthias’ performance was
worst. He accessed the system three times with ten attempts. There were no
false positive decisions in this evaluation run. Nevertheless, a total true positive
rate of 12 out of 23, 52% is too low to be acceptable.

Therefore, we decided to extend the authentication process and added further
training samples to the users unlock patterns. Each SU had to enter his specific
pattern two more times. All three pattern samples are now treated equally and
all lead to an authenticated driver if the user input deviation of all symbols is
below the threshold (an average of 10 pixel distance). To test this small learning
sample, each SU drew his pattern five times. Afterward, we entered 25 wrong
patterns to check for false positives. Figure 12 shows the confusion matrix. The
rate for true positive raised to 90%. At the same time, the false positive rate
raised to 16%.

Fig. 12. Confusion matrix

All false positive occurrences authenticated SU Matthias, the single string
pattern. SU Matthias pattern was hard to redraw before the system gained
further training patterns and leads to false positive authentication after the
add of further training pattern. Figure 13 shows four false positive samples that
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predicted SU Matthias. This shows that for single input more training samples
are needed and combinations of relatively simple letters or characters leads to
a more secure identification. This trend was already visible in the training set
with sample size one.

Fig. 13. False positive authentication “Matthias”

The system’s authentication mechanism, that relies on a distance depen-
dent input analysis, seems to be proper for pattern with more than four sym-
bols. Nevertheless, the single string pattern can be distinct from the tested
not-authenticated patterns. If we compare Fig. 13 with Fig. 11, the difference
is obvious. Even if the authentication mechanism showed several issues, the user
is able to redraw his pattern. Since authentication mechanisms from signatures
are widely used, the core of our work (the touchless input device for authentica-
tion patterns) can be used with another authentication mechanism. The system
proved that it can be invisibly integrated into existing vehicle structures, in this
case the steering wheel. Furthermore, the usage did not leave any marks, because
it works without contact. The variety of tested patterns shows that it can be
adjusted to different patterns. The current evaluation leads to the recommenda-
tion to use more than a one-symbol pattern.

5.2 User Study

Given these findings, we started a small user-study including five real persons.
All users were aged between 28 and 31. They all own a driver’s license. Four
users own a car as well. Their car’s initial date of registration ranges from 2005
to 2014. The users were able to rate their experience with capacitive proximity
sensing from 1 (no experience) to 10 (high experience). Except one user, who
stated that his experience is 10, all users ranked their experience below or equal
to 3.

For the recognition evaluation, we selected the pattern sequence of Sara. Each
user had to draw the pattern sequence maximal 32 times. Because the pattern
sequence consists of four single patterns, each user thus had the chance to draw
maximal 128 patterns. If he did not succeed, he had to start at the beginning
of the next pattern sequence, reducing the maximal number of possible patterns
drawn. Besides the drawing of the pattern sequence, we asked the users several
qualitative questions. The first task was to rate the usability of the system.
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Table 1. Table user study

User Pattern sequence Single pattern

Pass Fail Sum Pass % Fail % Pass Fail Sum Pass % Fail %

A 23 9 32 71.88 28.13 104 9 113 92.04 7.96

B 24 8 32 75.00 25.00 117 8 125 93.60 6.40

C 21 11 32 65.63 34.38 93 11 104 89.42 10.58

D 19 13 32 59.38 40.63 80 13 93 86.02 13.98

E 27 5 32 84.38 15.63 120 5 125 96.00 4.00

Sum 114 46 160 71.25 28.75 514 46 560 91.79 8.21

Second, they were asked if AuthentiCap can increase authentication safety and
if they would use it in daily use.

Table 1 shows the results of the first part of the user study, the pattern
sequence drawing. The user’s pass rate for the whole pattern sequence ranges
from 65.63% to 84.38% and the users’ pass rate for the single patterns of these
sequences ranges from 86.02% to 96%. As already stated, all users show different
experience with capacitive proximity sensing. User E, who had the highest pass
rate of 96% for single patterns and 84.38% for the pattern sequence, mentioned
an experience level of 10. User D had a pass value of 86.02% for single pattern
and 59.38% for the pattern sequence, the lowest pass rates. He also has the lowest
experience, 1 (none), with capacitive proximity sensing. None of the users had
false positive hits.

Figure 14 shows a chart of the users’ experience with capacitive proximity sens-
ing over the pattern pass rate. We included an exponential trend line. Its coeffi-
cient of determination (R2) is 0.9. All users say that they think AuthentiCap can

Fig. 14. Experience over pass rate



AuthentiCap - A Touchless Vehicle Authentication & Personalization System 61

increase authentication safety. Moreover, except one user, all would use Authen-
tiCap in daily use. With a usability scale ranging from 1 (tough) to 10 (easy).
The users rated the system’s usability 5, 6, 7, 9, and 9. That is, a medium to easy
usability.

At the end of the survey, the users were asked to think about further devices
or systems that could use AuthentiCap. Most ideas focused on authentication
systems. They say AuthentiCap could be the unlock mechanism of future desk-
tops, safes, or smartphones. These samples show that AuthentiCaps usage is not
limited to steering wheel containing automotive devices. One of the most often
named purpose could be the unlocking of a door. A further interesting use could
be the connection of AuthentiCap with signature cashless payment systems.

6 Conclusion and Outlook

We integrated two vectors of capacitive proximity sensing electrodes semi circle
aligned in the upper outer ring of the vehicle’s steering wheel. We identified the
steering wheel as the best structure for our authentication system since it is
already in use of capacitive proximity sensing for hands-on hands-off detection.
Furthermore, we were able to integrate the sensors invisible. To face the limi-
tations of touch based systems, we select the free area between steering wheel
hub and upper steering wheel ring, the spyhole to the vehicle’s speedometer,
as input area. The provided system’s unlock pattern is selected by the driver.
Therefore, he can adjust it to his desired security level. We tested several unlock
patterns. Patterns with more than one pattern element seem to be recommended
since the current authentication process, that relies on the distance profile of the
user’s drawing seems to be vulnerable if the user selects a single string pattern
as unlock pattern.

Moreover, the exact authentication mechanism of this system is only a place-
holder for more reliable authentication mechanisms of future work. The aim of
this paper is to check if AuthentiCap is able to provide reproducible and inter-
pretable user input. The evaluation of this system proved that the user is able to
provide distinct pattern’s and even letters or symbols like hourglasses. The user
study proved the usability of the system and the reproducibility of authentica-
tion patterns by different users. Due to the distinct user inputs, the chosen hand
tracking algorithm seems to be proper even if the coefficient of determination is
below 0.9 in all dimensions of the hand position. Furthermore, the accuracy of
user inputs leads to further investigation of the usability of capacitive proxim-
ity sensing equipped vehicle structure like the steering wheel for HMI tasks like
common gesture detection of Head-Up-Display cursor control.
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Abstract. The ability to perform accurate indoor positioning opens
a wide range of opportunities, including smart home applications and
location-based services. Smart floors are a well-established technology to
enable marker-free indoor localization within an instrumented environ-
ment. Typically, they are based on pressure sensors or varieties of capaci-
tive sensing. These systems, however, are often hard to deploy as mechan-
ical or electrical features are required below the surface. They might also
have a limited range or not be compatible with different floor materi-
als. In this paper, we present a novel indoor positioning system using
an uncommon form of passive electric field sensing, which detects the
change in body electric potential during movement. It is easy to install
by deploying a grid of passive wires underneath any non-conductive floor
surface. The proposed architecture achieves a high position accuracy and
an excellent spatial resolution. In our evaluation, we measure a mean
positioning error of only 12.7 cm. The proposed system also combines
the advantages of very low power consumption, easy installation, easy
maintenance, and the preservation of privacy.

Keywords: Indoor positioning system · Indoor localization · Electric
field sensing · Electric potential sensing · Body charge distribution

1 Introduction

Accurate indoor positioning is of vital importance in many domains, such as
building occupancy detection [6], energy conservation in smart living environ-
ments [14], and elderly care. Such systems can either be token-free or token-based
approaches. The latter include systems like RFID [18], ultrasonic sensor arrays
[9], or WiFi systems [15], which require the tracked object to carry a token
actively. Token-free systems include camera systems [21] or capacitive smart
floors, as proposed by Braun et al. [2]. These systems do not require the user to
c© Springer International Publishing AG 2017
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carry additional hardware. In this case, all the information about the location
and state of the individual must be extracted from sensing devices embedded
in the environment. Camera-based systems achieve a very high accuracy but
raise privacy concerns and require considerable computational facilities. In a
survey, Kirchbuchner et al. showed that especially older people are not comfort-
able having a camera installed in their private domain [11]. In this paper, we
focus on a novel smart floor system. Our new approach uses passive electric field
sensing, a technology that detects changes in the ambient electric field caused
by human movement [8]. Unlike active capacitive proximity sensing methods, it
is less susceptible to electromagnetic noise, has lower power consumption, and
operates better in humid environments. In this work, we will introduce related
work in the domain of indoor positioning systems and, then present our system’s
architecture to show its easy installation and maintenance, and report on the
findings of a test installation in our living lab. To further investigate the accuracy
of the system, we evaluated our proposed system using a pre-marked reference
path and compared the results with a visual system using Microsoft Kinect V2.
We conducted the evaluation with two different settings with participants wear-
ing shoes and walking barefoot to investigate their influence on the recognition
performance.

2 Related Work

Various technologies have been investigated for token-free indoor localization.
Camera-based positioning systems, as presented by Dockstader et al. [3], can
reach a high spatial accuracy. Williams et al. use a distributed smart camera
network to recognize falls and localize people standing in the system’s detection
area [21]. The authors argue that, with a sparse distribution of only three cam-
eras, they are able to localize falls with an error of 40 to 60 cm. Further affordable
systems are also available, such as AmbiTrack, as introduced by the group Braun
et al. [18]. This system is based on low-cost cameras, tracks multiple persons, and
uses contextual information for improving recognition rates and simplifying the
installation. A general disadvantage of camera-based systems is, however, visual
occlusion. Although occlusion can be mitigated by using multiple cameras [3],
privacy concerns are still prevalent with camera-based systems [11]. Instead of
using camera-based systems, we propose a capacitive system that is deployed
underneath the floor. While the installation effort is considerably higher com-
pared to cameras, it is not affected by occlusion, operates in darkness, and works
under any kind of non-conductive material.

Other approaches, for example, based on WiFi [16], can track activities even
through walls in a building. The advantage of using a WiFi signal is its range,
as it can be transferred even through walls and no direct line of sight is needed.
Furthermore, the presented system enables the interaction between the user and
the sensing device without the prerequisite of wearing any additional devices or
tokens. Such techniques often exploit the Doppler effect to extract the relative
motion of the body relative to the sensing device. A radar-based system proposed
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by Bahl et al. [1] also showed promising results with respect to indoor positioning
systems. However, such a system needs the user to be tracked and equipped with
a mobile host.

Passive infrared sensors usually provide analog signals that can be analyzed
to detect movements. The advantag of such a system is its low power consump-
tion and small privacy impact. Apart from the motion information, relatively
little contextual information can be extracted from PIR sensors due to ambigu-
ous readings and potential losses of line-of-sight. However, in Lee et al. [13],
the authors use a triangulation technique with three IR emitters with known
positions to achieve indoor positioning. The authors discuss that due to noise
and signal conditioning problems, their experiment has been conducted in a
controlled environment, which has achieved acceptable results.

In a floor-based system, we focus on perceiving human beings with passive
capacitive sensors. Such a system has its main advantages in elderly care, as
it supports simultaneous indoor localization and fall recognition. Our architec-
ture is based on a grid of single conductive wires deployed underneath a floor
surface. Capfloor, proposed by Braun et al. [2], has already shown promising
results in terms of this architecture. This work, however, uses an active capaci-
tive sensing approach, which is susceptible to electromagnetic interference, such
as that caused by TVs or switch-mode power supplies. Steinhage et al. [19] and
Valtonen et al. [20] presented similar smart floor concepts using active capaci-
tive sensing methods. We use in our novel system a sensing technology that is
based on unobtrusively tracking the body’s electrical field changes caused by the
natural process of walking and moving in general. During the walking motion,
the body’s electrical potential changes through two effects: static charging due
to the triboelectric effect and capacitive coupling due to the changing distance
of the uplifting foot towards the ground, as explained by Ficker et al. [5] and
Grosse-Puppendahl et al. [7].

3 Passive Electrical Field Sensing

In the following, we describe how a passive sensing electrode is affected by a
person walking in close range. Here, we make use of the ambient electric field
distortions that had occurred due to the presence or motion of a human body.
Although the concept of measuring electric field distribution is not new, the
use-case and the measurement method proposed by our system is, to our best
knowledge, novel. Our proposed system benefits from the fact that each object,
carrying a charge, emits an electric field. During walking motions or movements
in general, every human being is subject to charge accumulation as described
by the triboelectric effect [5], and changing capacitive coupling to the environ-
ment, e.g., caused by lifting a foot. Changes in accumulated charge and capac-
itive coupling result in the fact that a person emits an electric field caused by
the varying body electric potential in the person’s body. We can immediately
experience this electric potential when rubbing our hair with a balloon. During
everyday activities, this effect is less obvious but still present. To perceive such
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fields, we measure the induced charge on a sensing electrode in proximity to the
field source, i.e., the human person. Every time a person lifts up or sets down a
foot near the measuring electrode while walking, it will cause a charge redistri-
bution on the surface of the sole, which will induce an opposite current on the
remote measuring electrode. Also, with varying distance, the capacitive coupling
between foot and ground changes while walking, which affects the body voltage.
The relationship between the charge Q, the capacitive coupling between the per-
son and the floor Cc, and the body electric potential difference is V = Q

Cc
. We

can approximate the capacitive coupling with the example of a plate capacitor
equation, with Cc = ε0εr

A
d with A as the sole area and d as the foot-to-floor

distance. The coupling capacitance increases with decreasing distance of the foot
towards the sensing electrode.

Because of most events only last a short time and the charges are compar-
atively small, a challenge arises in how to measure the induced current in the
electrode before it drains off. To address this problem, we use an impedance
converter or current buffer as depicted in Fig. 1. Its input has a high impedance
so that those very small displacement currents can be sensed reliably. The sens-
ing electrodes are affected not only by changes in the electric field, which are
induced by human activity, but also by the power line and other electrical equip-
ment in the vicinity. We solve this issue by low-pass filtering the signal with a
cut-off frequency of 15 Hz. This enables us to reliably detect walking activities
while suppressing most environmental electric-field noise around 50/60 Hz. In
Fig. 2, we depict an exemplary signal of a typical step caused by a person, who
is periodically stepping over the measuring electrode as indicated by Label 1 and
returning from the other side as indicated by Label 2. Notice that we lift our
baseline to a positive voltage, so that in neutral or non-activated situations, the
voltage stays a positive constant value and that change of body potentials while
walking does not cause a sign flip. As observed in Fig. 2, as soon as the person

Fig. 1. (a) Impedance converter to ensure the current generated by human movements
does not discharge immediately [7]. The first part represents a human body with a
varying body voltage vB due to movement, while the coupling capacitance is given
by Cc and the resistance Rin and capacitance Cin affect the cutoff frequency of the
hardware lowpass filter. The sensed voltage vs is actually measured by our sensor. (b)
A step signal of a person stepping on the electrode is illustrated.
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Fig. 2. Figure depicts a typical step signal measured by our sensing electrode. We
measure the change of body voltage induced on the sensing electrode via walking.
Label 1 indicates a step forward towards the sensing electrode and Label 2 indicates a
step towards to the sensing electrode from the other side.

lifts his or her foot, the voltage decreases and increases again at the moment
the foot contacts the floor. The same procedure can be observed when we step
over the sensing electrode from the other side. If a person stands still without
any movement, the electrode will discharge to a constant voltage and will stay
there until new movement occurs. However, it is to notice that a typical step
signal could also be reversed, depending on the current charge of the person. The
advantage of passive electric field sensing over active capacitive measurement is
that it is purely passive. The sensors do not emit any electromagnetic waves and
only measures the induced changes of voltage caused by human beings who are
walking nearby; thus, they consume a low amount of power. The only limitation
of our proposed system compared to active capacitive sensing is that signals will
only be generated if there is a movement in the vicinity of the sensing electrode.
We approach this challenge by introducing signal processing steps, which retain
the last known position.

4 Our Proposed Smart Floor System

In this section, we introduce our proposed system by first introducing the sys-
tem architecture and then explaining the workings of the indoor localization
algorithm.

4.1 System Architecture

The developed system is divided into three parts: a sensor array on the ground,
a sub-controller for each ground segment and a central control unit for data
analysis. On the square floor, electrodes starting from two adjacent sides build
a grid structure. The electrodes are simple insulated copper wires and, thus,
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introduce very low cost. The wire spacing of 20 cm ensures that an average
footprint is reliably detected. The wires are laid out manually, which still entails
relatively high labor costs. For a potential market introduction, a laying with
roll-out mats should be examined. The sensors are attached to two edges of
the bottom surface. Therefore, a replacement of the sensors in case of failure or
malfunction is possible without opening the bottom surface. This also results in
low maintenance costs. Our measurement method ensures that it is possible to
place any non-conductive floor covering above the electrodes. It is also feasible
to enclose the electrodes in the screed. In our living lab, we place a simple carpet
above the wire mesh of our test system.

Fig. 3. The system overview shows the three parts of the system: sensors, a sub-
controller, and a main controller.

For each floorspace or segment, the sensors are connected via an RS485 driven
bus to a sub-controller. This unit manages the communication between the sen-
sors and collects the sensor values with an update frequency of 10 Hz. Each sub-
controller can manage up to 64 sensors. Subsystems can be used to cover rooms
or single regions of interest in an apartment. Up to eight subsystems are con-
nected via a CAT7 cabling to a central control unit. This main controller consists
of a peripheral board connected to a BeagleBone1 embedded computer, which
performs the evaluation of the collected sensor signals. The BeagleBone Black is
a low-cost, community-supported platform, based on an AM335x 1 GHz ARM
Cortex-A8 equipped with 512 MB DDR3 RAM and 4 GB 8-bit eMMC onboard
flash storage. On top of a customized Linux distribution, we are running Apache
Karaf, a Java application container. This enables a modular software architecture
which allows for successive updates of all components and remote management
of the whole system. For each apartment, only one main controller is needed.
This ensures that the data analysis is performed locally. If necessary, the system
can communicate over the network with a home control or an emergency call
system. The overall system layout is depicted in Fig. 3.

1 www.beagleboard.org.

www.beagleboard.org
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Fig. 4. The planning tool supports the installation of a floor. The image shows the
setup used in our living lab. (Color figure online)

There is also a stand-alone planning and evaluation tool for the modeling
of the bottom surface (Fig. 4). Using drag and drop, it is possible to draw the
placement of the electrodes and the positions of the sensors. In addition, regions
of interest, such as an entrance area, different floorspaces, and windows, can be
marked. This information is stored in a hierarchical model on the main controller
and offers the geometrical information to our indoor localization algorithm. In
Fig. 4, the system installed in our living lab, consisting of two floorspaces, in
gray and one entrance area in green, is depicted.

4.2 Indoor Localization Method

The algorithm used to perform the indoor localization benefits from the model-
based structure of our proposed system. Using the designer introduced in the sys-
tem architecture, our system is aware of the geometrical distribution of sensing
electrodes within different floorspaces, e.g., the bedroom, kitchen, and entrance
area. A floor space is a ground segment defined by the designer according to its
geographical location and is, thus, important to smart home services.

The process of localization itself is divided into four steps, which will be
introduced and detailed in the following section.

Positions of Activities Based on Floorspace. First, as soon as the foot
breaks contact with the floor, a charge will be induced on the underlying sensing
wire and, thus, will be measured. We set a threshold to determine the activity
since environmental and electrical noise also has minor influences on the mea-
surement. This environmental noise originates basically from the 50/60 Hz noise
of the power lines. Even after applying the hardware-embedded low-pass filtering
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on the sensor itself, it still incorporates some noises due to the aliasing effect. To
be certain, a proper threshold should be set to guarantee the proper performance
of the indoor localization. We conducted the experiment of varying the threshold
for the test runs without shoes. We discretized each floating point sensor value
to a 12-bit integer value. Two thresholds of 50 and 100 were tested to illustrate
the performance of localization accuracy. The mean positioning error increased
from 16.34 cm for the threshold of 50 to 19.7 cm for the threshold of 100. Thus
we chose a common threshold of 75. Based on the predefined floorspace, we
determined for each floorspace activity based on the activated sensing electrode.
We denote a sensor reading of a horizontally oriented electrode wire hi as rhi

.
Likewise, we denoted the sensor reading of a vertically oriented electrode wire
vj as rvj

. Per floorspace unit, we then have certain electrodes of interest forming
floorspace activities FA = (hi, rhi

), . . . , (vj , rvj
), i = 1 . . . N, j = 1 . . . M , where

N and M are IDs of electrodes according their spatial placement.

Region of Interests per Floorspace. In the next step, for each 100 ms,
a snapshot of events is taken. A region of interest (ROI) is a subset of
floorspace activities, FA, which belong together. For each ROI certain acti-
vated horizontal and vertical sensing electrodes close by will be combined
to form sub-regions of activities within one floorspace unit. We use ROI =
(hi, rhi

), . . . , (vj , rvj
), i = a . . . n, j = b . . . m, where n and m were the IDs of

respective sensing electrodes, to illustrate one of such sub-region area.

Centers of Activity. In this step, we calculated the center of activity for an
ROIs containing n activated horizontal electrodes with (hi, rhi

) and m activated
horizontal electrodes with (vj , rvj

) using a weighted average method by applying:

xROIs =

∑m
j=b rvjxj

∑m
i=b rvj

, yROIs =
∑n

i=a rhiyi∑n
i=a rhi

, zROIs =
1
m

m∑

j=b

rvj +
1
n

n∑

i=a

rhi

where the positions of xROIs can be extracted using the activated vertical elec-
trode and the positions of yROIs can be extracted using the horizontal electrodes.
The third component zROIs provided the strength of this center of activity. With
increasing zROIs the probability increases that the person can be localized on
this position (xROIs , yROIs). This way we calculated all the center positions of
all possible K regions of interest ROIs, s = 1 . . . K within one floorspace.

Tracking of the Center Positions. Based on the possible options of the
sub-regions of activities ROIs, s = 1 . . . K and their center of activity
(xROIs , yROIs), ands = 1 . . . K, the most probable location needs to be chosen.
For the first detected location, the position with the strongest zROIs is chosen
to indicate the most probable location and the successive positions are always
chosen with respect to the last found position according to zROIs from current
step. Walking is a principal movement in humans. The biped motion is generally
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divided into a single support phase when only one foot is on the ground, and a
double support phase, when both feet are on the ground [17]. Stride and step
length are dependent on various factors, such as body size, the position of the
feet, or hip mobility. These vary from person to person and even change with
age. According to Elble et al. [4], compared to young adults, the elderly exhibit
17 to 20% reductions in the velocity of gait and length of stride. Therefore, in
order to keep the computational effort for pure tracking low, a maximum stride
length of 80 cm was assumed, according to Ibara et al. [10], which corresponds
to a step width around 8 cm per sampling unit.

This proposed concept could be extended to multiple person tracking. How-
ever, in this paper, we only investigated the single user tracking. To adapt the
current algorithm to perform multiple person tracking, we should pay further
attentions to the found region of interests and not only select the one with the
most probable center position and simply discard the other positions. A fur-
ther optimized assignment algorithm should be included to assign the positions
to different persons and keep track of them in the successive iterations. These
concepts will be addressed in our next research scope.

5 Experiments and Evaluation

To test the spatial accuracy of our indoor localization algorithm we conducted a
study. Further, we were interested in investigating various environmental influ-
ences on our proposed system, such as different footwear, especially the sole
materials and the effects of walking barefoot. The charge accumulation is less
prevalent when walking barefoot, and, thus, the voltage change induced on the
measuring electrode is much weaker, which represents our worst-case scenario.
For the test, we asked 12 participants to walk on a predefined path. The group
of subjects included two women and ten men, between 23 and 37 years of age
(average age 27), with a mean weight of 88.8 kg for the men and 53.5 kg for
the women. Each test run followed a given path, which had been previously
marked on the ground. The markers were 50 cm apart, which corresponds to a
normal step length. An external system set the pace for the individual steps.
For each participant, four test runs were performed, consisting of two test runs
wearing shoes and two test runs with bare feet, in order to investigate the effect
of sole material on our proposed system. The evaluation took place in our living
lab, where we installed our indoor positioning system using two subsystems, as
depicted in Fig. 5.

A walking speed of one step per second was chosen to simulate a slow human
walking speed. Each second, a timer played a tone to help participants adjust
their walking speed and to add the current position of the path to the recorder.
The timing of the signal was used to get information about the time difference
between the real world position and the position delivered by our system. The
proposed system was further compared to a Microsoft Kinect V2. We mounted
it horizontally on the side of our experimental setup to use the skeleton posi-
tions to track the person’s movement. Since the entire area can be fully covered
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Fig. 5. Test setup in the living lab with electrode grid and sensors.

without occlusion, this placement seems to be reasonable. Other possible setups
like ceiling-mounted Kinect is also possible. However, since a skeleton track-
ing without further effort is not possible; thus an additional algorithm to track
the position of the head is needed. For every marker, we measured the x- and
y-coordinates to the origin point of our proposed system. In the next step, we
transformed the Microsoft Kinect Skeleton positions to match the real-world
coordinate system. The data acquisition of our proposed system communicates
over an external MQTT server with our recording or evaluation system. With
every new message, the position was determined and added to the recorder. The
Kinect acquisition used the connected Microsoft Kinect V2 device and Microsoft
Kinect API to retrieve the hip position to compare to our proposed system. We
recorded each position with every incoming skeleton frame and marked it with a
global timestamp. At the end of the recording, we stored all positions in different
files for further processing and evaluation in Matlab R2013b.

We divided our test runs into two different sets. One set included all test runs
conducted with participants wearing shoes and one set included all the remaining
test runs conducted with participants walking barefoot on the sensing area. All
conducted test runs with their resulted trajectories can be seen in Figs. 8 and
9. In Figs. 6 and 7, the average mean path for all test runs is depicted for each
setting. This gives the reader an impression of how large the average positioning
errors with respect to the reference positions were. The green dots show the prior
marked reference positions on the ground, while the orange path connects the
mean averaged positions over all test runs from one setting using our proposed
system. In Fig. 6, the mean trajectory without shoes is depicted while in Fig. 7,
the mean trajectory is shown when the participants wore shoes.
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(a) Mean Trajectory Without
Footwear From Proposed System

(b) Mean Trajectory Without
Footwear From Kinect

Fig. 6. The orange curve shows the mean path on each position averaged over all the
test runs with test persons walking barefoot. The purple curve shows the mean path
from the comparing system using Kinect 2.0. (Color figure online)

(a) Mean Trajectory With Footwear
From Proposed System

(b) Mean Trajectory With Footwear
From Kinect

Fig. 7. The orange curve shows the mean path on each position averaged over all the
test runs with test persons walking with shoes. The purple curve shows the mean path
from the comparing system using Kinect 2.0. (Color figure online)

One obvious observation can easily be made from Figs. 7 and 6. As shown
from using Microsoft Kinect as an input modality, the trajectories made no
difference between walking barefoot and with shoes above the sensing area. In
order to show the significance of footwear towards our proposed system, we
further conducted the nonparametric Kruskal-Wallis H test [12] on our collected
data points. To quantify the accuracy of our proposed system, we denoted the
a priori known real-world positions of the reference path as prefi in the form of
prefi = (xrefi , yrefi), i = 1, . . . , n and the test path as ptesti = (xtesti , ytesti), i =
1, . . . , n. The distance error was calculated using derr = ||prefi −ptesti ||2 on each
prior marked reference position. For each test run, we collected 22 distance errors
between test position prefi with respect to reference position ptesti . Based on the
data collected from 12 tested persons, each walking two times in each setting,
we recorded 22 × 2 × 12 = 528 distance errors for recordings with shoes and
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528 distance errors without shoes. The results showed that walking barefoot had
significantly different outcomes compared to walking in shoes (p < 0.001). The
overall mean positioning error was 18 cm, with a standard deviation of 22.05 cm
for recordings without shoes and a mean positioning error of 12.7 cm with a
standard deviation of 13.6 cm for recordings with shoes, as shown in Table 1.
The inferior performance of our proposed system from wearing shoes compared
to being barefoot was partly due to the nature of our measuring principle itself.
While the person walks barefoot on the sensing area, the charge separation
induced by human walking is too small and, thus, drains off too quickly. On the
contrary, for a person wearing shoes, the isolating sole material keeps the human
body charge separated via constantly walking when it induces a change to the
electrode.

Table 1. Positioning errors compared to pre-marked reference positions over all test
runs with individual settings.

Setup Mean Median Standard deviation

With shoes 12.7 cm 7.4 cm 13.6 cm

Without shoes 18.0 cm 8.8 cm 22.05 cm

Kinect hip 15.4 cm 14.7 cm 7.35 cm

Kinect right foot 22.0 cm 15.2 cm 15.8 cm

Kinect left foot 20.7 cm 13.9 cm 16.13 cm

To conclude our evaluation, we depict all of the walking trajectories for all
participants in Figs. 8 and 9. We depict the positions from our proposed system
as compared to the reference positions to illustrate the overall performance of
our proposed system. Peculiar are the first two runs from participants 1 (c–d)
and 2 (c–d) without wearing shoes. This could be explained by the reported
changed habit or uncertainty from walking in shoes to without shoes. Giveno
the instability of walking barefoot on the marked positions, these participants
felt it was difficult to walk naturally on the given path.

Combining all the collected evaluation results, we can draw the conclusion
that our proposed system possesses certain advantages compared to a vision-
based system like Microsoft Kinect. The most common disadvantage of Microsoft
Kinect is that sometimes, even the skeleton gets lost in the case of people wearing
black clothes or moving out of the tracking area. Our proposed system tracks
the person in the entire room without the problem of privacy concerns. The
most important advantage is its low energy consumption because of its passive
measuring nature that still offers precision in indoor localization.
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1a 1b 1c 1d

2a 2b 2c 2d

3a 3b 3c 3d

4a 4b 4c 4d

5a 5b 5c 5d

6a 6b 6c 6d

Fig. 8. Here we depict the participants 1 to 6 and draw the calculated trajectories
from our proposed system using electrical potential sensing. The green dots are the
pre-marked reference positions. The first two runs (a, b) are participants wearing shoes
and the second two runs (c, d) are the same participant walking without shoes. (Color
figure online)
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7a 7b 7c 7d

8a 8b 8c 8d

9a 9b 9c 9d

10a 10b 10c 10d

11a 11b 11c 11d

12a 12b 12c 12d

Fig. 9. Here we depict the participants 7 to 12 and draw the calculated trajectories
from our proposed system using electrical potential sensing. The green dots are the pre-
marked reference positions. The first two runs (a, b) are participants wearing shoes and
the second two runs (c, d) are the same participant walking without shoes. (Color figure
online)
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6 Conclusion and Outlook

In this paper, we have shown that the system can provide reliable indoor local-
ization data using passive electric potential sensing. Due to the placement of the
sensors on the edges and the layout of the electrodes, the system can be easily
installed and maintained. By using only low-cost materials such as simple insu-
lated copper wires, our system can cover large areas with relatively low material
costs. We further investigate the environmental influences on the performance of
the localization accuracy by conducting experiments with and without shoes. We
achieved a mean positioning error of 18 cm without shoes and a mean positioning
error of 12.7 cm with shoes for the conducted evaluation. The Kruskal-Wallis-
Test confirms further the significance of the effect of bare feet in comparison to
the effect of wearing shoes.

To conclude, we benefit from the nature of human body voltage change via
walking and are able to build a system that passively and precisely localizes.
Based on the passive measuring property, it does not actively emit electric-
magnetic fields into the environment and consumes little energy. This high spa-
tial accuracy can only be achieved using our densely grid-based approach with
a proper threshold for the electrode wires. The overall trajectories for both set-
tings are depicted in Figs. 8 and 9. Our system showed that inferior performance
when changing the setup from wearing footwear to without is partly due to the
nature of our measuring principle itself and partly due to the changed walking
behavior. The scope of our next research topic would address the subject of mul-
tiple person tracking using passive electric field sensing. Since the area of our
current experimental setup is relatively restricted, we only investigated the case
of single person tracking in this paper.
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Abstract. Falls of elderly persons are the most common cause of serious
injuries in this age group. It is important to detect the fall in a timely
manner. If medical help can’t be provided immediately a deterioration of
the patient’s state may occur. In order to tackle this challenge, we want
to propose two combined safety services that can utilize the same sensor
to prevent and detect falls. The Dangerous Object Adviser detects small
obstacles located on the floor and warns the user about the stumbling
hazard when the user walks in their direction. The Fall Detection Service
detects a fall and informs caregivers. This enables the caregivers to pro-
vide medical care in time. Both services are implemented by using the
Microsoft Kinect, with the obstacles extracted from the depth image and
the usage of skeleton tracking gives to provide the necessary information
on the user position and pose.

Keywords: Safety services · Smart environments · Fall detection ·
Microsoft Kinect

1 Introduction

Smart environments can help their inhabitants to make their lives easier and
more comfortable, as they support daily life activities and can control the differ-
ent appliances that are installed. Their main objective is to establish services that
support the users to avoid dangerous situations, such as stumbling over small
obstacles placed on the floor. The support of a smart environment can help the
user - especially when they are getting older - to live longer, independently in
their own apartment.

Falls are the most likely event for injuries experienced by elderly people [1].
The fall detection is crucial for elder care, because the immediate assistance by
caregivers can minimize the consequences of falls [1]. Technical solutions exist
that catch the event of a fall and call for assistance. This combined functionality
of detecting the fall and calling for help, is a Fall Detection Service. Often a fall
is triggered by stumbling over an obstacle (e.g. a bag, an umbrella or a box)
that is placed on the floor in the user’s walking direction. If the system can
c© Springer International Publishing AG 2017
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detect such obstacles, it can warn the user and they can react by walking past
or removing the obstacle.

Therefore, we propose a Dangerous Object Adviser (DOA) service, to prevent
the user from stumbling over an obstacle and falling down, as well as a fall
detection service to establish an automatic way to detect that the user has fallen
and inform caregivers about the fall.

For the implementation of both services we require sensors, that can give us
the following information about the user and his environment:

1. User location in the environment
2. User state
3. Obstacle locations in the environment

There are different approaches to provide the presented services. We chose to
use a device that can provide both services - the Microsoft Kinect. “It is the
world’s first system that at reasonable price combines an RGB camera and a
depth sensor. Unlike 2D cameras, the low-cost Kinect allows tracking the body
movements in 3D. In the past years this device has been used in a variety of
assistive applications for older adults [2]. It can serve as interaction device, or
multi-sensor system installed in a user’s home. Thus, if only depth images are
used it can guarantee the person’s privacy. The Kinect sensor is independent
of external light conditions, since it is equipped with an active light source. As
the Kinect uses infrared light it is able to extract depth images in a room that
is dark to our eyes.” [3]. In the scope of a larger research project this system
was already installed as part of the overall architecture, primarily for emotion
recognition from image and sound [4]. The primary idea is to use this existing
infrastructure and evaluate the feasibility of creating a fall detection system
using the sensors of the Kinect.

We use the second version of the device, the Kinect for Windows v2, whose
SDK allows connecting a single device per system. In this work, we will present
the considerations and design behind the Fall Detection and the DOA services,
introduce the prototype system, and report on the results of a system evaluation
that was performed to verify the general viability of the system. We conclude
the paper with a discussion of the results and a short foray into potential future
work.

2 Related Work

A variety of sensors have been utilized to detect falls. Chen et al. [5] use wearable
acceleration sensors to detect falls. “These systems have the drawback that the
user must remember to wear the sensors.” [6]. This can be a particular chal-
lenge in the case of user’s affected by dementia or Alzheimer’s. Su et al. utilize a
doppler radar [1]. “A human fall generates motion that creates frequency change
between the sent and received signals of a Doppler radar. [..] A human fall typ-
ically reaches to about v = 5m/s before hitting the ground.” [1] Floor mounted
sensors are another common variety. Alwan et al. used vibration sensors that
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detect the mechanical waves created on the impact of a fall [7]. Braun et al. use
capacitive sensors that can also detect the position of the user [8]. Capacitive
sensors create weak electrical fields that are influenced by the presence of human
bodies. Measuring and correlating their information they can be used for various
forms of activity recognition [9]. “[These] systems eliminate the need for the user
to wear a sensor; however, these systems are often expensive and are complex to
install.” [6].

These approaches are also more comfortable for the user, as there is no need
to carry an additional device. They are installed in the environment without
directly affecting the user. However, these systems typically need an initialization
and learning phase and can only locate the user in the prepared environment.
They can’t analyze the environment itself. This is required for our DOA. Even
though it is possible to attach further sensors to the environment, sometimes it
may be better to reduce the sensor count in the environment, due to cost and
performance considerations.

There are several works in the field of computer vision that use optical sys-
tems to detect falls. There are several advantages that cameras provide com-
pared to other sensors, which includes a range of activity recognition methods.
In addition, they can support the remote verification of fall events and are often
unobtrusive. The main disadvantage are high requirements on installation and
calibration. Most CCD-cameras require an external computing system for image
processing, and there may be additional limitations due to difficult light condi-
tions. A non-technical disadvantage is the perceived intrusion on the privacy of
a user [10]. The addition of depth information can improve the quality of detec-
tion and prevent falls alarms. Rougier et al. describe in their paper “Demo: Fall
Detection Using 3D Head Trajectory Extracted From a Single Camera Video
Sequence” the utilization of a camera to track the head of a user, and a particle
filter to get a 3D trajectory of the head [11]. After this the velocity of the head
in floor direction can be calculated. If this velocity is higher than a threshold, a
fall is detected.

Another computer vision approach employs the Microsoft Kinect depth image
stream. Kepski et al. developed a system that utilizes a segmentation algorithm
for the depth image and locates the user, the floor plane and the position of
the user in relation to the floor plane [3]. Gasparrini et al. placed the Microsoft
Kinect at the ceiling. “The system setup adopts a Kinect R© sensor in top view
configuration, at a distance of 3 m (MaxHeight) from the floor, thus providing
a coverage area of 8.25 m2. To extend the monitored area, the sensor can be
elevated up to around 7 m; beyond this distance the depth data become unreli-
able.” [12]. The approach applies background subtraction to find obstacles in the
environment and the location of the user. If the user has fallen, the depth pixel
values of the detected body are under a specific threshold. Additionally, this
approach can track objects, even though the area is smaller than the area the
sensor can monitor in a default setup. Another disadvantage is that the systems
needs training to detect the user properly.
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Kawatsu et al. apply the skeletal tracking feature of the Microsoft Kinect [6].
It calculates the distance between the floor plane and all skeleton joints as well
as the velocity of the joints in floor direction. If the distance and the velocity
fall below a specific threshold the system notifies a predefined user about a fall.

Most of these approaches for fall prevention focus on balancing issues of
the user. The majority of systems provide supervised or unsupervised activity
monitoring system to train the users [13]. Currently similar solutions to detect
stumbling hazards do not exist. So we divided our project into sub-problems. The
following approaches are different possibilities to solve the sub-problems, that
have already been discussed or solved in other fields of work with a different
context.

First there is the environment analysis. We need the positions of different
obstacles located on the floor. In the field of robotics, laser or Kinect approaches
are employed to navigate a robot through an environment. For trajectory estima-
tion the map is recorded and can be utilized later to define trajectories. These
maps have to be updated by the system as the robot is moving through the
environment.

Lu et al. employs a laser scanner to create a map of the direct surrounding of
the robot [14]. The laser measures the distance between the robot and the next
obstacle. This distance is stored in a map.

Henry et al. describe an approach in their article “RGB-D Mapping: Using
Kinect-style Depth Cameras for Dense 3D Modeling of Indoor Environments”
that utilizes the depth image stream of the Microsoft Kinect to record a 3D map
of the environment [15]. This approach is similar to the Kinect Fusion approach
[16]. The 3D mesh can be converted to a 2D representation.

Another approach for map generation is the simultaneous localization and
mapping (SLAM) described by Dissanayake et al. [17]. The idea behind this is,
that by the continuous movement of a vehicle or robot the internal representation
of the environment as map is updated and concurrently the position of the robot
in the environment can be estimated.

3 Safety Services Using Depth Cameras

As previously mentioned, our implementation uses the Microsoft Kinect for Win-
dows v2. It provides the necessary data for our services, as well as additional
sensor information that can be used for more applications. The skeleton track-
ing delivers the user position [18]. This can be used to estimate the movement
direction of the user and extract the dangerous obstacles in the environment
from the depth image. Other services (e.g. speech recognition) can utilize other
sensors (e.g. color image, audio).

The disadvantage of the Microsoft Kinect SDK is the limitation to one con-
nected device per system. This requires one computer per area, where fall detec-
tion and dangerous object adviser have to be provided. Therefore, we need to find
an optimal system setup to establish both services by using only one Microsoft
Kinect device per room or area.
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The final system setup adopts a Kinect sensor placed approximately two
meters above the floor and has an angle of approximately 60◦ downwards to the
floor plane as displayed in Fig. 1. For a proper floor plane segmentation, it is
necessary that a large part of the floor plane is visible.

Fig. 1. The best Microsoft Kinect setup to combine both services with one device.

3.1 Fall Detection Service

The fall-detection combines a “static” and “dynamic” detection to detect a
fall. The static detection checks whether a person is lying on the floor and the
dynamic detection checks whether a person is currently falling to the ground. If
the person is lying on the floor and has previously fallen to the ground, a fall is
detected.

The joint position values tracked by the Microsoft Kinect are not completely
stable as some joint position values can jump significantly in two successive
frames, which is not reflected in the actual movement. First, our implementation
fills a buffer for every joint with the distance to the floor, the current time, and
whether the joint is tracked. The following equations are utilized to calculate
the distances to the floor plane:

Plane : A · x + B · y + C · z + D = dpoint (1)

JointDistance : djoint =
A · xjoint + B · yjoint + C · zjoint + D√

A2 + B2 + C2
(2)

To receive a correct detection, the buffer stores the joint data of at least 60
frames. The static and dynamic detection uses only the mean distance values
for a certain number of frames (static = 30 frames, dynamic 25 frames). This
mitigates an impact from outliers in joint positions and allows for smoothing of
the joint distances to the floor overall.
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Using the latest values in the joint distance buffer, the velocity for every joint
is calculated by:

vjoint =
djoint,i − djoint,i−1

tjoint,i − tjoint,i−1
(3)

With these joint velocities, the average velocity of every joint is calculated and
used to calculate the average human velocity in floor direction in meters per
second (m/s). If this value lies above a threshold of −0.5m

s the dynamic fall
detection is set to true for two seconds. We determined the threshold value from
initial tests with different users. If the static fall detection is set to true within
this two seconds, a fall is detected for a person.

For the static fall detection only head-, neck-, spine shoulder-, spine mid-,
shoulder left-, shoulder right-, elbow left-, elbow right-, hip left- and hip right-
joints are used. The other joints are either not needed to be detected near the
floor, don’t give a reliable prediction, or are too inconsistent in their values.

For all of joints used, the mean distance to the floor is calculated, followed
by a check whether it is under the threshold of 0.65 m. This value is inspired by
the work of Fryar et al. and adjusted on the basis of several test results [19].
Each successfully tracked joint has to be below this threshold, setting the static
fall detection to true.

Our implementation is similar to the implementation by Kawatsu et al. [6].
The differences between them are that we utilize the floor plane coefficients
provided by the Microsoft Kinect SDK, because we do not have the requirement
to detect falls on stairs. Additionally, we combined the static and the dynamic
detection, in order to avoid some of the false positives. A static detection triggers
a fall only when the dynamic algorithm detects a fall before it.

The advantages of our solution are, that it is easy to implement, as the
Microsoft Kinect captures all the required information. The skeleton tracking is
independent from the lighting conditions of the environment and, as mentioned
in Sect. 1, the user does not have to wear any sensors. The disadvantages are that
a fall can only be detected, when a skeleton is tracked. The Microsoft Kinect
was originally developed for gaming and controlling an XBox. The detection
rate is the highest in the middle of the sensor viewing area [20]. This leads to
the issue, that the skeleton is not tracked properly in the border sections of the
depth image. The Kinect also needs some time to detect the skeleton when the
user enters the viewing area. If the user is more than six meters away from the
sensor, the skeleton can’t be tracked properly. This approach can therefore not
be applied to spacious rooms.

3.2 Dangerous Object Adviser Service

For the detection of dangerous objects we need the following information:

1. A set of objects which are located on the floor.
2. The position of the user in the room.
3. The movement direction of the user.
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We convert the depth image of the Microsoft Kinect into a point cloud, before
estimating the position of the floor plane with the random sample consen-
sus (RANSAC) plane segmentation algorithm implemented in the Point Cloud
Library [21].

After the segmentation of the floor plane, an image with the size of 800×800
pixel and a color value of two bytes per pixel is created. The x- and z-coordinates
of the points are mapped to the x- and y-coordinate of the image and the pixel
intensity represents the distance between the point and the floor plane. The
size of the image is defined by the 8 m detection range of the Microsoft Kinect.
The 3D values are noted in meters, with the image having a resolution of one
centimeter [22].

As the RANSAC segmentation combines planes that have the same distance
to the floor, we may run into the problem that some obstacles are detected with a
large bounding box instead of two separate obstacles. Therefore we apply certain
additional processing steps. To extract the locations and dimensions from the
image, we apply opening (erode-dilate) and closing (dilate-erode) algorithms,
in order to remove noise and use the canny algorithm to detect edges in the
image. These can be utilized to receive the position and define an object-oriented
bounding box of the obstacles.

The next step of the dangerous object adviser is the location and movement
direction of the user in the room. This information can be extracted from the
skeleton tracking data from the Microsoft Kinect. Contrary to the Microsoft
XBox 360 Kinect, the Microsoft Kinect for Windows v2 does not provide a
standalone value for the skeleton position. In this case it is practical to take
the hip joint position instead. The skeleton position of the current frame can be
considered as the user position, with the direction being calculated over the last
five frames, by defining the sum of the vectors between the different positions
of the user. Due to noise, the direction vector length has to be over a specific
threshold of 0.065 m, otherwise the direction vector is a zero vector.

After extracting the information about the user and the obstacles, our algo-
rithm performs intersection tests between the user ray and all obstacle bounding
boxes. At the same time only obstacles that fulfill the following constraints are
taken into account:

1. The obstacle height is smaller than the specific height threshold of 0.5 m.
2. The obstacle is not already marked as dangerous.
3. The obstacle is not set to the ignore list by the user.
4. The obstacle is not far away from the user.

To avoid the notification of obstacles, that are far away from the user, an inter-
section test with a circle with a radius of one meter is performed. The circle
represents the purview of the user.

The static setup of this approach is a significant difference to the approaches
that were mentioned in Sect. 2 that are all related to robotics. The sensor device
is moving through the environment and has to find key points, in order to cre-
ate detailed maps with environment information from different viewpoints of
the sensor. In our approach the view can’t change, as the Microsoft Kinect is
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mounted to a wall, or the view is changing just a little bit by accident, when
it is placed on furniture or on a tripod. Accordingly, we can directly convert
the depth image to a map. For finding dangerous objects, it is necessary to
track the user position in the room and not the sensor position. Both algorithms
can be performed separately, with the result of both being merged. This requires
intersection tests between user direction, user range, and object bounding boxes.

The bottleneck of this algorithm is the floor plane detection, as the RANSAC
algorithm to find planes in a point cloud is very slow. This value, however, is
not a significant problem, because it is not necessary to analyze 30 frames per
seconds, as changes in the environment typically occur at a lower frequency. In
our case, we analyze one frame per second.

Another problem with the floor plane detection is that we do not have access
to the inclination values of the sensor with the Microsoft Kinect for Windows v2.
Previous versions provided access to an internal accelerometer, which would have
allowed for easier determination of angles. Thus we have to manually determine
the setup, as displayed in Fig. 1. If most of the floor is not visible, the coefficients
are not calculated properly. This causes a misplaced floor plane, leading to some
obstacles not being detected or a higher rate of false positives.

4 Evaluation

The crucial information we want to get from the evaluation is, how well the
results of both services are with the in Sect. 3 described setup. We utilize the
same setup for both evaluations, but evaluate them separately. The following
subsections describe the performed evaluation and gives an explanation of the
results.

4.1 Fall Detection Service

We evaluate both services in our living lab. For the fall detection, ten users (8m,
2f) were walking in the test area and were asked to fall down at four different
locations:

1. Directly in the front of the camera. The user has a distance of around two
meters, described by Microsoft as the ideal detection area of the Kinect
[20,23].

2. The border area of the Microsoft Kinect field of view. The user walks from
the background to the assigned spot.

3. In a distance of approximately four meters.
4. The same area as point 2, but the user enters the Microsoft Kinect view field

of from the side.

In order to prevent injuries, a fall mat was used that dampened the shocks.
It can be seen in Fig. 3. The events generated by the fall detection service were
monitored. All described cases are highlighted in Fig. 2 and the results separated
by the places are displayed in Table 2. The highlighted areas in magenta in Fig. 2
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Fig. 2. Different test areas during the evaluation. The areas in magenta are not part
of the depth image. (Color figure online)

Table 1. Short summary of the evaluation results.

Count Skeletons Detected falls False positives

40 27 27 9

Table 2. Details of the results in the different tested areas.

Area Count Skeletons Falls

Tracked Not tracked Detected Not detected

1 10 7 3 7 3

2 10 5 5 5 5

3 10 9 1 9 1

4 10 6 4 6 4

display the parts of the color image that are not part of the depth image and
can’t be observed by the skeleton tracker.

In Table 1 we can see that the fall detection with another Microsoft Kinect
setup can have a very good detection rate as well. Our implementation misses
a fall only when the Microsoft Kinect does not track the skeleton. During the
evaluation there were nine false positives triggered, from an overall count of 40
samples.
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Fig. 3. The performed test cases from different test candidates

4.2 Dangerous Object Adviser Service

For the evaluation we place six different objects - specified in Table 3 - in the
environment. Afterwards we check ten recorded frames of the Microsoft Kinect,
if the objects are detected, and how many false positives occur in the recordings.
We repeat these steps four times with different object locations. At the end we
want to get the following information:

1. How many possible dangerous objects are detected?
2. How many false positives are detected in the environment?
3. Which dimensions has the smallest detectable object?

Table 3. The objects used in the evaluation.

Object Dangerous Dimension

Width Height Depth

Bag Yes 0.44 m 0.28 m 0.33 m

Box Yes 0.40 m 0.13 m 0.28 m

Small table Yes 0.40 m 0.45 m 0.30 m

Wooden beam Yes 1.00 m 0.06 m 0.06 m

Stack of journals Yes 0.27 m 0.06 m 0.21 m

Bar stool No 0.36 m 0.65 m 0.40 m
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Fig. 4. Different scenes of a room with highlighted dangerous obstacles (Color figure
online)

Table 4. Summary of the evaluation results

Object Detected Missed

Bag 35 5

Box 40 0

Small table 40 0

Wooden beam 0 40

Stack of journals 20 20

Bar stool 0 40

False positives 10 -

Other objects 40 -

The results listed in Table 4 shows that relatively large objects (e.g. the small
table or the box) are detected robustly over all checked frames. The black bag
is more challenging due to its color. The Microsoft Kinect has some problems
measure the depth on black surfaces. In some frames the bag is divided into many
small objects. Figure 4 shows the different recorded scenes with the detected
dangerous obstacles. The biggest problem is that the system can’t detect thin
obstacles (e.g. umbrellas), represented in the scene by the wooden beam, because
the Microsoft Kinect depth image is too noisy. We apply different filters to avoid
too many false positives, but this removes thin objects from the map as well.

Depending on the filter parameters, the algorithm can detect fewer false pos-
itives (around 2 per frame), but in turn will not able to detect smaller obstacles
anymore. In our evaluation setup the smallest detected object was the stack of
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journals with a dimension of 27 cm× 6 cm× 21 cm (width×height×depth), if it
is near the camera. In a distance of four meters or more, the detection was not
stable. The fine tuning depends on the composition of the environment. Sunlight,
surfaces that absorb infrared light and a rough floor plane (e.g. carpet) can lead
to noise in the depth image and, therefore, needs different parameter values.

The filter parameters are necessary to find relatively small obstacles. The
algorithm can detect average dangerous obstacles like bags and small boxes over
multiple frames. These obstacles can have a higher distance to the sensor as well.
Objects like the bar stool are not detected, because they are not dangerous,
due to their height. Our algorithm detected another dangerous object in the
background. It was not part of the evaluation, but it is a bed in the neighbor
room. Its height of 0.40 m it is a correctly detected dangerous object.

5 Discussion

The evaluation of both services shows the challenges that occur on trying to
realize fall detection and obstacle detection in semi-realistic settings. While the
system was able to track the majority of falls, the rate of 67.5% is not robust
enough to install such a system in actual homes. The current algorithm based on
the skeleton tracking largely relies on the availability of those skeletons, which
was not often given in the evaluation scenario. The evaluation scenario is even
a rather easy one for a Kinect, with a fairly open space and no large furniture,
where detection is best. This will not be the case for many real-life applications,
where common camera-positions, such as the TV will have lower viewing angles,
or furniture in the best detection area. This could be observed in installations
of the previously mentioned research project.

The performance of the DOA was reasonably well for the objects tested. Due
to the sensor noise, somewhat flat objects at a larger distance are difficult to
track and may be of particular interest, as they are more difficult to spot, yet may
cause a fall. Currently, there is a strong technical limitation of the Kinect and the
objects it may detect at further distances. Future systems may be able provide
a better sensing resolution in the depth range to also detect those options.

Finally, we have to conclude that the real-life applicability for safety services
in smart environments that are based on single-depth-camera installations per
room are too limited at this point in time. Occlusion is a major factor, preventing
a robust service in many situations. While this can be avoided by switching the
location of the sensor (e.g. placed on the ceiling), or installing more sensors, there
are currently technical limitations for those alternatives. The systems need high
processing power, close to the sensor, which is difficult to accomplish for ceiling
installations. In addition, multiple sensors per room are expensive and need
additional processing power, more complex algorithms to correlate sensor data,
and a more sophisticated installation.
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6 Future Work

The biggest challenge of using computer vision, or skeleton tracking based
approaches for the fall detection is occlusion in the environment. If the user
falls behind an object (e.g. an armchair) the system can’t detect this, because
the cameras can’t record enough information and the Kinect loses the tracked
skeleton. A future approach should handle such problems in the environment.

The other problem, that we mentioned before, is the tracking distance of the
Kinect. The skeleton can’t be detected anymore in a distance more than four
meters away from the device. The problem of the user tracking also affects the
performance of the Dangerous Object adviser.

The proposed algorithm for finding obstacles in the environment is quite
fast, but with a better plane segmentation algorithm the performance can be
improved.

As mentioned in Sect. 3 the utilization of an accelerometer could be very use-
ful to improve the algorithm. Due to the lack of access to the accelerometer of the
Microsoft Kinect Device, it could be useful to attach an external accelerometer
to the device.

In the future, we would also like to create a similar system with ceiling
mounted sensors that have a larger field-of-view, which should significantly
reduce any occlusion and provide room-scale services with a single sensor.
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Abstract. When many requirements co-exist for a given system, prior-
itization is essential to determine which ones have higher priority. While
the basic prioritization algorithms result in a total or partial order of
the requirements, it is often the case that the priority of the require-
ments depends on the context at hand. This is especially true in ambient
intelligence systems such as smart homes, which operate in an inherently
dynamic environment that may affect the priority of the requirements at
runtime. For example, depending on the health status of a smart home
inhabitant, safety may become more important than comfort or cost-
saving. In this paper, we make three contributions: (i) we introduce a
novel method for the contextual prioritization of requirements, (ii) we
propose an online platform for prioritizing the requirements for a smart
home based on our method, and (iii) we report on results from an initial
evaluation of the platform and the prioritization method.

1 Introduction

Requirements prioritization helps to identify which requirements in a given set
are the most important for a system and its stakeholders [4]. Prioritization is
typically conducted during the design or evolution of a system to distinguish
between critical and optional requirements.

The basic prioritization algorithms return a total or partial order of the
requirements in the set; this occurs, for instance, with popular techniques such
as the MoSCoW method (which distinguishes between must have, should have,
could have, won’t have) [7] or the Analytic Hierarchy Process (AHP) [17].

For some systems, however, the priority of the requirements changes at run-
time depending on the context at hand. This is true for context-aware [3] and
self-adaptive systems [14], which adjust their behavior to the ever changing
environment wherein they operate. A major trigger for such adaptation is that
changes in the environment affect the relative importance of the non-functional
requirements (NFRs) [5], or qualities, of the system.
c© Springer International Publishing AG 2017
A. Braun et al. (Eds.): AmI 2017, LNCS 10217, pp. 94–109, 2017.
DOI: 10.1007/978-3-319-56997-0 7
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Ambient Intelligence systems and smart homes are a prominent example of
systems that necessitate dynamic priority of NFRs and that can adapt their
behavior based on the varying priorities. For example, if the health of a smart
home inhabitant worsens, safety may become more important than comfort or
cost-saving, and the home’s behavior may switch to one where all monitoring
devices are operational and the home becomes more intrusive by explicitly asking
the inhabitant to provide information about her condition.

Existing work [8] proposes an approach for adaptive smart homes that relies
on user- and context-specific priorities over NFRs. There, the smart home behav-
ior is driven by an adaptive task model, which customizes the plans that the
home carries out depending on the context and on user preferences. However,
such approach provides no specific technique for eliciting those priorities.

In this paper, we address such limitations by proposing a novel elicitation
technique for contextual priorities over NFR—that builds on and extends AHP—
and by applying it to the smart homes domain. Specifically, we make three
concrete contributions beyond the state-of-the-art:

– A method for the contextual prioritization of non-functional requirements that
is intended for use by layman people with no expertise in prioritization.

– An online platform that supports the prioritization method for the context of
smart homes. One key novelty of the platform is that it acts as a virtual proxy
for the interaction between the analyst and the users.

– A preliminary evaluation of our platform with 25 users who employed the
platform and judged how well the obtained adaptive smart home behavior
complies with their preferences.

The rest of the paper is organized as follows. Section 2 discusses related
work. The following sections describe our contributions: the contextual prioritza-
tion method (Sect. 3), the online platform (Sect. 4), and the evaluation results
(Sect. 5). We conclude the paper and outline future work in Sect. 6.

2 Related Works

We review two strands of research that are relevant to the objectives of this
paper: requirements prioritization and requirements elicitation in smart homes.

Requirements prioritization is defined the selection of the “right” require-
ments out of a given superset of candidate requirements so that all the different
preferences of the end-users are fulfilled and the overall value of the system
is maximized [16]. The purpose of any requirements prioritization technique is
to assign values to distinct requirements that allow establishment of a relative
order between them. To reduce costs, it is important to find the optimal set of
requirements early, and then to develop the system according to this set.

There is a number of software requirements prioritization techniques [4], all
of them with pros and cons. The 100-dollar test [13] requires to distribute 100
imaginary units (called dollars) among the individual requirements from the set:
the more the dollars, the more important the requirement. Numerical assignment
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or grouping [11] requires to assign different labels to individual requirements
that determine their priority groups (e.g., must have, should have, could have,
won’t have as in the MoSCoW method [7]). Ranking [4] requires the analyst to
produce an ordinal scale of the requirements without ties in rank. The top-ten
requirements approach [12] is useful when the wishes of multiple stakeholders
are to be considered: each of them is required to list the ten requirements having
the highest priority, and the results are then merged.

In our case, we have selected Analytic Hierarchy Process (AHP) [17], a
systematic method that compares all possible pairs of hierarchically classified
requirements in order to determine which has higher priority. The result is a
weighted list on a ratio scale. AHP is one of the most complex methods but also
provides fine granularity in the results and according to a recent survey [1], it
is the most widely used technique. Moreover, it fits well our needs as our set of
requirements is small (at most four requirements, as explained in Sect. 3).

As explained in Berander’s survey [4], priorities should be determined by
taking multiple aspects into account, including the importance of having the
requirement (e.g., urgency or value), the penalty for not fulfilling the require-
ment [19], implementation cost, time, risk, and volatility. In this paper, we focus
on the importance for the user, for we are interested in user-specific priorities.

Although many studies have been performed to study requirements prioritiza-
tion in software engineering, the large majority of them only consider functional
requirements since the prioritization process of NFR is harder [15]. Yet, NFRs
are essential in AmI environments, for AmI systems are required to be sensitive
to the needs of their inhabitants, anticipating their needs and behavior [18], and
a viable way to do so is to use NFRs to guide adaptive behavior [8]. As far as
our knowledge goes, no other work has proposed methods for prioritizing NFRs
for smart homes or has considered contextual factors to adjust priorities.

In order to collect system requirements from end-users, many different tech-
niques exist [21], such us interviews, task or domain analysis, focus groups, etc.
Most of these methods require face-to-face communication, which has many ben-
efits such as the ability to capture nuances in user requirements, but also sev-
eral drawbacks. These techniques are time consuming, stakeholders are often
incapable of expressing what they actually need (the say-do problem), and the
interactions with software engineers may limit the exchange of information due
to the influence of the engineer on the end user.

Other more advanced techniques can be used such as observation, monitoring
or prototyping using living lab environments. An example is the Smart House
Living Lab, which is fully equipped with the usual services of a conventional
house where sensors and actuators are distributed in the living lab to offer a
wide range of services [6]. However, living labs must be very flexible to offer all
possible alternatives, and the development of environmental prototypes confronts
many challenges such as cost-intensive and time-consuming experiments [2].

Finally, other alternatives have been proposed specifically to avoid these
issues. For instance, Allameh et al. [2] propose the use of virtual environments
to adjust the building design of a smart home according to users’ preferences.
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Their main outcomes are the possibility to use their approach for clustering
target groups, the identification of living patterns, and the detection of spacial
patterns. Unlike ours, their approach focuses mostly on functional aspects and
does not explicitly consider the prioritization of NFRs.

3 A Method for Contextual Requirements Prioritization

We present our contextual prioritization technique, which can be used in the
context of personalized systems that are able to customize their behavior to the
preferences of the different users and contexts. A high-level illustration of the
method is presented in Fig. 1 using the BPMN 2.0 notation.

The main goal of the technique is to obtain a contextual prioritization of non-
functional requirements (NFRs); in other words, the priority of a NFR is not
absolute but it depends on the context under consideration. Prior to system use,
each user is expected to repeat the prioritization steps in order for the system
to adapt to the individual preferences.

Three actors are involved: the Designer who prepares the environment for the
prioritization activity, the User who expresses her preferences, and the Platform
that algorithmically automates part of the process. The steps of our technique
are described in the following and they are illustrated in Sect. 4.

Fig. 1. Overview of the proposed contextual prioritization technique.

S1. Determine relevant NFRs. The designer of the system to-be determines
the non-functional requirements (NFRs) to prioritize. We suggest to limit
the number of NFRs to (at most) 4 to keep the process manageable, i.e., to
minimize the required effort by the user.

S2. Determine relevant contextual factors. The designer identifies the
contextual factors that may affect the NFRs’ priority. For each factor, two
descriptions are needed that denote when the factor holds and does not hold,
respectively (e.g., “when it is hot weather” vs. “when it is cold weather”).
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S3. Select user-relevant NFRs. The user selects a sub-set of the NFRs to
express which are the NFRs that she cares about. Not selecting a NFR cor-
responds to saying “I do not care at all about that NFR”.

S4. Pairwise comparison of NFRs. The first prioritization activity employs
classic AHP [17] and requires the user to perform a pairwise comparison of
the NFRs to indicate their relative importance. To simplify the process, we
use a simplified scale with 5 options to compare two NFRs: much less, little
less, equally, little more, much more.

S5. Run AHP. Behind the scenes, the inputs of the pairwise comparison feed
the AHP algorithms that returns the non-contextual relative importance of
the NFRs. Together, the NFR importances sum up to 100%. We suggest to
use the transitive calibration of the AHP verbal scale [9] to build the AHP
matrix and compute a non-contextual relative importance of each NFR. A
geometric progression is employed to calculate the priorities of the NFRs:
the elements aij of the AHP matrix are equal to 1.0 when NFRi and NFRj

have the same importance, 1.25 when the NFRi is little more important than
NFRj and 2.441 when NFRi is much more important than NFRj .

S6. Select relevant factors for NFR. This step and the following one are
repeated for each NFR that the user has not excluded. First, the user selects
which factors affect the importance of the NFR. For simplicity, we limit the
number of selectable factors to two.

S7. Choose influence of factors on the considered NFR. Multiple options
exist depending on how many factors were chosen:
a. No factors are chosen: the NFR does not have contextual priority.
b. Only one factor is chosen for the NFR. The user has to assess the influence

of the factor using the following scale: only important when the factor
holds, more important when the factor holds, same importance regardless
of the factor holding or not, more important when the factor does not
hold, only important when the factor does not hold.

c. Two factors are chosen for the NFR. For the first factor (F1), step S7b is
executed. Depending on the answer for (F1), step S7b is repeated for the
second factor F2:
– “important only when F1 holds”: the user shall answer the question

“when F1 holds, how does F2 affect the importance of the NFR?”;
– “important only when F1 does not hold”: the user shall answer the

question “when F1 does not hold, how does F2 affect the importance
of the NFR?”;

– “more/less important only when F1 holds”: the user shall answer two
questions i. “when F1 holds, how does F2 affect the importance of
the NFR?”, and ii. “when F1 does not hold, how does F2 affect the
importance of the NFR?”;

– “same importance regardless of the factor holding or not”, step S7b is
executed on F2.

S8. Compute contextual multipliers. The platform automatically computes
the effect of the contexts on the NFRs. For each NFR, the contextual multi-
pliers are determined as follows:
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– If “only if F” is selected, the multiplier holds corresponds to 1 when F
holds and to 0 when F does not hold; formally, MF = 1.0 and M¬F = 0.0;

– If “more if F” is chosen, MF = 0.6 and M¬F = 0.3;
– For the “more if ¬F” option, MF = 0.3 and M¬F = 0.6;
– For the “only if ¬F” option, MF = 0.0 and M¬F = 1.0;
– If “equally” is chosen, the factor F is discarded: the user has actually

stated that the factor has no contextual effect on the considered NFR.
When two factors are selected the contextual multipliers are the product of
the multipliers of the individual factors for each combination of the factors
holding or not. The syntax MF2|F1 denotes the multiplier for F2 which is
selected in the context where F1 holds (this is the answer to the questions of
type “when F1 holds. . . ” in S7c); it corresponds to 0 when MF1 = 0:

MF1∧F2 = MF1 · MF2|F1

MF1∧¬F2 = MF1 · M¬F2|F1

M¬F1∧F2 = M¬F1 · MF2|¬F1

M¬F1∧¬F2 = M¬F1 · M¬F2|¬F1

S9. Aggregate contextual priority for NFRs. For each NFR, the contextual
multipliers are applied to the non-contextual priority of the NFR x (Px)
from the AHP comparison as follows. First the platform finds the context y
(boolean combinations of F1 and F2) having the highest multiplier Mmax.
Then, for each context y, the following equation results in the contextual
priority value CPx,y for the NFR x in the context y:

Px : Mmax = CPx,y : My (1)

4 A Platform for Collecting Contextual User Preferences
over Smart Home NFRs

Our aim is to apply the prioritization technique from Sect. 3 to regulate the
behavior of a smart home according to its users’ preferences. To do so, we devel-
oped a web platform that is used to conduct and to validate our method. Besides
enacting the nine steps of our method (see Sect. 4.1), the platform collects met-
rics concerning how well the adaptive behavior of the smart home—guided by
the contextual preferences—meets the users’ expectations (see Sect. 4.2). Fur-
thermore, the platform measures the users’ perceived usability as well as infor-
mation about users’ demographics, education, and technical background.

4.1 Enacting the Contextual Prioritization Method

We created an online platform1 that is structured as a questionnaire. The home
page presents to the user the purpose of the questionnaire, i.e., “collecting users’
1 https://goo.gl/ir65zM.

https://goo.gl/ir65zM
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preferences concerning the behavior of their future smart home”. The choice
of using a website is made to maximize the ease of use and is enabled by the
automated nature of the method described in Sect. 3. Should the target audience
include people with little experience with computing, a human analyst can guide
the users through the platform.

When the user begins the questionnaire, she is asked to select one to three
aspects which she considers relevant. Such aspects are NFRs that are used to
tune the smart home’s behavior. We acted as designers (S1 of our method), and
chose three NFRs for the user to choose among, to avoid overwhelming her with
too many questions:

– Comfort, representing the users’ willingness to conduct tasks with minimal
effort, and live in a comfortable environment (e.g., “I want my house to be
always at the right temperature”);

– Efficiency, representing the users’ willingness to get things done quickly (e.g.,
“I want to skip breakfast if I have less time in the morning, and I want to take
the fastest transport to go to work”);

– Utilities bill saving, representing the users’ willingness to pay lower utility bills
(e.g., “I prefer to minimize the use of heating and air conditioning”).

Table 1. The contextual factors supported by our platform.

Factor Form 1 (factor holds) Form 2 (factor does not hold)

Urgent tasks I am in a rush I do not have urgent tasks

Time period I am not busy, e.g. I am on vacation I am busy, e.g. I am working

Wealth Money is an issue Money is not an issue

Weather It is good weather It is bad weather

We also identified four contextual factors that are relevant for smart homes
(see Table 1) as per S2: urgent tasks, time period, wealth, weather. For each of
them, we defined two opposite forms that distinguish whether the factor holds
(form 1) or not (form 2). It goes without saying that more factors could be
considered, and our selection should be seen as illustrative.

If the user selects more than one NFR from the list (S3), she is asked to
carry out a pairwise comparison of the selected NFRs, to perform the AHP [17].
For each couple of the selected NFRs (S4), the user has to state whether (a) the
two NFRs are equally important, (b) one NFR is little more important than the
other, (c) one NFR is much more important than the other (Fig. 2). The output
is then processed by the platform that determines the AHP priorities (S5). In the
example in Fig. 2, the non-contextual priorities are as follows: efficiency = 0.43,
comfort = 0.35, utilities bill saving = 0.22.

Then, the user is asked to answer the question “Which of these aspects may
affect how important <NFR-name> is for you?” to determine the influence of
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Fig. 2. The user pairwise compares the NFRs as part of the AHP process.

the context over the user’s preferences. The user can select up to two factors
(S6) for each NFR from the list shown in Table 1.

For each selected factor, the user is asked to state when it influences the
NFR (see S7 for the details): only when the factor holds (form 1 in Table 1),
only when the factor does not hold (form 2), mostly when the factor holds/does
not hold, or if the NFR has the same importance in both cases. Figure 3 shows an
example related to the NFR “Comfort”, when the user selected “Urgent tasks”
as a contextual factor (S7b).

Fig. 3. Scoring how the factor “Urgent tasks” affects the NFR “Comfort”.

Figure 4 shows an example assuming that a user selected both “Urgent tasks”
and “Time period” as factors affecting “Comfort” (S7c). The user states that
“Comfort” is important “mostly when I do not have urgent tasks”. Consequently,
the user is asked to rate how “Time period” affects “Comfort” when she is in
a rush (Fig. 4a) as well as when she does not have urgent tasks (Fig. 4b). If the
user had stated that “Comfort” is important “only when I do not have urgent
task”, the question of Fig. 4a would be omitted.

These choices determine the contextual multipliers (S8) for the various con-
text. In Figs. 3 and 4, let F1 be “urgent tasks” and F2 be “time period”. Figure 3
means “more if ¬F1”, while Fig. 4 indicates “more if ¬F2” both when F1 holds
and when it does not hold. This leads to the following priorities:

– For context F1 ∧ F2, the multiplier is 0.3 · 0.3 = 0.1
– For context F1 ∧ ¬F2, the multiplier is 0.3 · 0.6 = 0.2
– For context ¬F1 ∧ F2, the multiplier is 0.6 · 0.3 = 0.2
– For context ¬F1 ∧ ¬F2, the multiplier is 0.6 · 0.6 = 0.4
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(a) (b)

Fig. 4. Scoring how the factor “Time period” affects “Comfort”, when the users selects
that “Comfort” is important “mostly when I do not have urgent tasks”.

The aggregated contextual priority is eventually defined by conducting step
S9. In our example, the equation presented in Eq. 3 would lead to the following
contextual priorities for the NFR “Comfort” (whose AHP priority is 0.35, as
explained earlier in this section): 0.35 for context ¬F1 ∧ ¬F2, 0.17 for contexts
F1 ∧ ¬F2 and ¬F1 ∧ F2, and 0.087 for context F1 ∧ F2.

4.2 Validating the Effect of the Priorities over Smart Home
Behavior

The platform includes features in order for us to validate the obtained priorities
by showing their effect on the behavior of a smart home, i.e., by activating
different actuators. We designed three scenarios, one for each possible couple
of NFRs. The smart home reacts to such scenarios according to the contextual
priority assigned to the NFR, by using the framework presented in [8]. The
scenarios are the following:

1. The home can wake the user up by gently opening the window blinds (com-
fort) or by activating the buzzer sound alarm (efficiency);

2. The home can refresh warm rooms by activating the air conditioning (com-
fort) or by opening the windows (utilities bill saving);

3. The home can activate the water heater (efficiency, as hot water is available
more quickly) or employ the solar panel (utilities bill saving).

For example, in a context where comfort has higher priority than efficiency,
the home will wake the user up by opening the window blinds instead of acti-
vating the buzzer sound alarm. For each scenario (thus, for each possible couple
of NFRs), the platform shows two different contexts to the user: that where the
first NFR has the maximum priority, and that where the second NFR has the
maximum priority. The platform presents to the user the behaviors of the smart
home in both cases, and the user is asked to express her agreement with such
behavior on a Likert scale from 1 (strongly disagree) to 7 (strongly agree).

Besides the scenarios, the platform obtains further information on:

1. perceived efficacy of the platform for the user to express her preferences, via
a 7-items Likert scale about agreement with the statement “The scenarios
reflected the behavior I’d like for my smart home”.
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2. usability of the platform with the Usability Metric for User Experience
(UMUX) [10] whose wording was customized for the platform as follows: (a)
“The website enables me to express my preferences.” (b) “Using this website
is a frustrating experience.” (c) “This website is easy to use.” (d) “I have to
spend too much time correcting things with this website.”

3. technical background of the user. First, the user has to express her familiarity
with Internet technologies (e.g., news websites and social networks), computer
applications (e.g., word processors), and with programming languages via a
Likert scale from 1 (not at all comfortable) to 5 (very comfortable). Then,
the platform asks the user if she is working (or has worked) in the ICT
sector. Finally, the platform asks the user if she is familiar with the “smart
home” concept, by letting her select one of the following options: (a) “I never
heard of smart homes” (b) “I heard the term, but I don’t know what they
are” (c) “I know what smart homes are” (d) “I am able to understand well
how smart homes work (i.e. the technologies used)” (e) “I would be able to
design/develop part of a smart home”

4. demographics, i.e., age, sex, country, and educational level.

5 Test Results

We report on a set of user tests concerning the perceived efficacy of our prioriti-
zation technique for the use case of a smart home, and the usability of the web
platform that we developed. As described in Sect. 4, the web platform presents
a questionnaire to the user; we discuss here the collected results concerning the
obtained contextual priorities, the agreement with the proposed smart home
scenarios, and the usability test.

Participants. The tests involved 25 users: 16 males and 9 females. The average
age of the user is 31.96, with a standard deviation of 8.32 years. The users are
from Belgium (11), Italy (6), and Spain (8). 11 users have a Ph.D. degree, 12 a
master degree, 1 user has a bachelor degree and 1 user has a secondary school
educational level. 20 users stated to have working experience in the ICT field: in
particular, 9 of them stated to be able to develop components of smart homes.

Threats to Validity. The user tests that we performed to validate the prioritiza-
tion should be considered preliminary due to the many threats to validity:

Conclusion. The small number of users does not allow to draw any statisti-
cally significant conclusion and has low statistical power. Also, due to the
fact the participants are not native English speakers, the reliability of our
measures (the questionnaires) may be limited. Although we tried our best to
simplify the wording so to avoid misinterpretations, the threat is not nullified.
Moreover, our choice to minimize the number of NFRs and factors to avoid
overwhelming the users with too many questions (see internal validity) may
affect the judgment of the users on the adequacy of the smart home behavior
and on the ability of the platform to let them express their preferences.
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Internal. The relevant internal threats categories for our tests are single group
and social, according to Wohlin et al. [20]. Maturation threats are inevitable:
while using the platform, some users may have kept motivated, while other
may have been overwhelmed by the number of questions they were posed. To
limit the effect of this threat, we limited the maximum number of selectable
NFRs, contextual factors, and we employed simple questionnaires such as
UMUX (that measures usability via four simple questions).

Construct. Design threats affect our tests: the link between NFRs and the adap-
tive behavior exhibited by the smart home was decided by the authors acting
as designers. We did our best to choose scenarios that are clear illustrations
of the prevalence of our NFR over another, but it is quite possible that the
user’s perception does not fully correspond to ours. Mono-operation bias also
applies, given that we tested our contextual prioritization method only on
specific behaviors of one smart home. To cope with hypothesis guessing, the
home page of the website makes the context of our research clear.

External. The interaction of selection and treatment threat holds: we chose our
subjects based on convenience sampling, and the obtained sample is certainly
not representative for the whole population. While the sample group cannot
be considered representative of current potential inhabitants of a smart home,
the general increase in ICT skills of the human population makes the group
more representative for the smart homes of the future. We need to repeat the
tests with a larger and more representative audience to obtain more general
results.

5.1 User Preferences and Validation of Scenarios

Concerning the distribution of the NFRs: 16 users selected comfort, 14 efficiency,
and 17 utilities bill saving when asked to select the aspects relevant to them.
In particular, 8 out of the 9 users who claim to able to develop smart home
components selected comfort: according to smart home experts the comfort of
the inhabitants is a key for a smart home to satisfy. On the contrary, most of the
users who have just heard the term “smart home” (8 out of 11) selected Utilities
bill saving: non-expert users seem to care more about the energy efficiency and
the potential savings of living in an automated smart environment. This seems
in line with having marginal knowledge on the fact that ambient assisted living
goes beyond current trends in energy efficiency. Most users (14/25) have selected
two NFRs, 7 have chosen only one NFR, and 4 have chosen all the three NFRs.

Table 2 highlights the selection of contextual factors per NFR. As expected,
most of the users think that the factor wealth affects the importance of the NFR
utilities bill saving: 14 out of the 17 users (82.4%) who selected such NFR. Urgent
tasks is the most selected contextual factor for the NFR efficiency (78.6%): this
is sensible, as a user would realistically prefer to do things quickly when she is
in a rush. The most chosen factor for NFR comfort is time period: according to
the users, the importance of comfort is mostly related to being in a working time
period or on holiday (62.5%), although urgent tasks and wealth were also selected
often (43.8%). Interestingly, weather was barely considered as an influencing
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Table 2. Number (#) and percentage (%) of users selecting a factor per NFR.

Comfort (n = 16) Efficiency (n = 14) Utilities bill saving (n = 17)

# % # % # %

Urgent tasks 7 43.8 11 78.6 5 29.4

Time period 10 62.5 8 57.1 4 23.5

Wealth 7 43.8 4 28.6 14 82.4

Weather 2 12.5 0 0.0 2 12.5

factor, probably due to the fact that the users think of a smart home as a
closed environment; we had included weather as a factor because the smart
home described in [8] suggests a transportation means for reaching work.

Table 3 presents the average scores (on a Likert scale from 1 = strong disagree-
ment to 7 = strong agreement) given by the users to the scenarios presented by
the web platform. As explained in Sect. 4, the scenarios are computed by the
platform to test whether the contextual priorities over NFRs lead to a behavior
of the smart home that the users agree with. In each of the three scenarios, the
home executes an action depending on the NFR with the highest priority. The
results are weakly positive, with some scenarios being highly agreed upon and
others obtaining neutral agreement ratings:

– The users give a score between weakly agreement and agreement (5.5) to
opening the windows to refresh warm rooms (which happens when utilities bill
saving is more important than comfort), while they are mostly neutral (4.22)
on the converse scenario when comfort is more important and the smart home
activates air conditioning;

– The users agree (6.11) with the scenario where the home employs solar panels
to get hot water for the shower (this happens when the priority of utilities bill
saving is higher than that of efficiency), while they are between neutral and
weakly agreeing (4.57) on using the water heather when efficiency has higher
priority;

– The users agree (6.22) that the home should wake them up by opening the
blinds when comfort is preferred over efficiency; conversely, using the buzzer
sound alarm in the same scenario is rated between weak disagreement and
neutrality (3.9).

Note that most of the users selected utilities bill saving as an important
factor, and we can notice higher agreement with scenarios where green and
energy efficient actions are executed: opening the windows and using the solar
panels.

Besides assessing the scenarios in isolation (as per Table 3), the users were
asked to express their agreement with the following statement about the over-
all behavior of the smart home: the scenarios reflected the behavior I’d like for
my smart home. The average score given by the users is 4.52 (standard devia-
tion 1.45). This is inconsistent with the generally positive score assigned to the
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Table 3. Average agreement of the users with the scenarios presented to them (x),
and standard deviation (σ).

Scenario x σ

The home can refresh warm rooms by Activating the air conditioning 4.22 1.62

Opening the windows 5.50 1.71

To have hot water the home Activates the water heater 4.57 1.59

Employs the solar panel 6.11 1.45

The home wakes you up by Activating the buzzer sound alarm 3.90 2.12

Gently opening the window blinds 6.22 1.03

individual scenarios, and especially evident for the 5 users who state to know
well smart home: they give an average score of 4 (neutrality, with a standard
deviation of 0.89) to the statement, but they agreed with the three scenarios,
with scores equal to 6 (std. dev. 0.82), 6.75 (std. dev. 0.43), and 5.6 (std. dev.
2.33). Our interpretation for such inconsistency is that, due to their expertise
in developing smart homes, they may have expected the smart home to execute
actions which are not covered by the current website.

5.2 Usability

Table 4 shows the average usability score for the platform using the Usability
Metric for User Experience (UMUX) [10] framework. In a scale from 0 (lowest
sense of usability) to 100 (highest sense of usability), our platform gets an average
score of 66.50 (standard deviation 17.77). This indicates that usability is not
particularly good, although we can notice quite some differences when analyzing
sub-groups of the population based on their familiarity with smart homes. We
discuss the results per group, although the findings should be taken with care
due to the small sample size.

The 9 expert users (who state to be able to develop smart home components)
are the most negative towards the web platform: the average UMUX score is
56.02 (standard deviation 17.58). 5 of such users agreed with the statement
“Using this website is a frustrating experience”, even if 3 of them agreed with the
statement “This website is easy to use”. A possible interpretation—that should

Table 4. The average UMUX score of the web platform (x), with the standard devia-
tion (σ).

Users x σ

All (25) 66.50 17.77

Just heard the term “smart home” (11) 67.80 15.09

Know well smart homes (5) 82.50 8.08

Able to develop smart home components (9) 56.02 17.58
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be confirmed with follow-up interviews—is that those experts are frustrated
because the platform does not implement all the NFRs and smart home behaviors
that they might expect. We chose to limit to three the number of NFRs and
scenarios to avoid overwhelming users with too many choices, especially those
who are not experienced with the field.

The 5 users who state to know well smart homes are the most positive towards
the web platform: the average UMUX score is 82.5 and the standard deviation
is 8.08 (the lowest). In fact, these are the users who agreed the most with the
proposed scenarios and behaviors of the smart home.

The 11 users who have just heard the term “smart home” have an aver-
age UMUX score of 67.8 (standard deviation 15.09), quite similar to the total
population.

6 Conclusions and Future Work

In this paper, we proposed an elicitation technique to compute contextual pri-
orities over non-functional requirements (NFRs) according to end-users’ prefer-
ences. The technique combines the need of personalized systems to respond to
end-users’ preferences with the goal of context-aware systems to adapt to the
current context. In Ambient Intelligence, smart environments require both per-
sonalizations based on users’ preferences and context-awareness. We applied our
prioritization method to such domain, using three NFRs (Comfort, Efficiency,
and Utilities bill saving) and four contextual factors (Urgent tasks, Time period,
Wealth, and Weather) to regulate the behaviors of a smart home.

We developed a web platform, structured as a questionnaire, to carry out user
tests with 25 participants. First, users were asked to indicate their preferences
over the proposed NFRs and contextual factors. Afterwards, users were asked to
validate the obtained prioritization: three scenarios (refreshing the home, heating
water, and waking the user up) were shown presenting alternative behaviors of
a smart home depending on the obtained priorities of the NFRs.

The results are encouraging for the use of our elicitation technique in the
context of smart homes: in general, the users agreed with the proposed sce-
narios, based on the context they selected through the contextual factors, and
on their preferences expressed by filtering the NFRs. Of course, the number of
participants does not allow to draw any statistically significant conclusion, and
large-scale replications are necessary to obtain more solid results as well as to
assess the generality of the prioritization technique beyond smart homes.

The tests also show clear room for improvements: in fact, while the users
agreed with the individual scenarios, they rated close to neutrally the statement
“the scenarios reflected the behavior I’d like for my smart home”. A possible
explanation for this inconsistency is that the users—especially the more experi-
enced ones with smart homes—would have expected some behaviors which are
not included in the current implementation of the web platform.

An inherent trade-off exists for designers who aim to employ an automated
platform for the collection of contextual requirements: that between ease-of-use
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and accuracy. Designers have to decide which and how many NFRs to let the
user choose between, which contextual factors, and what scenarios. The challenge
is to keep the prioritization simple enough that users do not feel overwhelmed,
especially those with no experience in prioritization. Moreover, the platform
could be improved by explicitly presenting the scenarios to the user before asking
her to fill the questionnaire, so that she knows in advance the capabilities of the
smart home and understands that the task at hand is to express preferences so
that the smart home makes the “right” choice among existing alternatives.

At the end of the questionnaire, we also included an assessment of the users’
perceived usability of the web platform. The average result (66.5) on the UMUX
score (0 = lowest sense of usability, 100 = highest sense of usability) indicates a
clear need for improvement. The average score is even lower (56.02) if we consider
only the group of users who are smart home experts and able to use programming
languages. Conversely, the users who stated they “know well smart homes” are
rather positive about the user experience (82.5). While we chose a simple metric
such as UMUX (four Likert-type questions) to avoid drop outs due to excessive
complexity of the task, more in-depth qualitative studies are needed to assess
what are the exact obstacles to usability.

We envisage that future work will engage two different research fields: Ambi-
ent Intelligence and Requirements Engineering. While the former community
provides domain experience and can greatly benefit from contextual prioritiza-
tion techniques that enable more dynamic and user-centric smart homes, further
research in Requirements Engineering is necessary to build reliable algorithms.
This paper paves the way for this interdisciplinary research collaboration.
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Abstract. Ambient Assisted Living (AAL) technologies are on the rise in an
attempt to ensure the sustainability of elderly care. Informal caregivers are an
important stakeholder group for the successful adoption of AAL technologies.
However, the number of studies that specifically address the attitudes, concerns
and needs of this group is limited. With the aim to engage this underrepresented
user group and to highlight their opinion and needs, we conducted in-depth inter‐
views with 20 informal caregivers to evaluate different AAL solutions in the field
of mobility and safety. While informal caregivers recognized the safety and
mobility benefits and the increased peace of mind – privacy issues, the lack of
human touch and an unfelt need for support formed major barriers towards adop‐
tion. Informal caregivers have an important influence on care decisions and should
be closely involved when developing AAL tools.

Keywords: Ambient Assisted Living · Informal caregivers · Technology
adoption · User needs

1 Introduction

Europe has one of the highest shares of older adults in the world. In 2013, already one
out of five Europeans was 65 years or older and prognoses point to a further increase of
this share for the next decades [1]. With population aging, it is expected that there will
be more people with age-related chronic diseases and in need of long-term care. This
together with the increasing old-age dependency ratio, forms a major risk for the
sustainability of the current healthcare system.

1.1 Reliance on Informal Caregivers

Informal caregivers are crucial to the functioning of the care system as they are unpaid
and usually the primary [2] and preferred [3] source of care. In the Netherlands, informal
care is defined as “Long-term care that is provided beyond a caregiving profession to a
person with care needs by one or more members from the close social environment, as
such that care provision directly results from the social relationship” [4, p. 7]. According
to a national study, 33% of the Dutch adult population has provided some form of
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informal care in 2014 [5]. Informal caregivers are typically female and spouses, children
or children-in-law with a majority in the 45–65 age group [2, 6]. Tasks performed by
informal caregivers include domestic support (e.g., groceries, prepare meals, cleaning);
psychosocial support (e.g., administration, doctor visits, social activities, emotional
support) and, usually to a lesser degree, personal care (e.g., bathing, dressing, feeding)
and basic medical care (e.g., monitor medication intake, surgical dressing) [7].

In an attempt to cope with the increasing demand for health and social care and the
accompanying financial pressure, the Netherlands recently implemented the new Social
Support Act. One of the key aspects of the new Social Support Act is a stronger shift
from intramural care to homecare and even more reliance on informal caregivers.
However, changing family structures and a growing participation of women in the labor
market put this reliance on informal caregivers at risks [1]. In addition, providing care
to kin can be burdening and negatively affect the informal caregivers health and well-
being [8, 9] - even more so when juggling care tasks next to a career and parenting
responsibilities. Thus, while the demand for informal caregivers increases, it is expected
that the number of informal caregivers declines over the next years [10].

1.2 Ambient Assisted Living (AAL)

According to the European Union, state-of-the-art information and communication
technology (ICT) tools, introduced as Ambient Assisted Living (AAL) can be the answer
to the economic and societal challenges of our aging population. AAL technologies are
designed to facilitate healthy and active aging, thereby not only supporting the older
adults but also their caregivers [11].

In AAL, advanced computational techniques (e.g., activity recognition, context
modeling, location identification, planning and anomaly detection) and innovative tech‐
nologies (e.g., smart homes, robotics, sensors) are used to create assistive tools that
comply with the principles of Ambient Intelligence [12]. That is, assistive technologies
that are unobtrusive; aware of the environment; tailored to the needs of the user; respon‐
sive to the user and the situational context; and anticipatory toward the user’s needs [13].
Application domains of AAL technologies are broad as they aim to promote healthy and
active aging in various contexts, i.e. at home, in the community and at work [11]. In this
paper, we focus on AAL technologies for mobility and safety.

Mobility and safety are important aspects for shaping the older adult’s level of inde‐
pendence and overall quality of life [14, 15]. With older age, problems in these areas
increase. Common restrictions which affect the mobility include balance control,
reduced perception of touch and vibration, reduced walking speed, gait disorders,
strengths deficits and lower reaction time [16]. Those restrictions increase the likelihood
of falls, which is one of the most prevalent safety risks for older adults. Safety and
mobility are priority target areas of AAL technologies [11]. However, the success of
these technologies is strongly dependent on the perceptions of the prospective users.
Although the prospective users of AAL technologies are primarily older adults, most
applications also directly affect the informal caregivers by relieving their tasks pressure
or providing them with peace of mind. On the contrary, informal caregivers might also
feel threatened by these technologies as they could take over some of their tasks and
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make them feel less needed. For the future success of AAL technologies, it is therefore
crucial to consider the needs of the informal caregivers. This is also confirmed by Chen
et al. [8], who call for more understanding of informal caregivers’ physical, social and
emotional needs when designing care technologies.

Adoption of AAL Technologies. Although research on AAL technologies is still a
relatively new and emerging field, several researchers have explored user perceptions
of AAL applications [e.g., 17–20]. For example, Demiris et al. [17] explored older
adults’ perceptions of various smart home applications. While added safety, health
benefits and assistance with daily activities were perceived as predominant advantages
of such technologies; concerns were expressed about privacy, the reduced human touch
and the usability of the technology. Steel et al. [18] investigated older adults’ attitude
towards wireless sensor network technologies and suggested that independence was the
strongest driver for acceptance, while cost was the most prevalent barrier. Interestingly,
they also suggested that privacy might not be a major concern to older adults. Smarr
et al. [20] found that older adults preferred robot assistance for domestic tasks such as
chores, manipulating objects and information management while human assistance was
preferred for personal care and leisure activities. However, most of these studies have
a predominate focus on the attitudes and needs of older adults.

Informal caregivers play a vital role in the care of older adults and are therefore
directly affected by the use of assistive technologies such as AAL systems. Moreover,
research shows that they are closely involved in care-related decision making [21, 22].
Despite this close involvement, informal caregivers are either underrepresented or not
included in most AAL studies. In the limited cases that informal caregivers are part of
the user sample, data are often grouped together with the older adults’ data, making it
difficult to identify the perceptions belonging to the informal caregivers.

There are a few exceptions. In the Digital Family Portret Project [23] an ambient
display was designed that provides awareness of older adults’ daily activities with
the aim to increase the peace of mind of distant family members. The design of the
ambient display relied on the need analyses of both the older adults and their adult
children and was evaluated with participants from both user groups in the subse‐
quent field trials. The field trial showed that the Digital Family Portret indeed
increased the peace of mind of the family member while increasing the older adult’s
feeling of safety. Moreover, the older adult reported to feel less lonely. A similar
technology was introduced by Consolvo et al. [24]. The CareNet Display targets the
different members of the care network with the aim to support and coordinate care
activities. Through an ambient display information about the older adult’s activities
(e.g. meals, medication, visits) is displayed. The CareNet Display was tested among
4 older adults and 9 informal carers during a three week in-situ deployment. Results
showed that the technology indeed supported the carers in the communication and
coordination of care tasks, provided peace of mind and raised the general awareness
of each carers’ contribution. It also helped less involved carers to learn more about
the older adults activities, which in turn lead to better conversations with the older
adult. Ambience, usability and control were important design requirements resulting
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from the field trials. However, in both studies informal caregivers were also the
primary users of the system.

Other AAL studies which actively involve informal caregivers are mainly centered
around people with dementia [e.g., 25, 26]. In these studies, the informal caregiver is
often considered as the main user or as the main decision maker and natural spokesperson
for the care receivers’ needs due to their cognitive impairment.

We argue that informal caregivers should be involved in acceptance studies, even
when they are not the primary users and even when applications do not specifically target
people with dementia. These informal caregivers will still be affected by the use of AAL
technology and it is likely that they will be involved in the decision making process
concerning the adoption decision. Looking at popular theories from behavioral sciences
and the technology acceptance field, the need for including informal caregivers becomes
even more apparent. Theory of Planned Behavior [27], Domestication Theory [28], as
well as Diffusion of Innovation Theory [29] all stress the importance of the social envi‐
ronment in the process of adopting a new technology.

Therefore, this study highlights the perspective of the informal caregivers and inves‐
tigates their attitudes, concerns and needs regarding AAL technologies for mobility and
safety. As influential stakeholders and secondary users, their needs should be taken into
account when developing AAL technologies.

2 Method

To get an in-depth insight into the informal caregivers’ attitudes, concerns and needs,
we conducted a qualitative study of semi-structured interviews with Dutch informal
caregivers (n = 20). During the interviews the participants were asked to evaluate
different AAL solutions targeting the older adults’ mobility and safety.

2.1 Participants

The participants were conveniently sampled in the Eastern part of the Netherlands. Our
sample was a good representation of the typical informal caregiver population with a
large proportion of female participants (n = 18) and with almost all participants from
the 45–65 age group (n = 19, M = 53.3, SD = 6.91). Most of the participants were
working part-time (n = 14) or full-time (n = 3) next to their caregiving responsibilities.
The large majority provided care to one or two family members, either parents (n = 17),
in-laws (n = 1) or siblings (n = 1). Only two participants cared for a person outside their
family circle (e.g., friend, neighbor). More than half of the participants (n = 11) had
been an informal caregiver for at least 10 years. When asked about their time investment,
nine participants indicated to spend less than 3 h a week on caregiving tasks, five partic‐
ipants spent 3–7 h a week, and only three participants spent 8 h or more a week on
informal caregiving. All caregivers reported to provide some form of psychosocial
support (e.g., administration, doctor visits, social activities, emotional support) and most
of them (n = 19) also helped with domestic tasks (e.g., groceries, prepare meals,
cleaning). Only three respondents were involved with personal care (e.g., bathing,
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dressing, feeding) and basic medical care (e.g., monitor medication intake). Concerning
their overall ICT experience, all participants had experience with mainstream ICT’ such
as pc, laptop, smart phone or tablet and most of them (n = 14) used these tools on a daily
basis.

2.2 Procedure and Data Analyses

The interviews were conducted in the participants’ own home environment to create a
comfortable interview situation. Each session started with some general information
about the purpose of the study, the interview procedure and the consent for recording.
After some questions about the context of informal care, several examples of AAL tools
were presented to the participants. In the field of safety, visual sensors and ambient
sensors for activity monitoring, detecting falls or unusual behavior and wearable (in-
body) sensors for vital sign monitoring were used as an example. An intelligent wheel‐
chair with an autonomous break system, wayfinding support and speech recognition; a
smart wheeled walker with an autonomous break system and wayfinding support, an
adaptive kitchen which moveable features and a domestic robot that assists with (instru‐
mental) activities of daily living ((I)ADL) were used as an example from the mobility
field. Each example was accompanied by a short textual description and visual repre‐
sentation of the AAL tool. To provide additional context on how these AAL tools could
be used by the older adult in real life, two user scenarios, one focusing on safety and
one focusing on mobility, were created.

Each session lasted about 60 to 90 min and was recorded and transcribed for subse‐
quent analyses. All transcripts were carefully analyzed to identify common concepts
and themes. When coding the data we applied a mixed-method approach, meaning that
some of our themes were based on prior knowledge from literature (deductive approach)
and some themes emerged directly from the participants’ narratives (inductive approach)
[30]. Following the constant comparative method we performed several rounds of
coding to compare new codes to previous assigned codes to make sure the identified
themes remained valid and to derive the final set of themes [31].

3 Results

3.1 Context Informal Care

The informal caregivers in this study were driven by various motives to provide care.
Twelve informal caregivers reported giving care to be pleasant and rewarding, as stated
by one participant: “It’s a wonderful job […]. I really enjoy it”. Nine participants
perceived care as ‘a matter of course’. This was often connected to a feeling of reci‐
procity: “I think it is normal, being a daughter. In the past, my mother cared for me;
now I care for my mother”. Some informal caregivers (n = 5) also felt a certain degree
of obligation to provide support. Finally, less frequently mentioned drivers were the
caregiver’s own peace of mind (n = 2) and altruism (n = 1).

The most common problem the participants experienced as informal caregivers is
workload. Eleven participants reported to sometimes feel overburdened especially in
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combination with their other responsibilities: “If you work four days a week and you
have one day off it is quite stressful”. Others (n = 5) also felt emotionally challenged:
“At the moment it is really hard. It’s not so much the time you invest but the psychological
burden to see your father further deteriorate”. Some participants (n = 3) mentioned that
they encounter resistance on the part of the care receiver, in accepting their support.
Other problems which were revealed by individual caregivers included lack of support,
communication between caregivers, physical burden, financial burden, bureaucracy and
confidence in one’s own abilities. Five participants reported to experience no problems
with regard to providing care.

3.2 General Evaluation of AAL Solutions

The main focus of the interviews was on the evaluation of different AAL solutions for
mobility and safety, with the goal to identify different drivers and barriers towards AAL
adoption from the perspective of the informal caregivers.

The majority of participants (n = 13) had a positive overall attitude towards AAL
technologies. They appreciated the different possibilities for support and thought of AAL
technologies as a positive development for the future of caregiving. In contrast, four of
the interviewed participants were rather skeptical towards AAL technologies.
Comments included among others: “Rather weird”; “a bit science fiction”; “a scary
idea”; “hard to imagine” and “going too far”. In their view such technologies were a
last resort and they would rather try to manage the necessary care by themselves. The
remaining three caregivers had a mixed view of AAL technologies with some positive
and some negative perceptions.

Comparing the different AAL solutions, that were used as an example in this study,
the smart wheeled walker was positively perceived by most participants (n = 17),
followed by the ambient sensors (n = 13) and the adaptive kitchen (n = 12). The partic‐
ipants especially liked that these tools could support the care receiver’s mobility, prevent
and signalize accidents and therefore, provide some peace of mind to them as caregivers.
In contrast, most participants had a negative attitude towards the assistive robot (n = 16),
followed by the wearable and visual sensors (n = 8). The participants complaint that
these tools lack the human touch and invade the care receiver’s privacy. The next section
discusses the specific drivers and barriers of AAL adoption in more detail.

3.3 Drivers of AAL Technology Adoption

Safety. Safety is a strong driver of AAL technology adoption. Almost all participants
(n = 19) recognized that AAL technologies could contribute to the safety of the care
receiver. They appreciated that the various sensors could immediately trigger an alarm
in case of emergency and therefore, falls or other accidents would not remain unnoticed
by the caregiver: “Essentially, you minimize the chance that somebody lies on the floor
for one or two hours or maybe days”. They liked that they could keep an eye on the care
receiver’s safety from distance and provide help when needed. With regard to the adap‐
tive kitchen, participants pointed out that hazardous situations could be prevented, e.g.
climb on a stool to reach the upper cupboard. The smart wheeled walker and the
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intelligent wheelchair were regarded as a tool to prevent dangerous situations and acci‐
dents outside the home, as becomes clear in this statement: “Especially the wheelchair
and I-walker could prevent a lot of accidents […] Simply, because it is hard for older
people to respond quickly”.

Peace of Mind. Another strong driver that is closely related to safety is peace of mind.
The majority of the participants (n = 15) mentioned that AAL technologies could
increase their own peace of mind as well as the care receiver’s peace of mind: “Yes, I
think they can provide peace of mind. For herself, […] and surely for the family.” The
caregivers pointed out that via the sensors they could check on the care receiver from
distance whenever they felt worried and make sure that he or she is well. Interestingly,
several participants (n = 7) were concerned that having all the sensor data could also
have the opposite effect and burden them even more, as one participant stated: “Some‐
times, I think it is better that I don’t know how she gets through the day. Because some
stuff I don’t want to see. Stuff that would scare me.” In line with this concern the majority
of participants (n = 14) preferred to have the sensor data managed by a professional care
center and then be alarmed in case of emergency.

Mobility and Support with Daily Activities. An additional 15 participants acknowl‐
edged that the presented AAL tools could increase the care receiver’s mobility and
support them with their daily activities. They pointed out that tools like the smart
wheeled walker could encourage the care receiver to go more outdoors, walk small
distances and increase the overall mobility radius. They also acknowledge that the
adaptive kitchen and the assistive robot could compensate for the care receiver’s physical
limitations, e.g. getting dizzy when bending down to reach for objects, and help them
with housework and personal care.

Independence. More than half of the participants (n = 11) mentioned the care receiv‐
er’s independence as an important benefit of AAL tools, as becomes clear in this state‐
ment: “I am advocate of staying independent for as long as possible; and if you use
these technologies then you stay independent”. According to the informal caregivers
staying independent would preserve the care receiver’s sense of freedom and self-worth.
They also acknowledged that AAL technologies could enable the care receiver to stay
in the familiar home environment for as long as possible. However, there were some
critical voices towards keeping the care receivers home at all costs. Some informal
caregivers (n = 3) indicated to prefer a care home over AAL technologies, when the
health condition of the care receiver would change.

Support with Caregiving Tasks. Support with caregiving tasks was recognized as
another driver of AAL technologies. Several participants (n = 8) pointed out that AAL
technologies could support them in some of their usual caregiving task. For example,
one participant stated with regard to the smart wheeled walker: “I would not have to
drive her to the hair dresser anymore, because she could do that herself”. Participants
recognized AAL tools would enable them to provide more care from distance, perform
tasks more efficiently and ultimately relieve some of their workload.
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Absence of Social Provision. A contextual driver of AAL technology adoption was
the absence of social provision. Several participants (n = 6) stated AAL solutions were
most suitable to older adults without a social support system or with family members
living at some distance: “If I would live at distance […] then all the stuff that you have
as an example here, yes, I think it could give some peace of mind.”

Finally, a few caregivers mentioned social involvement (n = 4) and health benefits
(n = 3) as other drivers of AAL technologies.

3.4 Barriers Towards AAL Technology Adoption

Privacy and Intrusiveness. Privacy and intrusiveness form a strong barrier towards
AAL technology adoption. Almost all participants (n = 18) were concerned that AAL
technologies could invade the care receivers privacy. This was especially true for the
visual sensors but also for the wearable and ambient sensors. Some informal caregivers
stated that they would feel like a spy and that they would not want to have all kinds of
information about the care receiver. Likewise, some participants also thought that the
care receivers themselves would not appreciate it to be monitored by them as caregivers.
They also feared that care receivers might not always be fully aware that they are moni‐
tored. Some caregivers stated that instead of feeling safe, the care receiver might feel
uneasy about the sensors: “Sensors under the skin measuring heartbeat and respiration
– well that would get my heartrate up if everything is monitored”. Other critical
comments about the intrusiveness of the in-body wearable sensor included “a bit like
an alien” and “I would feel like a robot myself” and “animals are also tagged”. While
some participants regarded the care receiver’s privacy as a priority, others believed the
safety benefits to outweigh the privacy concerns (n = 6). Moreover, one caregiver indi‐
cated that privacy would not be a concern in the relationship with the care receiver: “She
has no secrets or privacy issues towards us”.

Lack of Human Touch. Another strong barrier towards AAL technology adoption was
the lack of human touch. The great majority of participant (n = 17) had some concerns
that AAL technologies could reduce the human touch in care. The participant stated that
contact, warmth and empathy is crucial to the care receivers and that technology could
not offer these qualities. Participants were especially critical towards the assistive robot
in that regard: “You want someone with you to hold your hand and hug you from time
to time. Well good luck with that robot”. Another concern was that technologies might
create more distance between care givers and care receivers and therefore, increase
social isolation; “Knowing they have those things at home, you might visit your mother
or father less often to check on them”. The majority of caregivers emphasized that tech‐
nology could not and should not replace human care: “You can have the greatest devices.
But people will rather be bathed one time less and have a chat than being in a lonely
home with all these technologies.” Or as another participant stated: “I think [technology]
can be a supporting tool but the humans should stay in control”. Interestingly, one of
the few male informal caregivers actually preferred an assistive robot over a human
caregiver for his father as well as himself in the future. He argued, that often female
professional caregivers carry out intimate tasks such as bathing. The same participant
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stated that the professional caregivers should not be responsible for the care receiver’s
social involvement: “People always emphasize the human touch […] but I think go visit
clubs to get in touch with others. This should not depend on the caregivers”.

Unfelt Need for Support. The unfelt need for support was another significant barrier
towards AAL technology adoption. Before even exposing participants to the AAL tech‐
nology examples, they were asked if they would like any support in their caregiving
tasks. The majority (n = 17) indicated that they would not need any support in their
current situation. This can be explained by the fact that most of the participants shared
their responsibilities with other family members and some already had support from
professional care services. This unfelt need was also reflected by most participants
(n = 17) when evaluating the AAL technology examples. Several participants (n = 9)
stated that the care receiver was still independent and healthy enough and would not
need a specific AAL tool (e.g., visual sensor) at the moment. Then again, other partic‐
ipants (n = 4) pointed out that the care receiver would be too restricted to benefit from
a specific AAL tool, as becomes clear in this statement about the smart wheeled walker:
“This would not be suitable for my mother, because she rarely moves outside the house
anymore”. Some informal caregivers (n = 5) felt there was no need for a specific AAL
tool because they lived nearby and could provide the necessary care themselves or with
the support from a professional caregiver. Others (n = 6) stated to be satisfied with their
current assistive tool e.g., personal alarm system.

Technology Experience. Another barrier towards AAL technology adoption was tech‐
nology experience. More than half of the caregivers (n = 11) were worried that the care
receiver might lack the necessary experience and skills to be comfortable using AAL
technologies. The participants emphasized that the care receivers have not grown up
with technology and therefore, might not be open towards AAL technologies: “She
would not want that. Because she is from another generation and is not at all used to
technology”. The care receivers might even be scared of tools like an assistive robot:
“A robot is scary to people”. Also, care receivers might have difficulties handling AAL
tools: “If my mother gets a kitchen like that, all the buttons would drive her crazy”. A
few caregivers (n = 2) were also worried about their own technology skills. However,
most participants were convinced that technology experience would not be a barrier for
them as the next generation of care receivers. Nevertheless, it was emphasized that
usability is an important requirement for AAL technologies (n = 4).

Reliability and Trust. Reliability and trust formed another barrier towards AAL tech‐
nology adoption. Half of the informal caregivers (n = 10) had doubts about the reliability
of AAL technologies. Several participants indicated that you could not completely trust
AAL technologies because they might not work all the time: “It’s technology so it can
break down, you can’t completely trust those”. For example, one participant worried
about potential accidents when the electronic breaks of the smart wheeled walker would
malfunction. This lack of trust was often grounded in previous negative experience with
care related ICT tools. Therefore, several caregivers (n = 5) emphasized that they would
like to be able to test and experience an AAL tool before using it.
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Resistance to Change. Resistance to change was another barrier mentioned by the
informal caregivers. Several participants pointed out (n = 7) that the care receivers are
not comfortable with new and unfamiliar situations and therefore, might be apprehensive
towards AAL technologies: “I doubt that people that age can handle such major
changes”. Participants pointed out that AAL technologies that are based on familiar
tools, e.g., adaptive kitchen, will be more acceptable than the more unfamiliar tools, e.g.,
assistive robot.

Contextual Limitations. An additional barrier towards AAL technology adoption
were contextual limitations. Some informal caregivers (n = 7) stated that the care
receiver’s living environment could be problematic for some of the AAL tools. As one
participants pointed out: “It is all very narrow, so if a robot would need to get through,
then I see a problem”. One caregiver also found the smart wheeled walker and the
intelligent wheelchair less appealing for the care receiver because they lived outside the
city center with everything far away.

Cost. Cost was also a barrier concerning AAL technologies. A few informal caregivers
(n = 5) were concerned about the potential costs of AAL technologies: “I think imme‐
diately, gosh this costs a lot of money. This is not affordable for the average older adult
[…]”. Therefore, some participants demanded that AAL technologies must not be too
expensive so that the less well-off older adults could afford them.

Pride. Finally, pride was another barrier towards AAL technology adoption mentioned
by a few informal caregivers (n = 2). The participants stated that the care receiver had
already trouble to accept support and therefore, would also be hesitant towards
supporting tools such as AAL technologies.

3.5 Other Findings

Following our expectations, almost all informal caregivers (n = 18) played an important
role in making care decisions. According to their statements, they regularly check on
the care receiver’s abilities to identify safety risks and care needs. Subsequently, they
are often the ones who initiate the appropriate measurements to address these issues.
However, the degree of social influence differed. Some informal caregivers pointed out
to provide carefully phrased suggestions while others had a strong advisory role. A few
informal caregivers even made decisions without consulting the care receiver first: “As
soon as needed, we bought a wheeled walker […] although she did not want one in the
beginning.” Nevertheless, the majority of all informal caregivers (n = 15) emphasized
that using an AAL technology would strongly depend on the wishes of the care receiver,
and they would not use these tools without their consent: “You have to honor their
wishes. Do they want this or not”.
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4 Discussion and Conclusion

The focus of this paper was to highlight the perspective of an often underrepresented
target group: the informal caregivers. By conducting in-depth interviews with 20
informal caregivers we investigated their attitudes, concerns and needs regarding AAL
technologies for mobility and safety. After coding and analyzing the data, eight drivers
and nine barriers towards AAL technology adoption could be identified.

Our findings confirmed some of the results from existing literature on AAL adoption
among older adults. This is not surprising, as the informal caregivers in this study did
not just consider their own needs, but also spoke as advocates of the care receiver’s
needs. However, when looking at the results in more detail, new and interesting aspects
of seemingly familiar topics could be identified. Moreover, we also observed some
differences in the importance of the various drivers and barriers.

Similar to studies among older adults, the care receiver’s safety [17, 19, 32] was a
strong driver of AAL technology adoption among informal caregivers. The participants
appreciated that AAL technologies could prevent accidents and immediately alert them
in case of emergency. Clearly, the well-being and security of the care receiver is a
number one priority to caregivers.

Peace of mind was another strong driver of AAL adoption. Informal caregivers
reported that AAL technologies would help them to check-in with the care receivers and
feel less worried about their well-being. Peace of mind was also an essential benefit for
informal caregivers in the Digital Family Portrait studies and the CareNet Display
project and [23, 24]. As Bossen et al. [33] suggest, family caregivers are emotionally
invested in the care process and find it difficult to reach peace of mind. Therefore, they
appreciate technologies which give them regular and detailed updates about the care
receiver’s well-being. Although, the caregiver’s peace of mind is also mentioned in
studies with older adults, it is usually a less prevalent driver.

Even though independence and aging in place typically is a priority among older
adults [18, 19, 32], it seems a slightly less important driver to informal caregivers. A
few participants even stated, that they would not want to keep the care receivers home
at all costs and rather opt for a nursing home than using AAL technologies.

While results concerning privacy and intrusiveness are somewhat mixed in regard
to older adults [18, 19, 32, 34], it was clearly a barrier for informal caregivers. The
participants felt uncomfortable to ‘spy’ on the care receiver and have intimate informa‐
tion at their disposal. To counter this feeling, AAL tools could grant older adults control
over what data points are shared and with whom as suggested by Consolvo et al. [24].
However, too much control can also lead to a loss of safety. Hence, it is important for
developers of AAL tools to find a careful balance between privacy and security.

Surprisingly, like older adults [18, 35, 36] informal caregivers did not perceive the
need for support, which was a strong barrier towards AAL adoption. Therefore, devel‐
opers should closely involve caregivers (not just older adults) during the design process
of AAL tools and allow them to experience prototypes in everyday life. This user-
centered approach could aid the caregivers’ understanding of the benefits of AAL tech‐
nologies over traditional assistive tools. Moreover, it would be interesting to further
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investigate if caregivers indeed feel no need for support or are too ashamed or proud to
ask for help, as suggested by de Klerk et al. [5].

Although the lack of human touch is a familiar topic [17, 37] it seems to be a more
prevalent barrier among informal caregivers. Participants expressed the strong concern
that AAL technologies could reduce the human touch in care and create a distance
between them and the care receivers. To combat this barrier, AAL developers should
emphasize that AAL technologies could also improve the relationship between caregiver
and care receiver by providing mutual social awareness, providing input for meaningful
conversations and relieving task pressure so there is more time for psychosocial support
[24, 38, 39]. Interestingly one of the few participants who showed no concerns about
this issue was a male informal caregiver. This could point to a gender bias and should
be further investigated by future research.

The findings of this study should not be considered without taking into account
several limitations. First, the results are based on a national sample that lived in a more
rural part of the Netherlands. This could have affected the generalizability of our results.
Second, visuals and use scenarios provide a somewhat limited view on the advantages
and disadvantages of AAL technologies. However, the focus of this study was to access
drivers and barriers in a pre-adoption phase, rather than investigating actual usage.

Despite its limitations, this study offers several interesting avenues for future
research. First, given the fact that care tasks and the (subjective) task pressure can be
highly diverse, future studies should compare different groups of informal caregivers
(e.g. see caregiver roles by Consolvo et al. [24]) and other contextual factors and explore
how these factors affect the perception of AAL technologies. Second, we believe that
our in-depths findings can be leveraged for quantitative approaches to further investigate
the influence of the identified drivers and barriers on AAL adoption. Third, considering
that our results describe perceptions in a pre-adoption phase, it would be interesting to
investigate if and how the meaning of the found drivers and barriers change in a later
adoption stage when technologies are integrated in everyday life.

Awaiting future research to address these issues, the current study provides inter‐
esting insights into a user group that is often overlooked: the informal caregivers. Our
findings show that informal caregivers are equally critical towards AAL technologies
as older adults. Considering, that they are often the ones who initiate the discussion
about assistive tools and subsequently could have a positively influence on the decision
to adopt AAL technologies, their attitudes, concerns and needs deserve more attention
and should be further investigated in the AAL community.
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Abstract. This paper proposes a new indoor positioning system that
utilizes home lighting. We design a beacon for use in the system that
is inserted between a home light bulb and its socket, and is supplied
with electricity from the socket. This means that the end user can eas-
ily install the system in his/her environment. In addition, we propose
a fingerprinting-based indoor positioning method that employs signals
received from the beacons. Because the ON/OFF states of our bea-
cons change according to the ON/OFF states of the lighting, the signal
strengths from the beacons also change greatly and this reduces posi-
tioning accuracy. So, we improve the positioning accuracy by estimating
the ON/OFF states of the lighting based on the residents’ life patterns.

1 Introduction

Fingerprinting-based WiFi positioning employs a training phase in which WiFi
signals (i.e., the unique MAC addresses of APs and the signal strengths from
APs) are observed at known coordinates. A set of APs and their signal strengths
become a fingerprint that is unique to those coordinates. In the positioning
phase, the observed WiFi signals at unknown coordinates are compared with
the stored fingerprints to determine the closest match. The advantage of WiFi
positioning is that the end user does not need to install any new equipment
because the technique can employ WiFi APs at nearby houses, laboratories,
shops, etc. However, because these APs are owned by other people, the user has
very little control of them [2]. So, when the APs are moved or removed, the
end user should recalibrate the system. In this paper, we attempt to deploy a
few easy-to-install beacons in an environment of interest. Specifically, we set a
beacon between a home light bulb (e.g., an electric bulb or fluorescent light)
and its socket. The beacon is supplied with electricity from the socket and emits
Bluetooth signals. The advantages of beacons that parasitize home lighting are
as follows. (1) An end user can easily deploy a beacon because she simply inserts
it between a bulb and its socket. (2) Every room has at least one lighting socket,
so the beacons can cover all the areas related to the user’s daily life. (3) Because
the beacons are installed on the ceiling, they will not be moved or removed by
residents unfamiliar with IT (e.g., the elderly).

To realize such an indoor positioning system, we design and develop beacons
and an indoor positioning method with the following features. (1) Some rooms
c© Springer International Publishing AG 2017
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are not equipped with multiple sockets for light bulbs, e.g., many rooms have
only one ceiling light, and we can install only one beacon in such rooms. Also, it
is preferable for the end user to deploy only a few beacons. Thus, we design the
beacons so that we can obtain good positioning accuracy with a small number.
(2) Some people may spend the daytime in their living rooms without turning
on any lighting. In such a case, the beacon cannot receive an electricity supply.
To cope with the problem, we design beacons that have rechargeable batteries
and that are power saving. (3) There are many lights in houses that we cannot
expect to be used for long periods, e.g., a light in a bathroom. There is no point
in including a rechargeable battery, which is expensive, in the beacon attached
to such light bulbs because we cannot have sufficient time for charging. We
plan to attach beacons without rechargeable batteries to such bulbs. However,
the ON/OFF states of the beacon attached to such lights changes depending
on the ON/OFF states of the corresponding lights. Thus, signal strength data
measured at a certain position change greatly depending on the ON/OFF states
of the beacons (lights). In such cases, we cannot simply adopt a fingerprint-based
method that utilizes fingerprints collected in advance. In this paper, we propose
a new indoor positioning method that takes account of the ON/OFF states of
the beacons by employing the residents’ life patterns.

2 Developed Beacon

Figure 1 shows our prototype beacon that is connected to an LED light bulb.
Figure 2 shows our beacons attached to an electric bulb and ceiling light sockets.
Because they are prototypes, they are not very small and the main body of the
beacon (bottom right in Fig. 1) is separated from its socket adapter (top left in
Fig. 1). Our beacons have the following features.

Inserted into light socket

Fig. 1. Our developed
beacon connected to an
electric bulb.

Our beacons

Fig. 2. Our beacons attached to a ceiling bulb and a
fluorescent.

(1) When we want to perform indoor positioning, we cannot obtain accurate
positions with signals from small numbers of Bluetooth modules. On the
other hand, many rooms have only one light socket. To allow us to perform
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accurate positioning in such environments, we incorporate multiple Blue-
tooth modules into our beacon. (We incorporated three modules based on
the findings of previous studies [1].) We select a Bluetooth module whose sig-
nal propagation property is not uniform (i.e., has directionality), and incor-
porate the module into our beacon. In our preliminary evaluation, we were
able to achieve accurate positioning (1.27 m mean distance error) with only
one beacon. The accuracy was almost the same as that obtained when using
three Bluetooth modules at the corners of a room (1.35 m mean distance
error).

(2) Some people may spend the daytime in their living rooms without turning on
any lighting. When a light is OFF, our beacon cannot receive an electricity
supply. To cope with the problem, we equip our beacon with a rechargeable
battery. The beacon can emit signals even when the light is OFF because its
battery is charged when the light is ON. Here, to prolong the survival time of
the beacon, it is designed to emit signals only during usual waking hours. In
this work, we include a light sensor in the beacon, and this stops the beacon
from emitting signals when it is very dark (i.e., late at night). There are also
many lights in houses that are only turned on for short periods. We assume
that beacons attached to such lights are not equipped with rechargeable
batteries because of cost considerations.

3 Proposed Positioning Method

Here, we introduce our positioning method. Since the ON/OFF states of our
beacons change depending on the ON/OFF states of the corresponding lighting
(and ambient illuminance level), we cannot simply adopt existing fingerprinting
techniques, which employ preset training data. Here we assume that training
data are collected when all the beacons in an environment of interest are ON.
So, if some beacons are OFF during the test (positioning) phase, the measured
signal strength data are very different from those obtained during the training
phase. Also, when the signal strength from a beacon is zero during the test phase,
we cannot distinguish whether this phenomenon is caused by the OFF state of
the beacon or the signal attenuation caused by the distance from the beacon. In
this paper, we attempt to improve the positioning accuracy by estimating the
ON/OFF states of beacons from the residents’ life patterns.

3.1 Overview

We estimate the position of a user who has a Bluetooth receiver (e.g., smart-
phone) by employing received signal strength data st at time t. Our positioning
method consists of two main procedures: (1) estimating beacons’ ON/OFF states
and (2) positioning with st and the estimated ON/OFF states.
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3.2 ON/OFF State Estimation

We estimate the ON/OFF states of the beacons based on the following ideas. (1)
The ON/OFF states change according to the residents’ daily activity routines.
For example, a beacon in the kitchen may be ON while meals are being prepared.
(2) We consider that the lighting ON/OFF states are correlated. For example,
beacons in the same room may be turned on at the same time. Also, in some
houses, bedroom and living room lighting may not be ON at the same time.

Based on the above ideas, we estimate the ON/OFF states of beacons from
st by using the Bayes’ theorem as follows.

Ŷt = arg max p(Yt|Xt) = arg max
p(Xt|Yt)p(Yt)

p(Xt)
, (1)

where Xt is a vector that shows the ON/OFF states of Bluetooth modules
created from observations st as follows.

Xi,t =
{

1 si,t > 0
0 otherwise,

where Xi,t shows the ith element of Xt and si,t shows the observed signal
strength of the ith Bluetooth module at time t. An example is Xt = [1 0 1 · · · 0]T .
Each vector element shows whether or not a signal is observed from its corre-
sponding Bluetooth module (1 or 0). Also, Yt represents an estimation of the
ON/OFF states. An example is Yt = [1 0 1 · · · 1]T . Each vector element shows an
estimation of the ON/OFF state of the corresponding Bluetooth module (ON:1,
OFF:0). So, we find Ŷt that maximizes p(Yt|Xt) in the Eq. 1. We can expand
the numerator of Eq. 1 based on our above ideas as follows.

p(Xt|Yt)
︷ ︸︸ ︷
N∏

i=0

fl(Xi,t, Yi,t)

p(Yt)
︷ ︸︸ ︷
N∏

i=0

fr(Yi,t)
∏

i,j,i �=j

fc(Yi,t, Yj,t),

where N is the number of Bluetooth modules in the environment and Yi,t is the
ith element of Yt. We describe each component in detail below.

fl(Xi,t, Yi,t) evaluates the consistency of estimation Yi,t compared with obser-
vation Xi,t as follows.

fl(Xi,t, Yi,t) =
{

0 Xi,t > Yi,t

1 otherwise.

That is, when the ith Bluetooth module is estimated to be OFF (i.e., Yi,t is 0)
even if signals from the ith Bluetooth module are actually observed (i.e., Xi,t is
1), we can say that the estimation is wrong and that p(Xt|Yt) is 0.

fr(Yi,t) relates to the residents’ daily routine. This function evaluates the
degree to which the estimation Yi,t at time t is consistent with the prior proba-
bility computed from ground truth data for the same time on previous days.
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fc(Yi,t, Yj,t) relates to the correlation of lighting ON/OFF states. This func-
tion evaluates the degree to which the pair of estimations Yi,t and Yj,t is con-
sistent with the prior probability computed from ground truth data of previous
days. So, we compute the probability pi,j with which both the ith and jth Blue-
tooth modules are ON (or OFF) at the same time in advance. For example,
when both Yi,t and Yj,t are 1 (or 0), the fc(Yi,t, Yj,t) value becomes pi,j . When
the Yi,t and Yj,t values are different, the fc(Yi,t, Yj,t) value becomes 1 − pi,j .

3.3 Positioning

We estimate the position coordinates of the user from st and Ŷt. When the
ith Bluetooth module is estimated to be OFF, we do not use the si,t value to
estimate the coordinates. On the other hand, when the ith Bluetooth module is
estimated to be ON, we use the si,t value even if it is zero.

In the training phase, we obtain signal strengths from each Bluetooth module
at known positions (training points). We model the observed signal strengths for
each training point with a statistical model. By doing so, we can compute the
probability with which st is observed at each training point. Then we obtain the
training points with the top-k probabilities and compute the weighted average
coordinates of the training points. (The weight corresponds to the probability.)
Note that we should design the model by taking into account the above idea that
we use si,t only when the the ith Bluetooth module is estimated to be ON. In this
work, we employ a Gaussian mixture model (GMM) to model each Bluetooth
module’s signal strengths at each training point, and obtain the final result (the
probability related to the training point) by aggregating the probabilities related
to only Bluetooth modules that are estimated to be ON as follows.

p(st, Ŷt‖tpn) =
∑

i∈Yt,ON

M∑

m=1

πi
m

1
√

2πσ2
m,i

exp(− (si,t − μi
m)2

2σ2
m,i

),

where tpn shows the nth training point, Yt,ON represents a set of indices of
Bluetooth modules estimated to be ON in Ŷt, M is the number of Gaussian
mixtures, πi

m is the mixture weight of the mth Gaussian related to the ith
Bluetooth module.

4 Evaluation

4.1 Data Set

We collected in-situ sensor data at an apartment occupied by two people and
shown in Fig. 3. Training data were obtained at the 26 points shown as filled
circles in Fig. 3 for three minutes with all four beacons turned on. The test
period lasted nine days, and the lighting was turned on/off naturally according
to the residents’ daily lives. Here our method requires the ground truth data of
the ON/OFF states of the Bluetooth modules. In this study, we obtain pseudo
ground truth data by aggregating Bluetooth scan data obtained from the smart-
phones that the two residents carried for ten days before the test periods.
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LivingDining

Kitchen

Bedroom

Bathroom

Training point

Test point

Beacon without battery

Beacon with battery

Fig. 3. Layout of experimental envi-
ronment (12.6m × 6.2m).
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Fig. 4. CDFs of our method and
naive method.

4.2 Results

Figure 4 shows the cumulative distribution functions (CDFs) of our method and
a naive method that does not employ ON/OFF state estimation (i.e., as with
the conventional methods, it estimates positions by using all Bluetooth modules
in the environment even if they are turned off). Our method outperformed the
naive method, and achieved about 50% precision within 2 m. The mean distance
errors of our method and the naive method were 2.3 and 4.0 m, respectively.
That is, with our method the positioning accuracy was improved by an average
of about 1.7 m.

In particular, the positioning accuracies related to test points that were far
from the beacon installed in the living room were greatly improved (about 2.0 m).
Identifying the coordinates of the signal strength data obtained at the test point
relied greatly on the signals from the other beacons, which were not equipped
with a rechargeable battery, because we could not observe signals from the living
room beacons at the test points. That is, when the beacons with no batteries
were OFF, we could not observe signals from the beacons, which are useful
for identifying the coordinates, at the test points. So when the signal strengths
of such beacons were zero, the naive method mistakenly estimated that the
signal strength data were observed at a place far from the beacon. On the other
hand, our method can ignore beacons that are determined as being OFF when
it estimates coordinates with the signal strength data.
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Abstract. In many countries, the population is either declining or
rapidly concentrating in big cities, which causes problems in the form
of vacant houses in many local communities. It is often challenging to
keep track of the locations and the conditions of vacant houses, and for
example in Japan, costly manual field studies are employed to map the
occupancy situation. In this paper, we propose a technique to infer the
locations of occupied houses based on ambient WiFi signals. Our tech-
nique collects RSSI (Received Signal Strength Indicator) data based on
opportunistic smartphone sensing, constructs hybrid networks of WiFi
access points, and analyzes their geospatial patterns based on statistical
shape modeling. We show that the technique can successfully infer occu-
pied houses in a suburban residential community, and argue that it can
substantially reduce the cost of field surveys to find vacant houses as the
number of potential houses to be inspected decreases.

Keywords: Ambient WiFi signals · Vacant houses · Civic computing ·
Localization

1 Introduction

The population decline and movement to big population hubs is creating the
urgent need to address the problems of vacant houses. A particularly challenging
case can be found in Japan, where the number of vacant houses is increasing
rapidly, and more than 30 percent of Japanese houses are projected to be vacant
already in 2033 [6].

Vacant houses can be problematic, as they (1) decrease the quality of land-
scapes, (2) decrease safety and peace of mind related to crimes and disasters,
(3) induce illegal dumping of garbage, (4) increase the risk of fire, (5) produce
bad smell, (6) are more prone to damage by strong winds, heavy snow, or earth-
quakes, if improperly managed, (7) decrease vitality of community life, and so
on. In certain places, local officials lack efficient means of keeping track of house
vacancy situation, and thus there exists a clear need to find vacant houses before
their condition deteriorates and to find new use for them. This should effectively
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happen via collaboration between local government, urban planners, and citi-
zens. In Japan, typical means to do this is conducting costly field surveys to
verify occupancy status.

In this paper, we propose a technique to infer the locations of occupied
houses based on ambient WiFi signals. Our technique collects georeferenced RSSI
(Received Signal Strength Indicator) data based on opportunistic smartphone
sensing, constructs hybrid networks of virtual and real WiFi access points, and
analyzes their geospatial patterns based on statistical shape modeling. We show
that the technique can successfully infer occupied houses in a suburban residen-
tial community and thus reduce the cost of field surveys to map vacant houses.

2 Related Work

Chi et al. [2] use location records of Baidu users to analyze spatial distribution
of vacant housing areas. Their analysis focuses on the issue of “ghost cities”
in China and shows that location records of a large number of mobile users
can reveal areas in which most houses are vacant. As our focus is wormhole-
like sporadic vacant houses rather than entirely vacant city blocks, we must
perform a much finer-grained analysis aiming to find the locations of individual
vacant houses. Thus, we make inferences about individual houses based on the
assumption that houses that contain active WiFi access points are likely occupied
by people. Currently, more than half (53.6%) of the households in Japan use
WiFi according to the government’s survey in 2014, and the expanding market
of household IoT devices can cause a rapid increase of WiFi and other radio
signals in residential communities.

Our approach relies on a technique to determine precise locations of WiFi
access points based on ambient WiFi signals. Existing research projects on
indoor positioning show that locations of mobile users can be determined by
using ambient WiFi signals. For example, Bahl and Padmanabhan [1] proposed
a fingerprint-based algorithm that can determine users’ indoor locations. Place
Lab [5] uses estimated and known locations of WiFi access points and GSM
cell phone towers in Seattle to compute users’ locations at a city scale. Koo
and Cha [4] proposed a multidimensional scaling-based approach based on rela-
tive distances between pairs of WiFi access points to estimate locations of WiFi
access points in indoor spaces. Other researchers proposed to use probabilistic
techniques for localizing indoor access points [3] and road-side access points [8].
Unlike existing approaches, we propose to use a hybrid network model along
with multidimensional scaling to support mixed uses of various devices with or
without the location sensing capability, thereby making it easier to deploy in
local communities with sporadically distributed vacant houses.

3 Localizing WiFi Access Points in Local Communities

There are existing databases of WiFi signals, including the ones owned by
private organizations and the others collected by the wardriving community
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(e.g., Wigle.net [7].) WiFi data can be collected easily by using off-the-shelf
smartphones, tablets and notebook computers. Our method requires that WiFi
mac addresses and RSSI (Received Signal Strength Indicator) data be recorded
along with GPS-based location information if available. Volunteers can carry
such devices in their pockets or bags while taking a walk, thereby collecting a
sufficient amount of data relatively quickly (e.g., a few or several hours in total
depending on the area of a local community.).

3.1 Constructing Hybrid Networks

We could infer the locations of WiFi access points (APs) by triangulation using
the locations of mobile devices. However, this approach could not determine the
locations of APs very accurately when individual access points are measured
less than three times, or when mobile devices are not equipped with accurate
GPS receivers. We thus employ a localization method based on statistical shape
modeling. Unlike existing localization methods for indoor WiFi APs based on
multidimensional scaling, which model collected measurements as a graph of
WiFi APs [4], we model collected data as a hybrid network of real and virtual
APs. A real AP (RAP) corresponds to an actual WiFi access point while a virtual
AP (VAP) represents a measurement point by a mobile device. A mobile device
creates n VAPs when it measures WiFi signals n times in a local community.

To construct a hybrid network with real and virtual APs, we first create ver-
tices with all real and virtual APs based on mac addresses and timestamps. We
next instantiate two types of edges, one connecting pairs of virtual APs, which
we call V 2 edges, and the other connecting pairs of virtual APs and real APs,
which we call V R edges. For all virtual APs that have location information,
we simply compute their mutual distances on an Earth ellipsoid, and use them
as weights for corresponding V 2 edges. The weights for V R edges are deter-
mined based on the RSSI values of WiFi APs (RAPs) as measured by mobile
devices (VAPs). More precisely, we determine weights for V R edges according
to Euclidean distance d, which is calculated as follows.

d(rssi) =
MAX DIST

L
∗ floor(10

log10(L+1)∗(MAX RSSI−rssi)
(MAX RSSI−MIN RSSI) ) (1)

This is based on an oft-adopted model of the relationship between the dis-
tance and RSSI. The floor function quantizes the distances at L levels to mitigate
the effect of unstable signals. MAX RSSI and MIN RSSI are the maximum
and minimum RSSI values, respectively. MAX DIST is the maximum distance.
It is the distance at which the smallest level of RSSI would be observed.

3.2 Computing Relative and Absolute AP Locations

We first compute shortest-path distances between all vertices in the resulting
hybrid network G to obtain a distance matrix D. We next apply multidimen-
sional scaling to distance matrix D to produce relative positions of all vertices



Exploring the Use of Ambient WiFi Signals to Find Vacant Houses 133

in a two dimensional space. We then scale, rotate and translate the positions of
real APs as follows to obtain their absolute geographical locations.

Pa = s ∗ Pr · R + T (2)

Pa represents absolute geographical locations of real APs, which are obtained
by scaling and rotating the relative positions of real APs, denoted as Pr, with
the scaling factor s and rotation matrix R, and translating it by adding T.
Procrustes analysis is used to match the relative positions of virtual APs to the
longitude and latitude values of the corresponding virtual APs, thereby deriving
s, R, and T.

4 A Field Trial

This section presents our field trial in a suburban residential community. We
collected ambient WiFi signals, inferred occupied houses based on the estimated
locations of WiFi access points using the proposed method, and compared the
results with the ground truth provided by the local community members. One
researcher collected ambient WiFi signals in the community by walking along all
the streets in the neighborhood (see map in Fig. 1), which took approximately
an hour. The signals were recorded using WiGLE WiFi app [7] on two Android
smartphones (Nexus 5 and Xperia Z Ultra) in the researcher’s backpack pockets.
Location data were captured via GPS, when available. Consequently, we cap-
tured data about 962 WiFi APs and 610 virtual APs. This implies that there
are quite a few houses having multiple APs as there are only 286 houses in this
community.

4.1 Constructing Hybrid Networks

As weak WiFi signals may be caused by multipath and obstructions, we
ignored weak WiFi signals with their RSSI values less than −87 dB, which

Fig. 1. Comparative geovisualization. Yellow shows the houses inferred as occupied,
and the purple shows actual vacant houses. (Color figure online)
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approximately corresponds to the 80% cutoff point with the maximum RSSI
of −57 dB and the minimum of −95 dB. We then computed the distances with
L=3,MAX RSSI=−57 dB,MIN RSSI = −87 dB, and MAX DIST = 27m
according to Eq. (1). The resulting distances have been used as the weights of
V R edges to construct a hybrid network by using the igraph package of R.

4.2 Computing AP Locations

We computed shortest-path distances between all vertices and applied multidi-
mensional scaling using cmdscale function of the stats package of R. We then
derived scaling factor s, rotation matrix R and translation matrix T by using the
procrustes function of the vegan package of R. Not surprisingly, and as depicted
in Fig. 2, the matching was not perfect and the differences (i.e., arrows) are
somewhat large for VAPs (i.e., circles) near the bottom left. Finally, we used s,
R, and T to compute the locations of the WiFi APs.

4.3 Detecting Occupied Houses

We establish that houses containing at least one WiFi access point are actively
occupied. The yellow houses in Fig. 1 have been judged as occupied in this man-
ner. Figure 1 also shows actual vacant houses in purple. The white houses were
not inferred as occupied but they are actually occupied (i.e., false negatives). Of
the 286 houses in the community, 278 are occupied and 8 are vacant. Our method
detected 57 (20%) occupied houses without falsely detecting vacant houses as
occupied houses (i.e., no false positives), suggesting to reduce the workload of
field surveys accordingly. The number of detected houses is fairly lower than the
number of detected APs, and improving the accuracy of AP localization could
further reduce the workload for field surveys.

Fig. 2. Procrustes errors of our dataset
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5 Conclusion and Future Work

We have proposed, implemented and verified a technique to infer the locations of
occupied houses based on ambient WiFi signals. Our technique collects georef-
erenced RSSI (Received Signal Strength Indicator) data based on opportunistic
smartphone sensing, constructs hybrid networks of WiFi access points, and ana-
lyzes their geospatial patterns based on statistical modeling. We have shown that
the technique can successfully infer occupied houses in a suburban residential
community.

While the detection accuracy is far from perfect (cf. false negatives in Fig. 1),
the amount of correctly detected occupied houses is not small and the method did
not produce false positives in our field trial. Potential explanations for not detect-
ing a house occupied can be too weak signal strengths or no WiFi access point
installed in those buildings (cable/mobile or no connection). Without exploiting
the proposed method, field workers need to check all the houses. Using Fig. 1
as an example, the more yellow houses the method finds, the less workload is
imposed on field workers to manually visit all houses multiple times.

In some cases, individuals may be wary of the SSIDs of their WiFi APs
being used for finding their community’s vacant houses. Encrypted hash IDs
can be used to minimize such concerns, and they can also choose to disable the
beaconing feature of their WiFi APs.

Naturally, more tests are warranted to further verify and optimize the
method. The next step of our work seeks to find volunteers from local com-
munities who are interested in urban development and public safety in their
neighborhood to carry devices provided by us for logging purposes.
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Abstract. Ubiquitous computing is extending its applications to an
increasing number of domains. “Monolithic” approaches use centralised
systems, controlling devices and users’ requests. A different solution can
be found in works proposing “distributed” intelligent devices that com-
municate, without a central reasoner, creating little communities to sup-
port the user. If the former approach uses all the available sensors being
more easily context-aware, the latter is scalable and naturally supports
multiple users.

In this work we introduce a model for a distributed network of entities
in Intelligent Environments. Each node satisfies users’ requests through
Natural User Interfaces. If a node cannot produce the expected output,
it communicates with others in the network, generating paths where the
final target is undetermined and intermediate nodes do not understand
the request; this is the focus of our work. The system learns parameters
and connections in the initial topology. We tested the system in two sce-
narios. Our approach finds paths close to the optimum with reasonable
connections.

1 Introduction

The human world is more and more interconnected. People have access to many
computing devices and use them to communicate with each other. As a matter
of fact technology is used to manage daily tasks more and more frequently and
in a increasingly wider part of population: talk with friends, require information,
enjoy art and manage appliances. Literature and market offer many solutions
and, in order to maximise performances, they need to be contextualised in some
domain, being more aware of how each system is changing the surrounding envi-
ronment [2, p. 1]. The approaches proposed in literature are mainly divided in
two groups; the former is based on a central reasoner that collects all the data
coming from the available sensors and takes actions considering a monolithic
core. The latter approach uses a distributed network of interacting devices; they
have their own sensors and reasoners and are focused on smaller targets, usually
c© Springer International Publishing AG 2017
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related on the set of categories they belong to. If the first case is more easily
aware of what is happening, the last is more flexible, and especially useful in
dynamic contexts [25], where many users interact with the available technology
together; moreover, the current market offers more and more devices focused on
simple tasks, but that can be exploited to make the overall environment more
intelligent. In all the adopted strategies, Human-Computer Interaction (here-
after HCI) plays a fundamental role. It is essential to make the users feel like
managers of the environments they are in, moreover it influences the natural-
ness of the interaction with the system; it strictly depends on the domain, on
the choices made concerning devices and design; however, considering interaction
from a more abstract point of view, HCI, such as human-human and machine-
machine communications, is performed by exchanging messages and data, also
in a multi-modal way; domain and tasks infer more specific details. From this
point of view, designing and developing different kinds of interaction requires to
choose different sets of modalities, input devices, multi-modal fusion approaches
and input managers, but the main need does not change: strive for a better com-
munication. This concept is stronger in an Intelligent Environment (hereafter IE)
[3], because different types of interaction are needed and, in a pervasive system,
each entity in the world interacts with others in a specific way. In order to design
a new IE, the needed steps are: modelling the environment and developing best
interaction modalities for each chosen task. Modelling is always necessary to
manage domain-related possibilities, constraints and involved actors; it is usu-
ally managed by experts of that domain and, for IEs, they should provide a
set of sensors, devices and network protocols to reach some goals [8]. The latter
part, indeed, is time-consuming and repetitive in many cases. Moreover, multi-
ple users are supposed to independently use the network at the same time, so
the system should be powerful enough to manage a large number of dialogues
together. In a distributed system the resulting organisation can be seen as par-
titioned in communities that depend on the current interaction, and users are
leaders of each set. The considered scenario is typical in smart museums, where
works might talk to users: visitors follow their path and interact with a few enti-
ties per time; meanwhile their interaction is independent from other users and
the rest of works of art. A centralised system cannot support all the visitors at
the same time, while a distributed system can, but it should interact with others
system nodes to process unknown requests.

In this work we will present a model for a distributed network of devices
and a framework for HCI in IE, focusing on Natural User Interfaces (NUI)
[21] and with a specific preference for natural language dialogues supported
by gestures and augmented reality approaches; this work is in the direction of
basic, natural interaction design thought to improve user experience quality.
The framework provides a communication layer between machines, offering a
pervasive/ubiquitous infrastructure and a comfortable environment to support
Internet of Things (IoT) guidelines.

This paper is organised as follows: Sect. 2 reports works related to PHASER,
that is the model presented in Sect. 3. In Sect. 4 we provide a solution for a
problem related to distributed systems, named the “Navigation Problem”. From
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Sect. 5 we focus on a Smart House, showing some representative scenarios and
reporting Experiments and Results in Sect. 6. Section 7 concludes the paper.

2 Motivation and Related Works

Our basic idea is to provide a distributed network of entities, where each node
interacts with the user through multi-modal interaction following NUI guidelines.
Knowledge is local to the node and limited to its own services. If the node is not
able to produce the expected output for a request, it sends the received message
to the others, without a prior determined target node. The Ambient Intelligence
perceived by the users is built upon a collection of partial nodes’ intelligence.

Other works facing the same problem have been found in literature. One of
them is i*Chameleon [16], where the authors show an interaction among multiple
devices, but the described system only supports a limited number of connected
nodes. Moreover, the authors limit the work to exchanging signals, clearly defin-
ing starting (that sends requests and commands) and ending nodes (that receives
and acts), but without considering a particular context, as differently proposed
in this work. Peña-Ŕıos et al. [22] propose a framework to simply develop smart
devices and test them by mixing real-life and simulated scenarios. That system
presents interesting innovation points, but its use is limited to expert users only.
An interesting system has been proposed by Dooley et al. [10]; it is a conceptual
work, but it models ubiquitous computing in a smart environment aiming at sup-
porting the user in IEs. The proposed model separates the world in spaces; each
space is supposed to be an environment where people interact with distributed
devices but their “reasoners” are still centralised. Considered spaces are homes,
offices, local transports; different domains where technology can help people in
their daily lives. Our model is complementary to Dooley’s one, focusing on a
distributed version of a single domain, supporting NUI.

A Multi-Agent System (MAS) point of view of an IE has been already
explored in other studies [12,14]. Loseto et al. [17] propose a flexible multi-
agent approach for smart-environments. Their work is based on the discovery of
semantic resource and orchestration, including negotiation techniques between
user and smart devices. Sun et al. [23] present a multi-agent design framework
for a smart-home and home automation applications. Their work is a Belief-
Desire-Intention model [5] for agent individual behaviour design and a regula-
tion policy-based method for multi-agent group behaviour design. Valero et al.
[26] propose a system based on Magentix2; differently from others, the authors
introduced multiple users’ roles and access policies based on that. MAS par-
adigms are very valid solutions for smart-environment support, but the listed
works are usually directly connected to the right device or use a central system
that collects the provided services. A distributed context provides flexibility and
adaptability [25], while a central “service manager” presents some limitations,
especially in very populated environments; however MAS solution of Valero et
al. [26] inherits benefits by well known models such as JADE1 and Jason2.
1 jade.tilab.com retrieved on December 2016.
2 jason.sourceforge.net retrieved on December 2016.

http://jade.tilab.com/
http://jason.sourceforge.net/
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3 PHASER

In this section we will present our model and its implementation in a framework,
called PHASER (Pervasive Human-centred Architecture for Smart Environmen-
tal Responsiveness). In our concept, PHASER gives a role to each entity that
interacts with others. Possible entities are objects and people that interact with
those objects as well. For this reason, we define a node in an abstract way to
include the needs of both entities. Each node interacts with others, offering ser-
vices and responding to requests. We define a single node as a tuple:

N(ι, Cnfι, ClosePeersι,DiscoveredPeersι, oBCι)

where ι is a unique identifier of the node in the environment; ClosePeers and
DiscoveredPeers are sets of related nodes in the environment: ι interacts with
those nodes. Details later in this Section. oBC collects partial information about
the connected peers, acting as Business Cards; they include information gathered
from a shared ontology (explained later in this Section) and the accepted inputs.

A configuration Cnf determines the behaviour of ι in the environment. It
comprises inputs, outputs and the behaviour towards other nodes. In details:

Cnfι = (nameι, typeι, classι, envι, Iι, Oι, Pι) (1)

where type, class and env determine the role of ι in the environment according
an ontology, name is chosen by an interaction designer; details are in Sect. 3.4. I
and O represent input and outputs respectively; they divide data into channels
as in Eq. 2 for multi-modal interaction, where cx is a channel code and RGcx

={
ri1 , ri2 , . . . , ricx

}
is a set of regular expressions. If Niι

and Noι
are the number

of input and output channels, we define Iι and Oι in Eq. 3.

Chj =
(
cj , RGcj

)
(2)

Iι/Oι =
⋃

1≤x≤Niι/oι

{Chx} (3)

Eventually Pι, briefly described here, is a set of parameters for each node
that determines how it reacts to connections and interaction requests.

Connections. Each node can interact with other peers and their reference is
stored in ClosePeers; they compose the initial topology designed by a domain
expert. However, sometimes new unforeseen connections can be discovered and
included in DiscoveredPeers. New arcs may increase the power of the inter-
action for the user, because they create other bridges in the network, and if a
node frequently connects to a discovered peer, this is automatically promoted to
ClosePeer.

DiscoveredPeers =
⋃

(κ, cκ, Tκ)

is a set of discovered nodes κ - we refer to them as “partial” connections -,
where cκ ∈ [0..1] is the probability of making this connection fixed: κ will be
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included in ClosePeersι as cκ = 1. Tκ is the last activity of this connection. As
ι interacts with κ at time t, c′

κ = UPC(cκ,Δ), where Δ = t − Tκ. Details about
the discovery of a node are in Sect. 4.2.

UPC(x, y) = x +
x

yλ(y)
(4)

λ(x) = φ0 − (φ0 − φ1)
1

1 + ek1−x
− (φ1 − φ2)

1
1 + ek2−x

(5)

φ0,1,2 and k1,2 in Eq. 5 are constants that derive on the activity of the interaction.
According to the activity of the interaction, λ(x) assigns a factor φ. φ > 0 means
that the connection is strengthened, but for φ < 0 it is discouraged. Typical
relations are 1 ≥ φ0 > φ1 > φ2, with φ2 ≤ 0 and k1 � k2.

Open Connection. As two nodes, ι and κ, open a connection, they share part
of their local information composing a personal Business Card (BC):

BCι/κ =
(
nameι/κ, typeι/κ, classι/κ, envι/κ, Iι/κ

)
(6)

On open, oBCι = oBCι ∪ {BCκ} and oBCκ = oBCκ ∪ {BCι}. On startup, ι
asks a connection to each pi ∈ ClosePeersι. Partial connections will be opened
following details shown in Sect. 4.2; in the latter case, collected BCs will be stored
in the same way. Moreover, local information need to be updated:

DiscoveredPeersι ∪
{

Xκ(t) if (κ, cκ, Tκ) ∈ DiscoveredPeersι

{(κ, 0, t)} otherwise

where Xκ(t) = {(κ,UPC(cκ, t − Tκ), t)} \ {(κ, cκ, Tκ)} and t is the current
instant. However, Xκ(t′) is added on every interaction between ι and κ, where
t′ are the considered next instants.

3.1 States

Each node in our model has a state. It determines which kind of work a node
is doing and if it can accept other requests. A node starts in the Idle state;
Table 1 summarise the states, while Fig. 1 reports all the allowed transitions;
details about Forwarding in Sect. 4. The connection Managing machine interac-
tion (MMI) → Idle is a “forced” transition and it happens if node ι is waiting
for node κ for a MMI. If ι remains in MMI it would not be able to receive a
response from κ, because it would be recognised as busy.

3.2 Network of PHASERs

In order to better support the communication, two nodes ι and κ share their
Business Card as seen before. The result is a network where each node has partial
information about its local connections. This is a real distributed context because
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Fig. 1. Possible states and transitions for a node in PHASER

Table 1. Description of states of PHASER

State Description

Idle Initial state

Processing The node is processing a request

Forwarding The node is forwarding an unknown request

Managing forward The node is processing a received forward

Sending The node is replying or re-forwarding a request

Managing machine interaction Two nodes are co-working for a request

there are no entities that collect all the information. Users interact with each
node in the environment, but the actual topology is hidden for them. They,
indeed, perceive the network as a compact system because each node involves
other parts as in a centralised system, but PHASER is more flexible than a
centralised system.

During a communication, ι may send a request to κ. A request R is a snapshot
of the input for ι represented by R =

{
(cj , rcj

), 1 ≤ j ≤ Niι

}
, where Niι

is
the number of input channels for ι, cj is a channel and rcj

is the value of the
request on cj . κ receives R, but it is able to accept it just if it represents a
valid input for κ; for an element in the request Rx = (cx, rcx

) this is true if
∃(cx, Rc) ∈ {Chxκ

⊆ Iκ | rcx
matches on Rc}. “x matches on X” means that

∃Xi ∈ X so that x complies on the format of Xi. This is wrapped in:

m (Rx, κ) =

{
1 if Rx is a valid input for κ

0 otherwise
(7)

A request R is fully accepted by κ if
∑

1≤j≤R m (Kj , κ) = |R|. We consider
|R| and not |Niκ

| because the request could not provide information for some
channels. However, a fully accepted request is candidate to be manageable, but
ι cannot take for granted that κ will process it successfully.

3.3 Architecture

The model presented above has been implemented and Fig. 2 presents the archi-
tecture of a node in the framework; it is an extended version of what already seen
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in [9]. The architecture supports multi-modal dialogues (manly speech+voice)
and is designed as connected modules; it represent the skeleton of each node in
the network of PHASER. MMI stores multi-modal input signals, in which a set
of devices writes data in separated channels. Input data use timestamps gathered
from the same hosting machine. Input Devices (IDs) implement an interface, in
order to abstract from the used technology and represent data in an hardware-
independent form. The diagram in Fig. 2 shows examples of IDs and ODs; their
actual activation depends on configuration discussed above. Similar reasoning
is replicated on Output Devices (OD): MMO collects multi-modal output data
coming from ODs and presents their fission to users. An Input Manager (IM)
manages the fusion of data taken by the MMI structure and passes their classi-
fication to the Dialogue Manager (DM); this is, here, just an interface towards
a real dialogue manager; its behaviour, in fact, highly depends on the particu-
lar node and cannot be included in the overall description. The DM is mainly
based on OpenDial [15], including it as an external tool, but other DMs may be
integrated in PHASER. PHASER offers to the Dialogue Managers a support for
network interaction, and for processing of requests as explained in Sect. 4.

The Remote module, instead, is used to communicate with non-human
peers by standard protocols. They can be robots, smart-devices, technologically
enriched works of art, etc. Relationships among these entities create a PHASER
network in which each node has an internal logic. By including the Remote mod-
ule as ID, we are able to equally manage human - through active IDs/ODs - and
artificial entities - through Remote -. This aspect improves the user-centred point
of view, because connections are hidden and users perceive the world as a single
block, where parts of it process each request. With the proposed architecture,
PHASER offers a ubiquitous infrastructure and a comfortable framework for an
Internet of Things (IoT). The powerful aspect of this architecture is that its
overall behaviour is not related to a single entity nor it is domain-specific but,
with proper I/O devices and a DM, it allows to easily prepare an IE, concen-
trating efforts on each entity. Furthermore, if an environment is considered as
“entities offering services” and by them in the Business Card, each system will be
able to opportunely contact nodes to solve internal tasks. This is a typical con-
cept in AI agent-based approaches, but we are proposing it in a multi-domain -
interaction-oriented - abstract architecture.

Fig. 2. The architecture of PHASER
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Fig. 3. The structure of a ontology accepted in PHASER

3.4 Ontology

PHASER uses an ontology that represents both the space and the devices. It
currently relies on a new developed representation of an environment, but inte-
gration with well-known ontologies in this field is under investigation: we are con-
sidering soupa [7] and iot-lite3. An example of the ontology adopted in PHASER
is in Fig. 3. Its structure is as follows:

– a node represents the domain;
– a number of environments are connected to domain: they represent physical

rooms in the environment;
– each room contains devices. Multiple labels are supported (here with different

grey levels);
– particular nodes are directly connected to the domain, because they have not

a semantic relation with a single environment: devices that move through the
rooms, or personal devices are considered in this class;

– devices working in multiple rooms (i.e. lights) are connected to multiple envi-
ronments. The current room, that depends on where the device is, must be
specified in the configuration, otherwise a random room will be selected at
run-time.

Each instance of PHASER is an entity which belongs to a leaf of the tree. By
specifying a class, PHASER derives at run-time information such as the envi-
ronment and other devices in the same room. The selected class, is a parameter
reported in the configuration each node requires, as seen before.

4 Navigation of a Request

As a node interacts with a user, it tries to locally process the requests. If the
node is not able to do it, the system could deliver an error message or share the
request within the network. It may broadcast the data, being sure to reach at
least one valid node, if it exists, but if multiple available nodes arrive, the starting

3 http://iot.ee.surrey.ac.uk/fiware/ontologies/iot-lite retrieved on December 2016.

http://iot.ee.surrey.ac.uk/fiware/ontologies/iot-lite
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node should be able to know which is the best one. Moreover, in large networks,
many nodes that broadcast information may overload the network itself [11].
A second possible strategy is based on a more intelligent routing process [4],
where the node can iteratively forward the request, and ontologies, history and
context-awareness [1,20] could help enriching system capabilities.

By relying on a common ontology and a dynamic topology as shown in Sect. 3,
each node knows the business card of the adjacent ones. The current node could
easily find out how much others can successfully process the request and who
they are. The approach we propose to solve this problem is a depth-first-search
in a distributed graph where a greedy part chooses the local best nodes as
first. Considered parameters are: current request, past interactions and context-
awareness.

As a greedy method on a distributed system, the current node that is not
able to locally process a request, sorts its adjacent entities in decreasing order,
comparing them with Eq. 8.

Comp(s, c, n,R) = M(R,n) + Toll(s, c, n) + Friend(s, n) (8)

where R the current request, in the form presented in Sect. 3.2, and s, c, n
are respectively the starting, current and the next node in the path; the start-
ing node is who received the user’s request. The navigation ends if either
a node provides a response or too many hops have been done. M(R,n) is
the match degree of the current request with the n’s accepted inputs, where
M(R,n) =

∑
0≤i<|R| m(Ri, n)/|R|. The higher M(R,n) is, the more probably n

can understand the request R. M(R,n) = 1 is a perfect match. R and m have
both been presented in Sect. 3.2.

Toll(s, c, n) represents a toll to pay in changing the environment. In our case:

Toll(s, c, n) = (−1)(Ec−En)(Es−En)τ (Ec, En) (9)

where EA is an integer for the environment of node A, EA − EB = 0 iff nodes
A and B are in the same environment and τ (x, y) is a function representing a
toll going from x to y. Basically, the current node prefers to send the request in
its environment, but if the request changes context, it is difficult to fall into the
starting environment again.

If needed, Friends assigns a bonus φ to requests coming from similar devices.
Assuming that TA is the type of device A in the ontology,

Friend(s, n) =

{
φ if Ts = Tn

0 otherwise
(10)

4.1 Sorting Nodes

If a node x needs to send a request, it uses Comp(s, x, n,R) in the Eq. 8 to sort
the connected nodes. Let s be the environment where the request started, x the
current node, n one of the adjacent node and R the current request. Iteratively
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applying Comp we obtain a sequence as in Eq. 11; oBCx has been introduces in
Sect. 3.

Sortedx =
(
p1, p2, . . . , p|oBCx|

)
(11)

where Comp(s, x, pi, R) ≥ Comp(s, x, pi+1, R), ∀i ∈ [1..|oBCx| − 1]. x will for-
ward R to the peers in the order of Sortedx. At step i, peer pi will be selected
if pi−1 has failed at step i − 1; a final “local fail” is arisen by x if p|oBCx| fails.
In a centralised reasoner, the problem of forwarding is not relevant, because all
the devices run in the same cluster. However, PHASER is flexible because the
algorithm involves just active connections and it is recalled at each request.

4.2 Network Adaptability

On forwarding, a node x selectively chooses the nodes that could reply to the
user on the submitted request. x has no knowledge about the identity of the
“target” t - a node that is able to process the request - a priori. However,
PHASER optimises the navigation of the request in two ways: (i) by using the
tolls, PHASER learns that some directions could provide a response, fostering
paths that worked in the past; (ii) if the forward successfully reaches a target
t, the topology changes because t is a discovered peer and s opens a partial
connection towards it.

The new connection is added to DiscoveredPeerss shown in Sect. 3. As well
as permanent links, s and t share their BC, adding them in oBCs and oBCt

respectively. A discovered connection is a temporary link, and it lasts just for
the current session; they are not affected in the sort process because they are
directly chosen with a highest priority by the forwarding algorithm. In reaching
a target node t, nodes within followed path do not open new connections, but
they update the related tolls of a constant μ, limited to a maximum level of
τmax. Possible tolls towards new environments will be included. For their value
we assign a constant τi. τmax, μ and τi are empirically defined.

5 Case Study in Smart House

Current technologies in the field of IE in Smart Houses rely on a single user
interaction; this choice reduces the system complexity and optimises the ability of
the system to understand users’ needs according to their activities [24]. The most
used communication device in this environment is the smart-phone. However,
more than one person usually lives in a house and some studies have shown that
people share the smart-phone [6,13,18]. On the contrary, recent solutions, such
as Amazon Alexa4, support multiple users and foster the interaction through
a completely shared device connected to everything and everyone. Although it
is possible to use more than one smart device in the house, Alexa, the virtual
“assistant”, centrally controls all processes.

4 https://en.wikipedia.org/wiki/Amazon Alexa retrieved on February 2017.

https://en.wikipedia.org/wiki/Amazon_Alexa
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Fig. 4. An example of ontology for smart houses used in PHASER

PHASER should be able to work in different domains just with a limited
number of interventions on its configuration, however this paper is focused on
the Smart House domain. Each device in the House gathers information about
the context from an ontology, structured as in Sect. 3.4 and represented in Fig. 4.
Each node interacts with the others as seen in Sect. 3. The final goal of our
approach is that each device propagates messages in the network as explained
in Sect. 4. Users’ perceives themselves as being able to control everything from
everywhere, but each device is just expert of the actions it can process. Given
this scenario the next challenge is making the interaction as more natural as
possible; comments on this issue are reported in the end of Sect. 6. In the next
Section, we report some relevant scenarios PHASER can tackle.

5.1 Scenarios

Scenario 1. John is in the living room, watching TV is on and he is reading
a book. Meanwhile, his wife is finishing the housekeeping, interacting with the
washing machine and using the radio and their son is in the bedroom playing the
guitar. The oven is working to prepare the dinner and John needs to check it, so
he asks the TV if the oven is still cooking. The TV checks and answers “no, it
has finished”. Then the family can have dinner. Later on, it’s time to go to bed,
so John sets the alarm and falls asleep; the child does the same. The alarms can
look the people in the house and can monitor how people are sleeping and, as it is
almost time to wake-up, they switch the heating on in the proper bedrooms. John
asks to boil the water in the kettle, then takes the breakfast and goes to work.

Scenario 2. It is Sunday and Mark is taking a shower; he will reach some friends
later. He wants to mow the lawn, with the just bought automatic lawnmower, but
it has not been programmed to start yet and, at least on the first time, he does
not want to leave it working alone. So Mark asks some device there to start the
lawnmower. The lawnmower starts.
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The first scenario is divided in two phases. Multiple users are interacting with
the house; in the former part, they are operating independently, in the latter the
devices collaborate to responds to users’ needs. The second scenario, instead,
presents the inclusion of a new device.

6 Experiment and Results

Single PHASER node interaction has been tested in Wizard-of-Oz modalities,
where we tested internal dynamics reproducing recorded dialogues. We also con-
ducted stress tests by simulating from one up to 80 input devices. Details are in
[9]. In this Section we propose tests focused on network communication with the
aim of proving that the algorithm proposed in Sect. 4 reaches the target node in
a reasonable time and steps number. Another test, in simulation, uses a realistic
network for a smart house. In all the presented results, the target is the node
able to provide the desired output. This section ends presenting experiment and
results with real users, meeting the scenarios presented in Sect. 5.1.

Simulation. In the considered case of study number of required nodes rarely
goes beyond tens, and searching algorithms do not work in very challenging
situations, where undetermined solutions are possible. Nevertheless, in order to
test convergence features, quality and processing times of our algorithm, we
generated networks with 103 devices. The network was divided in sub-networks
with random arcs: connections within the same area are more probable than
connections between different sub-networks. We generated networks with 20..10

sub-networks with a number of nodes from 22 to 4134. By defining both the
request and the target, we simulated an interaction, starting from a random
node, using the algorithm of Sect. 4 as a measure of quality; μ, τmax, τi and φ
have been set to 0.1, 0.5, 0.3 and 0.05 respectively. Figure 5 shows the collected
lengths of paths. The first and second columns contain the observed lengths at
the first iteration and after 30 adaptation steps, also adding new relevant links;
starting from a reference set of N nodes in a graph with N2 ∗30% connections in
total, in repeated simulation, we added up to 7% of the connections. The third
column shows the shortest path length on the same initial topology. In the last
column we report a stability test; it is calculated by removing both important
nodes in the network - after the adaptation - and the new introduced arcs.

Realistic Case Scenario. With the same approach, we generated a realistic
network with more realistic connections distributions responding to a possible
scenario in the House. We considered 3 bedrooms, 1 bathroom, 1 living room and
1 kitchen with 28 nodes in total. The nodes were pseudo-randomly connected,
as connections within the same area and limiting inter-rooms connections were
preferred; as far as connections between rooms concerns, once again randomisa-
tion was chosen. The more connections the nodes share, the faster could be the
response, because each node is more probably connected to the target. However,
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Obtained paths on big network
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Fig. 5. Observed paths pre and post the adapting phase, comparing post with the
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Fig. 6. A comparison in realistic situation with 28 devices and reasonable connections

a full-connected graph is not always feasible because of infrastructure limits,
especially with large networks; for this reason it is reasonable that nodes in
the same sub-network, that could be “semantically linked” are highly connected
because it is probable that they will interact. In this case, μ, τmax, τi and φ have
been set to 0.1, 0.5, 0.3 and 0.05 respectively.

The system was tested as follows: similarly as in previous tests, we choose the
target node T . A random node R1 from each room was picked and we calculated
the shortest path between R1 and T ; used as reference in comparison with the
forwarding algorithm without tolls, with toll = 0.1, and the adaptation process
as explained in Sect. 4. In the second step, the resulting network is tested picking
another node R2 in the same area. The network was trained in seven iterations.
Resulting data are showed in Fig. 6. In order to be statistically relevant, each
single experiment has been repeated 50 times; the whole process has been per-
formed on 10 generated topologies having the same structure, but connections
among nodes are potentially different.

Smart House. We conducted these experiments at the “Smart Space Lab” at
Middlesex University, London. We proposed the scenarios seen in Sect. 5.1 for a
network of 8 devices. Each user interacted with the devices through a web-page,
where an image represents the associated intelligent device; an avatar has been
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used as a “personal assistant” for web-pages accessed through a smart-phone.
All the nodes run on the same machine, but they can be remotely accessed.
The tests have been performed by 10 people. They all perceived the system as a
compact block, similarly to a centralised system, but volunteers, asked to express
their preference for distributed vs. centralised systems, preferred a distributed
system in 8 cases on 10.

Discussions. In the first experiment, we noted that, after the learning phase,
the system reached the request in fewer steps than “observed pre”, also in big
networks. The t-test confirmed the hypothesis that “post data are lower than pre
ones”, also in the biggest topology, where the post average distance is slightly
higher than pre. Moreover, the removed nodes affected the stability of the result,
but the system was able to reach the target anyway. We measured that the
reaches the target in 25 ms, even on the biggest network. We just considered
time required for the navigation of the request on the same machine; at run-
time, average transmission delays and the Dialogue Manager of each node may
take additional time.

It appears that our model works better when connections reflect a “semantic
links” between two devices, because increases the possibility to use that connec-
tion. Two nodes will collaborate if they are semantically connected and if they
offer “shared services”, so these kind of connections should be fostered. Adopting
random connections, preferring intra-area links, proved that our approach can
work, improving the results after few steps. However, since an automatic opti-
mised connection highly depends on the context and the offered services, the
initial topology should be designed from an expert of the considered domain.

Interesting results came from the last experiments with real users. Although
they perceived that they could control the whole house from each device, accom-
plishing our goal, they found unnatural talking with a specific device to manage
everything - e.g. the fridge to switch the light on, etc. This aspect arose ques-
tions about which strategies are better to make the users feel the interaction as
“natural”. A possible strategy they advised is to elect a unit as manager for all
the devices in each room. Alternatively, one can coordinate all the devices with
the same interface, hiding a shared intelligence. Some studies [19] followed this
way: this issue will be argument of future investigations for PHASER as well.

7 Conclusions

In this work we presented PHASER, a framework that manages HCI and
Machine Machine interaction in Intelligent Environments. Against other
approaches in this area, PHASER is based on a strongly distributed model,
where each device carries on a dialogue with the user and the global intelli-
gence is built upon the collection of those capacities. Particular attention has
been posed on the presented Navigation Problem, seen in Sect. 4; each node of
the network forwards the received request to its connected entities if the local
Dialogue Manager is not able to produce the expected output. The navigation
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of the request relies on a toll, a context-aware solution adopted to improve the
path finding.

The actual use of the network trains the values of each toll: the system learns
from real data to foster paths that gave good results in previous interactions.
Moreover, the system adds unforeseen connections; they create bridges among
different nodes in the network but they are activated just if their use is con-
firmed during the time. The system has been tested in three cases: we provided
a simulated environment in order to test the model in extreme situations; a more
realistic scenario has been considered: a case study in a smart house has been
proposed with a reasonable number of devices and connections. In each cases,
paths found by PHASER were close to the shortest path, without pre-processing
the network.

PHASER relies on an external configuration that declares which inputs each
node supports, the provided output, the dialogue manager and internal para-
meters that regulates the behaviour of each node. Currently a configuration is
in XML format but a graphical tool is in work in progress to easily design the
interaction in an comfortable way.
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Abstract. Mobile health applications are proliferating. Platform vendors have
recently created programming toolkits to support developers. In many healthcare
scenarios, mobile health applications are only the end-point of a larger super-
vised service involving many stakeholders. We want to know how these toolkits
support the delivery of such services. Using a case study approach, we study
three cases of such platforms and toolkits, i.e. Apple HealthKit, Google Fit and
Samsung Digital Health. We collected and analyzed data from blogs, online
developer forums, toolkit documentations, and from our own programming of
an example health application. We use the boundary resource model to analyze
our data. Our findings show that each of the toolkits imposes, through its
boundary resources, the business model of its vendor on service providers. This
can have important strategic implications for health service providers who want
to base their services on each of the three toolkits.

Keywords: Healthcare � Digital health service � Health informatics � Mobile
health � Programming toolkit � Health toolkit � Business model � Boundary
resource � API

1 Introduction

Health and fitness apps for mobile and wearable devices are proliferating. The majority
of users use these apps in stand-alone and unsupervised mode, e.g. for own goal
tracking, changing unhealthy habits or gaining awareness of own health and fitness.
However, a growing number of Health Service Providers (HSPs) are also examining
the potential of smartphones and wearables to deliver supervised health services.
Examples include home- and community-based interventions to cope with chronic
diseases such as diabetes [1], or assisting community-dwelling elderly in case of e.g.
falls [2].

In order to facilitate developers and accelerate this popularity, platform owners –
both commercial and research-based –have recently released a range of programming
toolkits. A programming toolkit provides a set of programming tools to facilitate the
development of a family of software products. Health and fitness toolkits support the
development of applications to measure, view and manage health and fitness data.
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Toolkits create a boundary between what the vendor of the toolkit has already
implemented in the platform, and what the application developer can change and build
upon. Toolkits are in this sense open innovation tools: “In this emerging new approach
[of using toolkits], manufacturers actually abandon their increasingly frustrating
efforts to understand users’ needs accurately and in detail. Instead, they outsource key
need-related innovation tasks to the users themselves, after equipping them with
appropriate ‘toolkits for user innovation’” [3].

At the same time this division brings with it tensions related to e.g. data ownership
and vendor lock-in. These tensions become particularly important when we move from
the realm of stand-alone health and fitness apps to that of supervised health services
provided by e.g. hospitals [4]. Issues such as where data are stored, what investments in
hardware and software are needed, how open and interoperable the toolkits are, all
become important for HSPs who invest in costly innovation projects.

Although the number of research articles evaluating health and fitness mobile
applications is growing, no studies have evaluated mobile health toolkits. Existing
evaluations of generic mobile platforms are often at a technical programming level, and
focus on mobile devices in isolation from the service context, as in e.g. [5, 6]. In our
research we are interested in generating new knowledge about similarities and differ-
ences among mobile health toolkits. We believe this type of knowledge is important to
inform investments in health platforms, and to inform a dialogue with the vendors of
such toolkits. We analyze health toolkit through the boundary resources they provide
and their impact on service providers. Platform boundary resources are “software tools
and regulations that serve as the interface for the arm’s-length relationship between
the platform owner and the application developer” [7]. Examples can be an API
(Application programming Interface), or a mandatory server to store health data.

Our research question is “How do existing mobile health toolkits for smartphones
support HSPs in providing their services at home and community?” This is a long-term
research question for us, whereas the current short paper address a preliminary part. In
this paper we explore how three of the most publicized of these toolkits –Apple
HealthKit, Google Fit, and Samsung Digital Health Platform (DHP) –support service
providers through their deployment architecture, and what requirements they pose on
HSPs with respect to deployment and data ownership.

In the following we first present our research method. We then provide a short
overview of our preliminary findings, and discuss the implications of these findings.

2 Research Method

We use the case study design with a multiple-case setup [8]. Our cases are the three
health toolkits as shown in Fig. 1. The context for the cases is that of developing
supervised health services. This means services that are provided under supervision of
professional HSPs such as hospitals. An example –which we also have used in our case
study –is a simple service for home-based monitoring and online reporting of blood
sugar levels to a doctor.

We collected and used data from Internet sources –such as blogs, developer forums
and vendor’s documentation. We collected and analyzed Internet data during a
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three-month period in the autumn of 2015. We analyzed the data in several iterations.
We used actor network analysis to identify stakeholders and boundary resources for
each toolkit. During the same period we developed three versions of a simple blood
sugar level reporting service. This exercise was necessary in order to gain detailed
knowledge about how each toolkit worked and what technical requirement they posed.
For details about the collected data see [9].

3 Findings

In the following we provide an overview of each toolkit, its boundary resources, and its
deployment architecture illustrating the role of the boundary resources. The deploy-
ment architecture is presented as a three-layer architecture –see e.g. Figure 2 below –

showing, from left to right: (1) a health device such as a blood sugar level sensor, (2) a
mobile device acting as app container and gateway, and (3) a back-end server con-
taining the service provider’s service logic. For each layer and across layers, we show
how toolkit vendor’s boundary resources (colored in gray in Fig. 2) and third party
software and hardware (colored in white) interoperate.

Apple HealthKit. Apple HealthKit’s main boundary resources that we have studied
are the Health Store (HS), and the API to access HS’s content (see Fig. 2). HS is the
data storage for all health and fitness apps developed for iOS. Apple’s own and third
party health apps can store data in HS and share it with other apps on the same device.
Strict access control mechanisms are in place. The data in HS can only be accessed

Fig. 1. The case study method used in our research

Fig. 2. Service architecture based on HealthKit.
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locally. However, HS’s content can optionally be exported to Apple’s iCloud servers in
form of an encrypted XML file for back-up purposes. Apple has a flexible policy with
respect to data types that can be stored in HS. Third party developers can define their
own data types and share them through HS. HealthKit, as other Apple products, is
restricted to run on iOS devices. A small number of third party Bluetooth devices are
certified to work with HealthKit. Moreover, although Apple does not play an active
role in the supervised service side, the company has tried to develop partnerships with
health service providers in order to promote HealthKit as a healthcare service front-end.
Apple has reportedly started a clinical trial in cooperation with Epic Systems and Mayo
Clinic.

Google Fit. Figure 3 shows Google Fit’s deployment model. All fitness data is stored
in Google Fit cloud server and can be accessed in Google Fit web portal and through a
REST (REpresentational State Transfer) API. Using a REST API means any mobile
device or other web service—e.g. in a hospital—can access the fitness data. Google Fit
does not require Android devices. Google provides though an optional Android app,
called Fit App, to facilitate application development on Android devices. Google has a
strict policy regarding what data developers can share via Fit. Google Fit defines a set
of fitness data types. If third party developers wish to share other data types using Fit,
they need to inform Google and officially register the new data type. Google’s policy is
that health data cannot be published.

Samsung Digital Health Platform. Figure 4 illustrates Samsung Digital Health
(SDH) Platform’s deployment model. The main boundary objects are the Samsung
Health app (S Health) and SDH’s cloud servers. Similar to Apple’s Health Store, app
developers can use S Health to store and access all their health data. SDH aims to play
an active role also in the service end. Health data stored in S Health are synchronized
with SDH’s SAMI servers (www.samsungsami.io) and can be accessed directly by
other service providers using a secure API. SDH claims to provide an open platform at
the device end due to their use of the open source Android OS. Samsung is also
involved in developing SIMBAND (www.simband.io), a generic health device. This
means both Android Wear-based and SIMBAND-based health and fitness devices can
connect to SDH. SDH employs a similar model to Apple regarding its data model. App
developers can use an existing set of data types, and can extend this set with own data
types.

Fig. 3. Service architecture based on Google Fit.
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4 Discussion and Implications

Our findings imply that choosing each of the three toolkits can affect a health service
provider’s (HSP) long-term plans in different ways. Not surprisingly, toolkit vendors
have designed their boundary objects in such a way to increase their own revenues. The
tensions between the two business models –that of the toolkit vendor and that of the
HSP –need to be studied in each case before HSPs invest in a platform.

Apple’s business model is around selling iOS devices and increasing app sales in
their own AppStore. Apple is therefore using iOS as the main hub for their HealthKit.
Using HealthKit implies that the HSP is restricted to using Apple devices. Moreover,
third party apps need to be iOS-based. Although iOS devices are user-friendly, they are
proprietary to Apple only. HSPs will have to rely on Apple in order to expand the
ecosystem with e.g. new health and fitness devices from other vendors. Moreover,
Apple devices are high-end devices. Justifying the costs of providing each user with an
expensive iOS device can be difficult for many HSPs. On the other hand, service
providers and users can be in full charge of the stored health data. All data are stored on
the device, the user is in charge of giving access to this data, and SP can access the data
via own backend services without any intermediaries.

Google Fit has a cloud-centric model. Google’s business model is about selling
targeted advertisements. Google Fit is designed to collect and store fitness data from
Google’s users. Google can then use these data for targeted advertisement. Conse-
quently, Google Fit does not put any restrictions on the type of device used. Even
running Android is not a requirement. So HSPs can choose among a wide range of user
devices with different form factor and functionality. On the other hand, Google Fit
requires integration with Google’s own Fit portal. Many countries have strict regula-
tions for HSPs related to storage and access to health-related data, which can make it
difficult to use Google servers to store such data. Additionally, Google Fit has a closed
data model limited to fitness data, and excluding personal health data such as glucose
levels. Healthcare service providers can find this data model limiting, although some
service providers currently use fitness data for medical purposes [4].

Samsung’s toolkit seems to combine the approaches of HealthKit and Fit. If we
consider the recent Samsung initiatives related to SAMI and SIMBAND as part of the

Fig. 4. Service architecture for Samsung Health Platform.
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company’s health platform strategy, we can see that Samsung is looking into the whole
value chain. Traditionally Samsung is a device and appliance company, but different
from Apple because of Samsung’s large variety of devices. This variation seems to
have resulted in SIMBAND, an open hardware and device architecture. Samsung also
tries to address the needs of service providers, though its SAMI cloud platform can face
barriers in different countries due to privacy regulations. Samsung, with its boundary
resources on all the three layers of their service architecture, promotes an integrated
solution. One disadvantage of this approach is vendor lock-in, which means further
technology-driven innovations become difficult due to the vendor-specific intercon-
nections among the different parts of the architecture.

From a research perspective, our preliminary results have implications for the
research on boundary resources [7] and platform literature in general. The fact that
vendors’ products reflect their own business model is not a surprise. Despite this, the
relation between business models and platform boundary resources is not studied in
depth in the literature. The complexity of the ecosystem of mobile health solutions
implies that a thorough understanding of the business models of both technology
vendors and HSPs is needed in order to enable sustainable innovation in mobile health.

5 Conclusions

We have in this paper presented some preliminary results from our study of commercial
health toolkits and their vendors. Our future work includes expanding the data we have
collected, and adding new health toolkits to our analysis.

Acknowledgement. We thank Petter Astrup, Erik G Jansen, and Nemanja Aksic for the col-
lection of data used in our analysis. This paper is partly supported by the Norwegian Research
Council project ADAPT (Grant Agreement No. 317631) and the EU Horizon 2020 project
MyCyFAPP (Grant Agreement No. 643806).

References

1. Tran, J., Tran, R., White, J.R.: Smartphone-based glucose monitors and applications in the
management of diabetes. Clin. Diabetes 30, 173–178 (2012)

2. Farshchian, B.A., Dahl, Y.: The role of ICT in addressing the challenges of age-related falls: a
research agenda based on a systematic mapping of the literature. Pers. Ubiquitous Comput.
19, 649–666 (2015)

3. von Hippel, E., Katz, R.: Shifting innovation to users via toolkits. Manag. Sci. 48, 821–833
(2002)

4. Gay, V., Leijdekkers, P.: Bringing health and fitness data together for connected health care:
Mobile apps as enablers of interoperability. J. Med. Internet Res. 17, e260 (2015)

5. Gavalas, D., Economou, D.: Development platforms for mobile applications- status and
trends. IEEE Softw. 28, 77–86 (2011)

6. Anvaari, M., Jansen, S.: Evaluating architectural openness in mobile software platforms. In:
4th European Conference on Software Architecture, pp. 85–92 (2010)

Which Mobile Health Toolkit Should a Service Provider Choose? 157



7. Ghazawneh, A., Henfridsson, O.: Balancing platform control and external contribution in
third-party development: the boundary resources model. Inf. Syst. J. 23, 173–192 (2013)

8. Yin, R.K.: Case Study Research: Design and Methods. SAGE Publications, Thousand Oaks
(2014)

9. Astrup, P., Jansen, E.G., Aksic, N.: Empirical evaluation of commercial health toolkits.
Norwegian University of Science and Technology (NTNU), Trondheim, Norway (2015)

158 B.A. Farshchian and T. Vilarinho



Visual End-User Programming of Personalized
AAL in the Internet of Things

Yannis Valsamakis1(✉) and Anthony Savidis1,2

1 Institute of Computer Science, FORTH, Heraklion, Crete, Greece
{jvalsam,as}@ics.forth.gr

2 Department of Computer Science, University of Crete, Heraklion, Greece

Abstract. Ambient Assisted Living (AAL) promotes independent living, while
the Internet of Things (IoT) proliferates as the dominant technology for the
deployment of pervasive smart objects. In this work, we focus on the delivery of
an AAL framework utilizing IoT technologies, while addressing the demand for
very customized automations due to the diverse and fluid (can change over time)
user requirements. The latter turns the idea of a general-purpose application suite
to fit all users mostly unrealistic and suboptimal. Driven by the popularity of
visual programming tools, especially for children, we focused in directly enabling
end-users, including carers, family or friends, even the elderly/disabled them‐
selves, to easily craft and modify custom automations. In this paper we firstly
discuss scenarios of highly personalized AAL automations through smart objects,
and then elaborate on the capabilities of the visual tools we are currently devel‐
oping on a basis of a brief case study.

Keywords: Visual programming · End-user development · Ambient assisted
living · Internet of Things

1 Introduction

Ambient Assisted Living (AAL) aims to support the elderly and disabled in their daily
routine and health care by extending their independent living as far as possible. Partic‐
ularly, in the case of elderly people, AAL attempts to encourage and maintain their
autonomy by increasing their safety in their home environment, improving their daily
life activities and reducing the burden on societal economics from the assisted care of
elderly people [1]. Main categories of applications of AAL for the elderly are health
(e.g. medications, pill reminder), safety (e.g. emergency button, fall detection), peace
of mind, social contact, mobility, security etc. Applications of Ambient Assisted Living
can be implemented on top of the Internet of Things [2–4], the emerging paradigm
regarding the deployment of network connected smart objects in the environment,
including physical things, smart devices, applications, etc.

In our discussion and scenarios throughout the paper we focus mainly on the elderly
and on the way their daily life can benefit from the use of smart objects through custom
automations supporting everyday activities. The demands for such AAL automations
are very personalized, while the requirements may also change on a regular basis due
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to seasons, social life, health conditions or the progress of ageing. We considered that
a good way to enable people fully exploit the capabilities of smart objects and craft
whatever custom automations they need is through some sort of end-user programming
framework. In fact, it is the wide success of visual programming tools for kids that
encouraged as develop the idea of building a framework to allow people around the
elderly, even themselves, implement, manage and parameterize applications as personal
automations involving smart objects. Also, the results in the domain of end-user
programming (EUP) indicate that end-users with virtually no programming background
can successfully carry out simple and mode-rate programming tasks.

Contribution
In this paper we propose a full-scale visual end-user programming framework for appli‐
cations deploying smart objects in the IoT (see Fig. 11), and demonstrate how it can be
used to address the highly personalized and fluid requirements of AAL through custom
personalized automations. We introduce smart object grouping into tagged environ‐
ments, supporting environment hierarchies, and provide a real-time smart-object regis‐
tration process through a discovery cycle, enabling visual programming without
requiring direct connection to objects (off-line development). Such a framework, still
under development, is running on typical smart phones and tablets and its execution
environment is a browser being fully developed in JavaScript. Due to the anticipated
fluidity of such automations we also provide ways to easily refine already developed

1 Icons are from www.icons8.com.

Fig. 1. The notion of personalized custom automations in the Internet of Things through an End-
User Programming framework.
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applications and allow versioning so as to restore previously saved automations or make
new ones.

The rest of this chapter is organized as follows. Firstly, we discuss related work in
the EUP. Then we outline scenarios of AAL automations for elderly relying on the IoT,
followed by a description of the visual tools being developed. Finally, we elaborate on
the development case study using the tools.

2 Related Work

Several approaches have been developed to allow End-User Programming. The most
popular, and possibly the easiest one, is spreadsheets, widely applied by individuals and
businesses. Scripting languages is another popular category, enabling the extension and
adaptation of existing applications by end-users. Scripts, while powerful, they have a
considerable learning cost and they are prone to errors. A variant of scripting languages is
the interpretation of natural languages phrases. While promising, the existing systems are
at an early research phase, suffering from various problems and restrictions. Since all
previous approaches are text-based they are complicated and less usable for EUP targeted
to non-programmers. To address such issues, visual programming languages (VPLs) intro‐
duced graphic elements effectively hiding the details of the underlying text program
(source code). The most popular visual paradigm for VPLs is jigsaws firstly introduced by
Scratch [7], then adopted by various other systems such as Blockly [12], MODKit [16],
App Inventor [15], etc. Another style is flow diagrams, like Microsoft VPL [8] for building
robotics applications. Hybrid approaches like EV3 PROGRAMMER AAP [13] existing,
blending puzzles and structured flow diagrams.

HomeKit [9] is product from Apple allowing control connected home accessories
when compatible with HomeKit, and supports to a certain degree user-defined automa‐
tions as combinations of accessory control actions. It is not a EUP system as such, and
focuses mostly on smart home solutions with emphasis on advanced configurations.
Puzzle [17] is a visual development system for custom automations with smart objects
in IoT adopting the jigsaw metaphor. However, the visual system is primitive and lacks
the full-scale capacity of common VPLs like all algorithmic elements, procedures and
objects, as well as versioning and application management. Finally, the graphical control
logic editor oBeliX [10] is a notable proof of concept for programming on top of IoTSyS
[11] without scripts, the latter a common middleware for IoT.

Compared to previous works, we put particular emphasis on: (i) an integrated object-
oriented VPL system for EUP, with scalable levels of complexity to match various levels
programming concept assimilation and expertise; (ii) first-class support for application
management, configuration and versioning; and (iii) hierarchical named environments
with smart object registries that can be discovered and used in automations at any time.
Finally, since visual language systems seem to be easier to their textual forms, we
consider that our target users are the ones supporting and caring the elderly, and for
some possible cases the elderly themselves.
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3 Scenarios

We firstly discuss the case of Tina, being 72, lives alone, has diabetes and is overweight.
Then, we talk about the case of James, being 76, lives alone, has mild cognitive impair‐
ments and high blood pressure.

Hypothetical User: Tina
Tina should carry out specific tasks in her daily life due to diabetes, including daily
workout, medical therapy and medical examinations (e.g. track insulin glucose), check
her weight and have a strict diet. Furthermore, she has to take bath on a regular basis in
order to prevent possible infections. Tina’s tasks are split in three parts of the day as
depicted in Fig. 2 (right), while the people she communicates with are family, nurse
which gets blood samples once a week, nutritionist and doctors, as depicted in Fig. 2
(left, top). Tina wakes up every morning at 7 o’clock using an alarm clock in order to
get the required pill for her therapy. She has to track her weight, track glucose in her
blood, get breakfast with specific ingredients and take her morning bath. However,
Tina’s morning tasks will be different every Monday for the next two months during
which a nurse will be coming to her home once a week. The nurse will take blood
samples, which require from Tina not to have received any medication or breakfast on
that particular morning. All these changing tasks are difficult to follow for an elderly
patient either because they may forget to do some of the tasks (e.g. forget to check
weight, remember not to get a pill on the day of blood sampling etc.) or forget to abide
by the rules of a strict diet.

Fig. 2. Tina’s daily activities, contacts and smart objects.
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Thanks to IoT, Tina is able to use smart objects such as Bee+ [5] tracking glucose,
smart scale tracking weight, and smart heater preparing water for bath. In particular,
Bee+ is able to track glucose and send data to the doctor directly for further analysis
and alert to do this task at a specific time daily. However, Bee+ does not provide func‐
tionality to remind her to track glucose after activities such as tracking weight or
finishing the bath. Such customized automations require ways to introduce extra algo‐
rithmic logic across smart objects.

In Fig. 3, such extra automations are shown to remind and guide Tina for all morning
tasks, like track weight and glucose levels, get pills in time, prepare heated water for the
morning bath, and regulate home temperature wake up. Furthermore, automations which
are depicted in Fig. 3 care to remind Tina not to receive any medication or breakfast
every Monday morning before doing her blood tests.

Alarm clock rings Heater starts preparing water 
for bath

Air Conditioning starts 
regulating  home temperature

Alarm clock stop 
rings

Smart TV & Refrigerator remind 
her to track weight and glucose

Pill Box opens

Refrigerator shows 
the breakfast she 

has to eat

Hi-Fi starts playing morning 
music

When scale gets 
weight measurement

TV shows diagrams of weight 
tracking

Hi-Fi reminds her of the next 
pill of the day

When track glucose 
and get pill are 

completed

TV informs her about 
weather forecast and 

walking/workout

Refrigerator reminds
blood sampling

When insulin tracker 
gets measurement

Saves blood glucose 
measurements Results to the medical center

Hi-Fi stops playing 
morning music

Water for bath is 
ready

Hi-Fi notifies Tina that water is 
prepared for bath

Triggering Condition Personalized Automations

When blood 
sampling completed

TV & Refrigerator remind her 
to get pill and breakfast

When scale gets 
weight measurement

TV shows diagrams of weight 
tracking

TV & Refrigerator remind
her to get pill and breakfast

Mondays

Other Days

T1

T2

T3

T4

T5

T6

T7

T8

T9

Fig. 3. Tina’s morning automations.

Responding to Changing Requirements
All these automations are highly customized on covering Tina’s morning requirements.
Additionally, such automations are also characterized by a high degree of fluidity due
to the frequent changes of Tina’s necessities driven by the following factors:

– Change of seasons
• E.g. In summer, people with diabetes need to take more frequent baths to prevent

possible infections)
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– Progress of health
• E.g. changes in medical therapy, frequency of blood tests, increase of workout/

walking sessions, vision issues could arise due to diabetes.
– Progress of ageing

• E.g. Possible hearing issues could arise. As result, this will require a volume up
of smart devices.

– Social life
• E.g. Tina visits her friend who lives in another town. She has to get all required

things and reminders for therapy will be portable smart devices.
– Change of technology

• This one is an overall evident, but highly decisive factor, requiring ways to
accommodate new gadgets or automations for the benefit of the elderly. For
instance, consider the era where all pills will be produced as smart objects which
will notify that the patient has already received therapy and such smart objects
will be made of neutral materials so that they can be safely absorbed by the
stomach [6].

We choose to discuss Tina’s social life because of the most demanding requirements
arising due to the move from the safe environment of her home to another town. In
particular, Tina goes to the next town to visit her friend Alice twice a month. She gets
the train at 9 o’clock, after finishing her breakfast. She has to take all the required
equipment with her (i.e. smart pill box, Bee+, emergency bag etc.) and her lunch due
to the strict diet she has to follow and the smart bottle which tracks the water she
consumes daily.

When the main door 
opens

Smart Bag checks that Tina has the 
required equipment and lunch for travel

Triggering Condition Personalized Automations

T1

T2

T3

T4

Refrigerator shows 
the breakfast she 

has to eat

When track glucose 
and get pill activities 

are completed

TV reminds her of 
things to take with her

Hi-Fi stops playing 
morning music

When main 
door is closed 
for 5 minutes

All windows and 
doors are locked

All lights are 
turned off

All the electric devices 
are switched off

Smart phone & watch 
remind her to get a pill

While travelling, at 
10 o’clock

Morning Automations 
with additional tasks

(Blood sampling)

Monday

Yes

No

Morning Automations 
with additional tasks

(Travelling)

Visit
Alice Morning Automations

Yes

Tina’s Every Morning

No

Fig. 4. Additional morning automations when Tina visits Alice (top) and activation of
automations based on conditions (bottom).
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Leaving her home facilities, total automations could only be executed using portable
smart devices such as her smart phone, her smart watch etc. Furthermore, on this day of
the week, Tina’s workout is postponed for the afternoon when she will be back home.
All these changes require respective changes and additions in Tina’s automations. Based
on the aforementioned requirements Tina’s morning automations have to be modified
for the day she visits Alice. In particular, the first tasks which are defined are the same
with the previous morning automations (see T1–T8, except T4, T5 in Fig. 3) and then
tasks concerning travel preparation, leaving home and travelling are depicted in Fig. 4
(top). However, it would be inefficient to change the developed automated tasks for her
to travel for one day every two weeks. Nor would it be efficient to change tasks for blood
sampling once a week. It would be more efficient to be able to maintain versions of tasks
and choose which of them will be active every day as shown in Fig. 4 (bottom).

Hypothetical User: James
James is diagnosed with mild cognitive impairments and he lives alone. He frequently
forgets to receive his medical therapy; at other times he forgets to turn off electric devices
or lock the door when he leaves home etc. Furthermore, James has a son Nick who
worries about his father’s daily care. Furthermore, Nick is anxious that his father’s
condition might deteriorate and he might end up forgetting to drink water, eat, or even
worse not find the route to return home after a walk. James’s necessities for automations
are categorized in five categories as depicted on the right of Fig. 5 and James’s contacts
are depicted on the left of Fig. 5.

Fig. 5. James’s daily activities, contacts and smart objects.

Using smart objects which exist on the market (see in Fig. 5, bottom left), Nick could
develop custom automations for his father’s necessities. These automations are

Visual End-User Programming of Personalized AAL 165



categorized in respective aforementioned categories as shown in Fig. 6. Firstly, in order
to maintain his health, the automation reminds him to receive medical therapy, motivates
him to play brain games and have a daily workout. Then, for safety purposes, automated
checks are made for possibly forgotten electric devices which have not been turned off
(e.g. oven). Furthermore, custom automations care to remind him of celebrations (e.g.
the birthday of his grandson) and suggest communicating with his friends etc. In addi‐
tion, custom automations care to automatically close and lock doors and windows, turn
off electric devices and automatically activate security alarm when he leaves home or
when he sleeps.

Triggering Condition Personalized Automations
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oven is turned on
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TV reminds him to 
track blood pressure
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TV & Hi-Fi remind him to 
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If main door 
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21:00 and 7:00

Nick’s smart phone warns 
him of possible danger for 

his father’s life

Every week, if he 
hasn’t communicated 

with Tina

If pill box has not been 
opened until 8:30

When oven is turned 
on for more than 1 

hour

When he leaves and 
main door is closed 

for 5 minutes

Fig. 6. James’s daily life automations.

All these automations are able to improve James’s daily life and can extend his
independent living. However, as we mentioned earlier for Tina’s case, the requirements
for such personalized automations could potentially change due to health progress (e.g.
the doctor may decide to increase the dosage of James’s medication when his memory
deteriorates). So it will need to add one more triggering condition with a respective task
in order to cover the news needs (e.g. an extra reminder for a second pill during the day).
Finally, in order for his son to have peace of his mind, he has additionally programmed
personalized automations in order to be notified for unexpected situations i.e. main door
opening late at night and GPS data of his father’s whereabouts when his father leaves
home as depicted in the last two tasks of Fig. 6.
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4 Visual Programming Framework

Discovering Proximate Smart Objects
The main building blocks of the IoT are the smart objects. The concept of IoT started
in early 2000’s with the RFID tags, and network connectivity of physical things.
Furthermore, there are numerous smart devices available on the market which are
already used in the context of IoT. In particular, devices which are commonly used in
daily life (e.g. refrigerator) have been evolved to smart connected devices by offering
extra services and automations (e.g. tracking information, remote control, exchanging
data with other smart objects etc.). In addition, apart from the physical connected things
and the smart devices, there is a huge number of applications online which could be used
in the world of IoT and could be considered as smart objects which are connected online
and are able to communicate through web-services (e.g. weather forecast, calendar etc.).
All the aforementioned categories of smart objects will be available in people’s
surroundings and require management through the process of developing automations.

The first task end-users have to do in the development process is to discover and
register the respective smart objects for their personal automations. The smart objects
may be placed in different locations such as the home, workplace, or the gym, and their
position may also change (e.g. smart watch). We support the classification of smart
objects into named environments, as one or more groups in which a smart object can
belong. Nested environments may be defined per environment thus leading to environ‐
ment hierarchies (e.g. home, home: living room, home: bedroom, home: garden). With
the registration of the smart objects, icons can be inserted improving the visualization
of smart objects. An example of environments and smart objects is represented on the
left part of Fig. 7, showing two environments, home and office, with respective registered
smart objects. The registration for a light smart object in the home environment is
presented on the right part of Fig. 7. Also, end-users may hide functionalities that they
wish to ignore during their development process.

Home

Office

Environments

Coffee Machine

Clock

Air-Conditioning

Smart Object Registration

Name: Light3876

Environment: Home

Image:

Functionality:
- Turns On

- Turns Off
- Colour

Fig. 7. View of defined environments of smart objects (left). Registration process of a light smart
object (right).

Visual End-User Programming of Personalized AAL 167



Using the environment groups, users may quickly inspect smart objects per envi‐
ronment and continue to develop automations using them. The latter is common practice,
and it doesn’t restrict the end-users from developing custom automations which include
smart objects from more than one environments. Finally, once smart objects are regis‐
tered, they can be used in the development process without being actively connected at
that time. Connection is needed once respective programs are running. For the registra‐
tion and communication processes of the smart objects, we use the IoTivity [18] which
is an open source middleware framework for the IoT and the iotivity-node [19] which
provides the API bindings of IoTivity in Javascript.

Programming Custom Automations with Smart Objects
Using the visual end-user programming language of IoT, the end-users main task will
be the handling of smart objects that will be involved in their applications. Each of the
smart objects provides different functionalities which have to be published via a well-
defined API in the context of IoT. Based on this, our system builds the smart object data
to a JavaScript object from which the respective visual programming elements are
generated and revealed to the visual programming environment.

Using as an example the air-conditioning object, a few control aspects are shown in
Fig. 8 providing the mapping of the source code in JavaScript to visual code. There are four
main categories identified for the smart object functionalities which are based on their I/O.
In particular, there are functionalities without I/O such as the action “turnOn” of the air-
condition which is depicted in the 1st line of the Fig. 8 and functionalities with I/O such as
“setTemperature” of the air-condition which is depicted in the 2nd line of the Fig. 8. The
visual element of our VPL is the blue box which consists of the respective smart object icon
and the inner white box including the selected functionality. By clicking the white box
area, the end-user can view the entire set of control functions and choose one. Then, based
on the types of the input arguments, the visual programming editor gives only the valid
possible variables, values etc. in order to facilitate the end-users by limiting or eliminating

AirCondition.turnOn();

var temperature =
AirCondition .getTemperature ();

AirCondition.setTemperature (26);

AirCondition.onChangeTemperature (
function () {

AirCondition .turnOn();
. . .

});

Text Program Visual Program

Set Temperature 26

temperature Temperature

Turns on

Temperature changes

Turns on

Fig. 8. Air-Conditioning smart object control with source code (left); and respective mapping to
the visual programming language (right). (Color figure online)
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their errors. Another category of smart object functionality is based on the responses which
are triggered asynchronously and one or more actions could be defined for execution when
it responds. The air condition supports an asynchronous response “onChangeTempeta‐
ture” as depicted in Fig. 8. The actions to be executed in response to such an event are
provided through an anonymous callback function in JavaScript as shown by the func‐
tion() {AirCondition.turnOn();…} source code.

Furthermore, the main context of the applications in the IoT is focused on the
ecosystem of smart objects that exchange data and interact in an automatic or semi-
automatic way based on events. This has as a result that the design of events has to be
one of the main concepts of the VPL for smart objects. Such events are the aforemen‐
tioned asynchronous responses; however, these events are not adequate to define total
events of applications in the context of IoT efficiently. Firstly, there are smart objects
which partially support or not support functionality of asynchronous responses. In this
case, the VPL has to support these events by defining such events and core takes on the
functionality by using polling which checks the concerned value with appropriate
frequency. Moreover, end-user would like to define event actions when combined data
of more than one smart objects values change state. In addition, there is the need to
define calendar events like the ones presented in Figs. 3 and 6. These events are separated
in three different types based on the times to be executed. First category is the non-
repeatable events which are executed once (e.g. on Tuesday smart TV will remind James
that he has a rendezvous). Second category is the finite number of times that the events
will be executed (e.g. On Tuesday, Friday smart TV will remind James that he has a
rendezvous). The last category is the periodic execution of events (e.g. Every 14 days
the smart TV reminds Tina what to take with her to visit Alice). Also, in case of IoT
there are events which could be connected or disconnected to the application system by
other events and vice versa. In the next section, we present a case study based on Tina’s
morning automations using some of the VPL elements see T5, T9 in Fig. 10.

Administering and Versioning Automations
As it is mentioned earlier on, various automations need versioning. Furthermore, each
end-user develops several automations for different requirements. For example, Tina’s
family develops automations for Tina, but also they could design automations for their
personal requirements using their smart objects (e.g. for their home requirements, their
garden care requirements).

Based on these requirements, our approach provides the end-user with the ability to
define groups of automations as depicted on the left of Fig. 9, using the three defined
groups of automations that Tina’s family has created as an example. In addition, the
end-user is able to create new version(s) of the developed automations in order to apply
the required changes and at the same time maintain previously developed version(s). As
depicted on the right of Fig. 9. using the example of versions of Tina’s morning auto‐
mations. Furthermore, existing versions could be manually activated (i.e. choose to run
another version) as shown in Fig. 9, however, versions could be automatically handled
through respective visual code, using the aforementioned visual programming language
we develop as shown on the right of Fig. 11.
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Morning

Evening

Tina’s Automations

Blood Sampling

Default

Travelling

Afternoon

Tina’s Automations

Garden’s Automations

Automation Groups

Afternoon

Morning

Evening

Home’s Automations

Fig. 9. Automations developed for Tina (left); and tagged versions of the morning automations
group (right).

Blending Multiple Visual Paradigms
The plethora of smart objects and the variety of the areas that IoT can be applied such
as in the field of AAL, shows that a wide audience would like to be able to use visual
programming tools in order to develop automations for their personalized necessities.
Furthermore, the audience requirements for such a platform will differ based on their
necessities, their available smart objects, their background knowledge and their device
sources. This has as a result, that in the case of the visual end-user programming in the
context of IoT, only one VPL paradigm is not adequate to cover all requirements which
will arise. Moreover, one VPL paradigm may fit a specific purpose of EUP perfectly;
however, it can cover efficiently all requirements for the management, development and
organization of the personalized smart object applications. For example, on the one hand,
the visual programming language we develop is powerful on visualization of program‐
ming instruction statements, on the other hand, it lacks on the visualization of depend‐
encies which may arise on the development of defined events. In addition, the most of
existing visual EUP approaches are mainly focused on the field of children’s learning
than in the essential programming of applications (e.g. MODKit [16], Tynker [14] etc.).

We consider that the accomplishment of end-user’s total requirements for develop‐
ment of smart object automations will be satisfied by the development of an integrated
visual end-user development environment. The latter will able to support multiple visual
end-user paradigms. Furthermore, we have identified three visual paradigms; each of
them is more appropriate for a specific functionality. In particular, the first is the hier‐
archical which more appropriate for the visualization of program structure. The second
is the grid which is more suitable to organize workspaces, projects and program units.
Third visual paradigm is graph/network which is able to properly show and trace
dependencies are arising during the development cycle.
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5 Implemented Case Study

Using the visual programming tools we develop, we have carried out a case study based
on Tina’s morning automations earlier defined. All smart objects involved in these
automations are shown in Table 1. The control logic for these smart objects is visually
defined similarly to the example of Fig. 8 regarding the A/C smart object.

Table 1. Smart objects and their functionality involved in morning automations for Tina.

Smart Object Functionality Events

Alarm Clock
Switch On / Off

Start / Stop Ringing
When it rings
When it stops

Air Condition 
Turn On / Off
Is Turned On 

Set / Get Temperature
When temperature changes

Heater 
Prepare Water

Is water Prepared When water is prepared

TV
Turn On / Off

Message
Show

- 

Hi-Fi
Message

Play / Stop Music - 

Refrigerator
Message
Show When it opens 

Door 
Open / Close

Is Open
Lock

When it opens
When it closes

Scale Get Measurement When it measures

Pill box Is Open When it opens
When it closes

Bee+ Get Measurement When it measures

To visually program the morning automations for Tina, actions responding to various
events must be defined (i.e. one event for each of T1–T3, T6–T9 of Fig. 3). For most
events the logic is simple and directly invokes the necessary functions of the respective
smart objects, as shown in Table 1, with the visual code concerning the tasks with tags
T1, T2, T3 and T6, T7, T8 of Fig. 10. However, in certain cases the handling is more
comprehensive and could require the combination of two events, like the case of T9 of
Fig. 10 where actions are defined when pill box closes and Bee+ glucose measurement
completes.

Additionally, as previously explained, Tina’s morning automations vary for the next
two months. In particular, every Monday a nurse visits Tina to collect blood samples,
requiring that Tina receives no medication or breakfast before that. Clearly, the latter
has to be accommodated in the visual code, requiring to replace the visual code of tag
T6 depicted in Fig. 10 with visual code of tags T4, T5 depicted in Fig. 10. Finally, the
visual code concerns the tasks of Monday with tags T1, T2, T3, T4, T5 and T7, T8, T9
of Fig. 10.
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Fig. 10. End-user program regarding the morning automations for Tina (as defined earlier under
Fig. 3) using the visual programming tools.

Fig. 11. (T1–T4) Additional EUP for Tina’s travelling tasks as defined earlier in the top of
Fig. 4; (V) Handling activation of versions through EUP as defined earlier in the bottom of Fig. 4.
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Furthermore, Tina travels to the next town to visit her friend twice a month. The
latter requires to replace the visual code of tag T9 shown in Fig. 10 with visual code of
tags T1, T2, T3, T4 shown in Fig. 11.

Finally, as already mentioned in the previous section, it is not efficient to modify the
visual code every time the necessities change with the end-user ending up losing the
previously developed features. It is more efficient to maintain versioning that can be
handled manually (see Fig. 9) which is an easy task could be applied by end-users even
they are beginners. Furthermore, we provide handling of versions in automatic way by
using visual code which will refer to these versions (see Fig. 11 in tag V) which can be
applied by more advanced end-users.

6 Conclusion and Future Work

An increase in the percentage of elderly people in the general population during the past few
decades has made Ambient Assisted Living applications more necessary than ever before.
Furthermore, the Internet of Things proliferates as the dominant technological paradigm for
the open deployment of networked smart objects in the environment, including physical
things with embedded sensors, smart devices and entire applications. Also, applications of
Ambient Assisted Living can be developed in the top of the Internet of Things. In this
paper, we propose a full-scale visual end-user programming framework for applications
deploying smart objects in the IoT, and demonstrate how it can be used to address the
highly personalized requirements of AAL through custom personalized automations. We
introduce smart object grouping into tagged environments, supporting environment hier‐
archies, and provide a real-time smart-object registration process through a discovery
cycle, enabling visual programming without requiring direct connection to objects. We also
provide ways to easily refine already developed applications and allow versioning so as to
restore previously saved automations or make new ones.

Furthermore, already existing VPLs are mainly focused on the field of learning than
in the essential development of applications. This guide us to focus our future work in
the development of an integrated visual end-user development environment in the
context of IoT, providing multiple visual programming paradigms which will be able to
accomplish total requirements of the end-user development for personalized smart
object automations.
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Abstract. Smart environments describe spaces that are equipped with
sensors, computing facilities and output systems that aim at providing
their inhabitants with targeted services and supporting them in their
tasks. Increasingly these are faced with challenges in differentiating mul-
tiple users and secure authentication. This paper outlines how biometric
technologies can be applied in smart environments to overcome these
challenges. We give an introduction to these domains and show various
applications that can benefit from the combination of biometrics and
smart environments.

Keywords: Smart environment · Biometrics · Multi-biometrics

1 Introduction

Smart environments use a multitude of information-processing methods and
technologies to support their inhabitants in daily activities [3]. The basis for
most applications are sensors and actuators that are placed in the environment
or worn by the user. The purpose of the sensors is to analyse the current sit-
uation of the user in the environment – the context [15]. The most common
example of a smart environment is the smart home where the system is used
to track inhabitants, optimise energy usage, and provide multimedia or comfort
functions. However, the concept can be extended to numerous environments,
including museums, offices, shopping centers, or cars [3].

Many applications that are built for these context-aware systems are primar-
ily aimed towards single users, with data processing methods that are optimised
for this use case and the proliferation of single-user input and output channels.
The market for smart homes has been increasing considerably in the past five
years, leading to a proliferation of smart environments in multi-user scenarios.
Often the systems circumvent the multi-user challenges by simply restricting the
automated acquisition of contexts [14].

Within smart environments, the access to certain types of personal data
should be restricted to authorised users. This is particularly relevant for health
related information, e.g. gathered by devices that remotely measure physiological
parameters. In the past few years research into distinguishing multiple users
in smart environments and managing their individual contexts in parallel has
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become more active [4]. The two main approaches are user identification by a
specific token or using biometric characteristics.

The strength of biometrics compared to tokens is that biometric character-
istics are strongly bound to a person and cannot easily be forgotten or passed
on to other people, be it intentionally or unintentionally. Biometrics enables the
automated recognition of humans based on their biological or behavioural char-
acteristics. This requires the detection of features that are discriminative for each
person and make them recognisable. Some common methods are fingerprint, iris,
and face recognition.

A variety of soft biometrics does not attempt to associate the detected bio-
metric features to an individual person, but instead to groups of people, e.g.
by detecting age, gender, or group-specific body parameters. This is sufficient
for many applications, including several scenarios in smart environments. The
multi-user challenge is a typical showcase for the use of soft biometrics, as it
provides the opportunity for temporary assignment of user information.

In this paper, we discuss how biometric technologies can be used to pro-
vide solutions for the presented challenges that occur in smart environments.
In Sect. 2 we give an overview of smart environments. In Sect. 3 we discuss user
authentication needs in smart environments. In Sect. 4 we give an overview of
biometric technologies that could be applied in smart environments. Section 5
summarises the results and gives an outlook.

2 Overview of Smart Environments

The notion of environments becoming smarter with the aid of information tech-
nologies has been a vision for several decades. In a famous article, Mark Weiser
established the notion of Ubiquitous Computing where computational resources
are invisibly placed in the environment and the computer is reduced to its input
and output channel [17]. He envisioned devices similar to today’s smartphones
and tablets.

Figure 1 shows components hidden in a smart living environment. Early in
smart environment research, the notion of platforms has become important.
They are software components that manage communication between all devices
and enable the creation of domain-specific rules [8]. Due to the heterogeneity
of the components involved, they are often service-oriented, semantic platforms
that provide a high level of abstraction such as the universAAL platform [7].

All components shown in Fig. 1 benefit from the continuing trend for embed-
ded systems. Computing devices are becoming smaller and more efficient, which
enables more advanced computing methods to be used, even on very small
devices. Sensing units have become smaller and less energy-consuming over
time. They may rely on MEMSs (micro electro-mechanical systems), very small
mechanical systems that can be integrated on chips. Thus numerous sensors can
be placed on a single chip, reducing cost and making them less obtrusive. Actu-
ators may be all forms of devices that can express an output. They range from
the switch that turns on the light, motors that move the blinds, to screens and
audio systems, which have also become smaller, using embedded systems.
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Fig. 1. Example of smart environment and hidden components

So far, most sensing systems do not fulfill the requirement stated by Weiser
that they should be unobtrusive and ubiquitous. For example, cameras are pow-
erful and well-suited for public environments, but there is a perceived lack of
privacy in the private domain and they are difficult to hide from view. Therefore,
recently, entirely invisible sensing systems have become an area of research. Such
systems can be put into practice using e.g. capacitive sensing technology, which
uses weak electric fields that are disturbed by human bodies moving through.
They can be hidden behind any non-conductive material, making them suitable
for invisible sensing in smart environments [2].

3 User Authentication Needs in Smart Environments

3.1 Overview

After introducing the technical prerequisites in the previous section, we want to
briefly introduce common applications and services that are provided in a smart
living environment:

– Information – the inhabitants get targeted and personalised information items,
either from general sources, such as news sites on the web, or from personal
sources including calendars, emails, and notifications,

– Communication – there are numerous communication services provided, rang-
ing from classic phone systems to video systems in the living room, or telep-
resence systems, e.g. by special-purpose robots,
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– Energy saving – sensor systems detect presence and location and are able to
turn off non-essential systems, e.g. lighting and heating,

– Health and care services – health information can be collected by environmen-
tal sensors that are connected to the smart environment platform. In addition
there can be communication facilities to medical or care personnel, or smart
alerts if dangerous situations are recognised,

– Remote configuration, surveillance, and control – smart environments may be
configured, monitored, and controlled remotely over the Internet.

Important factors for all of those services are personalisation and data secu-
rity. As soon as multiple users are present in the environment, the systems need
to know from which person they are currently collecting data and to whom they
shall provide personalised services. The sensors are able to detect a very fine-
grained image of the users’ behaviour and eventually medically relevant infor-
mation. Here it is important to protect the data from any outside access, but
in addition also from unauthorised access by other user’s in the environment. If
the access shall be provided comfortably and seamlessly, smart authentication
technologies have to be used.

3.2 Multi-user Challenge

So far, most smart environments have been developed with a focus on a single
user. Research into multiple users has been performed for the past few years [14].

The presence of multiple users changes the behaviour of the environment,
resulting in the adaptation of scenarios. For example, the smart environment
should not turn off the lighting for energy saving as long as there is still another
person in the room, and a smart bathroom mirror should only present the news
relevant to the user that is currently in front of the mirror. We can distinguish
the following classes of scenarios:

– Personalised content presentation,
– Deactivating single-user environment rules,
– Adaptation of sensing and reasoning.

Particularly, the adaptation of sensing and reasoning is an ongoing research
topic [13]. Many typical sensing systems cannot inherently distinguish between
several people. Therefore, it is necessary to combine multiple sources of infor-
mation, using multi-sensor fusion.

3.3 Data Security and Continuous Authentication

Data security is an inherent challenge in smart environments [10]. The data that
is created has to be protected against unauthorised access from the outside in
order to protect behavioural and health-related information from being abused.
Speech-recording objects that transmit all recordings by default to the cloud for
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the purpose of speech recognition1 are a daunting example. Another example: By
remotely accessing the information stored in the smart environment, an attacker
could find out times of absence that would be suitable for a break-in or tell the
smart environment to unlock doors and open windows for easier access.

Within the smart environment similar issues may occur. Person B may see
medical information acquired from Person A or get detailed information about
their behaviour or that of potential visitors. Authentication methods can be
used to prevent this access, e.g. face recognition methods [11]. The authentication
systems should support continuous authentication, for increased user acceptance,
while being reliable.

4 Overview of Biometric Technologies

4.1 Biometric Characteristics

Some biometric characteristics are visible or measurable even without the active
cooperation of the person. Such characteristics are called static biometric char-
acteristics. Examples of static biometric characteristics include: Fingerprints,
face, hand geometry, iris, and vein patterns. In practice, even capturing static
biometric characteristics may be an obtrusive process: People have to present
their characteristics to a biometric sensor or to remain in a certain pose for a
while. The need to simplify and expedite the acquisition of biometric samples
has led to the development of innovative biometric sensors (originally targeted at
border control applications) including iris-at-a-distance systems and contactless
fingerprint systems capturing fingerprints on the fly [16].

In contrast to static biometric characteristics, behavioural characteristics
require an action from the person. Examples of behavioural biometric charac-
teristics include: Voice, signature dynamics, keystroke dynamics, and gait.

4.2 Multi-biometrics

The nature of smart environment solutions requires the integration of auto-
matic recognition solutions without jeopardising the overall usability. Ideally,
such a biometric system should not require any special actions from the users.
However, achieving both, high recognition accuracy and usability have always
been a challenge to biometric technologies. An accurate biometric recognition
requires limitations such as a specific biometric capture position, strict envi-
ronment conditions (e.g. illumination), and the collaboration of the users. This
trade-off between accuracy and usability/robustness can be eliminated by con-
sidering a number of biometric information sources within a smart information
fusion approach [5].

1 http://www.commercialfreechildhood.org/child-advocates-mobilize-stop-mattels-
eavesdropping-hello-barbie.

http://www.commercialfreechildhood.org/child-advocates-mobilize-stop-mattels-eavesdropping-hello-barbie
http://www.commercialfreechildhood.org/child-advocates-mobilize-stop-mattels-eavesdropping-hello-barbie
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Having more information sources allows each source to be less accurate and
thus less sensitive to the environment conditions. Fusing the information pro-
vided by these different sources allows to achieve the required high level of accu-
racy. Most importantly, it allows the biometric system to be operated unobtru-
sively without requiring special actions from the users. The different biometric
sources can be based on different characteristics, captures, algorithms, sensors,
or instances.

4.3 Generic Biometric System

Figure 2 illustrates the general model of a biometric system: Biometric samples
are acquired from a subject via a biometric capture device (sensor) and sent to a
signal processing subsystem in order to extract distinctive, repeatable biometric
features. The storage subsystem stores the resulting features or the captured bio-
metric sample in a biometric enrolment database as a biometric reference. The
comparison subsystem compares the features extracted from a probe biomet-
ric sample with references from the enrolment database to determine whether
they match. A distinction is drawn between biometric verification – one-to-one
comparison of biometric feature sets to confirm the claimed identity – and bio-
metric identification – one-to-N comparison of biometric feature sets to identify
a person among several persons registered in a database. The decision subsystem
returns a decision regarding acceptance or rejection of the probe based upon the
similarity between the features of probe and reference.

Fig. 2. Generic biometric system

Possible biometric authentication architectures differ in the locations where
biometric reference data is stored and where the biometric comparison is carried
out: a server, a client, a mobile device, or a security token such as a smart card.
Possible architectures for biometric systems include [9]:

– Store on server, compare on server,
– Store on client, compare on client,
– Store on device, compare on device,
– Store on token, compare on server,
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– Store on token, compare on device, and
– Store on token, compare on token.

For local authentication in a smart environment, the store-on-server compare-
on-server architecture would be appropriate because it allows users to be authen-
ticated anywhere in the environment where biometric sensors are available.

For biometric authentication of a user of a mobile device for remote access to
a smart environment, the store-on-device compare-on-device architecture would
be appropriate. The FIDO (Fast Identity Online) Alliance has specified a set of
mechanisms for using local device authentication, including biometric store-on-
device compare-on-device authentication, for secure online authentication [6].

4.4 Security and Usability Requirements and Recommendations

Biometric systems are threatened by attacks on several points: In particular,
they may be attacked on the sensors by presenting a biometric look-alike or
fake biometric characteristics. An impostor could also try to send recorded or
otherwise acquired biometric data to the comparison component, evading the
regular data capture device. Another possible point of attack is the data storage
containing biometric references and thresholds, which should not be readable
or alterable by attackers. Like any information technology system, biometric
systems must be sufficiently protected against malicious attacks [12].

More clearly visible biometric characteristics that may be used in a smart
living environment such as face, ear, or gait are more prone to presentation
attacks (spoofing) as they can be easily captured by attackers. Such attacks
can be detected using a presentation attack detection component. Using multi-
biometrics makes the biometric system less vulnerable to presentations attacks
as it is harder for attackers to collect and mimic a larger number of biometric
characteristics simultaneously.

5 Conclusions

We have given an introduction on challenges in smart environments and how bio-
metric technologies can provide solutions. In future applications in this domain
the need for supporting multi-user scenarios will become more apparent. The
growing number of sensors, particularly in the monitoring of vital signs leads to
additional concerns regarding data security and reliable authentication within
the smart environments. However, these sensors can be of use for multi-biometric
applications, by providing additional features that can be used in the authenti-
cation process.

In the future we want to exploit these technologies, e.g. by inclusion of envi-
ronmental and behavioural information into multi-biometric systems. A candi-
date are smart floors that provide localisation and potential gait information
[1]. The usability of biometric systems in smart environments is to be evaluated.
We want to evaluate the user acceptance of various biometric systems in several
smart environment pilot sites.
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Abstract. The growth of the Internet of Things (IoT) over the past few
years enabled a lot of application domains. Due to the increasing number
of IoT connected devices, the amount of generated data is increasing too.
Processing huge amounts of data is complex due to the continuously
running situation recognition algorithms. To overcome these problems,
this paper proposes an approach for optimizing the usage of situation
recognition algorithms in Internet of Things domains. The key idea of
our approach is to select important data, based on situation recognition
purposes, and to execute the situation recognition algorithms after all
relevant data have been collected. The main advantage of our approach is
that situation recognition algorithms will not be executed each time new
data is received, thus allowing the reduction of the situation recognition
algorithms execution frequency and saving computational resources.

Keywords: Internet of Things · Smart living · Reasoning usage
optimization · Situation recognition · Relevant context information ·
universAAL IoT platform

1 Introduction

Over the past few years there have been many advancements in technologies that
enable the Internet of Things. Sensors, Radio Frequency Identification (RFID),
Machine-to-Machine (M2M) communication, etc. are considered as enabling
technologies for the Internet of Things. In [9] Friess explains that the goal of
the Internet of Things is to enable things to be connected anytime, anywhere,
with anything and anyone, ideally using any path, network and any service. The
interconnection and communication of things enable numerous applications in
many IoT domains. Miorandi et al. identify six application fields for the Inter-
net of Things: environmental monitoring, smart cities, smart business, inventory
and product management, smart homes, smart building management, health-
care, security and surveillance.
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The Internet of Things devices communicate and share data with each other
via the Internet. The IoT devices generate vast amounts of data continuously.
This data is sent and received through the network to and from the other devices.
Usually the data collected from the devices is raw unprocessed data that needs
to be interpreted. Context-aware computing plays an important role in under-
standing such data, and facilitates interpretation and processing of data. Dey
provides the following definitions of context:

“Context is any information that can be used to characterize the situation
of an entity. An entity is a person, place, or object that is considered relevant
to the interaction between a user and an application, including the user and
applications themselves [8].”

Smart living is one of the major application areas of the Internet of Things
where sensors and actuators are deployed inside the smart environment (e.g.
homes). Situation awareness is one of the key tasks in a smart living environment
[17]. Situation awareness is especially important in AAL environments, where
the elderly and people with chronic diseases need to be assisted in their everyday
lives.

To recognize situations, data needs to be collected, analyzed, stored and
processed. As the number of connected devices in the IoT is growing at a rapid
pace, the amount of generated data is increasing too. Processing a huge amount
of data is complex for many reasons. Situation recognition algorithms must run
incessantly to handle the large amounts of continuously generated data. Con-
tinuous execution of recognition algorithms on huge amounts of generated data
is inefficient and expensive. The enormous amounts of generated data lead to
accumulation of petabytes in a short period of time, increasing the demand for
more storage and also slowing down the speed of data processing [14]. High
computing power is required to analyze these huge amounts of data. Big data
processing is a challenge with regard to computer resources [15]. Continuously
running recognition algorithms have a disadvantage in that they are inefficient
in using resources. The resource consumption of these algorithms is especially
high when they are running on large sets of data. To overcome these problems,
there is a need for more intelligent approaches that are able to decide which data
should be processed and which data should not be processed. Such approaches
have the advantage of not processing all data; instead, they select and process
important data, based on target situation recognition purposes.

In Sect. 2 we will review different approaches for starting the situation recog-
nition algorithms. In Sect. 3 we will introduce our approach, which is an intelli-
gent approach that can decide when the situation recognition algorithms must
be executed. In Sect. 4 we will describe the architecture of a situation recognition
system that we have developed by applying the proposed approach. Implementa-
tion of the situation recognition system will be presented in Sect. 5. Section 6 will
evaluate the proposed approach. Section 7 will present a conclusion and identify
future work.
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2 Related Work

In this section we consider two basic approaches for performing reasoning for
the recognition of situations in Internet of Things domains. The first approach
we consider is the traditional approach, where the reasoning is performed on a
prior given dataset [11]. In this approach data is collected for a certain period
of time and then given as input into the reasoner. The reasoner executes the
reasoning tasks over the collected data and returns the identified situations.
The traditional approach does not provide real-time recognition of situations.
Therefore this approach is not applicable in ambient assisted living environments.
Situation recognition in assistive living is different from situation recognition in
traditional data mining, where a prior dataset is available and recognition can
be performed offline [11]. Wang et al. apply ontology-based reasoning to identify
situations like sleeping, showering, cooking, watching TV, having dinner, etc.
[1]. For the evaluation, they create a dataset and pass it as an input to the
reasoner. Yau et al. use first order logic-based reasoning to infer situations [2].
They feed the collection of data into the reasoner to detect situations. The
paper also acknowledges that first order logic-based reasoning is feasible for non-
time critical applications. For time-critical applications, first order logic (FOL)
rule-based reasoning is not applicable and for these applications time-efficient
processes need to be used. Cheong et al. use an approach that takes a collection
of primitive contexts as an input and then applies rules to infer situations [5].
Although this approach can be used to recognize situations, it cannot be applied
in the case of real-time recognition. The reasoning engine in this approach is
started when some dataset is given. Such reasoning can also be called manual
or offline reasoning.

The second approach is a real-time approach, where the reasoning is per-
formed in real-time. Two methods can be used to handle the real-time reasoning
[11]. The first method is a listener-based approach, in which a reasoner performs
the reasoning each time new data arrives; for example, each time a sensor is acti-
vated. Ricquebourg et al. propose an SWRL-based approach for context inferring
in a smart home [6]. The presented approach starts the reasoning process each
time a new sensor event arrives. Ricquebourg et al. identify the execution time
of the inference engine as a problem in their approach. They observe about 5
seconds delay for the reasoning time due to the amount of data contained in the
ontology, which is large for real-time recognition. Li et al. present a real-time
context reasoner (RTCR) that is designed to satisfy soft real-time requirements
on the reasoning process [7]. When an input context changes, every output con-
text may change in response; therefore, RTCR starts the reasoning process to
reflect the input changes to the output. Although starting the reasoning process
each time new data arrives enables real-time recognition, it can be expensive
in IoT domains. In recent years there has been a growth of sensor deployments
in the Internet of Things domains. It is predicted that in the future the num-
ber of deployed sensors will increase [18]. Therefore, starting the reasoner each
time new data is received can cause a lot of computational resources in the IoT
environments with millions of deployed sensors.
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The second method is a sliding time window-based approach, which uses
time windows to collect sensor activations and generate an activity description
based on the sensor activations [11]. If some activity description is generated, the
reasoner will be started for the activity recognition. If an activity is successfully
recognized at a point in time within the time window, the algorithm will clear
all sensor activations accumulated so far and restart the time window again from
the point in time at which the activity is successfully recognized. This means
that the time window is sliding each time an activity is recognized. The sliding
time window-based approach can decide which sensors should be discarded and
which sensors should be aggregated to form an activity description, which means
that the reasoner will not be started each time a sensor is activated. If the
algorithm is unable to recognize an activity within the time window and the
time window expires, it will discard all existing sensor activations received within
the time window and restart the time window again. The disadvantage of this
approach is that it clears all sensor activations collected within the time window
as soon as an activity is recognized. Therefore, it is not always possible to achieve
100% recognition accuracy with this approach. Chen et al. achieve 94.4% average
activity recognition rate [11].

3 Filter Based Approach

This section gives a detailed description of our approach for executing the sit-
uation recognition algorithms in Internet of Things domains. The basic idea of
this approach is to collect all data that is needed to identify a situation and to
start the recognition algorithms after all relevant data has been collected. The
difference between our approach and the listener-based approach is that in the
listener-based approach the received context information is forwarded directly
to the reasoner, and the reasoner outputs the recognized situations. In the sug-
gested filter based approach, the received context information is forwarded to
the reasoner if there are some situations which can be recognized by using this
information. We assume that the situations that must be recognized are prede-
fined. Furthermore, we assume that for each situation it is known which context
information is relevant. This can be low-level context information, which is usu-
ally captured through the sensors, and high-level context information, which is
inferred from low-level context information through the context reasoner. Sen-
sor information can be low-level context information, and situations, which are
generated through the reasoner by aggregating the sensor information, can be
high-level context information.

When new context information arrives, the algorithm iterates over the prede-
fined situations and verifies for each situation whether the context information
is relevant or not. The context information is relevant if it can be used to recog-
nize the situation. If the context information is not relevant for a situation, the
reasoning engine will not be started for this situation, but if the context infor-
mation is relevant to recognize the situation, it will examine whether all relevant
context information has already been received. When the algorithm receives new
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context data, it saves for each situation, which can be recognized by using this
context data, an information about the received context data. In this way the
algorithm remembers which relevant context information for each situation has
already arrived. This allows selection of all relevant context information, then
starting the reasoner when all relevant context information has been collected.
If the algorithm has all relevant context information for the situation, it starts
the reasoning engine for this situation. One of the expected benefits of the sug-
gested approach is that the frequency of execution of the reasoning engine will
be extremely reduced as the recognition operation will not be performed for
each received data. Moreover, the number of started threads and the amount of
computational resources used by the system, especially the CPU and memory
usages, will be reduced (see Fig. 1).

Fig. 1. Filter based approach

4 System Architecture

In this section we introduce the architecture of the situation recognition system,
which we have developed by applying the filter based approach from the Sect. 3.
The architecture of the system is depicted in Fig. 2. The four components, which
are described in the middle box, have been developed within the scope of this
paper. The components of the system are described in more detail below.

4.1 IoT Standard Components

Pervasive Environment. A pervasive environment is an environment where
sensors and actuators are seamlessly embedded into everyday objects. Sensors
have the capability to sense the environment. Actuators can perform actions
based on the information gathered from sensors.
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Fig. 2. System architecture

Rules. We use rules to specify situations in a pervasive environment. The devel-
oped proof of concept uses ontological modelling to represent situations and
smart living contexts. Rules are created by using knowledge modelled in the
ontologies. The rules can be written in any semantic rule language, such as the
Semantic Web Rule Language (SWRL) or SPARQL. Although SPARQL is an
RDF Query Language, it can be used as a rule language [16]. The CONSTRUCT
query form in SPARQL can be used to represent the inference rules. As SPARQL
CONSTRUCT queries generate new triples, the new triples can be interpreted
as inferences, therefore, SPARQL CONSTRUCTs can be interpreted as a rule
language.

Rule Engine. The Rule Engine is a reasoning tool that can make inferences over
context information. It will be used to derive high-level context information from
low-level context information. Our situation recognition system uses an already
existing Rule Engine to make inferences. The Orchestrator calls the Rule Engine
to execute rules, which the Matchmaking Engine matches to the new context
information. After the rule has been executed, the Rule Engine returns the result
of the execution (e.g. a new situation) to the Orchestrator.

4.2 Suggested Filter Components

Rule Parser. The task of the Rule Parser is to identify the relevant context
information for each rule. Context information is relevant if it can be used to
recognize a situation. The rules can have low- and high-level context informa-
tion. Context information can be built with an ontological model and is usually
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composed of information including context type and context value. The con-
text types can be sensor or situation types. The context values describe the real
values of the context types.

Dynamic Listener. The listener is another important component of the situa-
tion recognition system. The task of the listener is to listen to context data arriv-
ing from the context providers. Context providers can be sensor nodes, which
measure real values. A context provider can also be a reasoner, which infers the
high-level context information from the low-level context information. There are
some possibilities for creating a listener. One option is to create only one listener
that listens to all context information arriving from the context providers. The
disadvantage of this possibility is that it can be expensive and inefficient if the
listener listens to all context information, but some context information is not
used in the recognition process. The other option is to create a listener for each
rule, based on the context types that are relevant for this rule. The last possibil-
ity is to find unique context types for the set of all rules and to create a listener
for each unique context type. Our system uses the third possibility to create a
listener; i.e., it creates a listener for each unique context type. The system creates
a listener dynamically. The advantage of creating a listener dynamically is that
it does not depend on the specific set of context types. A rule can be deleted or
a new rule can be added to the set of rules. The definition and requirements of
a rule can change. In all these cases the new listeners are automatically created
to match the changes.

Matchmaking Engine. The Matchmaking Engine is an essential component
of the situation recognition system. The task of the Matchmaking Engine is to
find rules that can be executed when new context information arrives. When the
Matchmaking Engine receives new context information, it proceeds as follows.
It iterates through the rules and checks each rule to identify whether or not the
new context information is relevant. If the context information is relevant for
a rule, the Matchmaking Engine saves this information. This allows collection
of relevant context information for each rule. If the context information is not
relevant for the rule, the Matchmaking Engine will not save it. The received
context information always reflects the current state of the corresponding con-
text. If the new context information is an update of the previously received and
remembered context information and it does not fulfil the requirements of the
rule, the Matchmaking Engine will discard the saved information. If the new
context information is relevant for the rule, the Matchmaking Engine will not
discard the previously saved information. If the Matchmaking Engine receives
new context information and it is not relevant for the rule, the rule will not
be executed. If the new context information is relevant for the rule, the Match-
making Engine will check whether the other relevant context information has
already been received. For this purpose, the Matchmaking Engine will check the
remembered context information for the rule. If all relevant context information
has been collected, the Matchmaking Engine will classify the rule as ready for
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execution and will call the Orchestrator to execute the rule. But if some of the
relevant context information is missing, it will classify the rule as not ready for
execution and the rule will not be executed.

Orchestrator. The Orchestrator, a central component of the system, is respon-
sible for communication between the components of the system. The Orches-
trator retrieves the rules and calls the Rule Parser to find relevant context
information for each rule. It creates dynamically a listener for the context infor-
mation, which is necessary for recognizing the situations. It communicates with
the Matchmaking Engine to retrieve the rules that can be executed. Finally, it is
responsible for starting the Rule Engine which executes the rules returned from
the Matchmaking Engine.

5 Implementation

This section describes the implementation of the developed situation recognition
system. The situation recognition system is implemented on top of the univer-
sAAL IoT platform. The universAAL IoT platform is an open-source platform
that enables the development of IoT solutions. The universAAL IoT development
environment is based on Apache Maven and OSGi. The developed system can
be used as a modular bundle in the universAAL IoT environment. The univer-
sAAL IoT platform defines ontologies that can be used to develop IoT solutions.
We use the existing ontologies of the platform to design the rules. The rules are
implemented as SPARQL CONSTRUCT queries.

One of the communication arts that the universAAL IoT platform supports
is the context communication. The platform provides the Context Bus for this
type of communication. Context communication happens between the Context
Subscriber, Context Bus and Context Publisher. Context Subscribers are the
applications that register themselves at the Context Bus and specify what type
of context events they want to receive. A context event is context information
built with the ontological model of universAAL IoT platform. The context event
is composed of subject, predicate, object and some metadata. Context Publishers
are applications that specify the context events they intend to publish. Context
Publishers build the context events from the context information with the onto-
logical model and send them to the Context Bus. When the Context Bus receives
a context event, it determines which Context Subscribers need this specific con-
text event. If a Context Subscriber needs the context event, the Context Bus
sends the copy of the context event to this Context Subscriber. Another copy of
the context event will be sent to the central database ‘Context History Entrepot’
(CHE), which subscribes for all context events that arrive at the Context Bus.

6 Evaluation

For the evaluation we compared our approach with the listener-based approach
in which the reasoning engine is executed each time new data is received. For the
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evaluation, we developed a second situation recognition system by applying the
listener-based approach. For the evaluation we specify the following evaluation
metrics:

1. Run-time performance
(a) CPU usage
(b) Memory usage
(c) Number of started threads

2. Frequency of execution of the reasoning engine

To evaluate the efficiency of the proposed filter based approach, we measure
the amount of computational resources used by the proposed approach. For this
purpose, we measure the performance of our approach at run-time. The run-
time performance is measured based on the following performance categories:
CPU usage, memory consumption and number of started threads. Moreover,
the frequency of execution of the reasoning engine is measured. We measure
these metrics for both approaches and then compare the results. The purpose
of these measurements is to determine whether it is possible to minimize the
resource usage and to achieve more efficiency with our approach. The data for
the evaluation is generated through a simulator in run-time. For the evalua-
tion, we developed a simulator that triggers a number of sensors automatically.
The simulator was developed using the programming language Java and the
OSGi framework. We created 14 SPARQL CONSTRUCT rules, which specify
situations. Both situation recognition systems run in virtual machines with the
following specifications: Ubuntu 16.04.1 LTS, 4x Intel(R) Xeon(R) CPU E5-2680
v2 @ 2.80 GHz, 16432MB RAM. During the run time of both systems we start
VisualVM to monitor the applications memory consumption and the runtime
behaviour on the same computer on which the situation recognition system will
run. To measure the frequency of execution of the reasoner we developed a sys-
tem logger in the situation recognition systems. The system logger records the
frequency of execution of the reasoner into a file. We started both systems with
an empty CHE. This guarantees that at the beginning of the execution there are
no entries in the database.

The first evaluation was conducted for two days. The simulator generated 77
context events every 10 min. A total of 22176 events were generated within two
days. Table 1 shows the results of the evaluation. The filter based system is the
situation recognition system which applies our approach. The standard system
applies the listener-based approach.

Figures 3 show the measurement results of CPU usage for the filter based
and standard systems respectively. The average CPU usage with the filter based
system was 2.5% and with the standard on (Without filter) was 10.3%. With our
approach, we achieved almost 8% less average CPU usage than the listener-based
approach.

Figures 4 show the measurement results of the heap memory usage for the
filter based and standard systems respectively. The average heap usage with
the filter based system was 1.1 GB and with the standard system was 2.8 GB.
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Table 1. Results of the evaluation with 77 context events per 10min

Metrics Filter based system Standard system

Average CPU usage 2.5% 10.3%

Average heap usage 1.1 GB 2.8 GB

Total number of started threads 516227 1566433

Frequency of execution of the reasoner 25197 370420

Fig. 3. CPU usage and garbage collector activity of filter based approach (top) and
standard system (Below)

Our approach consumed, on average, 1.7 GB less memory than the listener-based
approach.

The total number of started threads using the filter based system was 516227,
compared with 1566433 using the standard system, which is almost 3 times more.
Therefore, using our approach, the number of started threads decreased. The
frequency of execution using the filter based system was 25197, and with the
standard system, 370420, which is almost 15 times more. So we were able to
reduce the frequency of execution of the reasoner with our approach.

The second evaluation was also conducted for two days. The simulator gen-
erated 77 context events every 5 min. A total of 44352 events were generated
within two days. Table 2 shows the results of the evaluation.

The average CPU usage with the filter based system was 8.7% and with the
standard system was 28.6%. With our approach, we achieved almost 20% less
average CPU usage than the listener-based approach. The average heap usage
with the filter based system was 2.4 GB and with the standard system was
3.1 GB. Our approach consumed, on average, 0.7 GB less memory than the
listener-based approach. The total number of started threads using the filter
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Fig. 4. Heap usage of filter based approach (top) and standard system (Below)

Table 2. Results of the evaluation with 77 context information per 5min

Metrics Filter based system Standard system

Average CPU usage 8.7% 28.6%

Average heap usage 2.4 GB 3.1 GB

Total number of started threads 722384 1981333

Frequency of execution of the reasoner 49522 486292

based system was 722384, compared with 1981333 using the standard system,
which is almost 3 times more. The frequency of execution using the filter based
system was 49522, and with the standard system, 486292, which is almost 10
times more.

Evaluation of both approaches shows that it is possible to save computational
resources with our approach. The filter based approach consumes, on average,
less CPU and memory resources. Moreover, the number of total started threads
with our approach is much less than with the listener-based approach.

7 Conclusion and Future Work

In this paper, we proposed a new approach for the efficient processing of data
in situation recognition systems in Internet of Things domains. The idea of the
proposed approach is to select important data based on predefined situation
recognition purposes and to execute reasoning algorithms after all relevant data
have been collected. We developed a situation recognition system by applying
the proposed approach. The situation recognition system was implemented on
top of the universAAL IoT platform. Moreover, we developed a simulator for
simulating a smart living environment and evaluated the suggested filter based
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approach. We compared our approach with one in which the situation recognition
algorithms are executed each time new data is received.

The new suggested approach, and due to the flexibility to the system archi-
tecture, is totally independent from specific system, language or platforms, where
the parser is the only module that should be adjusted in that case without influ-
encing the other module of the created engine (Table 3).

Table 3. Summary of approaches

Approaches Description Remarks

Traditional approach Reasoner starts on a
prior given dataset

Not applicable for the
real-time recognition purposes

Listener-based approach Reasoner starts each
time new data is received

Can be expensive in IoT
domains where huge amount of
data is continuously generated

Sliding time
window-based approach

Reasoner starts if the
data collected within a
time window is sufficient
to generate a situation
description. If a situation
is recognized, the time
window is sliding and
collected data is
discarded

Not possible to reach 100%
recognition accuracy because
of the discarding method

Our approach Reasoner starts only if
all necessary facts to
recognize a situation are
collected

Not based on the sliding time
windows. Solves the problem
with discarding data

Compared with the sliding time window-based approach, the filter based
approach does not discard all existing and collected context information as soon
as a situation is successfully recognized. When the sliding time window-based
approach recognizes a situation successfully, it discards all existing sensor activa-
tions accumulated from the beginning of the time window until the recognition
of a situation. The disadvantage of this is that it is not always possible to reach
100 percent recognition accuracy. Our approach does not discard accumulated
context information when a situation is successfully recognized. Instead, our
approach saves information about each new received context data. New context
information describes the update of the value of the old context information.
The evaluations showed that it is possible to save computational resources with
the presented approach. We achieved, on average, less CPU and memory usages.

Future works can be conducted which will evaluate the proposed approach
for a longer period of time, e.g. for months. Furthermore, it can be checked
whether it is possible to save network bandwidth with the proposed approach.
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Abstract. Most of the current Head-Up Display solutions in the auto-
motive domains can not handle user input. Nevertheless, many automo-
tive manufacturers develop and/or implement gesture interaction sys-
tems, controlled by the user’s hand, into their head-down infotainment
displays. The gesture recognition, precisely the hand tracking, is mostly
facilitated with camera systems that monitor the driver or with infrared
sensors. These systems require a line of sight between the driver’s hands
and the measurement transducer. Therefore, they require interior design
integration and are visible to the user. Moreover, the permanent cam-
era monitoring of the driver, in combination with an internet connected
vehicle, can cause privacy issues and increase the driver’s feeling of
observation.

We therefore present a system that integrates user control into a
Head-Up Display, similar to a computer mouse. Moreover, the presented
system’s capacitive proximity sensors can sense through non-conductive
materials. Thus, the system can be invisibly integrated into existing vehi-
cle structures. In our case, it is part of the steering wheel. With our pre-
sented system, vehicle manufactures are able to install a Head-Up dis-
play control system without any visible design changes. Furthermore, the
manufacturer provides more interaction space in driving situations. Addi-
tionally, he can rely on the lower level of driver distraction provided by
Head-Up displays. Therefore, the presented system can increase driving
safety. The systems usability is shown by a small user-study that consists
of performance tests on a proof-of-concept prototype and a questionnaire.

1 Introduction

Driver distraction significantly increases the danger of an accident. The National
Highway Traffic Safety Administration (NHTSA) names the adjustment of
infotainment systems and the looking at navigation commands as one rea-
son for distraction. In 2014, ten percent of all lethal crashes involved driver
distraction [15].

To face distraction issues and let the driver keep his eyes on the road, Head-
Up Displays (HUD) find their way into the vehicle interior to enrich the driver’s
line of sight with further information on the windshield. Current HUD not only
show static information on the screen, they also adjust the shown items to the
c© Springer International Publishing AG 2017
A. Braun et al. (Eds.): AmI 2017, LNCS 10217, pp. 197–213, 2017.
DOI: 10.1007/978-3-319-56997-0 16
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Fig. 1. Continental’s augmented Head-Up Display prototype with different driving
situations [11].

current driving situation. These systems are called augmented Head-Up Displays.
Figure 1 shows samples of Continental’s augmented HUD [11].

Besides HUD, vehicle development faced driver distraction due to infotain-
ment control with gesture interaction and further control devices, located in the
driver’s range. It is essential that the driver does not need to take his eyes off
the road to initiate a infotainment control command. Due to the introduction of
gesture interaction, the vehicle driving safety can be increased [7].

Gesture interaction, supported by infrared sensing is one detection approach.
Other systems rely on camera based systems. The driver’s upper body is captured
by video capturing devices. Afterward, the systems detect hand movements and
interpret these as gestures [1].

These systems require a line of sight to the driver or at least to an area in
which the driver can interact with. Therefore, the systems must be integrated
into the visible interior design of the vehicle. It is a challenge to the manu-
facturers’ designers to integrate these sensors. Moreover, camera based systems
can gather more information than only the for the control task required gesture
movement. They monitor the whole area of sight and therefore, can capture
images of privacy related areas like the driver’s head.

Based on these conditions, we developed a Head-Up Display control device
based on capacitive proximity sensing (HUDConCap). We provide the following
contributions:

– A control device that facilitates interaction between the driver and HUD to
give the driver further control about the information displayed.

– A HUD control device that provides a simple direct translation between the
driver’s hand movement into a computer mouse like cursor.

– A proposal of HUD icons/regions, with which the user can interact on the
display.

– Usage of only eight capacitive proximity sensing electrodes that can not cap-
ture an image of the driver. Therefore, the system does not show privacy
issues.

– Due to the usage of capacitive proximity sensing, we can sense through non-
conductive materials. Therefore we can integrate the sensing electrodes invis-
ibly into existing vehicle structures. In our case the structure is the steering
wheel.

– Because we can sense through non-conductive materials, the system does not
need visible design integration and therefore the interior design is not affected.
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– We evaluate the systems usability by comparing user’s performance at HUD-
ConCap with a popular computer input device, the touch pad, in an user
study.

This introduction names information about HUD control and gesture inter-
action related to driver distraction. Section 2 gives further, detailed informa-
tion about driving conditions with and without HUD and gesture interaction,
in particular, the gesture interaction in vehicles. Beside gesture interaction, we
analyze other approaches to capture driver’s input intentions and survey the
relevant application of capacitive proximity sensors [9,10] in automotive and
ambient intelligence [5]. Our HUDConCap starts with the selection of the used
sensing system. Together with the sensor selection, we describe our claim for
invisible integration in Sect. 3. The sensing system and the selected vehicle struc-
ture leads to the design of our position prediction model, also shown in Sect. 3.
Because there is no detailed information about interactive HUDs, we further-
more designed an approach to display extendable information to the driver in
Sect. 3.

The design of the system covers several claims, but we can not demonstrate
and evaluate the systems usability without a real system. Therefore, we present a
prototype in Sect. 4. The prototype enables the collection of training data for our
model. Furthermore, we let several users test the system. Afterward, we compare
their performance on HUDConCap with their performance on the same task with
a popular computer input device, the touch pad. This leads to a proof of concept.
The model training, the user study and the comparison of the user performance
is presented in Sect. 5. Finally, we analyze the captured data. The data gives
information about the usability of the system. Furthermore, we can see if the
model works stable at a prototype. These findings are presented in Sect. 6. Of
course, the project development and the user study lead to further information
and ideas how to move on with the development. Moreover, the study shows
issues of the system that should be optimized to enhance the systems stability.
This is also captured in Sect. 6.

2 Related Work

Braun et al. presented a system that includes capacitive proximity sensors
(CAPS) into a vehicle’s armrest [4] and seat [2,3]. In [4], they recognized CAPS
as design unobtrusive technology to facilitate human machine interaction in cars.
The armrest’s top cover includes CAPS electrodes. Due to this approach, they
enable driver finger gestures, using one or multiple fingers. They enabled single
and multiple finger gestures like swiping from left to right and free air gestures
like a circular movement. Contrary to our approach, in which we focus on free
air gestures, their evaluation shows that the touch based interaction provides a
more stable gesture detection. In the paper’s outlook, they state that the steering
wheel could be a proper vehicle structure for gesture interaction.

Another project utilizes the driver’s head rest as CAPS equipped vehicle
structure: Ziraknejad et al. provide an accurate measurement method to track
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the occupants head. Due to their precise investigation of temperature effects on
capacitive proximity sensing and an intensive collection of training data, they
reached impressive results in all three head position dimensions. They show a
mean error of all three dimensions of less than 0.2 cm measured in their evalua-
tion runs [17].

The development of HUD moves forward from static 2-D presentations to 3-D
augmented HUD. Broy et al.’s collaborative project, including the BMW Group
and the Robert Bosch GmbH, analyzes design and technology affecting parame-
ters of HUD setups [6]. Furthermore, the automotive supplier recognized a lack
of HUD control, too. He provides an infrared system based interior installation
that can track the driver’s hand movements to control a HUD [12,13]. Compared
to haptic interaction controlled systems, Geiger shows that gesture interaction
outperforms haptic control considering speed and user subjective evaluation of
system usability [7].

Not only the control of HUDs is under development. Recent manufacturers
present systems that highlight driving lane limits if the vehicle intersects with the
lanes limits to support lane keeping assist systems or show different sets of arrows
that represent the next navigation command. In dependence on driving situation,
Continental’s HUD highlights ahead driving vehicles, the current adaptive cruise
control safe distance and the current route [11].

3 HUDConCap Concept

The aim of HUDConCap is an automotive human machine interface input device
that gives the user the ability to control the HUD. Since HUDs do not provide a
pointer yet, we design an interaction concept in Subsect. 3.1. Afterward, we need
a significant area to capture the user’s input intention. We select the structure in
Subsect. 3.2. Moreover, this section describes the sensor selection. Subsequently
follows the data processing in Subsect. 3.3, describing the translation of user
input into HUD cursor control positions.

3.1 HUD Interaction Concept

The aim of the interaction concept is to provide further interaction space to the
user in HUDs. Nevertheless, a HUD should only provide as much information
as needed. Therefore, we give the driver the ability to show only his desired
information. Figure 2 on the left shows a driving situation. The right image of
Fig. 2 shows faded in information that refer to specific situation items. The item
samples consist of an icon in the sky that gives information about the weather
at the destination at computed time of arrival. There is an item in the right
forest area that gives information about the next service station. The forward
vehicle run ahead contains an item that shows the current adaptive cruise control
distance settings and there is an item about restaurant or gas station signs that
shows information about the next food stop.
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Fig. 2. Left: Driving situation sample. Right: Same scene with information.

Fig. 3. Left: Driving situation sample segmented. Middle: No information except user
points on region of interest. Right: Same scene with semi-transparent rectangles indi-
cating regions of interest

The items’ position relies on the progress on driving situation segmentation,
provided by augmented HUD systems as shown by Continental [11], or by the
segmentation software SegNet (Cambridge University UK [14]). The segmen-
tation process is not part of this project, though we manually segmented the
driving scene. The interaction space is now based on two considerations. First:
Do not show any information at all and let the driver move the HUDConCap’s
cursor into an area, where he knows he will get further information, like traffic
run ahead. Second: Place semi-transparent rectangles on the screen that indicate
regions of information. Figure 3 shows the segmented driving scene on the left.
The middle image shows an extended information item where the driver moved
his cursor to the run ahead vehicle of the segmentation approach and the right
image shows the same scene with semi-transparent rectangles that indicate areas
of information.

3.2 Vehicle Structure and Sensor Topology

The driver must be able to control the HUD while driving. Therefore, we need a
structure that is close to the driver’s region of influence. This lessens the available
structures. Furthermore, the driver must use HUDConCap with his hands and
it would be of advance if the line of sight between the HUD and the driver’s
hands is on one area to increase the usability and let the user take a glance at
his hands if required to correct his hand position.

We use Capacitive Proximity Sensing (CAPS), which is already applied in
automotive applications. An example is CAPS integrated into the steering wheel
to detect Hands-On/Hands-Off situation [16]. Because of the constraints to use
an existing vehicle structure, the structure should be reachable by the driver
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Fig. 4. Left: HUDConCap interaction area. Right: Sensor topology

while driving. Since the steering wheel can already be equipped with CAPS, we
selected the vehicle’s steering wheel as HUDConCap’s vehicle structure.

The steering wheel shows a clearance between the hub and the upper ring
area as shown in Fig. 4 on the left. We provide the ability to navigate one hand
freely in this area thus allowing a three dimensional hand translation without
any contacts. Furthermore, we surround the input area with capacitive proximity
sensing electrodes. Labels like “CH0” indicate the sensing electrode’s labels in
Subsect. 3.3. Electrodes CH0 to CH3 are aligned along the steering wheel ring
directed to the input area. Electrodes CH4 to CH7 are aligned in a checkered
array at the top area of the steering wheel hub. We define an equal geometric
sensor area for electrodes CH0 to CH3. The electrodes CH4 to CH7 have the
same size, too.

3.3 Data Processing

Our sensor topology splits the steering wheel into two components: The steering
wheel ring and the steering wheel hub. Thus, as shown in Fig. 5, we split the
sensing electrodes data into two groups. Group one consists of the data of elec-
trodes CH0 to CH3, the steering wheel ring. Group two consists of the data of
electrodes CH4 to CH7, the steering wheel hub.

Fig. 5. Data processing flow, from data capture to HUD cursor position

Each electrode’s normalized value is divided by the group’s sum of normal-
ized values giving it a percentage referred to the electrode containing group.
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Equation (1) shows a sample computation for the feature value of electrode CH4
(indicated by the index group). The normalized sensor values are indicated by
the index norm.

CH4group =
CH4norm

∑7
i=4 CHinorm

(1)

The normalization is based on the current minimum value of the whole mea-
surement of the referred electrode and an empirically captured maximum. The
maximum is based on data in which a driver touches the electrode cover and the
minimum is based on data, captured if there is no person in the range of the
sensors at all.

As indicated in Fig. 5, the hands position is predicted by a support vector
regression model (SVM X, SVM Y). The multivariate regression’s independent
variables are all channels group values (CH0group, CH1group, . . . , CH7group). The
dependent variables are the x and the y value of the hand position related to the
input area as shown in Fig. 4. Thus, having the hand position, we interpolate
the input area dependent x and y values to the HUD area limits to compute the
current cursor HUD positions (HUD X, HUD Y).

4 Prototype

We selected the steering wheel as used vehicle structure for HUDConCap. Thus,
we integrate sensing electrodes into the steering wheel. All sensing electrodes
are part of an OpenCapSense toolkit [8] which we use in our system. Due to
the designed sensor topology, we integrate four sensing electrodes aligned to the
outer steering wheel ring, as shown in Fig. 6. We realized the steering wheel’s
hub sensing electrode array, too. It consists of four electrodes placed in a two by
two checkered array.

Fig. 6. Sensing electrode topology at the steering wheel

All electrodes are connected to the sensors by shielded wires. The shield is also
applied to the sensing electrodes directed to the steering wheels inner material
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Fig. 7. Single electrode’s assembly

to guard any influences of the steering wheel’s inner metal structure from the
sensing electrodes. Figure 7 shows the assembly of a single electrode. Each sensor
is sampled with 25 Hz. Furthermore, we provide an electrode width of 25 mm and
a length of 100 mm for the electrodes at the steering wheel ring and a length
of 70 mm and a width of 25 mm at the steering wheel hub electrode array. The
sensing material is flexible copper foil. Between the sensing electrode and the
shield is a clearance of 0.5 mm to increase the measurement range compared to
thinner clearances.

5 Evaluation

In Subsect. 5.1 we show the measurement setup. We describe the evaluation
procedure in Subsect. 5.2. Six users tested the systems usability. Subsect. 5.3
shows the user’s performance on HUDConCap and the touch pad. Furthermore,
we asked the users to rate the usability of our system and other human machine
interface input devices. In Subsect. 5.4 we discuss the results.

5.1 Evaluation Setup and Model Training

Besides our HUDConCap system, we provide a usual computer monitor that
shows a driving situation. The user’s input is captured and processed which
leads to a pointing two dimensional hand position that refers to the enclosed
area between steering wheel hub and the outer ring of the steering wheel.

The basic driver input feature transduction mechanism is a support vector
regression model that correlates the CAPS measurement input to planar hand
positions in the input area of HUDConCap. Therefore, we measured the absolute
(right) hand position relative to the steering wheel. We collected 8,000 samples
of training data for the x axis as well as 8,000 samples of training data for the y
axis. Although it is not used in this part of the evaluation, we trained a model
for the z axis too. Each sample consists of eight sensing outputs of the capacitive
proximity sensors and a position value that refers to the considered axis.

Figure 8 left shows the course of the trained regression model (Model out-
put) and the measured data (Data output) for the x axis. The coefficient of
determination (R2) is 0.97. Figure 8 right shows the y axis’ course of the trained
regression model (Model output) and the measured data (Data output). The
coefficient of determination (R2) is 0.95.

Figure 9 shows the z axis’ course of the trained regression model (Model
output) and the measured data (Data output). The coefficient of determination
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Fig. 8. Comparison of model output and measured data (Left: x axis; Right: y axis).

Fig. 9. Comparison model output and measured data of the z axis

(R2) is 0.88. All samples are captured with the same position of the left hand. It
grabs the steering wheel at the left lower side of the steering wheel hub. Due to
our approach, that specifies an intersection area, the right hand is always inside
this intersection area for all samples. The grabbing intensity of the left hand
is frequently varied during the training data capturing. The evaluation data,
gathered in Sect. 5.3, is not used to train the regression models.

5.2 Evaluation Procedure

Each user had to perform several pointing tasks on a static driving situation
scene. We gave them two scenarios. In the first scenario they used HUDCon-
Cap to reach defined points on the HUD with our new HUD-cursor. In the
second one they used a touch pad and repeated the same procedure. We let the
user perform on HUDConCap five times and afterward, three times with the
touch pad. Figure 10 shows the driving situation in which the user had to act. It
shows a ride on the highway at moderate traffic. This situation includes the
HUDConCap icons food, next service, adaptive cruise control safe distance,
weather at destination place and time till destination reached. The colored arrows
that point from icon to icon show the direct line between the current icon and
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Fig. 10. Evaluation scenario driving situation (Color figure online)

the next destination icon for evaluation. The users did not see these lines. Fur-
ther, the arrows order is red, purple, green and blue. The touch pad evaluation
showed the same driving situation.

The user’s were instructed to keep their left hand on the lower left position of
the steering wheel hub. Nevertheless, during evaluation, they did not always fol-
low that instruction. Furthermore, the user saw the driving situation before they
started the evaluation. They knew the HUDConCap icon’s positions. Neverthe-
less, they did not know the icons order. We choose this approach to check the
user’s acclimatization to HUDConCap. Afterward, with the information about
the icons position and the order, they performed on the same task with a touch
pad in front of the driving scene without steering wheel. Due to this approach,
we expect the touch pad performance to be valid as reference for a compari-
son between HUDConCap and the touch pad – a popular input device, familiar
to the users. In Sect. 5.3, this part of the evaluation is called interactive HUD
performance test.

5.3 Evaluation Results

We run the evaluation with six persons. In the following section, each user will
have a unique identifier ranging from A to F. After they performed on the
interactive HUD in the interactive HUD performance test, we asked them several
questions in a questionnaire. Besides the questionnaire about their subjective
rating of several human machine interfaces’ (HMI) usability, we captured the
subject’s age, asked them if they own a driving license and a car. All users own
a driving license and a car.

Questionnaire Results. The subjects answered the questionnaire after the
interactive HUD performance test. The HMI usability scale ranges from 1 to 10,
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where 1 means not usable and 10 indicates a high usability. The same scale is
applied to the question about their experience working with capacitive proximity
sensors (CAPS, 1 low to 10 high). Besides subjective ratings on usability and
experience, the subjects were asked to answer several questions where they were
able to answer with yes, no or no answer.

The first question, about the users experience with CAPS results in four users
with an experience assessment less or equal to 2 (Value 1: Users B, E, F; Value
2: User C). Users A and D are experienced in using CAPS giving themselves an
experience level of eight (User A) and nine (User D). All of the users state that
they use computer mouse, keyboard, and touch screens daily. Important for this
evaluation is that all of them, except User A, say that they use touch pads daily.

Since touch pads take place in our interactive HUD performance test, we
ask the users about the touch pad usability, too. Table 1 shows the subjects
usability rating of both systems. Rating the usability is a subjective estimation.
Therefore, we compare the delta usability between HUDConCap and touch pads
(Usability(touch pad)-Usability(HUDConCap)). Positive values indicate a better
usability of touch pads.

Table 1. Subjects’ HUDConCap and touch pad usability rating: 1 (low) to 10 (high)

User CAPS experience HUDConCap Touch pad Difference

A 8 8 5 3

B 1 3 5 −2

C 2 8 8 0

D 9 8 9 −1

E 1 5 7 −2

F 1 7 8 −1

Users A rates HUDConCap’s usability better than the touch pad. User E
says that both systems show an equal usability. Users C, D and F rate HUD-
ConCap’s usability one point worse than the touch pad and User B rated the
usability of HUDConCap two points worse. All of the users say that they think
the development of HUDConCap is reasonable. Further they would use a techni-
cally mature system daily. Four of the user’s think that the system can decrease
driving distraction while Users B and E were not sure about that.

Interactive HUD Performance Test Results. Since the users were instruc-
ted to reach the HUDConCap icons, as fast as possible, in both tests that include
the touch pad and HUDConCap, we compare the required time of the users in
both tests. Figure 11 shows the subject’s time consumption to complete the whole
test. The left side shows their performance with HUDConCap as input device,
the right side shows their performance with the touch pad.
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Fig. 11. Interactive HUD performance test task completion time (HUDConCap left,
touch pad right)

Between sample one and five, all users reduced their required time to complete
the test with HUDConCap. User A shows the greatest progress. He decreased his
time consumption by 7.66 s. All other users decreased the time consumption by
5.69 s (User B), 3.1 s (User C), 0.96 s (User D), 1.68 s (User E) and 1.8 s (User F).

The subjects minimum time of all samples are 10.28 s (User A), 5.06 s (User
B), 4.9 s (User C), 4.54 s (User D), 3.53 s (User E) and 4.21 s (User F). Table 2
shows the users minimum time consumption in both test cases (HUDConCap
and touch pad).

The minimum touch pad time consumption ranges from 2.72 s till 4.11 s.
Except User F, all users time consumption with HUDConCap is worse than
their performance with the touch pad. User A’s performance increases by 4.59 s
when he uses a touch pad. The users B and D show a performance difference
about 1.5 s and users C and E show a performance about 0.8 s.

Table 2. Interactive HUD performance of the test user’s minimum time consumption
in seconds

User HUDConCap Touch pad HUDConCap - touch pad

A 10.28 5.69 4.59

B 5.06 3.61 1.45

C 4.9 4.04 0.85

D 4.54 2.95 1.58

E 3.53 2.72 0.8

F 4.21 4.66 −0.45

Since the users performed on the same driving situation in both cases, the
increase of performance could be caused by learning the driving situation. Fur-
thermore, the touch pad test followed after using HUDConCap. Therefore, we
plotted both tests on one sample axis in Fig. 12. Because we are interested in a
correlation between the sample number and the learning rate, we added expo-
nential trend lines to the data points. We could not add a trend line to User
F’s performance. The coefficient of determination is above 0.9 for users B, C
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Fig. 12. Interactive HUD performance test task completion time (HUDConCap 1–5,
touch pad 6–8)

and E. User A and D’s R2 is at about 0.85. All trend lines show decreasing task
completion times with the number of samples.

For further comparison of the touch pad and HUDConCap, we captured
the exact course of the users interaction with both devices within the driving
situation. We selected the minimum time consumption runs of the users. The
direct line between the icons is shown in the same color as the user’s curve. The
arrows indicate the current direction. The runs of all users are shown in Fig. 13.

5.4 Discussion

The user’s usability rating show that HUDConCap’s usability is nearly similar to
a popular device like the touch pad. Nevertheless, the users rated HUDConCap
slightly worse than the touch pad. This is an expected result since HUDConCap
was new to the users and they learned the evaluation task from evaluation sample
to evaluation sample. The evaluation showed that HUDConCap facilitates a new
way of interaction between driver and a HUD, especially the transformation of
information on the screen, controlled by the user. This results are remarkable, as
a touch pad is a 2D device, whereas we allow the user to point in 3D. Since 3D
pointing devices are not commonly used, we chose a vertically placed touch pad.

The core of HUDConCap is its support vector regression model for each axis
of the input area. We claimed that our system shows a direct translation between
hand position and cursor output like a computer mouse. We thus designed three
eight dimensional regression models to predict the absolute hand position and
created a device with a direct position translation like a computer mouse. Nev-
ertheless, the evaluation users stated that a lack of a hand shelf makes the
feeling of HUDConCap different to a computer mouse. They said that a shelf
would increase accuracy. The comparison of both evaluation tasks in Fig. 13
show that the touch pad evaluation curves show a higher accuracy compared to
HUDConCap’s curves. Clearly, the users had a 2D mouse in mind. A 3D mouse
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Fig. 13. Interactive HUD performance test. From top to bottom: user A to F, left:
HUDConCap, right: touch pad. (Color figure online)
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has the same gravity-enforced accuracy problems as our HUDConCap approach.
For fairer comparison we could have glued the touch pad to the steering wheel
to capture this gravity effect, but then the touch pad would act as a 2D plane
in 3D. This causes additional problems in keeping the finger on the plane while
performing the experiment.

Because there was no cursor-like interaction with HUDs yet, we developed
two approaches to represent interaction points in the HUD. First, we included
squared areas, semi-transparently visible to the user. Second, traffic segmenta-
tion algorithms using the front camera show sufficient details about the driving
situation. So we proposed that each segment can be an interaction area, acti-
vated by the user resting his hand over the interaction area for a short time.
However, this requires a stable segmentation during driving, being far beyond
the scope of this paper. The evaluation scenario was therefore based on semi-
transparent icons. The user succeeded in pointing to these icons. Nevertheless,
they asked for a (slightly) bigger icon intersection area.

6 Conclusion and Outlook

In this paper we presented a HUD control device based on capacitive proximity
sensing. Due to the sensor topology and the measurement principle, we were
able to cover all capacitive proximity sensors. None of them is visible to the user.
The used vehicle structure’s appearance, the steering wheel, did not need to be
redesigned because of the sensors. A small user study showed the intuitiveness
of the approach compared to a touch pad. The participants were very well able
to select objects in the augmented HUD projection using CPS interaction.

Because of the fast subject acclimatization to the usage of HUDConCap,
which nearly reached the task completion time of the touch pad and that the
users gave an almost equal usability rating (but less usable as the touch pad),
the concept of HUDConCap is proven by this work. Still, predictive models
require further training data to increase the general reliability of the output
data. Therefore, a further development of HUDConCap requires an extended
collection of training data. Similar to the training, the evaluation of the system
has to be broadened to capture a more significant group of subjects. Furthermore,
the evaluation subjects of this project asked for a hand shelf on the steering wheel
hub and further input areas in the region of the steering wheel. In future work,
the concept of HUDConCap can be expanded to area independent interaction
with hand shelves like on the steering wheel airbag cover. Furthermore, we were
not able to test the segmented HUD content with HUDConCap. Therefore, this
approach has to be tested, too. This project excludes the left hand. We want
the user to keep one hand on the steering wheel. Nevertheless, if required, the
system model could be broadened to two handed interaction. Training the system
for left-handed persons is of course possible as well. We provide a planar hand
detection. Nevertheless, we captured data to train a model for the hands z-axis
(pointing from instrument panel to driver). In future optimizations, this degree
of freedom could provide further gestures like clicking on our HUD icons.
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Abstract. Application areas like health-care and smart environments
have greatly benefited from embedding sensors into every-day-objects,
enabling for example sleep apnea detection. We propose to further inte-
grate parts of sensors into the very own materials of the objects. Thus,
in this work we explore integrating smart garments into furniture using
a couch as our use-case. Equipped with textile capacitive sensing elec-
trodes, we show that our prototype outperforms existing systems achiev-
ing an F-measure of 94.1%. Furthermore, we discuss implications and
limitation of the integration process.

Keywords: Capacitive sensing · Conductive materials · E-textiles ·
Posture detection

1 Introduction

The usage of smart textiles has expanded from an initial state of single pro-
totypes [1] and fashionable technology [2] into a great number of applications,
especially in the area of wearables. On-body controls [3,4], easy prototyping of
user interfaces for disabled people [5] as well as posture and motion recognition
of body parts [6,7] are few of these examples.

The concept of self-aware materials [8] and producing digital textiles at scale
[9] enables to view our surrounding materials and surfaces differently, leveraging
unexpected invisible ubiquitous interactivity [10,11]. To address these advances,
we investigate how smart textiles can be seamlessly integrated within furniture
and demonstrate this on the couch as our use-case. The interactions between
human and couch, create implications about the surrounding context, creating a
self-aware object of every-day use. Measurements conducted by Rus et al. have
confirmed the suitability of conductive textile as capacitive sensing electrode [12].

Our contribution with this work, is to extend the usage of smart textiles
from the on-body wearables to the seamlessly integrated ambient objects, like
furniture. In this paper we cover an ordinary living room couch as our use-case.
We extend state of the art by analyzing a set of several fine-grained postures
which will contribute to adjusting the environment to the users needs.
c© Springer International Publishing AG 2017
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2 Related Work

Posture recognition has been subject of many works [13,14]. Especially in the
area of Ambient Intelligence it is of utmost interest to know as much as possi-
ble about the human as interacting counterpart in the surrounding intelligent
landscape, to which knowing the posture is an important contribution.

2.1 Posture Recognition Using Smart Textiles

In many works posture recognition has been attempted using different variations
of smart textiles [6,7]. Zhou et al. [7] have built a sensing band which monitors
gym exercises. They use textile pressure sensors in order to track leg activ-
ity during exercising. Focusing on posture monitoring Wang has interconnected
smart garments with wearable electronics on a vest for rehabilitation purposes
[6]. Few works have already partly integrated smart textiles into furniture. Braun
et al. have created a chair to recognize poses and activities creating awareness
of correct posture [15]. The chair is endowed with capacitive sensors where one
electrode integrated in the backrest woven through the mesh of the chair using
conductive thread.

2.2 Posture Recognizing Furniture

Examples of furniture able to recognize the posture of the occupying human
are bed, chair and couch. In the bed the sleeping posture is investigated by
several works, where different types of unobtrusively placed sensors are used.
For example Chang et al., Braun et al. and Rus et al. use capacitive sensors
placed underneath the mattress, attached to the frame of the bed, respectively
underneath the bed-sheet in order to detect sleeping postures, lying postures
and prevent decubitus ulcers as a consequence [16–18]. Liu et al. use capacitive
pressure sensors in a high density sensor bed sheet for monitoring the patients
rehabilitation exercises [19].

First approaches of detecting seating postures have been made by Tan et
al. using a pressure sensor mat [20]. They classify 14 postures achieving more
than 90% accuracy per posture. Eight postures were identified by using pressure
sensors endowed in an office chair created by Nazari et al. [21]. Braun et al.
have created several prototypes of sensing chairs by using capacitive sensing
[22,23]. One prototype is meant to support training micro-breaks in the office
while another is a sensing system for car seats. The second one is based on 16
electrodes connected to capacitive sensors with the goal of identifying different
properties of the driver, like e.g. drivers head posture.

Couches have been endowed with sensors several times, mostly using capaci-
tive sensors. Kivikunnas et al. present a sofa equipped with six metal foil capac-
itive sensors analyzing basic sensor data [24]. Grosse-Puppendahl et al. evaluate
nine different postures with a couch equipped with 8 capacitive proximity sen-
sors achieving 97% precision and recall [25]. By creating a network of furniture
composed of bed, couch and chair Heikkil et al. envisage posture and activity
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tracking throughout the day [26]. Even though, the couch has been also equipped
with sensors only long time evaluations with chair and bed have been reported.
More recently, the couch has been used as a sensing device by Pohl et al. for con-
text sensing in a livingroom, controlling ambient lightning, music and tv [27].
The couch is equipped with six capacitive proximity sensors, evaluating eight
postures with an achieved accuracy of 92.9%.

3 Prototype

The production of conductive textiles at large scale envisages that sensing elec-
trodes will one day be fully integrated into the covering materials and thus into
the production process of furniture. Following this chain of thought our inter-
active couch prototype is enhanced by placing eight textile electrodes on the
surface of the couch, see Fig. 1. We created the electrodes by using pieces of
15 x 16 cm2 conductive fabric, sewing a loop of wire to the fabric using conduc-
tive thread and gluing it to pieces of ordinary couch cover, as shown in Fig. 2.
This process ensures that the electrodes are isolated and utilize materials used
for the production of an actual couch.

The electrodes are connected to sensors which are connected to a capacitive
sensing prototyping board, the OpenCapSense board [28]. The raw sensor data
is collected and processed in the following steps in order to extract the posture
of a person on the couch.

Fig. 1. Couch endowed with eight textile electrodes.
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Fig. 2. a) Sensor and connected electrode made of conductive textile taped to regular
couch cover sample. b) Sewn connection with conductive thread between textile and
wire.

4 Evaluation Setup

We evaluated the couch by asking 15 test persons (2 female) to execute 14
different postures: 12 sitting poses, of which 3 using the armrest of the couch
(see Fig. 3), and 2 lying postures. At all times there was only one person on the
couch. Including the empty couch we have evaluated 15 distinguished classes:

– Class 1 Empty couch
– Class 2 Sitting upright, on right side
– Class 3 Sitting on edge, on right side
– Class 4 Sitting leaned back, on right side
– Class 5 Sitting upright, on right side, using armrest in front
– Class 6 Sitting leaned back, on right side, using armrest in front
– Class 7 Sitting leaned back, on right side, using armrest at back
– Class 8 Sitting upright, in the middle
– Class 9 Sitting on edge, in the middle
– Class 10 Sitting leaned back, in the middle
– Class 11 Sitting upright, on left side
– Class 12 Sitting on edge, on left side
– Class 13 Sitting leaned back, on left side
– Class 14 Lying down, head on right side
– Class 15 Lying down, head on left side

For each class we collected 30 data samples per sensor, which correspond to
spending about 10 s in a given posture. The test persons were verbally instructed
on how the posture should be executed. Only the desired position of the arm
using the armrest has been marked at the position in front and back due to the
more specific and smaller change in posture, harder to convey verbally.

We evaluated the data with leave-one-subject-out cross-validation using four
different classifiers form the WEKA [29] framework. All classifiers were applied
with their standard settings. The four classifiers are k nearest neighbors (kNN),
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Fig. 3. a) Sitting upright; b) Sitting upright using armrest in front; c) Sitting leaned
back using armrest in front; d) Sitting leaned back using armrest at back;

naive Bayes, C4.5 decision tree (Weka J.48) and Support Vector Machine (SVM).
At first we applied them on the raw sensor data and subsequently on the normal-
ized sensor data. In order to be able to compare the performance of conductive
fabric electrodes with the performance of proximity capacitance measurements
we selected the classes equivalent to the ones which were evaluated within the
work of Pohl et al. [27]. These correspond to our classes 1–4 and 11–15.

5 Evaluation Results

As described in Sect. 4 we have collected the raw data of 15 subjects and evalu-
ated it with different classifiers. As input we used the raw data, the per sensor
normalized data and a subset of classes of the raw respectively the normalized
data. The subset was chosen in order to compare the results of the fabric elec-
trodes to the proximity sensing electrodes. The detailed results of the leave-one-
subject-out cross-validation F-measure are shown in Fig. 5. For each classifier
we have calculated the overall accuracy and F-measure by compiling the mean
of all leave-one-subject-out cross-validation results for the particular classifier.
Table 1 shows an overview of the results.

Table 1. Overview of classification results for C4.5, kNN, naive Bayes and SVM on
different data sets.

C4.5 decision tree kNN Naive Bayes SVM

Data Acc.[%] F-m.[%] Acc.[%] F-m.[%] Acc.[%] F-m.[%] Acc.[%] F-m.[%]

Raw 82.3 77.0 80.7 75.6 84.0 79.8 85.7 81.9

Normalized 89.1 86.0 88.9 86.2 87.2 84.1 91.2 88.8

Subset raw 83.3 78.9 87.5 83.9 89.7 87.0 90.45 88.1

Subset normalized 89.9 87.2 91.6 88.9 95.3 94.1 95.5 94.1

Comparing the overall results of the different classifiers, SVM produces the
highest accuracy and F-measure. SVM performs on the normalized data an accu-
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racy of 91.3% and an F-measure of 88.8%. On the subset of classes 1–4 and 11–15
SVM reaches even higher values of 95.5% accuracy and 94.1% F-measure.

These results outperform the results achieved by Pohl et al. [27]. Table 2
compares the accuracy achieved with the two classifiers kNN and naive Bayes
which we used in common. For kNN our results were significantly better 91.6%
compared to 79.4%. Pohl et al. achieved their best results with the naive Bayes
classifier, reaching 92.9% accuracy, whereas our prototype has achieved slightly
more 95.3% accuracy, only 0.2% less than our overall best result of 95.5% accu-
racy using SVM.

Grosse-Puppendahl et al. [25] have evaluated their prototype with a total
of 9 classes. Six of these classes correspond to the classes evaluated using the
current prototype. These classes are sitting upright on left, middle and right side
and lying down with the head on the right and the left side which correspond
to classes 1, 2, 8, 11, 14, 15. The F-measure calculated from their precision and
recall values of the individual classes is 97.5% achieved using the RBF network.
Selecting the same classes, using the current prototype, we achieve an F-measure
of 99.8%.

These results indicate, that using conductive textile electrodes reaches
equally good results, slightly outperforming a system with electrodes placed
under the couch cushions.

Table 2. Performance comparison to related work.

kNN Naive Bayes SVM

Pohl et al. [27] 79.4 % 92.9 % -

Our work 91.6 % 95.3 % 95.5 %

The difference between the results of SVM on the normalized data and on
the subset of normalized data is of 6%. In order to find out, which of the classes
cause the miss-classification, we inspected the confusion matrices of particular
subjects. We chose to look at the subject with the lowest success rate, subject 4
(see Fig. 4), and a middle success rate, subject 3. The confusion matrices indicate
that classes sitting on the right, upright and on the edge were not differentiated
at all for both test persons. Looking at the performance over all classes, in the
case of subject 4 sitting upright and on edge were correctly identified, however
differentiating between leaned back with arm in front and arm at the back were
miss-classified as can be observed in Fig. 4.

6 Discussion

Taking only the miss-classification of sitting upright and on the edge on the right
side, we could consider improving this by placing two electrodes on the sitting
area, as has been done by Pohl et al. However, the fact that the two classes were
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Fig. 4. Confusion matrices of subject 4 for the subset and for all classes.

correctly identified in the case of sitting on the left side and in the middle shows
that it is possible to differentiate these poses in most of the cases. This means
that one needs to consider a trade-off between the cost of using one ore more
additional sensors and accuracy.

Regarding the placement of the arm, one single electrode does not seem to
be enough to detect the position of the arm in a robust way. We are considering
to improve recognition rates with placing two electrodes on the armrest, one
towards the front and one towards the back.

The evaluation results show, that using conductive textile electrodes is
equally suitable in order to detect postures. However, while attaching the textile
electrodes to the couch cover, it became clear that integrating the electrodes with
the couch cover has to be done by taking the design and shape of the couch into
account. On a couch where three persons can sit down, but the sitting surface
is made up of only two couch cushions one needs to consider the placement of
the electrodes. Placing the electrodes underneath the couch cushion needs only
one electrode to sense the user. Integrating the electrode into the cushion cover
material would mean in the case of our couch creating two different electrodes,
which could be connected to two sensors or connecting the two electrodes to
one single sensor. Connecting multiple electrodes to one sensor could be used in
order to increase the sensing area, and would still send their signal to one single
sensing unit. This approach could reduce conductive fabric material costs.

Combining proximity sensing electrodes and multiple smaller cover electrodes
all connected to one sensing unit could be used to create sensing electrode pairs
which act as stand-alone sensor and are connected to a single sensing unit. This
approach has been recently proposed by Tsuruta et al. [30].

7 Conclusion and Outlook

In this paper we have contributed to extending the usage of smart textiles from
the on-body wearables to seamless integration within ambient objects, like a
couch. We have shown that conductive textile used as capacitive electrode yields
as good results as capacitive proximity electrodes, slightly outperforming pre-
vious works. Next steps to be considered are: exploring conductive thread as
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electrodes, refining the placement of the electrodes and the number of electrodes
needed. These efforts will result in being able to track a human skeleton motion
model, measuring fine-grained postures.

We envision sensing couches with higher sensing resolution, in order to detect
fine-grained postures. Combined with other physiological signals, like breathing
detection, furniture would extend the possibilities of implicitly adjusting the
ambient surrounding to the users needs.
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Abstract. This paper presents a knowledge-based engineering frame-
work for the design, deployment and running of context-aware moni-
toring agents that are dedicated to ambient assisted living applications.
A new modeling approach of agent knowledge, that combines the advan-
tages of both ontologies and object oriented modeling and program-
ming, is proposed. In this approach, the agents’ logic is implemented
using a micro-ontology and production rules based on the closed world
assumption, called smart rules. These rules are managed using a stan-
dard reasoning system embedded in the agent core. Unlike semantic web
approaches, the proposed approach rely on the closed world and unique
name assumptions. These features are required for monitoring purposes
in ambient intelligence and robotics domains. We present a practical
work, where monitoring agents are instantiated in the user environment
and their reasoning rules operate to handle the detection and confirma-
tion of abnormal and emergency situations with respect to user’s context.
These rules allow the agents to trigger appropriate actions with help of
companion robot.

Keywords: Ambient assisted living · Monitoring agent · Ontologies ·
Smart rules · Context-awareness

1 Introduction

Independent living and active ageing are two complementary concepts in the
Ambient Assisted Living (AAL) research area, which target the building of intel-
ligent and responsive services that allow elderly people to live and do daily tasks
on their own, participate of social activities and, when possible, work [1]. AAL
services can be supplied through smart spaces, which contain personal mobile
assistants such as smartphones, tablet or ubiquitous robots. In this topic, ambi-
ent monitoring for the elderly safety is an AAL service of a major importance.
The intelligence of such a service is based on the ability of the robots and the
other entities of the environment to capture the context of the elderly person
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situation and react accordingly. This can be achieved by adopting a knowledge-
driven distributed approach, in which the monitoring system abstracts the het-
erogeneity of the environment and infers high-level contextual information about
the user situation to take appropriate decisions. The abstraction and inference
processes are very challenging requirements that are currently being addressed by
the international community, which needs to deal with information coming/going
from/to a wide set of objects (e.g. devices, sensors and actuators) implemented
using the different IoT middleware technologies and standards present in smart
spaces.

Regarding the knowledge driven approaches for AmI, they are usually based
on reasoning system that operates using rules and ontologies according to the
Open World Assumption (OWA). OWA states that if a certain information is
not present in the knowledge base, it is not necessarily false. For example, if we
have no axiom stating that John is a student, this does not mean that John is
not a student [9]. In contrast, the closed world assumption (CWA) is based on
negation-as-failure (NAF) principle [3] witch assumes as false any formula that
the system fails to prove using the currently available information. NAF can
be useful for making decisions when complete information about the world is
missing. For example, if an accident happens for an elderly person and it is not
known if a caregiver was successfully contacted at that time, the safe measure
is to assume the procedure failed and fire a safety rule accordingly. Using rules
with NAF can lead to a non-monotonic reasoning system [7] where new facts
can change old information.

In general, monitoring systems are also non-monotonic systems, since they
often need to make fast decisions on incomplete knowledge. The knowledge can
lead to later retraction of the assumed values of the properties they measure inso-
far as new information is gathered or old information is reinterpreted. Therefore,
non-monotonic reasoning techniques are powerful tool for monitoring systems.

In this paper, we present a knowledge-driven approach for designing context-
aware agents that can monitor elderly safety during their daily activities in
indoor spaces. Our contributions are

– a context-aware monitoring of abnormal and emergency situations that has
as a core an ontology, which describes essential concepts to real world AAL
scenarios, and a set of inference rules defined according to CWA. These rules
called smart rules are expressed using production rules to deal with dynamic
scenarios in standalone and independent contexts. A rule-based procedure is
proposed to handle the confirmation of abnormal situations in the different
contexts, using the interaction with human, and thus avoids false alarms.

– a loosely coupled middleware platform made of virtual objects and moni-
toring agents. Virtual objects are used to abstract the sensors observations
and actuations in the real world hiding for the designers sensors and actu-
ators implementations. Monitoring agents are software agents composed of
communication and reasoning layers. They are endowed with cognitive pro-
cedures for confirming that an abnormal situation lead to an emergency or
not, removing false-positive events. These agents include reasoning core that
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run a production rule engine and store commonsense knowledge composed of
RDF triples stored in the agent run-time memory. The implementation of new
monitoring scenarios do not require any specific programming of the reason-
ing core. These new scenarios need only the update of smart rules and the
conceptual description of the context, as well as the instantiation of virtual
objects if new wireless sensors, actuators and robots are introduced in the
real-world.

– an implementation of an AAL application in a real environment. A fall mon-
itoring scenario is fully implemented within the premises of the Ubistruct
Living Lab1.

This paper is organized as follows. Section 2 gives an overview of main works
related to the subject of this paper. Section 3 describes in detail the main compo-
nents of our proposal i.e. both virtual objects and monitoring agents. Section 4
describes the modeling of our system using production rules to deal with one
shot abnormal situations as falls, and finally, Sect. 5 presents some conclusions
and discusses future works.

2 Related Works

Several approaches have been proposed during last decade for developing AmI
systems that supply Ambient Assisted Living Services. These approaches span
a wide range of aspects, such as how to recognize activities, anticipate users’
needs and intensions, react to actions in a timely manner, exhibit autonomous
commonsense behaviour, communicate through multi-modal, non-intrusive ways
and many others. The most interesting approaches are those proposing context-
awareness models and reasoning systems that endow AmI agents with capabili-
ties to be able, from one hand, to recognize users’ activities and situations, and on
the other hand, decide in autonomous manner to supply the suitable services to
users or react in a real-time fashion to a given situation [2]. These approaches can
be categorized into two classes: data driven and knowledge-driven approaches.

On the one hand, data driven approaches are valuable for recognizing spe-
cific patterns from a limited and predefined set of physical activities of daily
living using machine-learning techniques on raw, noisy and uncertain sensory
data without considering their contexts or semantics. Usually these approaches
require retraining the reasoning system again every time a change occurs in the
configuration of the environment. Moreover, it is in general complex to take into
account complex structures of a priori expert knowledge that are needed for the
decision-making. On the other hand, knowledge-driven approaches facilitate the
elicitation and communication of the high-level contextual information relevant
to the task. Moreover, they are independent from the data characteristics and
support a large variety of data-sources such as IoT devices, databases and web
services. Ontological models are the most frequent approaches used in AmI and
Robotics Research. Ontologies provide a formal, explicit specification of a shared

1 http://ubistruct.ubiquitous-intelligence.eu/lissi living lab.

http://ubistruct.ubiquitous-intelligence.eu/lissi_living_lab
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conceptualization [11]. In our scenario, they allow heterogenious agents to share a
common formal description of context concepts and their relationships providing
them a support for reasoning to obtain a meaningful interpretation of situations
and human activities. SOUPA Ontology, CONON, PalSPOT, Dog, mIO! Ontol-
ogy, PiVOn, ORO, Knowrob Ontology [8,12], are representative examples of
ontology models that have been used to develop ambient assisted living applica-
tions. These ontologies are mostly structured in two main parts. The core part
is used to describe the generic concepts, whereas the second part is composed of
several sub-ontologies dedicated to describe specific aspects of the context and
the application domain. While the aforementioned ontologies lack general design
patterns for context modeling and sensors, the SSN ontology has been developed
from Stimulus-Sensor-Observation ontology design pattern [6]. The SSN ontology
was proposed by W3C Semantic Sensor Networks Incubator Group (SSN-XG)
which is responsible to build a semantic model for describing the capabilities,
deployment process and discovery of sensors. SSN uses a lightweight version of
the upper ontology called Dolce Ontology (DUL). This alignment with a upper
ontology is fundamental, since it makes explicit the ontological commitment
which facilitates system interoperability [10]. These ontologies are used in com-
bination with production rules to implement specific reasoning on the context
information and endow agents with the ability to act adequately to their current
contextual situation.

Rule-based languages have been used as an extension to OWL language to
increase its expressiveness in order to model complex context relationships and
ensure the consistency of ontology knowledge bases [5,8]. The two representa-
tive rule-based languages supported by OWL are SWRL and SPIN. SWRL is a
standard rule language based on the combination of OWL sublanguages (OWL-
DL and OWL Lite) with RuleML (Rule Markup Language) while SPIN is an
extension of SPARQL that allows for querying and inferring on both RDF and
OWL ontologies.

3 Monitoring Platform Architecture

The architecture of the monitoring platform proposed in this paper consists of
the following three main software components (see Fig. 1):

1. Virtual Objects are software components that handle the observations and
the actuations. They are connected to the sensors, actuators and/or robots
present in the real world;

2. Monitoring Agents manage, on the one hand, the insertion of new instances
of sensors observations, the updates of the existing instances properties and
the deletion of the instances that are no longer valid in the knowledge base;
and from the other hand, the triggering of actions on real world actuators.
The observations and actions are messages exchanged between monitoring
agents and (virtual or physical) objects connected to the web.

3. Messaging Bus, also called the faade, which is used for registering IoT
devices as Virtual Objects, routing their observation messages to the mon-
itoring agents and routing the actuation decisions from monitoring agents
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Fig. 1. Monitoring agent and virtual objects architecture

to virtual objects. The faade bus includes a mechanism of generic encoders
that allows for translating IoT devices outputs into ontology instances and
actuation decision, from ontology instances, into specific input requested by
the IoT devices.

3.1 Virtual Objects Architecture

Virtual objects are used as elements that abstract the complexity and hetero-
geneity of the sensing and actuation infrastructure of the ambient environment.
They are software components dedicated to a specific sensor or actuator whose
main characteristic is autonomy since they are able to self register and self mon-
itor their execution in a safe manner. For instance, when a virtual object is
deployed, it sends a XML message for registering its description in the working
memory of the monitoring agents. Once registered, it starts transmitting raw
sensor data or ontology instances in XML format.

Thus, the designer of monitoring agents will focus only on their logic imple-
mentation disregarding the details related to the kind of IoT devices protocols
in use. Therefore, the interaction between the monitoring agents and virtual
objects is totally abstracted from the real-world and is made through a unique
messaging bus.

The architecture of a virtual object is composed of three modules:

– data collection and actuation contains the effective implementation of the
communication drivers of the IoT device, which can be based on serial port,
wireless communication API (e.g. Bluetooth, ZigBee, Z-Wave) or through an
IoT protocol (e.g. CoAP, XMPP and DPWS).

– data processing and events management is a module dedicated to make
post-processing sensory data to extract interesting clues or trigger events of
interest.
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– facade communication bootstrap is a module used to encode the informa-
tion exchanged by the virtual objects in the format required by the commu-
nication layer of the monitoring agents. The virtual objects initiates a regis-
tration phase to store communication informations into the faade repository,
to be used later on to identify sensors and initiate actions.

3.2 Monitoring Agents Modeling

A smart environment is composed of many different IoT devices produced by
a multitude of manufacturers. They can provide different types of information
that ranges from functional (e.g. sensory raw-data and/or high level data inter-
pretation) to non functional information (e.g. devices capabilities and execution
status). This information can be enriched with additional semantics, like user
capabilities and his(her) spatio-temporal relation with the devices present in the
environment, to infer high level and rich description of the user context.

For this purpose, Ontologies offer an expressive language to represent for-
mally, normally in some logic language, the relevant abstractions used by people
to solve problems in some domain [8]. Ontologies may rely on Description Log-
ics reasoning, which is used mainly for checking the consistency of contextual
knowledge or for context matching queries. In addition, ontologies can be com-
bined within inference rules and logic programs to deduce high-level and implicit
context information from multiple context sources; expressing more complex and
real world settings; modeling the cognition process needed for recognizing sit-
uations, activities and their context; and also implementing reactive responses,
which are closed to the notion of actions and events.

Knowledge Representation. The abstraction model used to describe the
monitoring agents knowledge is a micro ontology, which is a low scale domain
ontology often used as semantic model for the working memory of reasoning
engines of a cognitive agent. A micro-ontology contains only the concepts and
relations needed for the problem handled by the cognitive agent. In AAL sce-
narios, this ontology describes the contextual sensors which are present in the
ambient environment and also all concepts related to observations, situations
and activities of daily living that can influence the elderly safety. For instance,
this ontology contains the relevant concepts that characterize typical contexts,
such as sleeping and preparing a breakfast. The concept sleeping is defined with
properties that describe that the user may be located in the bedroom or in the
living room and that (s)he is in a lying posture close to objects such as sofa or
bed. The concept preparing a breakfast is defined with properties that indicate
the user should be located in the kitchen and (s)he is interacting with fridge,
micro-wave, dishes, etc. The list of objects necessary for the context is defined
according to the user activity profile (i.e. the list of objects frequently used for
a given activity).

The core concepts defined in this ontology are:

– sensor output is used to transform the raw sensor data into sensor observa-
tion instances;
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– space region corresponds to a specific environment region from witch two
specialized concepts indoor space region and outdoor space region are derived.
The indoor space region is specialized into subconcepts that describe all the
spaces of a house that need to be monitored, like kitchen, bedroom, living
room, toilets and corridor. Each monitored space can includes a small space
regions called zones and used to fine-grade the user, object, sensors, actuator
and robot location.

– object is associated to physical and software objects that are used for per-
forming system monitoring and acting. It is specialized into subconcepts like
sensors, actuators, device, appliances, dishes and furniture; and also like mul-
timedia documents, applications and web services objects.

– robot is used to describe the features and the services provided by a robot.
It is specialized into several sub concepts, according to the services supplied
by the robot, like mobile companion robot, mobility assistance robot (e.g.,
exoskeleton robot, walker robot or wheelchair robot), tele-presence robot, etc.

Our micro-ontology is defined in the µConcept/RDF [9] representation to
allow the definition of inference rules according to the CWA. This representation
is a variant of OWL2/RDF that makes a micro ontology close to an UML meta-
model. It can be easily mapped to class diagrams that are needed in object
oriented production rule systems such as Drools2.

In general, µConcept ontologies can be even defined from scratch using the
µConcept language or elaborated from existing OWL2/RDF ontology. The addi-
tional features that are not supported in OWL2, such as the unique name
assumption, qualified restrictions and default values, are handled directly in
the reasoning software that supports the µConcept language.

As introduced before, SSN is good domain ontology to describe background
knowledge about sensors and their readings. The concepts included in this ontol-
ogy makes it easy to define reasoning rules that involve sensors observations and
reactive actions. For this reason, all domain specific concepts of the proposed
micro-ontology and that are used to model the ambient context, are mapped
respectively with DUL and SSN concepts.

In order to represent the SSN conceptualization in the µConcept language,
an ontology editor designed during the SEMbySEM project was used to trans-
late the OWL2 concepts description of SSN to their corresponding ones in the
µConcept language. The axioms that cannot be translated into µConcept con-
cept primitives, such as, restrictions on concepts, when necessary, were encoded
using smart rules language. The µConcept version of the ontology was further
enriched by adding the domain concepts, including actions, which are needed for
the scenario. Moreover, only a subset of all the axioms available in the OWL2 ver-
sion of the SSN ontology are useful for specifying the different reactive reasoning
cases of the scenario. Therefore, for practical reasons, we have made fusion on the
name spaces of the SSN/DUL concepts and properties with micro-ontology and

2 http://www.drools.org.

http://www.drools.org
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kept only concepts and properties related to the sensors description and obser-
vations, which are needed for designing the reasoning rules. Description Logics
restrictions have been removed as they are not needed for reactive reasoning
requirements.

Reasoning System. The core of the reasoning system is a set of rules which
are executed by the monitoring agents. Rules are defined by the experts and are
used together with up-to-date observations from sensors outputs for inferring
human situations and activities; and also for triggering agent reactive actions.

The underlying logic of the smart rules language is a choice that depends
on the expressivity needed to represent a scenario and the complexity of the
required reasoning. Smart rules allow the monitoring agents designers to design
rules in different logics languages without caring about how they will be executed
by the different reasoners.

For this reason, in our architecture, rules are classified according to four
reasoning categories:

– recognition rules: classify situations based on the observations made by
the available sensors. For example, the observations made by the lock door
sensor (ZLock) are translated into a fluent that represents the current status
of the door. This contextual information is aggregated by other rules to form
situations. For example, if the door is said to be both opened and locked at
the same time, it is possible that an intruder has forced it and entered the
house.

– confirmation rules: confirm the situations recognized from recognition rules.
For example, the fire situation inferred from the observations provided by the
fire detector sensor can be confirmed by the temperature information gathered
by the temperature sensor (TelosB);

– diagnosis rules: evaluate qualitatively the global system status. Once the
fire is confirmed, the agent diagnoses the context and determine if it was
accidental or criminal. In case of criminal fire, the agent will try to track the
intruder by analyzing the events that are triggered by different virtual objects
associated to the cameras.

– reaction rules: respond to the inferred context using the available actuators
and agents. Once any abnormal situation is detected, the informed virtual
object reacts by trying to contact the person in charge of dealing with this
situation. For example, in case of a supposed fire, the virtual object tries to
contact the resident for confirmation.

To handle these reasoning categories, the current implementation of smart
rules in our proposal is based on production rules to model one shot abnormal
situations, such as a fall which can happens in different contexts, see Sect. 4. The
RETE based inference engine [4] is used to fire the defined rules. The implemen-
tation of this reasoning system have been conducted in the context of the EU
SEMbySEM project3 and the Web of Object project4.
3 https://itea3.org/project/sembysem.html.
4 https://itea3.org/project/web-of-objects.html.

https://itea3.org/project/sembysem.html
https://itea3.org/project/web-of-objects.html
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The reasoning core has also a module for checking the constraints related to the
observation messages coming from the sensors before inserting them into the work-
ing memory. This avoids to insert instances that either do not have corresponding
concepts or have properties values that exceed the maximum allowed value.

4 Fall Monitoring for Elderly Safety

This section details the implementation of the monitoring agent and its valida-
tion in abnormal situations after a fall. Let us consider the case of an elderly
person living alone and suffering from mild cognitive impairment. The family
doctor noticed that the elderly had a worsening of his mobility and falls several
times a week. Then, the elderly agreed with his doctor and family members to
use a bracelet, install an RGB-D camera and have a companion robot at home.

In this scenario, the monitoring agent can recognize abnormal situation, by
aggregating observations obtained from sensors in different contexts; and, then,
infer if the situation is an emergency by using a verification process through a
stimulus to the user. For the latter situation, if the user does not react to the
stimulus, the agent considers that the situation is an emergency and triggers a
reactive action such as sending an alarm to elderly caregivers.

4.1 Virtual Objects

Virtual objects used for abstracting the sensing and actuation infrastructure are
listed below:

– Health Virtual Object (H-VO) is associated to ZCare CLEODETM

bracelet and it is responsible to detect falls and monitor the elderly cardiac
activity.

– Activity Recognition Virtual Object (AR-VO) encapsulates the SUP
(Scene Understanding Platform) platform5 which allows to recognize events
from RGB-D video streams. SUP virtual object is setup to detect human pos-
tures, posture change, human proximity to objects, and so on. Its architecture
is composed of three modules: (i) a vision module which allows to identify and
track moving objects in a scene; (ii) an event recognition module which allows
to recognize scenarios according to the activities of mobile objects moving in
a scene; (iii) a knowledge base module which stores 3D information about a
scene and the description of events of interest made by experts.

– Robot Virtual Object (R-VO) allows to control the Kompai compan-
ion robot which is used to perform the assistive services. These services are
implemented mostly using sensory and actuation of the robuBOX middle-
ware functionalities that include robot mapping, path planning and naviga-
tion in indoor environments; user localization relative to the robot position;
voice recognition and translation which are used for capturing the user verbal
instructions into text; voice messages synthesis to supply users with advices,
recommendations and alerts, etc.

5 https://pal.inria.fr/ressources/scene-understanding-platform-sup.

https://pal.inria.fr/ressources/scene-understanding-platform-sup
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– Objects Detection and Identification Virtual Object (ODI-VO) used
to identify close objects and humans that are present in the proximity.

4.2 Fall Situation

Normal contexts of lying down are associated to those related to sleeping and/or
relaxing activities. They can be inferred from the user location and his(her)
proximity/position with regards to furnitures such as sofa or bed. Abnormal
contexts are identified when the user is localized in non-suitable places such as
corridor, toilet, bathroom or kitchen. In these cases, probably, a falling situation
happened.

Context Analysis. Falling situations are detected from the aggregation of the
following context attributes: user lying posture; user position; absence of an
object (bed or chair) near the user location.

The first two attributes are directly observable by the AR-VO while the third
one is inferred by the denial of the presence of objects in the area (Negation by
Failure). AR-VO has several SUP event configurations that allow to determine
specific events in the AmI scenario. For instance, the event a person is lying
down is a compound state, as shown in SUP Configuration 1, that connects
a physical object (person) to a simple event (lying) adding a constraint. In
this event, if the person p stays more than 5 s lying down, the AR-VO sends a
message with this information to the monitoring agent. When this message is
received, the monitoring agent processes it and executes the smart rule, defined
in SmartRule 2. This smart rule updates the current user posture according to
the concept posture observation (Posture Observation).

SUP Event Configuration 1: Posture Observation
CompoundState(Person LyingDown,1

PhysicalObjects (p : Person)2

Components (c : PrimitiveState Lying(p))3

Constraints (c duration > 5))4

Determining the user location and his(her) proximity to the furnitures
involves to identify the user presence in a specific area of the environment. Hence,
the user is near a sofa or bed if his(her) location is the same location of the sofa
or bed, respectively. In this study, the location of any physical object (person or
objects) is defined by a cuboid that contains that object. These areas are static
and defined a priori. As result, the user location corresponds to one of these
areas that contains his(her) 3D position.

The SUP configuration to inform that a user is in a zone A is given in SUP
Configuration 3. The execution of this event is followed by the execution of the
Smart Rule 4. Every time, the user is in the zone A, the AR-VO broadcasts an
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Smart Rule 2: Posture Observation
Conditions1

PostureObservation(?posture:=hasQualityValue);2

?inhabitant:=Person();3

Actions4

?inhabitant.hasPosture:=?posture;5

update(?inhabitant);6

End7

Fig. 2. Detection of the users’ posture by the Activity Recognition Virtual Object

observation message informing the user location. This zone A can be associated
to a sofa, bed, kitchen region, etc. (Fig. 2).

Using this observation, the system can infer abnormal context (see Smart
Rule 5). After identifying that the user is in a lying posture, the system searches
for the presence of bed or sofa near the user location. If these objects are not
present then, an instance of a fall situation concept is created and inserted in
the knowledge base making reference to the user location, thanks to the CWA
feature of the micro-ontology that allows to handle negations of facts.

Fall Near the Personal Computer. In this context a fall alarm is raised by
the virtual object ZCare CleodeTM bracelet (Fig. 3); a typical device for human
fall detection and triggering SOS alerts. The Smart Rule 6 allows to update the
semantic model.

Confirming an Emergency Situation. Confirming that an abnormal situa-
tion is an emergency one requires a cognitive procedure to remove false-positive
events. To handle this situation, we propose a reactive reasoning procedure based
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SUP Event Configuration 3: Location Observation
PrimitiveState(Person Inside ZoneA,1

PhysicalObjects ((p : Person) (z: Zone))2

Constraints ((p.Position in z.Vertices)3

(z.Name=ZoneA))4

Alarm(Level : URGENT)5

Smart Rule 4: Location Observation
Conditions1

LocationObservation(?location:=hasQualityValue);2

?inhabitant:=Person();3

Actions4

?inhabitant.hasLocation:=?location;5

update(?Inhabitant);6

End7

Smart Rule 5: Fall Situation in Context 1
Conditions1

Person(?location:=hasLocation,2

hasPosture==’LyingDown’);3

?location(?object:=one(contains));4

(not?object(isInstanceOf(Sofa)) and5

(not?object(isInstanceOf(Bed))6

Actions7

FallSituation ?fall:=createInstance(FallSituation);8

?fall.locatedAt:= ?location;9

insert(?fall)10

End11

on the user response to a specific stimulus. This procedure contains two generic
inference rules that are complementary. The first rule is conditioned on the exis-
tence of an interaction device type near the user (see Smart Rule 7). The second

Fig. 3. Fall event detected by ZCare CleodeTM bracelet
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Smart Rule 6: Fall Situation in Context 2
Conditions1

?output:=FallSensorOutput(?virtual object:=isProducedby);2

Person(?location:=hasLocation);3

Actions4

FallSituation ?fall:=createInstance(FallSituation);5

?fall.observedBy:= ?virtual object;6

?fall.observationResult:=?output;7

?fall.locatedAt:= ?location;8

insert(?fall)9

End10

rule is fired if the first one is not fired i.e., there is no interaction device near the
user. In this situation, a robot is instructed to move to the current user position
to apply a stimulus (see Smart Rule 8). Moving the robot is also conditioned by
the accessibility of the space where the falling situation was observed. Once the
robot arrives at its destination, the first rule fired and the interaction device is
the robot itself, see Fig. 4.

The user response to the stimulus allows to confirm or not that the abnor-
mal situation is a real emergency situation. In our scenario, the user responds
to false alarms by pressing on the robot screen. This action triggers an event
that broadcasts a button observation containing the information “false alarm”.
If no action is triggered, an alert is emitted (to the first response center and/or
relatives). However, to avoid false positive situations due to the system delay, a
waiting time is used between the inference of the fall situation and the decision
to trigger the alert.

This waiting time is defined by the presence of an instance of the concept
deadline expiry observation in the rule condition, as shown in SmartRule 9.

Fig. 4. A reasoning and interaction procedure for the confirmation of abnormal situa-
tions depending on the current context



238 S. Bouznad et al.

Smart Rule 7: Apply Stimulus in Fall Situations
Conditions1

FallSituation();2

Person(?deviceId :=nearTo);3

?deviceId(isInstanceOf(MultimediaDevice));4

Actions5

VisualMessage ?message:=createAction(?deviceId, VisualMessage);6

?message.content:=’If you feel good, please ok’;7

execute(?message)8

End9

Smart Rule 8: Moving the Robot
Conditions1

FallObservation(?location:=locateAt);2

?location(isAccessibleSpace==’true’);3

Person(not(nearTo isInstanceOf(MultimediaDevice)));4

?robot:=CompanionRobot();5

Actions6

MoveRobot ?action:=createAction(?robot,MoveRobot);7

?action.moveTo:=?location;8

execute(?action);9

End10

Smart Rule 9: Confirmation 1
Conditions1

?fall:=FallSituation(?location:=locateAt);2

not exists(ButtonObservation(3

hasQualityValue==’False Alarm’));4

?timer:=DeadlineExpiryObservation(5

hasQualityValue==’Fall deadline’);6

Actions7

FallEmergency ?alarm :=createInstance(FallEmergency);8

?alarm.locatedAt:=?location;9

insert(?alarm);10

retract(?fall);11

retract(?timer);12

End13

The emergency is also inferred in cases of failure of the confirmation proce-
dure. In our scenario, the absence of stimulus devices and the inaccessibility of
the area where the abnormal observation has been detected are considered as
failure and translated automatically in an emergency alert to be checked by a
human (see Smart Rule 10).
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Smart Rule 10: Confirmation 2
Conditions1

?fall:=FallObservation(?location:=locateAt);2

?location(isAccessibleSpace==’False’);3

Person(not(nearTo isInstanceOf(MultimediaDevice)));4

Actions5

FallEmergency ?alarm :=createInstance(FallEmergency);6

?alarm.locatedAt:=?location;7

insert(?alarm);8

retract(?fall);9

End10

5 Conclusion

Developing monitoring agents that react to heterogeneous situations by consid-
ering their context requires a suitable engineering approach that must have the
advantages of ontologies as well as object oriented data modeling and program-
ming. The approach presented in this paper allows developing easily context-
aware monitoring agents for ambient assisted living application that can support
users in any predefined situation without specific programming of the agent’s rea-
soning core. Agents’ knowledge base contains a semantic model describing the
real world and rules to infer from the one hand non-observable contexts and sit-
uations and to trigger the corresponding reactive actions on the other hand. The
semantic model is defined by using micro concepts and smart rules languages,
which support respectively the unique name assumption, closed world assump-
tion and negation as failure features. Therefore, the agent knowledge base is
implicitly viewed as being complete and any missing information are considered
by default as false. In addition, the knowledge base will never include redun-
dant facts. These important features are unfortunately not supported in OWL,
which means that OWL-based knowledge bases are potentially representing par-
tial contextual knowledge and cannot be used in monitoring applications. In
contrary of state of the art approach where the detection of situation is com-
pleted automated, in the propose approach a general procedure for confirming
possible abnormal situations is implemented. The abnormal situations that can
be detected by monitoring agents are confirmed through a reliable stimulus-
response interaction. The latter is triggered by the monitoring agent and may
involve different modes that are related to the context of the user. Moreover, our
engineering approach allows designers to enhance agents to support new context
types only through the extension of the micro-ontology with few concepts and
smart rules without any additional programming. The semantic description of
sensors and their output types, including the transformation of output data
into knowledge are handled by a middleware of virtual objects, which assure an
abstraction with regards to the heterogeneity of sensing technologies and their
architecture remains independent from the architecture of the monitoring agents.
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The ongoing works are focusing to solve two main issues. The first issue con-
cern the possible conflicts (inconsistencies) that may arise when context infor-
mation about the same situation are provided by different virtual objects that
transmit to the monitoring agent at the same time. The second issue concerns
the exploitation of the temporal relations between observations in order to better
recognize non-trivial situations and take into account the effects of these changes
before triggering reactive actions.
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Abstract. The POSEIDON project aims to increase the independence and
autonomy of people with Down syndrome (DS) with the help of technical assis‐
tants. To find out which daily activities people with DS can manage on their own
and where help can lead to a greater independence, a survey was conducted as a
first step of the project. All in all, 583 questionnaires were filled in by carers of
people with DS. Data indicate that help increases the number of people with DS
being able to manage certain activities with the help of technical assistants.

Keywords: Down syndrome · Smart environment · Technical assistance ·
Integration into society · Autonomy · Mobility

1 Introduction

The POSEIDON project (PersOnalized Smart Environments to increase Inclusion of
people with DOwn’s syndrome) focuses on the task of bringing some of the latest tech‐
nological advances to people with Down Syndrome (DS). The aim was to develop tech‐
nological infrastructure to help people with DS to achieve greater independence and
inclusion in their everyday lives. It is a three-year project (2013–2016) which has been
founded by the European Commission. Nine partners1 from the United Kingdom,
Norway and Germany are involved. The idea generation and the developmental process
of POSEIDON´s technical assistants based on a user centred approach. This means that
all stakeholders as there are people with DS, parents, carers and teachers were included
in all stages of the developmental process. The first step in the project was to find out
were support is needed in order to provide technical assistance for those situations. So,
an extensive scientific online survey was conducted; selected results are presented in
this paper. Based on these results different technical applications were developed and
tested in two usability tests.

1 Karde AS, Middlesex University, Fraunhofer IGD, Berlin Institute for Social Research, Funka
Nu, Tellu AS, Norwegian Network for Down Syndrome, Down’s Syndrome Association –
UK, Association Down-Syndrome – Germany.
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2 Theory

Down syndrome, also known as trisomy 21, is caused by extra genetic material in chro‐
mosome 21. According to the WHO, 1 in 1000 to 1 in 1100 live births worldwide is
affected by DS. People with DS have many different symptoms as there are physical
limitations [1], but it also affects mental areas being responsible for cognitive, linguistic
and sensomotoric skills [2]. Even though the capabilities and disabilities often vary to
a high extent, there is a general perception that people with DS can achieve little within
the society they live in. One reason might be that they have problems in expressing
themselves [3]. Problems in expressive language can cause an underestimation of intel‐
ligence and other competencies [4]. But in some cases, they successfully complete
university [5] and become as independent as possible. This leads to the assumption that
people with DS can achieve much more than they are expected to, especially when help
is provided. Research has shown that people with DS have a high affinity for technology
and that it seems to be of great importance for them [6]. Due to that fact, we assume that
technology can be an opportunity to increase their independence and to strengthen their
self-confidence.

3 Method

The aim of this requirement survey was to find out which activities of daily life
people with DS can do on their own, where help is needed to fulfil certain tasks and
where they, even with help, cannot manage to do things. Our main interest was to
get an idea about what they can accomplish when help is offered in order to provide
support for these certain activities. To examine a large sample as possible a quanti‐
tative research design was planned and a questionnaire created2 which focused on
IADL (Instrumental Activities of Daily Living) - skills and on the use of modern
information technology in daily life. It was important to find out how people with
DS cope with different situations in daily life, including time management, handling
money, travelling, health, communication and school/work/learning. It was asked if
the person with DS is able to do a certain activity on his/her own, with very little
help, with some degree of help, with a lot of help or if he/she is not able to do this
activity. We also focused on the estimated impact assistive technology might have
to improve the living situation of people with DS. The questionnaire addressed
everybody caring for people with DS because people with DS are often not able to
fill in a questionnaire. An online version of the questionnaire was published on
various platforms of the national Down Syndrome Organisations in UK, Norway,
Germany, Italy, Slovenia and Portugal. The survey was conducted from December
2013 until the end of 2016. All in all, 583 questionnaires had been filled in.

2 Available under www.bis-berlin.de/POSEIDON/Quest/RequirementAnalysis.pdf.

242 A. Engler et al.

http://www.bis-berlin.de/POSEIDON/Quest/RequirementAnalysis.pdf


4 Results

It became clear that people with DS mainly need support in the areas of mobility, money
handling and time management. For this paper, we decided to focus on mobility where
most help is required and most assistive technologies in the POSEIDON project were
developed. Data are analysed for three age groups3: 10–19 years, 20–29 years and 30
years and older. The distribution for the age groups (N = 372) is presented in Table 1.

Table 1. Age and gender distribution

Male Female All
10–19 years 125 84 209
20–29 years 63 51 114
30 years and older 26 23 49
Sum 214 158 372
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Fig. 1. Mobility -part 1 - in percent

Results indicate that competencies regarding mobility vary highly between age groups
and items. As shown in Fig. 1, competencies increase with increasing age. Whereas
remembering a familiar route seems to cause less problems and most of the people with
DS are able to do this, at least with help4, almost none of the people with DS is able to use
a map to find his or her way alone. Help seems to be very promising, especially for using

3 Children under 10 years and people who have not reported their age are excluded.
4 All people who need very little, some degree or a lot of help are summarized in one group who

“can do this with help”.
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public transport, remembering a familiar route and knowing how to travel safely in local
areas. This is true for all age groups. Without help, almost none of the people with DS can
use a map to find his or her way. But help can increase the number of those managing this
activity up to 22.4%, at least if they are between 20 and 29 years old.

Figure 2 indicates that especially planning activities seems to cause problems for
people with DS. This is true for finding routes on maps, finding out how much time is
needed for a trip and planning how to get somewhere. Data indicate that among of those
aged between 10 and 19 almost no one is able to do these activities alone. No matter
how old people with DS are, even with help these activities seem to be challenging.
However, data show that the older people are the more likely they are able to deal with
these activities when help is provided. Providing help leads to a huge increase of the
number of people being able to do things. This is especially true for those aged 30 years
and older and finding out how much time is needed for a trip and dealing with unexpected
events. When help is provided, 39.6% and 42.2% are able to do this among those older
than 30 years.
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Carers were also ask if they think assistive technology, like an app on a smartphone
or tablet, might help to overcome daily challenges. Most of them (54.5%) think that
technical assistants can help manage daily activities. 12.1% do not see a benefit in using
such a technology. One-third (33.5%) indicates that this question is difficult to answer.
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5 Discussion

The survey provides a broad overview on the competencies and problems people with
DS have in their daily life. The major result of the survey is they have highly divergent
competencies - some of them can do a lot of things on their own, some cannot do things
at all, and a larger group is able to do things with help. These are promising results
considering assistive technologies as being helpful to support the challenges in daily
life. The large number of carers demonstrate the immense interest parents and relatives
have to improve the everyday life of those they are caring for. The results of the survey
clearly indicate that people with DS can do many things when help is provided. The
questionnaire allows only limited explanations. We especially do not know why people
with DS are doing things not on their own. We cannot say to what extent they are not
able to do them and to what extent they are not doing them because of an overprotective
system they live in. However, the results can be seen as a good basis for developing
assistive technologies for people with DS.

6 Conclusion and Prospects

POSEIDON contributes to the field of smart environments where there is little done
before for people with DS. Not much is really known about their interaction with tech‐
nology. User-centerdness was paramount for the success on adoption of Intelligent
Environments. The first step was the online-survey. The results lead to the assumption
that people with DS can achieve a lot when help is provided. The results also indicate
that assistive technologies should be quite flexible since their capabilities vary to a high
extent. Based on the results, different technical assistants were developed in the
POSEIDON project to support these activities. To help people with DS in terms of
mobility, a navigation app and a Home Navigation System (HNS) was developed and
for carers a Route Creator app to create routes. These routes can be rehearsed with the
HNS on the PC and they can be used on smartphones to navigate outside. Carers can
adapt the routes to the needs of their protégées with pictures, text and speech. All appli‐
cations were evaluated regarding their usability and usefulness in field studies with
people with DS and their families. Results indicate that POSEIDON has a great potential
to increase their independence.
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Abstract. Electric fields are influenced by the human body and other
conducting materials. Capacitive measurement techniques are used in
touch-screens, in the automobile industry, and for presence and activ-
ity recognition in Ubiquitous Computing. However, a drawback of the
capacitive technology is the energy consumption, which is an important
aspect for mobile devices. In this paper we explore possible applications
of electric field sensing, a purely passive capacitive measurement tech-
nique, which can be implemented with an extremely low power consump-
tion. To cover a wide range of applications, we examine five possible use
cases in more detail. The results show that the application is feasible
both in interior spaces and outdoors. Moreover, due to the low energy
consumption, mobile usage is also possible.

Keywords: Electric field sensing · Capacitive sensing · Motion detec-
tion · Sensors · Gesture recognition

1 Introduction

The advent of touch-screen technologies in smartphones, tablets, and automo-
tive human-machine-interfaces has sparked an increasing trend towards natural
interaction paradigms that enable a user to interact with a machine using the
same means as with interaction between persons - speech, gestures, and mimics.
In recent years capacitive sensing systems have become a major input modality
for small computing devices but have also found their way into the domain of
ubiquitous interaction. Regarding the detection range, modern capacitive sensing
systems can detect the proximity to objects at distances up to 50 cm. However,
these systems use actively generated electric fields to sense their environment.
In contrast to active capacitive sensing, our proposed electric field sensing is
completely passive and picks up changes in ambient electric potential, generated
by human movements. It can detect the presence of a human body in distances
up to 2 m [6]. Working through any non-conductive material, they are especially
suited for integration into the typical home environment as they can be placed
into furniture. An array of electric field sensors can be used to detect passive
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-56997-0 20

http://orcid.org/0000-0003-1819-6091


248 J. von Wilmsdorff et al.

interaction patterns, e.g. the presence of a person, but also active interaction,
e.g. gestures performed by a user over an equipped surface. The low power con-
sumption is also a major benefit for mobile usage.

In the following sections we will first introduce the technology of electric
potential sensing, and then we will examine some potential applications.

2 Related Work

It’s easily possible to turn most of the everyday objects into smart objects by
simply applying the active capacitive sensing technique. Sato et al. [14] pub-
lished in their work Touch? different everyday objects equipped with interactive
capabilities, like e.g. a smart doorknob to sense different grasp gestures and a
smart desk to sense body gestures. Besides, Kaila et al. [9] embedded capaci-
tive sensing techniques into furniture to make it smart enough to interact with
users unobtrusively for smart home applications. It automatically fades into the
background, if it is not used and offers visual input help as the user interacts
with it. Braun et al. [1] worked on a smart wooden table called CapTap, which
combines capacitive hand tracking and acoustic touch sensing. Ivan Poupyrev
et al. even go a step further and turned flowers into electrodes to interact with
the surroundings as introduced by the project called Botanicus Interacticus [11].
However, these active capacitive techniques possess the same disadvantage in
the sense of power consumption.

The concept of passive electric field sensing has been explored more and
more in recent years by various researchers. Cohn et al. [4] use the human body
as receiving antenna and turn the electromagnetic noise which already exists
in our environment into useful signals for home automation applications. His
group further developed an ultra-low power wearable device to detect human
body motion using static electric field sensing [3]. Another example for wear-
ables based on electric field sensing that can detect movements of legs and even
the touch of human hair is shown by Pouryazdan et al. [12]. Prance et al. [13] use
electric field sensing to detect remotely heart rate signals (ECG). They are able
to detect the electric field change almost 40 cm apart from the surface of the
body. Grosse-Puppendahl et al. [6] deployed a prototype called Platypus using
the passive electric field sensing to perform indoor localization and person iden-
tification. The most important advantage of these type of technologies lies is
its low power consumption. Therefore, our research also relates to the field of
passive electric field sensing. In this paper, we will present further explorative
studies we performed to show the wide range of application possibilities using
this technology.

3 Electrical Field Sensing

Electric field sensing is a measuring technique that relies on the same physi-
cal principles as capacitive sensing. Capacitive sensing uses a constant current
to charge and discharge an electrode. If an object comes near this electrode,
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the time needed to charge and discharge the electrode is altered because of the
change in electrical capacity, which determines the amount of charge that the
electrode is able to store. In this approach, the charging time is measured and
correlates linearly to the electrical capacity. Capacitive sensing is, therefore, an
active measurement, as the electrode emits an electrical field.

Since electric field sensing is similar to capacitive sensing, electric field sensing
also reacts on the change of electrical capacity. But the main influence on the
measurement is the charge carried by the object in nature itself. In contrast to
capacitive sensing, voltage is measured. The voltage U of an electrode to ground
correlates as follows to the charge Q and the electrical capacity C:

U =
Q

C

Due to the triboelectric effect and other sources of static electricity, nearly every
object carries a charge Q. The capacity C of the electrode, which can be inter-
preted as a virtual capacitor to ground, can be derived as:

C = ε0εr
A

d

where ε0 is the vacuum permittivity, εr is the relative permittivity, A is the Area
of the electrode and d the distance to the ground. If a charged object moves near
the electrode, it causes the charge in the electrode to move accordingly, resulting
in a current that can be measured. That is why electric field sensing is a purely
passive measurement; no electrical fields are emitted. Because of Ohm’s law and
because the induced current is very small, the resistance on the electrode has to
be high to measure the change in voltage. To achieve a high resistance in a giga-
ohm range, an operation amplifier is used in a unity gain buffer configuration,
as shown in Fig. 1.

Fig. 1. The basic measurement circuit.

An advantage over classical capacitive sensing is the increased range. Elec-
tric field sensing can be used to measure objects several meters away from the
sensing electrode, as shown for example in Mirage by Mujibiya et al. [10]. Active
capacitive sensing is well suited in close range proximity sensing [7]. Another
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advantage over capacitive sensing is the reduced energy consumption since no
electrical field is formed. The measurement itself as shown in Fig. 1 only con-
sumes several nano-amps. A similar efficient system is shown by Cohn et al. [3].
The operation amplifier used in our electric field sensor implementation, the
MCP604x from Texas Instruments, only uses 600 nA as quiescent current. All
other components drain even less power so that the sensor consumes overall less
than 800 nA.

A disadvantage with the purely passive electric field sensing is that only
moving objects can be detected since a current has to be induced in the electrode,
which is only possible by moving electrical charge. This can be done mainly in
two different ways:

1. A charged object moves by, similar to a charged balloon moving close to some
hair, moving it in the process.

2. A constantly changing electrical field is emitted, as, for example, every cable
in households does that transmits an alternating current.

Classical capacitive sensing, on the other hand, can measure the distance of
objects despite the fact that they are moving or not. The sole presence of a
conducting object changes the capacitance and hence can be detected.

Electric field sensing also cannot measure the distance to the approaching
object. That is because the measured voltage is a function of charge and capac-
itance. The electrical charge of the same object can vary over time and even
change its sign. Trivial everyday activities, such as walking over a carpet or
washing hands are affecting the amount of charge carried by a person. For this
reason, the amplitude and the sign of such a voltage measurement give only
limited information.

4 Exploratory Studies

After introducing the basic working principle of passive electric field sensing in
the last Section, we now come to the point, where we would like to present
several possible applications we conducted applying this sensing technology. We
first imitate a standard application of capacitive measurement: the recognition
of presence. However, passive electric field sensing can be used for much more.
Since we primarily recognize an activity, we try to use this fact to recognize
from which direction a person approaches. To show that this is not only possible
in controlled indoor environments, we also investigate the application outdoors
in our third study. The recognition of the direction of motion thus leads us
to a refined application for gesture recognition. This is shown in our fourth
study. Finally, we demonstrate a further advantage over the plain old capacitive
technology by the mobile application of passive eclectic field sensing.

4.1 Whiteboard Sensor

A limitation of passive electric field sensing is, as discussed in Sect. 3, that it
is hard to detect non-moving entities. With classical capacitive sensing, this is
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not an issue. To show how it is possible with passive electric field sensing to
detect static situations without any movements, we face a standard application
for capacitive sensing - Touch detection.

In this first experiment, we turned an unmodified whiteboard into an inter-
active touch sensor. Until now, the sensors used in other proposed experiments
always filter out all frequencies above 50 Hz including the 50 Hz itself. In this
experiment, an electric field sensor was modified such, that it filters out frequen-
cies below 50 Hz. This is useful to overcome the constraint of the sensors that
only movements can be detected. We especially deploy the 50 Hz component to
detect the presence of a user. This experiment features a common whiteboard,
which consists of at least one conductive layer. The surface of the whiteboard
itself is non-conductive. For measuring the electric potential of the conductive
layer, an electrode was attached on top of the non-conductive layer of the white-
board. This means that the electrode has no direct contact with the conductive
layer, but the electrode and the conductive layer are coupled in a capacitive way
since they both resemble a small capacitor. Figure 2 shows the sensor as well as
the attachment of the electrode.

Fig. 2. Modified EF-sensor attached to a whiteboard.

As can be seen in Fig. 3, a touch on the whiteboard caused by a user will
result in an increase in the amplitude. This increased amplitude remains as long
as the user touches the whiteboard. By constructing the envelope curve of the
measurement, a simple touch sensor can be created. The sensor is able to deliver
the information whether the whiteboard is touched.

This approach shows that electric field sensing is capable of substituting
classical capacitive sensing. It also shows that electric field sensors can easily turn
everyday objects into interactive entities. As long as the object features some
conductive behavior, attaching sensors like the above can turn our surroundings
into components of the Internet of Things. Especially in this context, low power
consumption plays an important role.
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Fig. 3. Touch event on a whiteboard.

4.2 Door Sensor

The electrode of the electric field sensor was placed all around the door, in
the form of a thin wire. The goal of this second experiment is not only the
detection of persons in a room but also to detect if a moving person is entering
or exiting the room. Because of the small diameter of the copper cable of the
electrode that was used, the electrode was completely hidden within the rubber
on the doorframe. The doorframe itself is made out of metal. This property is no
requirement for the experiment but can be used to generate more information,
as shown later on.

Fig. 4. Four different electrical footprints: a person exiting the room, a person entering,
closing the door, and opening the door

Figure 4 illustrates four simple classes that can be easily distinguished. As
shown, the entry event of a person and the corresponding exit-event of the same
person differ in magnitude. The reason for this is the location of the electrode.
The electrode was placed on the outside of the doorframe, which consists of
metal. The electrode was facing the inside of the room. The metal shielding of
the doorframe reduces the amplitude of the measurement in the direction of the
hallway.



An Exploratory Study on Electric Field Sensing 253

Likewise, the amplitude of any activity inside the room can be detected
better. That is the reason that the exit event of a person will always have a
larger amplitude than entering the room. This holds only for the same person
within a small time-frame, since the charge of any entity, can vary over time.
The closing and opening of a door can, in contrast to many other activities, be
classified by the sign and form of the event recorded. Normally, the sign of the
voltage amplitude of moving entities can change over time, as described in Sect. 3.
However, in the case of a installed door, the door is permanently connected to
the ground potential and hence cannot build up much static charge, except for
small charges on the surface of the door. By closing the door, the ε (the electrical
permittivity) of the virtual capacitor created by the electrode and the ground,
will change. That influences its capacitance which results in a change of the
measured voltage.

This experiment showed that it is possible to detect the direction of moving
entities with a single electrode, even if only in a small timing window. To have a
more reliable way to determine the direction, multiple electrodes should be used,
as shown in a later experiment. In order to achieve the same functionality, the
classical capacitive system needs larger transmitter electrodes and thus consumes
way more power.

4.3 Traffic Observation

In the third application, the electric field sensor was deployed on the street, to
test the sensor in a more open environment. This experimental setup should
answer the question, if it is possible to distinguish between different participants
of the traffic, like e.g. trucks, cars, bicycles or longboards. Since cars should
influence the electric field significantly, electric field sensing could be an excellent
technology for vehicle classification.

Figure 5 depicts the deployment of an electric field sensor on the street. Note
that the deployment of the sensor did not take longer than a minute, this system
is in particular suitable for fast and uncomplicated acquisition of traffic data.
Vehicles and passengers are crossing the sensor deployed on the ground, and
their electric footprint will be collected. Since only one electrode was used, it
does not matter in which direction the vehicles are moving.

Figures 6, 7, and 8 illustrate three different vehicles (a car, a truck and a
bicycle) crossing the sensor electrode. The curves depict the electric footprint
of the respective vehicles. The peaks are due to the wheels crossing the sensing
electrode. Based on the spacing in time and the known distance of the wheels,
we can further deduce the speed of the driving vehicles. The difference of the
signal form and duration can be seen clearly. The peaks in signal were caused by
the wheels crossing the sensing electrode. Therefore, by counting the time of two
successive wheels generated a signal and the distance between the wheels, it is
further possible to detect the velocity of the driving vehicle. A similar approach
using the classical capacitive sensor should be investigated in the future.
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Fig. 5. Deployment of one electric field sensor on the street
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Fig. 6. Electric footprint of a truck
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Fig. 7. Electric footprint of a car
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Fig. 8. Electric footprint of a bicycle

4.4 Gesture Recognition

As a fourth use case, we show an example of refined classification of movement
directions with multiple electrodes, as suggested in the second experiment. To
demonstrate this, we propose a system for gesture recognition based on elec-
tric field sensing. We developed a prototype in the style of a smartwatch, called
GeFish (Fig. 9). The aim was to recognize gestures in a two-dimensional space. In
order to measure the direction of a gesture, the electrodes are arranged symmet-
rically on four opposing edges of our “clock face”. The direction of the movement
can be calculated by considering the order in which the electrodes were activated.

Fig. 9. The housing of GeFish.

For reasons of space and cost optimization, electrodes are built-in and are
part of the PCB which is illustrated in Fig. 10. Distinctive components are the
operational amplifiers at the center, the big 1GΩ resistors, and four electrodes.
Every electrode is connected to two measurement groups. In comparison to the
classical capacitive sensors, such small electrodes design would not be possible.
The measuring distance would be too low for remote sensing. The signal without
filters could be used to analyze the ambient 50 Hz field so that not only move-
ments can be registered, but even the sheer presence of body parts. The second
measurement group only consists of a 1GΩ resistor and an operation amplifier.
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An operation amplifier is used a voltage follower, which is needed to increase the
input resistance of the electrode. The resulting signal is fed into an additional
ADC. If the signal were fed directly into the ADC, without using a voltage fol-
lower, the signal to noise ratio would be lowered because the input resistance of
the ADC is not sufficient for the small currents induced by the user. At the bot-
tom side of the board, the microcontroller and debug ports are placed (Fig. 11).

Fig. 10. GeFish top view. Fig. 11. GeFish bottom view.

The time difference between the signals of the four electrodes is used for
determining the direction of movement. As depicted in Fig. 12 a difference can
be seen in the course of the four measurement curves. A simple state-machine
is used to analytically find the typical pattern for a movement over a single
electrode. This pattern is a sequence of a local extremum, followed by a zero-
crossing, followed by another local extremum. After recognizing this pattern, the
position of the zero-crossing is calculated. This procedure is done for every set
of measurements of every electrode. A valid gesture in this context is if all four
electrodes report an extremum-zero-extremum pattern within a certain amount
of time. Another indicator is the relative time difference between those events.
Absolute timing values will not do any good because every user executes ges-
tures with different speeds. For this reason, a system was implemented which
calculates the confidence of every direction and a confidence value for the situ-
ation that a gesture was done at all. So if the software is certain that the user
has interacted with the system, it will output the direction, but only if a certain
level of confidence is reached. That minimizes false positives since a user who
walks past the sensor generates a similar pattern than a user making a gesture.

The functionality was shown in a small evaluation with 13 users. This experi-
ment confirmed our thesis formulated in the second experiment, that it is possible
to use electric field sensing for a robust detection of moving directions.

4.5 Wearables

In the previous experiments, the electrode of the sensors was always placed on a
solid structure. That means that the potential to the ground of the electrode itself
remained the same every time. The question arises what happens if the electrode
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Fig. 12. A recording of all four electrodes of GeFish.

is worn on the body so that the potential to the ground changes over time.
The following experiment was conducted in cooperation with the University of
Sussex. The electric potential sensor used in this experiment was designed by
the University of Sussex [2,5,8] and further embedded into our custom-designed
circuits. The used external sensor device is also known under the name electric
potential integrated circuit (EPIC) and can be commercially purchased from the
Plessey Semiconductors1.

Fig. 13. A person wearing multiple electric field sensors.

Figure 14 illustrates the sensor recording of approximately three minutes of
activities. In this experiment, the person moving around is equipped with a vari-
ety of different sensors (see Fig. 13). Accelerometers and gyroscopes are embed-
ded in each shoe to serve as a reference to our electric field measurement. This
reference sensor system embedded in the shoes was also in courtesy from the Sen-
sor Technology Research Centre of the University of Sussex. Four electric field

1 http://www.plesseysemiconductors.com/

http://www.plesseysemiconductors.com/
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sensors are worn directly on the skin; two sensors are deployed on the shoulder,
one on the back and one on the hip. All sensor are directly connected to the skin.
The last row of Fig. 14 represents the average of these four sensors. Additionally,
all activities were recorded on video. A synchronization procedure is used to
match the timing of the sensor readings to the video.

From second 20 to second 75, the person is walking around. Then the person
stood still for a couple of seconds before walking to a table afterward. At 90
seconds, the person takes a seat and starts typing on a keyboard. The signal
at each time, when the person is in motion can clearly be seen in the recording
from Fig. 14.

Figure 15 illustrates the sensor readings while walking over a pad of rubber.
As seen in the recording, a natural step results in a pattern with two bulges.
The pattern arises from the typical movement of a foot while rolling off the floor.
When walking over a different type of floor, like a pad of rubber, a change of
amplitude in the recording can be noticed. Exactly three steps were made on the
rubber pad as marked in yellow in the measurement, where three step-pattern
have got a smaller amplitude. This implies that electric field sensors, when worn
on the body, can provide information not only for the activities of a person but
for the environment itself.

Another example for monitoring external influences can be seen around sec-
ond 150 in Fig. 14. At this point, the person wearing electric field sensors was
touched by another person, resulting in a big change of amplitude. Again, the
problem of ambiguity occurs. By looking at all available contextual information,
it is easy to come to the conclusion that an external influence caused the dis-
tortion since all other accelerations and gyroscopic sensors have no deflections.
However, to spot the reasons of the distortion at second 150, there is not enough
data just by looking at all sensor graphs without further knowledge. To iden-
tify the source of such external influences, a bigger sensor array of electric field
sensors is needed than in this recording.

Surprisingly, even without a big array of sensors, very small movements and
activities like typing on a keyboard can easily be spotted. Figure 14 focuses on
the activities at second 120. The person wearing the sensors is sitting still, which
can be deduced from the acceleration sensors. With acceleration and gyroscopic
sensors only, it is impossible to spot such small movements if the sensors are not
worn directly on the fingers or near the fingers. However, even without wearing
an electric field sensor on the arms, typing on a keyboard produces a unique
pattern in the recording.

The experiment showed that electric field sensing in mobile applications
can generate a lot more information than currently used technologies such as
accelerometers while being more energy efficient. We have shown how sensitive
this measurement method can be. This application opens up a wide range of
possible applications in the areas of sports and fitness, as well as in health care.
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Fig. 15. Walking over a pad of rubber.
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5 Conclusion and Outlook

In this paper, we compared capacitive sensing to passive electric field sensing
and discussed various use-cases for this technology. Not only did we describe
theoretically possible fields of application, with our data we are able to prove that
this technology is really potent and that in some scenarios it would be beneficial
to use electric field sensing instead of currently established technologies. That is
because in the cases presented in this paper we can generate much information
with electric field sensing without the need of fusing several sensor technologies.
In the five use cases, we have shown that the presence and activity of persons
and machines are recognized. The direction of activity can also be determined
by a simple construction. Thus, gesture detection is also easy to implement even
with a small electrode surface. We also showed the advantage of the mobile
application.

Since we only presented a small compilation of conceivable use-cases, there is
a lot of other applications that should be explored with this sensing technology.
Future work with electric field sensing could involve a variety of new uses. For
example, the detection of water damage in large structures, since it is a cheap
technology with the possibility of large and flexible layouts for electrodes, or
new devices for x-ray like machine-vision in non-harmful ways by creating large
electric field sensor arrays. Alternatively, high-resolution localization of charged
entities with only very few sensors based on the “time of flight” of charge redis-
tribution. There are still a lot of scenarios worthwhile exploring.
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1 Introduction

Responsive Environments (ResEnv) are venues augmented with interactive technolo-
gies and enriched with digital content. They were defined as spaces enhanced with
media and technology to provide a user experience (UX) that is interactive, rich, and
changing; being engaging with their visitors and adaptive to them [1]. Our main
motivation in developing ResEnv is to crate a comprehensive experience, which
combines ubiquity, ambience and pervasiveness. We believe that ResEnv combine the
functionalities a space should provide, with the desired user experience, relying on
interactions that are meaningful for the users, yet simple, without the urge for “more” –
and unnecessary – complexity [2–4].

To clarify the concept of Responsive Environments within a contemporary context,
we list comparable research areas in Table 1. These areas of research are about dis-
tributed information and communication technologies (ICT) as well as interaction
channels, creating a digital ecosystem that surround the user. All of Ubiquitous Com-
puting (UbiComp), Pervasive Computing, Ambient Intelligence (AmI) and ResEnv rely
on a combination of media, modalities, interactions and technologies. However, only
ResEnv includes a spatial and architectural embodiment as an essential component.
Another key difference is that the constituent elements of each of these approaches have
different prominence, priority, and level of engagement with the user. UbiComp pri-
oritises the availability of information, Pervasive Computing prioritises the optimal use
of technology in integration within objects and devices; as for AmI, it makes use of
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technology and information availability to provide content that has an effect on the entire
environment. UbiComp relies on a push of information through the use of technology
implemented on platforms of different sizes [5, 6]. Pervasive Computing prioritises the
minimizing and hiding of technology to provide content and functionalities [7]. It is a
disappearing technology that supports mobility and is in part worn/held by the user and
in part embedded in buildings. To do so, Pervasive Computing relies on smart spaces,
and a stable and scalable interaction [8]. AmI on the other hand relies on distributed
integrated technology into everyday objects and deliver “social interaction” [2]. While
information, content and technology are building components of ResEnv, in similar
fashion to AmI. However, in the case of a ResEnv, it is the user experience that guides
the design process and is the major focus of attention.

1.1 A Short Historical Perspective on Responsive Environments

American artist and researcher Myron Krueger is one of the early pioneers in the field.
He took the implementation of media within spaces to a next level in the late 1960’s: at
the heart of Krueger’s contribution was the notion of the artist as a “composer” of
intelligent, real-time computer-mediated spaces, or “responsive environments”, as he
defined them [9]. Krueger “composed” environments, such as Videoplace, a computer-
projection of graphic content designed in 1969. The projection was reactive to the
gestures of the audience, and even anticipating some of their actions, thanks to sensors
on the floor, graphic tables, and video cameras [10, 11]. Hand movements and
manipulations were the modalities available. With such installations, Krueger pio-
neered the development of unencumbered, full-body participation in computer-created
telecommunication experiences and coined the term “artificial reality” to describe it.
Much later, by the 1990’s, the relationship between media and architecture grew in
strength as ideas became technologically and practically feasible. The application of
kinetics in architecture, as the application of motion in the design of spaces, was by
then re-examined under the premise that buildings’ performance could be optimised if
they delivered physical adaptation of forms and spaces [12]. The evolution of the field
of human-computer interaction and ubiquitous computing became the driving force
behind the interest in adaptive spaces and architecture [13].

Table 1. Research areas related to responsive environments

Research areas Main focus

Ubiquitous
computing

Information technology – information is accessible, present and
surrounding the user, relying on a collection of devices

Pervasive
computing

Technology everywhere – computing is embedded into everyday
objects and devices

Ambient
intelligences

Content everywhere – the whole surrounding (i.e. all the physical
objects used) is enhanced with digital content

Smart
environments

More comfortable life – an environment of connected and interacting
devices in an ordinary setting for everyday tasks

Responsive
environments

User experience everywhere – the user experience the venue in a
designed way
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More recent developments have focused on a combination of sounds and lights,
such as “Audio Grove” [14]. A light and sound installation that consists of a circular
wooden platform, on which vertical steel posts extend toward the ceiling. These ver-
tical steel posts are an interface through which light and sound can be physically
experienced and controlled. Visitors touching the posts evoke a soundscape, which
always results in a harmonic melody whatever the combination of interactions. This is
similar to the “Dune” interactive landscape, combining nature and technology [15].
Another development has seen the emergence of building as interactive systems. The
Prada Transformer pavilion in Seoul is a good example. It is a pioneering structure,
flipped using cranes; each side plan is designed to host a different event, hereby
creating a building with four cultural identities. Whenever one shape becomes the floor
surface, the other three shapes become the walls and the ceiling defining the space, as
well as referencing past – or anticipating future – event [16]. The “Illumina” building in
Singapore is another approach; it features an interactive facade, where visitors
use mobile phone to send messages, images and graphics to be projected onto the
building [13].

One last installation is worth mentioning: The “Ada Experience”, it merges
effectively the design of the space with interactive flooring and rich audio-visual
content. The installation interacts with visitors and communicates through sound, lights
and visuals [17]. Ada relies on visitors’ actions such as walking, standing and jumping
around to immerse them in an environment where their sensory stimulation comes from
the installation and, to a lesser degree, from other visitors. Like an organism, Ada’s
output is designed to have a certain level of coherence, and to convey an impression of
behaviour towards visitors [17].

1.2 Similar Work

In this section we review some projects that closely relate to Responsive Environments,
and in doing so highlight some of their key features.

Smart Homes
Smart homes were defined as incorporating a network that links the key appliances and
services and allow for their remote control, monitoring and access; as such these homes
are equipped with a network to connect all appliances and systems, a control and
management system to set preferences and an automation system that connects with
services and contents [18].

Interactive Architecture
It about architectural projects that address changeability, adaptability and interaction
issues [19]. To design such architecture, four “informative steps” are suggested:
(1) Analysis (what aspects of the architecture should be interactive, and to which
extent), (2) Concept generation (finding a comprehensive solution to the design
problem), (3) Simulation (to check if the proposed design meets the requirements and
needs of the users), and (4) Assessment (to find out the degree of compliance of the
design with the requirement and needs of the user).
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Interactive Public Spaces
They are about the distribution of technology into public spaces and context dependent
social applications; resulting in crowd behaviour and social interaction [20]. They can
be classified as performative (each user interact independently and in isolation of the
others), allotted (each user share the venue of interaction with others), or responsive
ambient (where all the users share the interaction and content).

Smart Environments
These are venues that rely on the acquisition of information, about the environments
and their users and the processing and merging of information to improve users’
experience [21]. They also are environments that adapt to their users and in doing so
improve their users’ experience [22]. Smart Environments were made possible via the
miniaturisation of ITC and the increased functionality of everyday objects and their
transformation into “smart artefacts” [23].

Intelligent Environments
Intelligent Environments were defined as comprising Sensors and Actuators (e.g.
position, pressure, biometric data), Network and Middleware (e.g. wired and wireless
network, sensor data processing software), Pervasive and Ubiquitous Computing (e.g.
various distributed devices with small computing capabilities), Artificial Intelligence
(e.g. Activity recognition, cognitive inference for decision making, Autonomy), and
Human-Computer Interaction (e.g. no need for user training or specialisation) [24]. In a
further development, Intelligent Environments have been defined as having reached a
certain level of maturity and being ready to be implemented within real applications.
Intelligent Environments are also defined as enriching the environment with technol-
ogy, and relying on real-time and stored data for adaptation and interaction with the
user [25]. Furthermore, intelligent Environments have the potential to proactively
support their users in their daily lives [26].

2 Responsive Environment Framework

While the concept have been defined, there is a lack of a design and evaluation tool that
could help design, develop, assess and classify ResEnv. A tool for a multidisciplinary
design team to adopt and use in the design process leading to the successful imple-
mentation of a ResEnv. We believe this is essential, because to be responsive, a variety
of channels of interaction between the users and the ResEnv need to be relied on. To be
at the same time an environment, implies the emergence of a media and digital
eco-system that surrounds and immerses the users. These are endeavours that clearly
cannot easily be achieved without the help of a methodical approach. In this per-
spective, some attempts at establish a framework leading to ResEnv can be found in the
literature [16, 27, 28]. Unfortunately, the proposed methods do not consider a com-
prehensive set of design elements and a combination of disciplines that such envi-
ronments’ development necessitates. ResEnv require different creative, development
and implementation skills. Content, delivery platforms, modalities of interaction,
methods of adaptation and finally the technology relied upon are all challenges to be
addressed. Designing a ResEnv is, in this perspective, an iterative process that requires

266 B. Salem et al.



informed design decisions from various disciplines and stakeholders’ perspectives. We
therefore propose a framework that offers guidelines for the design and assessment of
ResEnv (see Fig. 1). This framework includes a combination of quantitative and
qualitative design dimensions, each with several elements that may or may not be
applicable and relevant, depending on the environment’s specifications and require-
ments. These design dimensions relate to the architecture, technology, media, modal-
ities, interaction, adaptation and, user experience.

One of the particularities of the proposed framework is that it includes an archi-
tecture dimension, and here architecture refers to the design of the built environment.
Indeed, ResEnv are an extension of the work of Krueger [9], and Bentley et al. The
latter defined such concept as a manual for designers of the built environment [29].

The framework should be used as a reference tool by designers and operators of
ResEnv, helping them address each of the key elements that contribute to the envi-
ronment responsiveness and deciding what level of sophistication to reach and to
maintain. The framework can be used in a bottom-up fashion, starting at the archi-
tecture dimension and adding features at each of the successive dimensions, up to the
user experience. In this case the design follows a system-centric approach – first
defining the built environment, the technology and the content before addressing the
interaction and moving on to more user related issues. Symmetrically, the framework
can be used in a top-down approach, in a user-centric approach, focusing first on the
user experience and the adaptation of the installation.

Another noticeable feature of the proposed framework is that its seven dimensions
are correlated and interdependent. Media and modalities are an obvious case, but even
architecture and experience are related (the first defines the second, and experience
influences the perception of the architecture).

Looking at the framework and starting at the architecture dimension (e.g. the build
environment) the properties of the environment relate to access, it is where the users
can go in the environment and what are the alternative paths they can follow. It also
relates to visibility and legibility, which is the awareness and the understanding users
have of what is available. The environment has to possess variety: a range of possible
actions and experiences for the user, as well as richness, which is the choice and the
complexity of sensory experience rendered. Finally the space has to possess some
personalisation, allowing users to adjust and personalise the space surrounding them.
(Table 2 summarises the dimension and its specifications, inspired by [29]).

Table 2. Architecture dimension of the framework

Specifications Measurements

Accessibility How is the access to the different spaces granted to the users?
Availability Is the architecture of the venue prominent within its context?
Legibility Are the architectural spaces recognisable, from a functional and aesthetic

perspective?
Variety Is there a diversity of spaces, of layouts and styles provided?
Richness How much architectural features and content are there in the venue?
Personalisation Is the architecture customisable or changeable by the visitors?
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After considering the different architectural features of an installation, the next
dimension is technology. It is about what devices are used in the environment, how
they are available to the users. Connectivity via networking between the devices, the
environment and beyond needs also to be considered. Reliability (robustness, security)
is also important alongside scalability (see Table 3).

The next dimension of the framework relates to the media that is delivered in the
environment (see Table 4). The intrusiveness is about how significant in the user
landscape is the media in question – the degree of prominence in the user’s perception.
The disruptiveness of the media is another feature, relating to the level of interruption it
produces and how important the resulting attention it receives from the user is. Flow
disruption is also to be taken into account. Other properties relate to how information
and entertainment are provided. How the media is delivered and whether it is inde-
pendent or embedded in an interaction context. Finally, the way media are combined in
multimedia content and whether or not they are narrating a story throughout the users’
visit, are also to be evaluated.

Table 3. Technology dimension of the framework

Specifications Measurements

Devices What are devices that can be used? Are they everyday objects or specialised
devices? Small (handheld), medium sized (tablet) or large (display)?

Availability Is the technology available anytime, anywhere in the environment?
Connectivity What connectivity is provided within the environment? Between users?

Beyond the environment?
Reliability How redundant, fail-safe and fault-tolerant is the technology? How secure

and private is the environment?
Scalability Is the technology capable of handling increased number of users, higher

bandwidth, richer content and more intense usage?

Table 4. Media dimension of the framework

Specifications Measurements

Intrusiveness To what degree is the delivery of content with (our without) the need for
user actions?

Disruptiveness How significantly does the media delivered changes the user’s behaviour,
focus of attention or experience?

Informative What amount of knowledge is communicated? What is the information
entropy of content?

Entertaining Is the media delivered for entertainment or serious effect?
Interactive To what degree is the media interactive?
Combinative Is the multitude of media combined to deliver a single message?
Narrative Is there an underlying narrative or story?
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Continuing through the framework, the next dimension is modalities, the means by
which the users perceive the installation and act within it (see Table 5). The modalities
include our senses as well as all the actions that we can perform in particular body
movements (e.g. displacements, orientations, postures), Manipulations (e.g. pushing,
grabbing) or, gestures (e.g. signs, pointing). Body movements are better for navigation
interaction (by just waling across the installation), Manipulations are suited for han-
dling devices and controllers; while gestures can be relied upon for specific interactions
(such as menu option selection).

Closely related to the modalities, the next step is to evaluate the interaction and
ensure that it facilitates and contributes to the responsiveness of the environment (see
Table 6).

Table 5. Modalities dimension of the framework

Specifications Measurements

Address Does the users address the installation explicitly and directly?
Readiness How much of indication does the installation gives to the users that it is

ready for interaction?
Feedback How much are the users allowed to know about current state of the

installation and what is going on?
Attention Are the users’ focuses of attention influencing the installation?
Action Frequency and number of actions required from the user?

Table 6. Interaction dimension of the framework

Specifications Measurements

Effectiveness Can users comprehensively achieve intended tasks with?
Efficiency Are resources provided allow for the completeness of a task with minimum

efforts?
Affect What subjective effect(s) does the installation has on the users?
Learnability Can the interaction with the installation be learned and memorised? How

easily can it be so?
Intuitiveness How much of prior knowledge and experience are necessary or sufficient to

use the installation?
Discoverability How little perceptive and cognitive efforts are necessary to find out the

interactive features of the installation?
Context Does the installation render an alternate reality/context?
Usability Is the installation free from errors, delays, failures and confusing features?
Usefulness How purposeful is the installation? Does it address the users intents and

motivations?
Comfort Is the user comfortable and satisfied while in the installation?
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ResEnv rely heavily on adaptation and personalisation (see Table 7). The next
dimension of the framework adaptation is related to adjustments and changes in the
service delivery to match user profile to the service provided. It is a change to fit the
user (e.g. language selection). It is about adapting the service being provided to the
current surrounding context (e.g. currency used in prices to match user location).

By personalisation we refer to the different levels of user information that is being
addressed by the system (anonymous: or no user recognition, to model: full user
recognition including preferences and interests). It is about giving experience of a
service that matches details and characteristics, that are not necessarily relevant to the
service provided, or do not make any difference to it (e.g. background music matching
personal preferences). Finally, it is about ascribing qualities to the service such as
private, individual or discretionary.

There is an overlap between levels of personalisation of an environment, and the
adaptation of an environment, in the sense that both imply changes in some of its
features. The contrast lies in the fact that while adaptability is a dynamic feature: the
ability of an environment to change according to certain rules; personalisation is related
with how much information about the user is being recognised and processed to trigger
these changes, and how much these changes yield content that is specific to the user.

The final dimension of the framework is the User Experience. Interacting with an
environment involves the whole body and has the potential to yield a strong experience
if the environment triggers a variety of perceptions, actions and emotions with a
narrative to link the variety of media and modalities, and make sense of it [7, 12]. User
experience encompasses the experiential, affective, meaningful and valuable aspects of
the interaction with ResEnv, but it also includes a person’s perceptions of the practical
aspects such as utility, ease of use and efficiency of the environment [30]. It is sub-
jective in nature, because it is about an individual’s feelings and thoughts towards the
environment being considered [31, 32]. Furthermore, the involvement of the whole
body makes difficult the avoidance of emotion and mood influences on the behaviour
and experience: The immersive experience of a ResEnv cannot be without emotional
influence(s). Experiencing emotion is dependent on the media used as well as the
modalities chosen and is also influenced by the changing context and situation [33].

Table 7. Adaptation dimension of the framework

Specifications Measurements

Individuals vs.
group

Does the installation adapt to single users or to users as groups?

Adaptation level What is the adaptation level of the installation: reactive, interactive,
perceptive, receptive or proactive?

Personalisation Are the installation and the content rendered anonymous, or do they rely
on user identities, preferences, profiles or models?

Resources
allocation

How does the installation operate when there are limited resources
available? How does it resolve conflicting demands and needs
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To support the designers of a ResEnv installation in rendering a desired user
experience, inspiration can be sought from interactive art installations, where artists and
designers explore further than elsewhere the rendering of feelings and meanings [15].
The desired user experience is selected for relevance and meaning in the context of the
ResEnv and its prevailing theme [34]. Accomplishment, Beauty, and Wonder are good
examples of experiences that might be considered (see Table 8).

The experience of the ResEnv depends on the interaction with the installation that
is performed thanks to one’s body, as such; our learned and cultural behaviours are
essential. It makes sense to rely on social and cultural values to design the embodied
interactions. The richness and complexity of the interaction in a responsive environ-
ment can be such that users need familiar guidance to help them choose what behaviour
and course of action to take. A ResEnv is, after all, a space (public or private) where
social and cultural values are embedded.

For each of the seven dimensions of the framework (architecture, technology,
media, modalities, interaction, adaptation and experience), we have defined specifi-
cations and measurements (e.g. for architecture: accessibility, visibility, legibility,
variety, richness and personalisation) that we include in our framework (see Fig. 1).
This set of dimensions can be used to determine the performance and completeness of
an installation in terms of responsiveness. Some of the measurements are nominal,
others are ordinal and finally some are scales. Using our framework, we are able to
evaluate an installation according to each of the seven elements that we have defined as
contributors to its responsiveness. It is important to take in account that for each
installation, some of these elements and dimensions are more relevant than others (e.g.
in the case of the Prada Transformer [16], the relevance is clearly the architecture,
whereas in Water Zone [35] the relevance is in the media and interaction).

While it is important to have clear measurements, we have to understand that
responsiveness depends to a significant extent on the perception and experience of the
user, which varies, is subjective and not always clearly defined. In this evaluation, it is
therefore important to be reminded that the whole issue is about responsiveness that is

Table 8. Experience dimension of the framework

Specifications Measurements

Competence Do the users experience dexterity and fluency?
Influence Can the users create or modify events in the installation?
Self
development

Does the installation contribute to the users skills improvements and to their
better awareness of the content presented?

Enjoyment Does the installation trigger a feeling of fulfilling entertainment?
Control Are the users in charge of what is happening?
Autonomy How much independence do the users have in their choice of actions?
Self esteem Does the installation positively influence how users feel about themselves?
Engagement How rich and intense is the installation’s immersion?
Attention Does the installation capture the users focus of attention?
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perceived by the user. While our framework is useful from an analytical perspective,
the evaluation process needs to be conducted with an acute awareness of the primacy of
the user’s perception of the installation and it’s content. Furthermore, assessing ResEnv
implies the consideration of addressability (when a user addresses a system, how does
the system know the user is addressing it), attendance (when a user asks a system to do
something, how does the user know it is attending), intention (when the user issues a
command, how does the system know what it relates to), interaction (how does the user
know the system understands the command) and recovery of content (how does the
user recover from mistakes) [27].

2.1 Three Possible Approaches When Using the Framework

We posit that three possible approaches can be undertaken when using the proposed
framework (see Table 9):

A System-Centric Approach
The use of this framework in a bottom-up prioritisation of the different dimensions
would mean that the design of an installation would have a system-centric approach. In
this case, the design process would begin by specifying the architecture of the envi-
ronment. An example of this approach is the Prada Transformer building [16]. The
design objective focuses on the architecture to deliver changing venue and context for a
variety of events.

A Content-Centric Approach
In the context of responsive environments, the media are the components of the
installation that are used as channels for the delivery of content, and are integrated

Fig. 1. Proposed responsive environments framework
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within the fabric of the environment. A good example of an installation focusing on
media is the “Water Zone”, an immersive environment that triggers feelings about,
reflections on, and experimentations with sensations [35]. The visitors’ displacements
within the installation trigger the interaction with a projected content on the floor.
Visitors are involved with the space in a playful and immersive manner; they can
collectively take action in order to achieve changes in the content rendered.

A User-Centric Approach
In a third approach, this framework can be used top-down, where user experience takes
priority: it is a user-centric approach. The enhancements of the environment thanks to

Table 9. Review of ResEnv with different approaches

Dimension System centric
Prada Transformer

Content centric
SmartEx

User centric
Ada Experience

Overview A structure that can be flipped
over as a mean to transform it
into a different venue

An adaptive exhibition booth
relying on prioritisation of
visitor profiles to deliver
exhibit content

Immersive experience that
actively attracts user attention
and give them the opportunity to
make compositions of sound and
light

Experience A changing venue for a
variety of events

According to their profile
ranking, users can modify
content

Dexterity and fluency thanks to
changes in sound and colour

Adaptation It is the physical space that
change to host different
events

Content displayed on screens
is matching the interests of
the user with higher priority

Users behaviour (individually
and as a group) trigger changes in
audio-visual content

Interaction Limited to visiting the
installation as a venue for
events

Navigation through the
exhibition booth, attention
toward displays

The whole floor of the
installation is interactive via
pressure sensitive tiles

Modalities Limited to attention being
paid to the event happing in
the venue

Users address the installation
by focusing on the displays,
their attention trigger a
change of content

Users address the installation
explicitly and directly by
standing on pressure pads.
Feedback is delivered in
proportion to the number of
different floor pads pressed

Media Fashion events Audio-visual Presentation on
large displays

A combination of different
coloured light combinations and
sound. This combination does
not address any narrative or story

Technology Transformable architecture,
cranes pick up the installation
and rotate it

Displays, Tracking of users
location and orientation

Displays, floor tiles, tracking of
user location

Architecture Highly original as it is
designed to flip over and each
side of the space is a floor for
different events

Designed to render a
corporate identity and help
visitors discover exhibitor
and products

Poorly explored as the
installation is within an interior
space with no particular
architectural features.
Accessibility somewhat easy, by
limiting the number of access
points to one

Responsive
environments

Focus on a new experience of
spaces and venues for fashion
events

Smart exhibition booth, with
a focus on delivering tailored
and relevant information

Engaging, entertaining and
immersive experience. Media,
modalities, interaction and
adaptation are used in strong
clustering and combinations
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media and technology are there to facilitate the desired experience, and not solely to be
experienced per se. The installation becomes a result and consequence of the designed
user experience, and its materialisation exists to give form to and to deliver this
experience. Here a good example to illustrate this approach is the “Ada Experience”,
which encourages users to develop interaction skills, by allowing them to make
compositions of sound and light [17]. This is made possible because the behaviour of
the users controls what is happening in the installation.

3 Conclusion – A Direction for Responsive Environments

Our agenda for future research is to apply this framework in the design, development,
assessment and classification of installations that focus on personalisation and adap-
tation. We see the design of a responsive environment and of its components, as a
combination of installation, media, modalities and content that can provide users with
experiences that are rendered in a new fashion, opening up opportunities for interaction
and adaptation. We have already had a glimpse of such an environment thanks to our
SmartEx installation [36]. Through our experiments we have demonstrated that profiled
non-adaptive presentations are better suited, compared to a generic presentation for an
effective and efficient information display strategy. We have also demonstrated that the
improvement is significant and measurable. We have also indicated that the use of
profiled and adaptive presentations is promising as a whole and across profiles.

In the perspective of architecture and space, it is also clear that content cannot be a
mere conversion of traditional formats towards digital and space-integrated formats.
One of the key features of ResEnv is that architectural elements are turned into media.
Designers creating ResEnv need to take into account the purposes addressed, and
choose what media or technologies can deliver these efficiently, effectively and in a
user-friendly manner.

When adaptive components, services and content are focused on the user experi-
ence, the environment becomes responsive. The responsiveness can be in the form of
the physical structure of the space (e.g. movable panels and partition walls). The
changes can also be related to the ambient features of the space such as lighting,
acoustics and temperature. Finally, the changes can relate to the content presented in
the space, such as media, information, and interactivity available. Clearly there are
many avenues to adaptation and ultimately responsiveness. We believe in the need to
build system demonstrators to investigate various content, design, technology and
interaction solutions. As seen in the reviewed examples (and beyond), ResEnv are
emerging from architecture, which is moving from static to dynamic forms, through the
use of technology. In some cases, the technologies are an obvious choice and are
clearly visible to the visitors (e.g. involving tangible interfaces), while in others it is
rather innovative and invisible (e.g. involving sensors). It is interesting to compare, in
terms of meaningful experience, how these technologies are applied. While in first case,
users tend to feel the installation is mechanically responding to their actions, in the
second case users feel the installation is naturally responding to their behaviour.

Most developers of ResEnv have been focusing on creating spaces, environments,
objects, application that prioritised usability, functionality, or positive user experience.
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The design process was always associated with the installation, technology and content
involved, while the human contribution to the installation, shall it be from the end user
or from the installation staff was mainly ignored. We advocate that the user and the staff
of the installation can, and should, have a significant contribution to it. If, on the one
hand, the design of spaces can strongly influence the user experience, on the other hand
it is undeniable that the behaviour and “choreography” followed by the environment
“staff” and user can be a significant contributing element to the environment. A user
experience, in this context, is not only facilitated by the space, the installation and its
content, but also by the staff and their behaviour and “rule of engagement”. The design
of staff services and behaviour can be seen as the design of choreography: a perfor-
mance. This choreography or performance becomes the “human contribution” that
triggers the user experience, which long before being triggered by technology or
design, were triggered by human contact, within social behaviour, as design history has
shown us with the pioneering work of Charles Mackintosh: his architecture proposals
included the design of the house, the furniture, the cutlery, the dishes, the costumes and
even how staff should behave. It seems to be an interesting future direction: to integrate
into the spaces the design of such “performed actions”.

We are proposing a framework to provide guidance for the design, development,
assessment and classification of ResEnv, hopefully allowing for a critical, informed and
objective analysis.
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