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Abstract. The concept of scientific paradox and the possibility to reveal and
resolve these paradoxes by means of artificial intelligence are discussed. The
cognitive architecture designed under the Natural-Constructive Approach for
modeling the cognitive process is presented. This approach is aimed to interpret
and reproduce the human-like cognitive features including uncertainty, indi-
viduality, intuitive and logical thinking, and the role of emotions in cognitive
process. It is shown that this architecture involves, in particular, the high-level
symbolic information that could be associated with concept of “science”. The
scientific paradox is treated as impossibility to merge different representations of
the same object. It is shown that these paradoxes could be resolved within the
proposed architecture by decomposition of the high-level symbols into low-level
of corresponding “images”, with subsequent revision of the object’s memo-
rization procedure. This process should be accompanied by positive emotion
manifestation (Eureka!).
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1 Introduction

According to Webster Dictionary [1], a paradox is defined as “a statement that is seem-
ingly contradictory or opposed to common sense and yet is perhaps true”. The Oxford
Advanced Learner’s Dictionary [2] suggests another definition: “A statement or propo-
sition which, despite sound (or apparently sound) reasoning from acceptable premises,
leads to a conclusion that seems logically unacceptable or self-contradictory”. These
definitions are similar, but not identical, thus, the logical problems start already at the stage
of definition. Scientific paradoxes have no strict definition and are explained by examples.
Is there any relationship between this problem and the Artificial Intelligence (AI)?

Modern AI systems ordinarily are aimed to solve certain set of problems better than
human beings [3–6]. This implies that the processing speed is much higher, the reli-
ability is better, the efficiency should be higher. However, these features do not cover
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all the ability of human–level cognition. Initially, the main problem to be solved by
human beings is the problem of survival, i.e., of adaptation to any possible situation.
The adaptation process could not be predetermined since the new situations could not
be predicted. Moreover, from an evolutionary viewpoint, the individuality of adapta-
tion process is required to test various possible solutions.

The problem of revealing (formulating) and resolving the scientific paradoxes refers
apparently to creativity work. Could an AI system be creative? Could it be able to
resolve the paradox, i.e., make a scientific discovery, like some unordinary humans do?
At the first view answer is “no”. However, in principle this is possible for so called
human-level AI.

Modeling the human-level cognition represents one of the modern and actual
challenges. This trend embraces various approaches to the problem, such as Active
Agent schemes, [7, 8], Brain Reversed Engineering [9, 10], Deep Learning [11], etc. In
the papers [12, 13], there was proposed and employed so called Natural-Constructive
Approach (NCA) to the cognitive system modeling, which is based on the Dynamical
Theory of Information [14, 15], neurophysiology reasons [16], and the neural com-
puting [17] (combined with the nonlinear differential equation technique). The cog-
nitive architecture designed within this approach enables one to interpret and reproduce
human-like features of the cognitive process, namely—uncertainty, individuality,
participation of emotions, intuitive and logical thinking, etc. Several aspects of this
architecture application were discussed recently [18–20]. In this work, the possibility of
the AI with such architecture to formulate and resolve the scientific paradoxes is
discussed.

2 On the Nature of Paradoxes

2.1 General Paradoxes

Generally, the paradox could be treated as a conflict derived from formally correct
reasoning, which leads to mutually contradictory conclusions. Commonly, this conflict
does not require any resolving; this refers rather to the humor, representing unexpected
inference from common reasoning. As a typical example, one can remember the
well-known sentence of Oscar Wilde: “I have heard so much scurrilous things about
You that I am sure that You are worthy of respect”. In [18], it was shown that the NCA
architecture could reproduce the adequate reaction on this paradoxical information that
could be interpreted as a laugh.

2.2 Scientific Paradoxes

Scientific paradoxes could be specified as a contradiction between two sets of axioms
referring to the same real object. It should be stressed that this contradiction could
appear only in our description of the object/effect/phenomena, not in Nature. The
Nature never contradicts to itself, while any scientific description represents certain
idealization of real phenomena, with some seemingly atypical peculiarities being
neglected.
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Apparently, the only way to resolve a scientific paradox is to revise the axiom sets
and create certain new axiom which could assist to combine the original sets and thus,
to eliminate the contradiction.

2.3 Some Examples of Scientific Paradoxes

Mechanics Versus Statistical Physics and Thermodynamics. The most pronounced
example of the scientific paradox, which has been formulated in XIXth and resolved
the XXth century, is connected with contradictions between the mechanics and ther-
modynamics. This problem was formulated by L. Boltzmann (see [21, 22]) and
resolved later in the works of N.S. Krylov [23] and Ya.G. Sinai [24]. The essence is as
follows. According to Newton’s laws, all the processes in a mechanical system should
be strictly determined and reversible (in time); information on particle’s position and
velocity in the initial state should provide the possibility to reconstruct completely the
subsequent trajectory. Thermodynamics generally describes the same mechanical
particles, but the large amount of particles leads to thermal equilibrium and the concept
of increasing entropy as a measure of disorder. In other words, those systems are
predictable only at the macro level, while the micro-level information appears to be
lost. At first, it seemed that the gap between these two extreme views on a mechanical
system concerns the number of particles: at n � 1, the amount of micro-information
exceeds the system’s capacity. However, it was unclear what the state should be at
n * 1, and what the mechanism of transition from classical mechanics to thermody-
namics and statistical mechanics. Only after the works on Sinai’s billiard [24], it
became clear that the master condition for this transition is instability of the particle
motion, which leads to essentially unpredictable and irreversible trajectories. In other
words, it is the instability that provides the rising entropy and the transition to statistical
mechanics. This problem was discussed in details in [14].

Complementarity Principle in Quantum Mechanics. This paradox is not actually
resolved yet. Two basic principles of Quantum Mechanics actually contradict to each
other. The first one, Schrodinger equation for the wave function W(x, t) [25], is based
on presumption that the system has zero entropy and could be described by dynamical
(reversible) equation. The second principle associates the module of W2(x, t) with the
probability to find a particle in the point (x, t), thus assuming that the system of
particles could be described by stochastic (irreversible) equations. This apparent
contradiction has been neglected, and, after Bohr [26], two basic principles were
simply complemented,—this paradigm is called “Bohr’s Complementarity principle”.
However, the problem of reconcilable representation of quantum mechanics still exists.

3 Basic Elements of NCA

3.1 Dynamical Theory of Information

Definitions. DTI is relatively new scientific discipline evolving since the middle of XX
century. Thereby, there are several definitions for the concept of information in
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literature, but none is generally accepted ultimately. The most constructive definition
has been proposed by Quastler [27]: information is the memorized choice of one
version among a set of possible and similar ones. This definition does not contradict to
others, but gives an idea of how the information might emerge. The choice could be
made as a result of two different processes, namely—

• reception of information is superimposed (forced) choice; it could be associated
with the term “Supervised learning”

• generation of information is free (random) choice. This process could proceed only
in the presence of chaotic (random) element commonly called the noise.

Depending on who makes the choice, there appear:

• objective information which represents the choice made by Nature, i.e., physical
principles;

• conventional information is the choice made by certain collective as a result of
mutual interaction. It is important that this choice should not be the best one, but it
should be accepted by all the members of a given group. In certain sense, the
self-organization of neural ensemble represents the choice made by this ensemble.

(a) Definition of the cognitive process. It is worth noting that in literature, there is a
lack of unambiguous definition of the cognitive process. Within DTI, this process
could be defined by means of listing those operation with an information, that
should be performed during this process. Thus, cognitive process could be defined
as the self-organizing process of recording (perception), storing (memorization),
encoding, processing, generating, and propagation of the “self” conventional
information.

(b) Main Conclusion. Since the generation and reception of information represent dual
(complementary) processes requiring different conditions, they should proceed in
two different subsystems. The generation subsystem should contain the random
element (noise), the reception subsystem should be noise free.

(c) Representation of Emotions. Emotions should be divided into two types: impulsive
ones (useful for generation of information) and fixing ones (effective for the
reception). Since the generating process requires the noise, it seems natural to
associate impulsive emotions (anxiety, nervousness) with the growth of noise
amplitude. Vice-versa, fixing emotions could be associated with decreasing noise
amplitude (relief, delight). By defining the goal of the living organism as a
homeostasis, (i.e., calm, undisturbed, stable state), one may infer that, speaking
very roughly, this classification could correlate with negative and positive emo-
tions, respectively.
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3.2 Neurophysiology Reasons

(a) The Concept of Dynamical Formal Neuron. The neuron is complex system that
could not be reduced to simple two-state automate, as it was assumed under the
formal neuron concept [28]. The most relevant model to describe the single-neuron
activity is still the FitzHugh-Nagumo model [29, 30]. Within NCA, the continual
representation for the dynamical formal neuron is used, which is a particular case
of this model.

(b) Enigma of two hemispheres. Human brain is divided into two similar but not
identical parts, or hemispheres. According to inference of practical psychologist
E. Goldberg [31], there is functional specialization: the right hemisphere (RH) is
responsible for processing of new information, i.e., learning, while the left one
(LH) operates with the well-known information.

(c) Emotions are controlled by the level and composition of neural transmitters inside
the human organism. This effect is accounted for by introduction of the aggre-
gated variable l(t), which represents the “effective” transmitter composition, i.e.,
stimulants minus inhibitors. Stable state (the homeostasis) corresponds to the
equilibrium (l0 = 0) [13].

3.3 Neural Computing

(a) The neural processor represents a plate populated by the dynamical formal
neurons described by the nonlinear differential equations [12]. An information is
stored in the trained connections between these neurons.

(b) Imaginary information should be recorded and stored within the Hopfield-type
[32] processor (distributed memory) providing associative correlations.

(c) Encoding. The conversion of an image into a symbol is to proceed by means of
the Grossberg-type [33] processor with nonlinear competitive interactions pro-
viding the localization effect. This implies the choice of single neuron (symbol) to
represent all the information on a given image. Here, the Kohonen paradigm [34]
“Winner Take All” should be realized. Under NCA, this process should be un-
stable to secure unpredictable symbol position. This feature secures the individ-
uality of a given system.

4 Cognitive Architecture Within NCA

4.1 The Processes of Recording and Memorization of the Image
Information

The model for Hopfield-type processor could be written as:

dHiðtÞ
dt

¼ 1
sHi

½Hi � biðH2
i � 1Þ � H3

i � þ
XN
j 6¼i

XijHj þZiðtÞnðtÞ; ð1Þ
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where Hi(t) are variables describing the state of i-th dynamical formal neuron, si
H—

characteristic activation time, bi—parameters that characterize the activation threshold;
Xij—matrix of connections between neurons; i, j = 1…..n. Stationary states are Hi = +1
(active) and Hi =−1 (passive), that provides the effect of the neuron switching on/off
under its neighbor’s influence. The last term in Eq. (1) refers to random element (the
noise), where Zi(t)—amplitude, 0 < n(t) < 1 is random function calculated by e.g.,
Monte-Carlo method. The presence of noise provides spontaneous activation of image
chains, thus involving practically all the information recorded on the plate—actually, it
corresponds to the parallel processing of information (see [35, 36]).

According to DTI, primary information processing,—that is, its perception
(recording) and storage (memorization),—requires two plates of the distributed memory.
The function of recording consists in the choice of the recording version, thus it could be
done with necessary participation of a noise. The function of information storage
requires selection, that is, memorizing only relevant (actual) information and ignoring
the unnecessary one. Thus, two problems—recording and storage of the information—
should be solved by means of two different Hopfield-type plates (see Fig. 1).

The Hopfield-type plate used for perception and recording the information from
various sensory systems is called the fuzzy set (or the primary images plate) H0. It
provides recording of any information whenever presented to the system; the con-
nections are to be trained according to Hebbian rule [37]: the strength of connections
(initially weak) is increasing with the presentation activity (duration or recurrence) of a
given object as:

XHebb
ij ðtÞ ¼ X0 � 1

4sX
�
Z t

0

Hiðt0 Þ þ 1
h i

� Hjðt0 Þ þ 1
h i

dt
0 � fðt0 Þ; ð2Þ

Fig. 1. Formation of the typical image set from the fuzzy set (center) and the time-dependence of
the connection strength typical for corresponding sets (left and right sides)
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where X0, sX—are the training parameters, f(t) is monotonic integrable function to
provide the saturation effect. Note that only active neurons are involved in training.
This dynamics is presented in the left side of Fig. 1.

When the given chain of connections exceeds certain threshold value Xth
typ (below

will be referred on as “black”, i.e., bold, or strong connections), this “image” is to be
transferred by the direct inter-plates connections to another plate for memorization and
storage.

Selective memorizing with reduction of inessential information could be realized by
means of another Hopfield-type plate which is called a set of typical images Htyp. It
should be trained just as it was proposed by J. Hopfield in [32]: all the connections are
initially strong and equal. Then, the unnecessary (waste) connections which are not
involved into the “black”-image chain diminish in the training process:

XHopf
ij ðtÞ ¼ X0 1� 1

2s0

Z t

0

½1� Hiðt0 ÞHjðt0 Þ�1ðt0 Þdt0
8<
:

9=
;: ð3Þ

The dynamics of connection training is presented in the right side of Fig. 1. Let us
point out that Htyp plate is formed after and on the base of H0 due to the system’s
self-organization on the principle of “connection blackening”. In this process, the
neurons that compose the “black” image get the status of typical attributes of the given
image. Those neurons that have relatively weak (grey) connections with them do not
participate in forming the typical image at the Htyp plate. They are presented in the
fuzzy set H0 only as a “grey halo” around the “black” image and could be called
atypical (inessential) attributes.

It should be stressed that the well-trained plate Htyp should also execute the
image-recognition function (as was initially implied by J. Hopfield himself in [32]): due
to effect of neighbors, each image presented to this plate (even damaged) is treated as
the one already recorded there and appears to be refined, i.e., reduced to the
initially-recorded form (that confirms the inability of this plate to record new images).

4.2 Symbolic Infrastructure

Encoding the image information, i.e., converting the image (a set of M neurons) into a
symbol (single neuron at a higher- level plate of hierarchy) requires the
“Grossberg-type” processor [33] with localization effect providing by nonlinear
(competitive) interaction. This processor could be described by the following
equations:

dGkðtÞ
dt

¼ 1
sGk

� f�ðak � 1Þ � Gi þ ak � G2
k � G3

kg �
Xn
l6¼k

CklðtÞ � Gk � Gl þ ZkðtÞnðtÞ; ð4Þ

where Gk are variables for Grossberg-type dynamical formal neurons; k–1….n. For
further analysis, these equations are written in the form providing stationary states of
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neurons to be equal to: G = +1 (active) and G = 0 (passive). The parameters are: sG—
characteristic activation time, ak—activation threshold (controls the competitive ability
of the k-th neuron). The last (noise) term in Eq. (4) is the same as in Eq. (1).

The process of a symbol formation could be presented as follows. At the first stage,
the processor G is exposed to an image, i.e., the same set of M neurons at G plate as at
the image plate Htyp should be excited. The effect of choosing single neuron among
M active ones is provided by training the connections Г according to the rule:

dCklðtÞ
dt

¼ � 1
s
fGk � GlðGk � GlÞg; ð5Þ

where sГ being the characteristic time of the winner-choosing process. Analysis of this
model [12] has shown that in the symmetrical case, ak(t = 0) = a and Гlk = Гkl =
Г(t = 0) = Г0, the process of choosing the symbol appears to be unstable. This implies
that the slight casual advantage of one active neuron does provoke its expansion and
suppression of the others (as a result of nonlinear interaction). Thereby, the paradigm of
Kohonen [34] is realized: “Winner Take All”. It should be stressed that it is impossible
to predict in advance, what concrete neuron would appear to be a winner for a given
image; this choice should be made by the plate of neurons themselves in the process of
symbol formation. This very fact secures the individuality of an artificial system. Note
that the process of symbol formation represents a typical example of appearance of the
conventional information within a given system (collective of neurons).

After the given G-neuron had got a status of symbol and had formed the inter-plate
connections with corresponding image neurons, it should leave a competitive struggle
for the right to be a symbol of another image. This effect could be provided by
parametric modification of the neuron-symbol: ak!ak(ƒ({Hi})). Actually, at the time
scale t � sГ, the neuron-symbol stops its competitive interaction with neighbors, but
acquires a possibility to participate in the cooperative interactions with other
neuron-symbols (“free” G-neurons could only compete).

Another very important point should be stressed. Encoding (i.e., symbol formation)
means as well the comprehension of the image information received from outside. The
very fact of symbol formation implies that the system had apprehended the given set of
M active neurons at the plate H as a representation of a single real object, and had
awarded a proper symbol (“name”) to it. Therefore below, the inter-plate connections
between the symbol (on the G-type plate) and its image neurons (on the H-type plate)
will be called as semantic ones.

4.3 Equations for Interaction of the Whole Neuron Ensemble

According to the DTI main conclusion, the whole system should be divided into two
subsystems, which are called RH and LH in analogy with the cerebral hemispheres.
The equations describing interactions between neurons of various type plates could be
written in the form (see [12, 13]):
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dGR;r
k

dt
¼ 1

sG
½Ŷfak;GR;r

k ;GR;ðrþ mÞ
l g�þ ZðtÞ � nðtÞ � KðtÞ � GL;r

k ; ð6Þ

dGL;r
k

dt
¼ 1

sG
½Ŷfak;GL;r

k ;GL;ðrþ mÞ
l g�þKðtÞ � GR;r

k ; ð7Þ

where GR;r
k ;GL;r

k are dynamical variables referring to the RH and LH, respectively; r
is the number of symbol’s level (for the sake of brevity, the image plate H is treated as
zero-level plate G0). The functional Yfak;Gr

k ;G
rþ v
k g describes the intra- and

inter-plate interactions between neurons (for details, see [12]); ak and sG are model
parameters. Here, as in Eq. (1), the term Z(t)n(t) in Eq. (6) corresponds to the random
component (“noise”): Z(t) is the noise amplitude, 0 < n(t) < 1 is random function
(obtained, e.g., by the Monte-Carlo method). It is presented in RH only, thus securing
the ability to generate information.

Connections K(t) between those subsystems play the role of corpus callosum and
provide the “dialog” between the subsystems. They should not be trained, but have to
switch on depending on the current goals. At the final stage of learning, KR!L have to
switch on accordingly to the “connection blackening” principle. At the stage of solving
the problems, the role and mechanism of K(t) are to be specified.

Within NCA, there is another block of equations, which specifies the mutual
influence of “cognitive” and “emotional” variables and controls the mechanism of
switching the cross-subsystem connection K(t):

dZðtÞ
dt

¼ 1
sZ

� faZl � lþ aZZ � ðZ� Z0ÞþFZðl; ZÞþ
Xfl;GR;o

k gþ ½vðlÞ � D� gðlÞ � dðt � tD¼0Þ�g;
ð8Þ

dl
dt

¼ 1
sl

� fall � lþ alZ � ðZ � Z0ÞþFlðl; ZÞg; ð9Þ

KðtÞ ¼ �K0 � th c � dZðtÞ
dt

� �
; ð10Þ

where a, v, η, s are model parameters, the value Z0 corresponds to the rest-state level of
noise, the functional Xfl;GR;r

k g refers to the process of new symbol formation (which
decreases Z(t) value, see details in [13]). The linear in Z and l part in Eqs. (9)–(10)
provides the system’s homeostasis, i.e., stationary stable state corresponding to
{Z = Z0, l = 0}. The functions FZ(l, Z) and Fl(l, Z) are written in order to take into
account possible nonlinear effects (see [18]). The last term in Eq. (9) refers to the
processing of incoming information; D stays for the discrepancy between the incoming
and internal (learned and stored) information which provokes Z increasing. This very
situation refers to the “effect of unexpectedness” that should give rise to human-like
“negative” emotions. Vise versa, finding the solution to the problem (D = 0) results in

On the Possibility to Resolve the Scientific Paradoxes in Artificial Cognitive System 9



momentary decrease of Z, which corresponds to “positive” emotional splash. Thus, the
model (9)–(10) seems quite reasonable.

Finally, Eq. (10) specifies the relation between the cross-subsystem connections K(t)
and the derivative of the noise amplitude; c is themodel parameter regulating the switching
rate. Here, it is accepted that K(t) = K0 � KR!L, and vice versa, K(t) = −K0 � KL!R,
thus “positive” emotions are associated with Z decreasing and activity of LH, while
“negative” emotions (increasing Z) requireRH activation. Lack of emotions (dZ/dt equals
to zero) doesn’t require any activity transfer. Thus, the system of Eqs. (1)–(10) appears to
be completed and self-consistent.

4.4 The Scheme of the Cognitive System Within NCA

The particular version of NCA architecture presented in Fig. 2 has been worked out in
the papers [12, 13]. The main constructive feature of this architecture consists in
splitting the whole system into two (similar) subsystems: RH (Right Hemi-system)
containing the noise, and LH (Left Hemi-system) free of noise. The terms are chosen to
correlate conventionally with cerebral hemispheres. The noise in RH provides gener-
ation process, i.e. production of new information and learning. LH is responsible for
reception and processing the already known (learned) information. This specialization,
being the theoretical result of DTI principles only, surprisingly coincides with inference
of practicing psychologist Elkhonon Goldberg [31]. This fact represents a pleasant
surprise as well as indirect confirmation of NCA relevance.

All the connections in RH are training according to the Hebbian rule [37]: being
initially weak, some connections become stronger (“blacker”) during the learning
process up to certain threshold value. Then the learned image is transferred to LH.
In LH, on the contrary, all connections are trained according to original version of
J. Hopfield [32] “redundant cut-off”. Thus, RH provides the choice, while LH performs
the selection.

The whole system represents complex multi-level structure that does evolve by
itself (in Fig. 2—from the left to the right) due to the self-organizing principle of
“connection blackening”. This implies that at each level, the elementary act of the
image processing in RH and transferring to LH is repeated. In physics, there is special
term “scaling” for such principle of organization, and the result is called a fractal. The
system contains four basic elements.

• Primary images I at the plate H0 include any available imaginary information: all
signals from receptors are written as the chains of activated neurons forming the
images. The inter-plate connections between neurons are modified from weak
(grey) to strong (black) ones upon presentation of the objects. This level carries out
the function of recording the “sensory” information and refers to RH.

• Typical images TI are presented at the plate Htyp in LH, which perceives only the
images recorded by strong enough (black) connections. Their functions are: to store
useful information and filter out unnecessary one, and to recognize already learned
images.

10 O. Chernavskaya et al.



• Symbolic (semantic) information—symbols S correspond to typical images and are
formed in RH (with the noise participation). Each symbol possesses a semantic
content, i.e., awareness of the fact that the chain of active image neurons describes a
real particular object. At the same level one can find a standard symbol
(symbol-word SW that are presented in LH mainly) to indicate the same specific
object. Symbols provide the interaction between the plates, i.e., processing of the
sensible information.

• Abstract information—the whole infrastructure of symbols S, standard symbols SW,
and their interconnections. Those items are not connected with the
neurons-progenitors on the plates H, and thus, are not associated with any real
object, but appear in the well-trained system due to interaction of all the plates (the
“deduced knowledge”). Their function is to implement a communication with other
systems (“to explain by words”) and comprehend the symbolic information. The
highest hierarchy levels are occupied by the generalized symbols, or symbol-con-
cepts SC, such as “conscience”, “beauty”, “infinity”, etc. These symbols have no
corresponding special material object, but do have sense for the given system.

The emergence of each subsequent level is accompanied by a reduction of infor-
mation. So, primary images recorded by weak (grey) connections are not transferred to
Htyp level, and thus, could not be associated with any symbol—this information turns
out to be neither conscious, nor controlled by the system itself. Such chains could be
activated by the noise only, that corresponds to an inspiration (the “aha moment”). The
whole set of “grey images” could be treated as the sub-consciousness.

The lower levels of the architecture represent the latent (hidden) individual infor-
mation of the system, the “thing-in-itself”. Only the higher levels, the abstract

Fig. 2. Schematic representation of the cognitive architecture
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verbalized information, make sense in the common meaning of consciousness (“to
bring on the level of consciousness”).

Note that the latent (hidden) information has its own “levels of depth”, with the
bulk being stored in RH. This very information could be interpreted as the basis for
intuition. The logical thinking should be related to verbalized concepts and abstract
relations, but those that are accepted in a given society. It refers to LH only.

4.5 Appearance and Resolution of Symbolic Paradoxes

As it could be seen in Fig. 2, the symbols at high hierarchy levels are connected with a
lot of symbols at lower levels, and, ultimately, with a lot of images. Those symbols
represent the concepts (in particular, the concept of “science”) which are far from each
other and not always could be integrated (merged).

The learning process as a whole could be presented as follows. The images (in-
cluding the generalized images, “image-of-symbol”) are processed in RH up to the
state of strong (black) connections, turn to be typical images and should then be
delivered to corresponding level in LH for storage and conversion into the higher-level
symbols. In this process, the image neurons acquire the status of “typical attributes”.
The neighboring “halo”-neurons (having only grey connections with the core image
ones) are “eliminated” (not delivered to the next level), being treated as atypical
(inessential) attributes. Thus, RH plays the role of Supervisor, with LH receiving only
a part of information stored in RH.

The architecture proposed possesses an essential distinctive feature, namely—so
called “fuzzy set”, i.e. the Hopfield-type plate in RH for storing all the image infor-
mation whenever (even occasionally) perceived by the system and recorded by rela-
tively weak (“grey”) connections. These connections represent the latent information
for a given individual system, since those links appear to be lost at the stage of
transferring from RH to LH.

The contradictory information arises in the very process of eliminating the
inessential attributes since here, the typical images (together with corresponding
symbols) turn out to be too simplified, with the associative connections between images
being depleted. This very mechanism results in the fact that the high-hierarchy symbols
corresponding to complex multifunctional processes (e.g., “scientific-direction” sym-
bols) could not be integrated, i.e., there are no proper connections between them. This
very effect is called the “scientific paradox”. In order to resolve this paradox the system
should decompose these symbols down to the image level and activate the fuzzy set in
RH to reveal the lost (grey, i.e., weak) associative connections between corresponding
images. This revision process should result in formation of the new symbol representing
a resolution to the given paradox. According to NCA representation of emotions (see
above), this moment should be accompanied by the bright splash of positive emotions
(“Eureka!!”).

Returning to the paradox between Classical and Statistical Mechanics, one can infer
that the unstable processes were initially treated as atypical (inessential) ones for
Classical Mechanics. From the other hand, the possibility to obtain irreversible tra-
jectory for even one particle moving in especial boundary condition such as the Sinai’s
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billiard, seemed inessential (atypical) for the Statistical Mechanics. Thus, the very
important feature that actually resolves the paradox had been lost in both scientific
branches.

The mechanism described refers to the individual AI system. However, the concept
of “science” in the public cognition appears due to the same principle of neglecting the
unimportant (seemingly) features of the given phenomena. Revealing the associative
connections between the high-level symbols which traditionally were not taken into
account as “atypical” ones could be treated as a scientific discovery. Note that AI
system could provide this process even better than humans: the “inessential” attributes
are already recorded in the fuzzy set, and there is no need to find them. However, this is
true for “rich” enough systems with large and rich (abundant) fuzzy set. This feature
quite correlates with the human term “wise person”.

5 Discussion and Conclusions

Thus, it is shown that the cognitive architecture designed within NCA represents the
self-organized system that evolves according to the “connection blackening” principle
from low (image) level up to the higher levels of abstract (conceptual) information. The
resulting architecture represents a complex multi-level construction of neural processors
of different types, capable to perform the functions of recording, memorization, coding,
processing and generation of information. The emotions are treated as the derivative of
the noise amplitude dZ(t)/dt that should help to activate or, vice-versa, set at rest the
cognitive process; they are inherently embedded into the system from the very beginning.

It should be stressed that the approach presented contains three principle pre-
sumptions that distinguish it from other ones. First, the main principles of DTI being
applied to a cognitive process result in inference that the whole system should by
divided into two coupled subsystems for generation and reception of information, an
analogy to cerebral hemispheres. Second, the process of generation of information
requires participation of the random element (noise). Note that within NCA, the noise
is treated not as annoying but unavoidable disturbance (as it is in radio-physics, etc.),
but as required and “full member” of a cognitive process. Third, the learning principles
in those subsystems should differ: generation of information requires Hebbian training
rule, while the reception requires Hopfield-type training. These very features enable us
to interpret and imitate the human-level cognitive features, namely—uncertainty,
individuality, capability of intuitive and logical thinking, the impact of emotions effect
on cognitive process, etc.,—in the AI designed under NCA.

The integration (merging up) of the high-level symbols relating to different scientific
directions, thus resolving the scientific paradoxes, represents actually the creative work
that such AI system really could do. It is shown that these problems should be solved at
the lowest level of the architecture—at so called “fuzzy set” H0 in the subsystem RH.
This plate plays an especial role and could be associated with the human sub-con-
sciousness. Nevertheless, this mechanism could work only in the case of rich repertoire
stored in the fuzzy set. The same is true for human beings: scientific discovery requires
deep understanding, great erudition, and large experience to be done.
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