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Foreword

Exploring Services and Information Technologies: The Investigation
of Managerial and Policy Challenges from Different Perspectives

In his brief note in the Harvard Business Review, when describing the reasons why the
discipline of “services science” seemed to be a promising area of research, Chesbrough
[1] stressed the role of intangibility as the specific trait of services with two main
consequences: (a) the lack of a tangible artifact to test consumer needs that makes
innovation a different endeavor from other sectors; (b) productivity is harder to measure
since both inputs and outputs are intangibles. He considers these two areas of research
not satisfactorily explored by other disciplines. The same occurs for the question of the
transfer of tacit knowledge, which Chesbrough finds particularly relevant since services
promote encounters among people that have to learn from each other for an effective
service to occur. The accent on tacit knowledge was kept at center stage in the article
that Chesbrough co-authored with Spohrer the following year [2]. A successive article
by Spohrer and other members of the Almaden IBM Research center [3] points to
explicit knowledge (“information” in their wording) as the key issue. Furthermore,
given the importance of information technology in services, they highlighted the need
to both differentiate and find connections between computational systems and service
systems since the components can be modelled and simulated in the former whereas in
the latter the presence of human beings complicates matters substantially. They sug-
gest: “Perhaps, if we model people as components with stochastic behaviour” existing
theories of computational systems can be applied to service systems ([3] p. 76, italics
added).

The word “perhaps” used by the authors shows that caution is necessary when
proposing computational models to be applied to human behavior. Furthermore, the
entanglement of information technology and society as well as the digitization of
private and public organizations in a service perspective — i.e., in a perspective where
co-production is key to the development of effective e-services — call for multidis-
ciplinary approaches in investigating the extensive and articulated subject matter of
service science. Indeed, contributions from different disciplines help shed light on the
relevant phenomena. Other authors, besides the ones mentioned here, are often cited,
such as the works by Vargo and Lusch in marketing [4] and the seminal work by
Ostrom and colleagues back in 1981 [5] concerning co-production in public services.
Some authors explicitly refer to the need for interdisciplinary and cross-disciplinary
approaches to understand how services should be designed, delivered, and supported
[6]. There is a cross-fertilization among disciplines as is the case of ethics where, for
example, Floridi [7] has introduced the concept of “infosphere” and the possibility of
considering as moral agents not only humans but information technology artifacts with
certain traits. Indeed, specific ethical dilemmas concern electronic services, e.g., the
privacy versus security issue. The problem, however, is how ethical issues are managed



by the business world; sometimes ethicists have been criticized for their difficulty in
finding an appropriate way to enter a dialogue with entrepreneurs and managers [8].

The 8th IESS 2017 Conference invited researchers and practitioners to submit
contributions and to critically discuss the results of their work by drawing on disci-
plines not only in management and engineering, but also in social and cognitive
sciences, in law, ethics, economics, public administration and other fields to address the
theoretical and practical challenges that the services industry and its economy are
facing. This book collates interesting contributions that were discussed at the
conference and deal with some of these research areas.
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Preface

This volume gathers papers presented at the 8th International Conference on Exploring
Service Science, IESS 1.7, organized during May 24–26, 2017, by the Department of
Management, University Sapienza of Rome, Italy, in collaboration with the Italian
chapter of the Association for Information Systems (http://www.itais.org).

The conference hosts academic scientists and practitioners from the service industry
and their worldwide partners in a collegial and stimulating environment. According to
his tradition, IESS 1.7 covered major research and development areas related to service
science foundations, service engineering and management, service innovation, service
orientation of processes, applications in service sectors, and ICT support for services.
Services comprise about 75% of mature economies today, being a fast-growing sector
in emerging economies, too. This motivates an intense preoccupation to establish the
philosophy of a new management and marketing, which highlights a paradigm shift
away from the goods-dominant (G–D) logic. This paradigm is the theoretical concept
of service-dominant (S–D) logic, fundamental for the service system developments
reported in IESS1.7 papers.

The IESS1.7 event collects papers that extend the view on different concepts related
to the development of the service science domain of study, applying them to frame-
works, advanced technologies, and tools for the design of ICT-based service systems.
As IESS 1.7 papers describe, specific items of service business models are analyzed and
debated, such as target markets and customers, product offerings or value propositions,
distribution channels (activities for services), and constraints and profits, together with
the description of case studies and business solutions in various service sectors. All these
aspects are covered in the present book, which we hope you will find useful reading.

All the selected papers have been evaluated through a standard blind review process
in order to ensure theoretical and methodological rigor. The fourfold structure of the
volume reflects four main pillars that have been explored by the included papers.

This publication is the result of a teamwork where many people actively contributed.
We are grateful to the authors, the conference chairs and committee members, to the
members of the editorial board, and to the reviewers for their competence and
commitment.

Theoretical Contributions: Literature Analysis and Conceptual
Models

The study of the organizational impact of information technology services on the value
generation process in organizations has a story that spans over several decades. In this
stream of research, which goes under the name of IT value, scholars debated over years
on the potential existence of a positive link between the presence of IT services and the
organizational performance.

http://www.itais.org


The contribution of Za and Braccini complements existing studies on the value of IT
services, through a literature analysis, focusing on the summarization and systemati-
zation of existing literature. Centering on a specific topic, the contribution of Seebacher
and Schritz provides a structured literature review investigating the real-world impact
and benefit of the Blockchain technology. This specific technology is centered around a
peer-to-peer network, enabling collaboration between different parties, where the ser-
vice system is chosen as unit analysis to examine its potential contribution.

On a different topic is the contribution of Savastano et al. They provide an
assessment of the past and current literature on FabLabs (networked platforms for the
dissemination of digital culture through the sharing of technological tools and
knowledge) from a service perspective, exploring the main research themes and
methods associated with this new business model. The workplace health promotion
applications are the topic analyzed by Dehkordi at al.; the authors summarize the state
of the art and identify the major research streams through a literature review and cluster
analysis. A multi-method approach (a systematic literature review and a case study) is
used by Reis et al. in order to investigate organizational synergies in the omni-channel
service context. In doing so, they disclose new omni-channel trends and discuss the
implications for managers and academics.

Focusing on MicroServices architecture, where the legacy architecture is decom-
posed in micro-components, each one with an independent life cycle but interconnected
and correlated, Cavallari et al. analyze in detail the structure and the development of
eServices based on this specific architecture. Their paper discusses the new techno-
logical tendencies under the lens of an organizational approach.

In the last literature analysis paper, Sorrentino et al. advance the current debate on
the co-creation of value in the delivery of health care by treating the informal caregivers
as a key organizational resource for the providers, and not as one of the many spokes in
the customer wheel.

Results of a different analysis are provided by Morais et al. They examine the
relationship between the corruption perception index (CPI) provided by Transparency
International and the human development index (HDI) of the United Nations Devel-
opment Program and its components. The results obtained reinforce the importance of
efforts by international politicians and organizations in fighting corruption, especially
in highly developed countries.

On the basis of data analysis, Militaru et al. extend research on social networking
sites and the role of these tools in the business performance of service firms. Using
cross-section data from a sample in Romania, the authors empirically investigated the
mediating effects of service innovation on the relationship between social networking
sites and business performance. The results indicate that innovation capability played a
key role in business performance but its mediating role between social networking sites
and business performance of service firms was not confirmed.
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Service Systems Analysis and Design

The chapters in this part provide conceptual models and theoretical frameworks for
supporting the analysis or the design of a service system.

Verlaine defines and depicts the generic components of service systems as well as
the relations between them, proposing a new conceptual model of a generic (simple or
complex) service system. Costanza proposes a framework of analysis combining
system dynamics and performance management to represent the stock-and-flow
structure of the phenomenon of value co-creation through social media marketing and
brand communities.

In the current economic scenario, big data are offering considerable economic
benefits. Spagnoli and Morelli evaluate the diversity of the creative industries
(CI) when related to the use of big data, providing a multi-criteria methodology for
assessing their effects on CIs, and a model for implementing collaborative and virtual
value chains through its usage. Schmitz et al. develop a method for defining data
acquisition strategies to improve uncertainty analyses for industrial service contracting,
as well as an approach for ranking acquisition strategies by measuring their acquisition
effort and business benefit. The method is applied in an industrial use case to
demonstrate its benefit for assessing cost uncertainties in full-service repair contracts.

Meierhofer and Meier show a systematic approach to use data science for the
process of service design. The authors develop a structure of data science method-
ologies in the dimensions of their potential to create service benefit. This allows one to
map the value contribution of the data science tools on the different perspectives and
phases of the service design process, establishing a direct link between the outcomes
of the data science methodologies and the value drivers for the customer.

Based on a combination of established statistical methods, Hunke at al. propose a
systematic approach that allows one to identify different domains of business model
patterns. The authors apply it on a dataset of 58 e-mobility projects and, as a result, they
identify five distinct and semantically meaningful business model types. One of the
main contributions of this paper is to suggest a new approach for identifying different
patterns of business models, the second one is to provide valuable insight into the
current state of e-mobility service business models that can further drive the adoption.

Kummler presents an approach with which to evaluate and model quality by using
requirements from automotive development projects as a practical example. As first
results, he provides the development of an assessment tool and an initial analysis of the
available dataset. Reuter-Oppermann et al. present the outline of a decision support
system for (optimally) locating general practitioners’ practices, in the context of pri-
mary care services. Silva and Migueis propose a prescriptive analytics solution to
enhance the service provided by libraries, by optimizing the layout of libraries. The
results of their study corroborate the effectiveness of the method proposed and its
potential in supporting library management decisions.
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Service Organization Case Studies and Practices

This part gather the contributions describing service organization experiences and case
studies. A longitudinal analysis opens this section, followed by two sets of contribu-
tions regarding customers’ experiences and higher education and training. Two others
contributions on different topics close this part.

Tapandjieva et al. present a longitudinal action design research project, describing
the transformation of a service-oriented organization. It has slowly matured into the
design and development of a visualization tool called Service Cartography. The authors
provide the evolution of their conceptualization of how Service Cartography facilitates
service-oriented thinking.

Through a content analysis, Molnar and Moraru examine what customers evaluate
when they choose a hotel or have an experience with it. At the same time, they study
the ability of the hotel to incorporate customers’ feedback affecting them and cus-
tomers’ decisions. Considering a similar topic, the contribution of Alcoba et al. com-
pares a wide sample of tourists’ numerical scores and verbal assessments, analyzed
with a sentiment analysis engine. The objective is to acquire a deeper knowledge of the
concept of experience quality to find out what the tourist really values.

Dima analyzes the evolution of convergence in higher education during 2002–2013,
based on previously used macroeconomic and transition indicators. Using forecasting
techniques for the 2014–2020 period, the author foresees the dynamics of the outlined
clusters, and the perspectives of convergence in the near future. Paunescu analyzes the
way in which different attributes of community engagement and service are taken into
consideration among the indicators used in university rankings.

Faria and Nóvoa describe the design and implementation process of a new BPM
platform adopted at the University of Porto.

Menshikova et al. provide an exploratory research of the on-line training courses
and initiatives developed by the bank sector institutions and addressed to both their
employees and their real and potential clients. The paper provides a preliminary
analysis of the programs based on the experience of an Italian bank.

Focusing on fraud risks in telecom services and products, Yesuf et al. describe the
outcome of two workshops in which they involved experts from a telecom provider and
experts from multidisciplinary areas. They present two exemplary telecom fraud sce-
narios, analyzing and estimating the impacts of fraud risks qualitatively.

Perna et al. conduct a review of the literature and a comparative analysis of Summer
Olympic Game editions during the period 1992–2016, to investigate the crucial role
played by the social networks in the mega sporting events improving their social value
in the co-creation value perspective.
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Sustainability: Service Ecosystems, Environment Control,
and Transportation

This part collects contributions discussing topics connected with sustainability through
service issues in general.

The public transport service system provides safe and secure urban mobility for all
citizens. The contribution of Drăgoicea et al. offers a new perspective on designing
sustainable public transport services in times of emergency in order to support the
transport service company’s operational activities based on sustainable institutions
principles. On the basis of Ostrom principles, it is suggested that a common–pool
resource (CPR) institutional approach would be able to adapt more responsively to an
emergency situation than a centralized or privatized one.

A focus often linked to transportation issues is pollution. Chiru et al. present a
perspective related to information service integration for pollution awareness evalua-
tion. Using digital tools, based on indirect information analysis as retrieved from the
available literature over time, the paper investigates how pollution events influenced
public awareness.

Borangiu et al. introduce a framework for designing flexible environment control
services (e-services) based on generic sensing, modelling, and control process speci-
fications that allows the customization of a holonic facility environment control system
(HFES). The authors also present and discuss experimental results.

The role of non-profit organization and citizen satisfaction in the service ecosystem
is analyzed by the following contributions. Bonomi et al. conduct an in-depth longi-
tudinal study (2013–2016) on an ICT-enabled community of IT professionals, aiming
to provide unemployed professionals with employment opportunities while also pro-
viding small and micro enterprises and non-profit organizations with affordable,
high-level IT services. The authors found that the presence of non-profit organizations
in the service ecosystem strongly influences the service ecosystem’s institutional logic
and worldview and facilitates sustainability-oriented self-organizing throughout the
ecosystem.

Zagorie et al. examine the quality of municipal services within inner-city services.
They identify the most important service quality dimensions that determine citizen
satisfaction. A system dynamics approach is used to model and analyze ways to
improve citizen satisfaction. The managing of the queue is often associated with the
quality of service delivery.

Fragnière et al. provide an empirical exploratory enquiry to develop a queue’s
ontology on an ethological basis, taking a concrete example of cable car queues in the
Alps, in the Canton of the Valais. This human–machine case is particularly interesting
because the results show that a queue’s regulation is mostly based on ethological
behavior (therefore innate rather than learned) to adjust to the rigid system of the
cable cars.

March 2017 Stefano Za
Monica Drăgoicea
Maurizio Cavallari
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Abstract. The study of the organizational impact of information technology
services on the value generation process in organizations has a story that spans
over several decades. In this stream of research, that goes under the name of IT
value, scholars debated over years on the potential existence of a positive link
between the presence of IT services and the organizational performance. The field
of IT value is ample and continuous. Considering these aspects this paper contrib‐
utes to the literature by proposing a quantitative analysis of the IT value literature.
Our study complements existing studies on the value of IT services, which
followed qualitative approaches, focusing on the summarization and systemati‐
zation of existing literature. This paper presents the results of a longitudinal
bibliometric study of the IT value literature based on 435 papers published from
1990. Our analysis shows a growing trend of publications and citations, the exis‐
tence of a common theoretical foundation for the research stream identified by
the most influential and co-cited sources. Our analysis identified the existence of
three core research areas inside which most of the IT value discourse is developed.
We concluded our research formulating some considerations regarding future IT
service value investigations.

Keywords: IT services · IT value · Bibliometric analysis · Co-citation analysis

1 Introduction

While setting the rationale for services science as a stand-alone discipline, Chesbrough
stressed the role of intangibility as the specificity of services with two main conse‐
quences [1]: (i) the lack of a tangible artefact in services to test consumer needs that
makes innovation a different endeavour from other sectors; (ii) the difficulty of assessing
productivity due to the intangible nature of both inputs and outputs. According to him
these two peculiarities are not satisfactorily explored by other disciplines.

Given the importance of Information Technology (IT) in services, Chesbrough and
Spohrer [2] highlight the need to study how organizational capabilities and artefacts –
including IT – can be combined to generate value. Organizations have invested in IT
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service management as a set of praxes to define, manage, and deliver IT services to
ensure the support to business and customers’ needs [3]. The costs of IT services
accounts to 60%–90% of the total cost of IT ownership [4], making IT service manage‐
ment the core of IT management in organizations.

Researchers have been studying the organizational impact of IT services for several
decades [5, 6], to assess positive or negative benefits in terms of organizational perform‐
ance [7–9]. Over the years different methodologies and theoretical approaches were used to
investigate this phenomenon [10] in what is a multi-disciplinary research field [7, 8, 11].

Assessing organizational benefits of IT services is of great importance both for the
literature and for the practice [7, 11–14]. This field of research goes under the name of
“IT value”, and is reputed fundamental for the managerial literature [7, 14]. With the
aim of contributing to the ongoing debate in this field of research, previous researchers
summarized and systematized the many contributions by way of literature reviews or
conceptual frameworks [7, 10, 15]. We complement these works by proposing a quan‐
titative-based analysis of the literature over a longitudinal perspective, seeking to inves‐
tigate the following research questions:

RQ1. What are the foundations of IT Value in terms of key sources cited in articles
discussing it?

RQ2. How are the foundations of the IT Value literature evolving over time?
RQ3. What are the most active research areas discussing IT Value?
RQ4. How are the research areas evolving over time?

Our work contributes in tracing the roots and the common theoretical ground of the inter-
disciplinary discourse on IT services value, and to trace the trends and evolution of such
research field over time, to formulate implications on the progression of the discourse.

2 Research Methods

We performed a quantitative bibliography analysis using number of publications and
number of citations and co-citation as proxies of the influence of contributions in the IT
value organizational discourse [16, 17]. We applied this method, that allows to study
the cumulative knowledge generation process in the literature, following the protocol
described in Fig. 1.

Literature sources were searched on ISI (Institute for Scientific Information) Web
of Science which is a multi-disciplinary literature archive covering more than 12,000
journals with 40 million entries. The conceptualization of the literature is based on our
previous knowledge of the discourse complemented by reviews of the IT value literature
[7, 9, 18]. We used the following keywords: “organizational performance”, “information
technology”, “IT value”, “business value”, and “economic value” stemmed and used in
combination with wild cards to include both singular and plural expressions. We
executed the following query to search for literature:
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Topic = (("organizational performance" AND "information 
technolog*") OR ("IT value" AND "information technolog*") 
OR ("business value" AND "information technolog*") OR 
("economic value" AND "Information technolog*"))
Refined by: Languages=(ENGLISH) AND Document Types =
(ARTICLE OR REVIEW) AND [excluding] Document Types =
(PROCEEDINGS PAPER OR BOOK CHAPTER)

On ISI-WoS, what is indicated in the “TOPIC” field is searched in title, keywords,
and abstract of each contribution stored in the databases. To include only the most reli‐
able sources we limited our results only to contributions written in English and published
in peer reviewed scientific journals. We made a first selection out of the identified sources
by reading titles and abstracts of selected sources. We eventually removed 120 false
positives from the original sample. The final set was composed by 435 contributions
published after 1990. The number is in line with figures reported by other IT value
literature studies [18, 19].

On this final set, following the third and fourth steps of the research protocol, we
performed a descriptive analysis, and a network analysis [20, 21].

3 Main Findings

Table 1 lists the top 50 most frequently cited sources by the papers included in the
sample. The percentage between brackets is a measure of the relative impact of the
specific source in the 435 papers analysed. Rows in grey represent sources that are in
the sample analysed. The most relevant sources are the first five, which are the only ones
cited more than 100 times, and which represent building blocks shared amongst about
one third of the papers included in the sample.

Fig. 1. Research protocol
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Table 1. Most influential sources in the samples

References Cit.
Melville N, 2004, Mis Quart, V28, P283 139 (32%)
Bharadwaj As, 2000, Mis Quart, V24, P169, doi:10.2307/3250983 138 (32%)
Barua A, 1995, Inform Syst Res, V6, P3, doi:10.1287/isre.6.1.3 111 (26%)
Brynjolfsson E, 1996, Manage Sci, V42, P541, doi:10.1287/mnsc.42.4.541 106 (24%)
Barney J, 1991, J Manage, V17, P99, doi:10.1177/014920639101700108 106 (24%)
Hitt Lm, 1996, Mis Quart, V20, P121, doi:10.2307/249475 85 (20%)
Mata Fj, 1995, Mis Quart, V19, P487, doi:10.2307/249630 81 (19%)
Wade M, 2004, Mis Quart, V28, P107 78 (18%)
Mukhopadhyay T, 1995, Mis Quart, V19, P137, doi:10.2307/249685 70 (16%)
Tallon Pp, 2000, J Manage Inform Syst, V16, P145 68 (16%)
Powell Tc, 1997, Strategic Manage J, V18, P375, doi:10.1002/
(sici)1097-0266(199705)18:5<375::aid-smj876>3.0.co;2-7

67 (15%)

Fornell C, 1981, J Marketing Res, V18, P39, doi:10.2307/3151312 66 (15%)
Weill P., 1992, Information Systems, V3, P307, doi:10.1287/isre.3.4.307 62 (14%)
Sambamurthy V, 2003, Mis Quart, V27, P237 58 (13%)
Devaraj S, 2003, Manage Sci, V49, P273, doi:10.1287/mnsc.49.3.273.12736 56 (13%)
Teece Dj, 1997, Strategic Manage J, V18, P509, doi:10.1002/
(sici)1097-0266(199708)18:7<509::aid-smj882>3.0.co;2-z

56 (13%)

Bharadwaj As, 1999, Manage Sci, V45, P1008, doi:10.1287/mnsc.45.7.1008 56 (13%)
Podsakoff Pm, 2003, J Appl Psychol, V88, P879, doi:
10.1037/0021-9101.88.5.879

54 (12%)

The table indicates that these sources are: Melville et al. [18], Bharadwaj [22], Barua
[23], Brynjolfsson and Hitt [24], and Barney [25].

The influence of the different sources is shown by the network analysis of the co-cita‐
tions (Fig. 2). Each node in the figure is a paper cited by the papers in the sample. An arc
between two papers indicates a co-citation of the two papers in one of the papers in the
sample. Arcs thicker than others indicate co-citation pairs that are more frequent than
others. The numbers on the arcs indicate the absolute frequency of the co-citation occur‐
rence. The most evident co-citation pairs link the papers of Melville et al. [18], Bharadwaj
[22], Barney [25], Wade [26], Mata et al. [27], and Brynjolfsson and Hitt [24].

Figure 3 shows instead the network analysis of the co-occurrence of the research
areas [28]. The figure shows the presence of several research areas. Much part of the IT
value discourse takes place among the Business & Economics, Computer Science, and
Information Science & Library Science research areas. This triad is by far the most
frequent in terms of research areas co-occurrence. Besides this there are also the areas
of Engineering and of Operations Research & Management Science, which appear to
be also relevant, even though of second order. All the other research areas are instead
only mentioned one time, with the only exceptions of Public Administration, Health
Care Sciences & Services, and Construction & Building Technology.
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Fig. 3. Research areas co-occurrence

4 Theoretical, Empirical, and Managerial Implications
and Contributions

The analysis performed depicts a multi-disciplinary area of research, where the weight
of the different disciplines is uneven. Answering to RQ3, the IS discipline is central to
the discourse, and the core domain of the IT value research is formed by the intersection
of Computer Science, Business & Economics, and Information Science & Library
Science.

We performed also the longitudinal analysis. Since the number of publications and
citations, it was possible to recognize three main periods: before 2000, 2000–2008, and
after 2008.

The first period is the one where the discourse is set up. No contribution emerges as
clearly influential in this period but for the work of Barua [23] and Weill [29]. In the second
period three sources are influential: Bharadwaj [22], Barua et al. [23], and Brynjolfsson and
Hitt [24]. In the third period the work of Barua et al. [23] is confirmed as influential source
together with the review of Melville et al. [18] which sets a theoretical framework for IT
value investigations.

The most active research area over time are that of: Information Science & Library
Science, Business & Economics, and Computer Science. The analysis shows the emer‐
gence of secondary areas: Operations Research & Management Science, Engineering (from
the first period), and Public Administration (from the third).

As per RQ4 what the longitudinal analysis of the research areas shows instead is that
secondary domains flank the core domain. Among these Engineering, and Operations
Research & Management Research emerged against the others. We suggest also that
Public Administration, Health Care Science & Services, and Medical Informatics could
be the next emerging areas. Particularly Healthcare Science & Services and Medical
Informatics appear to be more strongly related each other than the rest of the core
domain.

Concerning the evolution of the IT value discourse, the longitudinal analysis of the
top 10 most influential sources shows that the discourse has the traits of continuity in
cumulating research results, as most sources maintain their relevance over time. Except
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from the first period, there are no clusters in the IT value discourse. This suggests us
that there is a stable paradigm informing the IT value research.

Answering RQ1, the most influential sources, which are also quite stable over time,
of the IT value are the works of: Melville et al. [18], Bharadwaj [22], Barua et al. [23],
Bryinjolfsson and Hitt [24], and Barney [25]. These sources found empirical evidences
of value created by IT, but they also contribute on two different aspects: the method‐
ology, and the theory for the IT value assessment.

The paper from Brynjolfsson and Hitt [24] contributes on the theory side. First, it
marks an important step in the IT value discourse testifying the overpassing of the
productivity paradox, which greatly contributed to animate debate in this field. Secondly
the paper builds over economic theory to propose an IT value assessment method based
on Cobb-Douglas productivity functions.

Both the papers from Bharadwaj [22], and Barney [30] still contribute on the theory
side, but on a different perspective. The paper of Barney [25] is one of the seminal papers
which contributed to develop the RBV theory. The paper of Bharadwaj [22] presents
empirical evidences of IT value in a firm level assessment resorting on a RBV theoretical
perspective to perform the assessment.

Finally the paper from Melville et al. [18] contributes identifying a theoretical
framework based against the RBV theory that shows loci and focus of IT adoption and
of IT value generation, and proposes guidance for future investigations of the IT value
phenomenon.

The paper of Barua et al. [23] instead contributes on the methodology level,
proposing a process based approach to assess IT value in a post implementation scenario,
and providing empirical evidences of the existence of such value.

Concerning the evolution of these foundations (RQ2), the co-citation analysis
showed in the first period the existence of three distinct areas, of different importance,
in the literature. The two prevailing ones are focusing on the collection of empirical
evidences of IT value, and on the investigation of the strategic importance of IT imple‐
mentation. The third, and less frequent one, concerns instead the investigation of IT
impacts at inter-organizational level. Out of these three aspects only the collection of
empirical evidences survives in the second and in the third period, and over time most
influential sources focus instead on the theoretical foundations of IT value investigation
(the already mentioned RBV, and economic productivity function), on methodological
guidance for assessments of IT value at the intra-organizational level, and on the provi‐
sion of integrative frameworks to synthesize an extensive and articulated research area.

Looking at the results of our analysis we posit that the RBV theory constitutes a
foundation of the IT value discourse. The IT value phenomenon has been studied mainly
at three different levels of analysis: the business process level [18, 23, 31], the firm level
[18, 24], and the network/inter-organizational level [18, 32].

One challenge for the IT value discourse is the study of the benefits achieved by ICT
adoption at the inter-organizational level. We believe this to be a challenge as the under‐
pinning theoretical approach, the RBV, does not necessarily matches with inter-organ‐
izational cooperation scenarios where resources are of value if they are exchanged, and
not if they are protected or made scarce. This is of importance in a service centred
scenario where different organizations combine their resources, pieces of knowledge,
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and competences to deliver services of value for customers. In this setting the value of
IT could also be explained in terms of shared IT resources rather than in terms of private
and protected resources [33]. That would imply a shift in the underpinning theoretical
approach to study the value delivered by IT services.

Another aspect we believe to be important for the IT value research is the emergence
of the domain of public administration studies in the literature of IT value. Concerning
this we also see a potential future challenge as in such domain the RBV theory is again
not fit in explaining context of public value [9, 34, 35].

References

1. Chesbrough, H.W.: Toward a new science of services. Harv. Bus. Rev. 83, 43–44 (2005)
2. Chesbrough, H., Spohrer, J.: A research manifesto for service science. Commun. ACM 49,

35–40 (2006)
3. Winniford, M., Conger, S., Erickson-Harris, L.: Confusion in the ranks: IT service

management practice and terminology. Inf. Syst. Manag. 26, 153–163 (2009)
4. Galup, S.D., Dattero, R., Quan, J.J., Conger, S.: An overview of IT service management.

Commun. ACM 52, 124 (2009)
5. Nevo, S., Wade, M.R.M.: The formation and value of IT-enabled resources: antecedents and

consequences of synergistic relationships. MIS Q. 34, 163–183 (2010)
6. Grover, V., Kohli, R.: Co-creating IT value: new capabilities and metrics for multifirm

environments. MIS Q. 36, 225–232 (2012)
7. Kohli, R., Grover, V.: Business value of IT: an essay on expanding research directions to keep

up with the times. J. Assoc. Inf. Syst. 9, 23–39 (2008)
8. Braccini, A.M.: Value Generation in Organisations. LAMBERT Academic Publishing,

Saarbrücken (2011)
9. Wilkin, C., Campbell, J., Moore, S., Van Grembergen, W.: Co-creating value from IT in a

contracted public sector service environment: perspectives on COBIT and Val IT. J. Inf. Syst.
27, 283–306 (2013)

10. Oh, W., Pinsonneault, A.: On the assessment of the strategic value of information
technologies: conceptual and analytical approaches. MIS Q. 31, 239–265 (2007)

11. Gable, G.G., Sedera, D., Chan, T.: Re-conceptualizing information system success: the IS-
impact measurement model. J. Assoc. Inf. Syst. 9, 377–408 (2008)

12. Irani, Z., Love, P.E.D.: The propagation of technology management taxonomies for evaluating
investments in information systems. J. Manag. Inf. Syst. 17, 161–177 (2000)

13. Thatcher, M.E., Oliver, J.R.: The impact of technology investments on a firm’s production
efficiency, product quality, and productivity. J. Manag. Inf. Syst. 18, 17–45 (2001)

14. Agarwal, R., Lucas, H.C.: The information systems identity crisis: focusing on high-visibility
and high-impact research. MIS Q. 29, 381–398 (2005)

15. Kohli, R., Sherer, S.A., Baron, A.: Editorial - IT investment payoff in e-business
environments: research issues. Inf. Syst. Front. 5, 239–247 (2003)

16. Pritchard, A.: Statistical bibliography or bibliometrics? J. Doc. 24, 348–349 (1969)
17. Culnan, M.J.: The intellectual development of management information systems, 1972–1982:

a co-citation analysis. Manag. Sci. 32, 156–172 (1986)
18. Melville, N., Kraemer, K.L., Gurbaxani, V.: Review - information technology and

organizational performance: an integrative model of IT business value. MIS Q. 28, 283–322
(2004)

10 S. Za and A.M. Braccini



19. Chau, P.Y.K., Kuan, K.K.Y., Liang, T.-P.: Research on IT value: what we have done in Asia
and Europe. Eur. J. Inf. Syst. 16, 196–201 (2007)

20. Za, S., Spagnoletti, P.: Knowledge creation processes in information systems and
management: lessons from simulation studies. In: Spagnoletti, P. (ed.) Organization Change
and Information Systems. LNISO, vol. 2, pp. 191–204. Springer, Heidelberg (2013)

21. Brumana, M., Decastri, M., Scarozza, D., Za, S.: A bibliometric study of the literature on
technological innovation: an analysis of 60 international academic journals. In: Baglieri, D.,
Metallo, C., Rossignoli, C., Iacono, M.P. (eds.) Information Systems, Management,
Organization and Control, vol. 6, pp. 141–152. Springer, Cham (2014)

22. Bharadwaj, A.S.: A resource-based perspective on information technology capability and firm
performance: an empirical investigation. MIS Q. 24, 169–196 (2000)

23. Barua, A., Kriebel, C.H., Mukhopadhyay, T.: Information technologies and business value:
an analytic and empirical investigation. Inf. Syst. Res. 6, 3–23 (1995)

24. Brynjolfsson, E., Hitt, L.: Paradox lost? Firm-level evidence on the returns to information
systems spending. Manag. Sci. 42, 541–558 (1996)

25. Barney, J.: Firm resources and sustained competitive advantage. J. Manag. 17, 99–120 (1991)
26. Wade, M., Hulland, J.: Review: the resource-based view and information systems research:

review, extension, and suggestions for future research. MIS Q. 28, 107–142 (2004)
27. Mata, F.J., Fuerst, W.L., Barney, J.B., Mata, J.: Information technology and sustained

competitive advantage: a resource-based analysis. MIS Q. 19, 487–505 (1995)
28. Ricciardi, F., Za, S.: Smart city research as an interdisciplinary crossroads: a challenge for

management and organization studies. In: Mola, L., Pennarola, F., Za, S. (eds.) From
Information to Smart Society. LNISO, vol. 5, pp. 163–171. Springer, Cham (2015)

29. Weill, P.: The relationship between investment in information technology and firm
performance: a study of the valve manufacturing sector. Inf. Syst. Res. 3, 307–333 (1992)

30. Barney, J.B.: The resource based view of strategy: origins, implications, and prospects. J.
Manag. 17, 97–211 (1991)

31. vom Brocke, J., Braccini, A.M., Sonnenberg, C., Spagnoletti, P.: Living IT infrastructures—
an ontology-based approach to aligning IT infrastructure capacity and business needs. Int. J.
Account. Inf. Syst. 15, 246–274 (2014)

32. Lane, O., Howison, J., Wiggins, A., Rowston, K., Crowston, K., Mukhopadhyay, T., Kekre,
S., Kalathur, S.: Business value of information technology: a study of electronic data
interchange. MIS Q. 19, 137 (1995)

33. Amit, R., Zott, C.: Value creation in e-business. Strateg. Manag. J. 22, 493–520 (2001)
34. Bannister, F.: Dismantling the silos: extracting new value from IT investments in public

administration. Inf. Syst. J. 11, 65–84 (2001)
35. Braccini, A.M., Federici, T.: IT value in public administrations: a model proposal for e-

procurement. In: D’Atri, A. Saccà, D. (eds.) Information Systems: People, Organizations,
Institutions and Technologies, pp. 121–129. Physica-Verlag, a Springer Company, Heidelberg
(2009)

Tracing the Roots of the Organizational Benefits of IT Services 11



Blockchain Technology as an Enabler
of Service Systems: A Structured

Literature Review

Stefan Seebacher(&) and Ronny Schüritz

Karlsruhe Institute of Technology, Kaiserstr. 89, 76131 Karlsruhe, Germany
{stefan.seebacher,ronny.schueritz}@kit.edu

Abstract. Blockchain technology is expected to revolutionize the way trans-
actions are performed, thereby affecting a vast variety of potential areas of
application. While expectations are high, real world impact and benefit are still
unclear. To be able to assess its impact, the first structured literature review of
peer-reviewed articles is conducted. As blockchain technology is centered
around a peer-to-peer network, enabling collaboration between different parties,
the service system is chosen as unit analysis to examine its potential contribu-
tion. We have identified a set of characteristics that enable trust and decen-
tralization, facilitating the formation and coordination of a service system.

Keywords: Blockchain technology � Service system � Technology impact

1 Introduction

Blockchain technology is known as the underlying basis of Bitcoin [1]. Apart from its
utilization in the Bitcoin network, many researchers and practitioners expect it to
generally revolutionize the way we interact and transact over the Internet, resulting in
the dawn of a new economy (e.g. [2, 3]). A vast potential for its application is pre-
dicted, for example affecting the way governments [4], public notary services [5] or
contracts in an online environment [6] work. Expectations towards the potential of this
new technology are rising, which can be seen in Gartner’s Hype Cycle, where
blockchain technology has already reached the peak of inflated expectations [7]. But as
the term inflated expectations indicates, there is a difference between expectations and
experienced real world impact [4]. In that context, Gideon Greenspan, the CEO of
Multichain a blockchain provider, is stating that businesses are still “waiting to gain a
clearer understanding of where blockchains genuinely add value in enterprise IT” [8].
While, there are several startups, that already offer blockchain solutions to their cus-
tomers, no application has yet achieved large scale recognition, as they face compe-
tition of existing and well-established systems [9]. Therefore, additional and pervasive
use cases are needed to foster the adoption of blockchain technology [2] and to reveal
real world benefits for its users [10].

In order to facilitate the identification of practical use cases, it is necessary to be
aware of potential impacts, which result from the application of blockchain technology.
As it is built upon interaction in networks or systems, we investigate its implications in
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the context of service systems, which themselves are characterized by collaborative
processes and, therefore, serve as an excellent unit of analysis [11].

Performing the first structured literature review on blockchain technology, which is
entirely based on peer-reviewed literature, we derive a distinct set of characteristics that
we illustrate in a concept matrix and interpret. The characteristics are then assessed
concerning their contribution to service systems, developing a better understanding of
the potential of blockchain technology.

The structure of this paper is as follows: Sect. 2 presents the methodological
approach for conducting the literature review. Section 3 lays the theoretical founda-
tions concerning blockchain technology by synthesizing a definition for the concept as
well as presenting its inherent characteristics. Subsequently, Sect. 4 gives an overview
over the concept of service systems and discusses the implications of applying
blockchain technology in service systems. Section 5 closes with a conclusion and gives
an overview over the research agenda.

2 Research Methodology

Since blockchain technology is a rather new field of study [12], publications have
based their research on available white papers and practitioner-oriented sources, such
as related forums (e.g. [2]). Until now, the extent of peer-reviewed publications was
very limited and therefore an analysis of peer-reviewed articles has not yet been
conducted. With rising academic interest, more and more publications ensuring sci-
entific rigor are surfacing. Therefore, this work intends to focus on peer-reviewed
publications as principal source of information. Non-peer-reviewed literature is used to
support and underline the derived results.

In order to fully explore the concept of blockchain technology and its underlying
characteristics, a structured and systematic literature review is conducted. Google
Scholar is used as search engine to retrieve relevant literature.

As a first step, keywords, covering the field of blockchain technology, have to be
identified. The terms “Blockchain” and “Block chain” are used as starting points for a
database search, as they are treated synonymously throughout the blockchain community.

Table 1. Overview over keywords and hits

Keyword Number of hits
Blockchain 6.790
Block chain 4.570
Keyword combined with “blockchain” Number of hits
Peer-to-peer database 1.110
Immutable database 213
Consensus database 1.430
Consensus protocol 1.180
Distributed ledger 1.170
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Furthermore, they do not describe unrelated concepts or technologies and are therefore
suited as initial set of keywords. In order to incorporate additional perspectives on the
technology, the list of keywords is gradually and iteratively extended through the analysis
of the identified results. The applied set of keywords as well as their hit counts are
presented in Table 1. For each of the presented keywords, the first 50 search results are
analyzed and examined for relevance. Results that do not fulfil the following filtering
requirements are discarded: Publications are written in English and have passed a
peer-review process.

As a means to uncover different characteristics of blockchain technology, the
resulting 31 peer-reviewed articles are used to develop a concept matrix [13], thereby
synthesizing the literature at hand.

3 Review on Blockchain Technology

In this section, we present the results of our literature review on blockchain technology.
We start by formulating a definition for the basic concept, which is followed by a
presentation of the technology’s inherent characteristics.

3.1 The Concept of Blockchain Technology

Although blockchain technology was first introduced in the year 2008 in Nakamoto’s
whitepaper as the underlying technology of Bitcoin [1], a generally accepted definition
of the concept has not been established. Therefore, this section, provides a definition of
the concept based on peer-reviewed literature.

While some authors refer to a blockchain as a distributed data structure, database or
system [4, 9, 12, 14–17], others call it a decentralized network [18, 19]. Serving as a
log or ledger to document all transactions and activities that took place within the
construct [12, 14, 15, 19–24], it is a linked sequence of transactions [9, 25], in which
time-stamped transactions [26] are broadcasted to and shared with participating entities,
located in its belonging peer-to-peer network [12, 16]. Transactions are secured
through public-key cryptography and verified by the participants for correctness [9, 12,
17, 23, 26]. Once a transaction is verified by the participatory community, it is added to
an unpublished block. Amongst others, a block serves as storage unit for transactions
and contains a reference to the settled and verified chain of blocks. Through the use of a
consensus mechanism new blocks are added to the blockchain in an append-only
manner and then cannot be altered anymore [20, 21, 25, 27].

Based on the presented statements, we synthesize the following definition for a
blockchain:

A blockchain is a distributed database, which is shared among and agreed upon a
peer-to-peer network. It consists of a linked sequence of blocks, holding timestamped
transactions that are secured by public-key cryptography and verified by the network
community. Once an element is appended to the blockchain, it can not be altered,
turning a blockchain into an immutable record of past activity.

14 S. Seebacher and R. Schüritz



Furthermore, a distinction can be made between public and private blockchains.
Public blockchains are not restricted in terms of access rights and allow all participants
to append new blocks, whereas private blockchains may be used in a stricter setting in
which it is important to limit who enters and contributes to the network [25].

3.2 Characteristics of Blockchain Technology

Although blockchain technology can be regarded as an emerging technology [28] and
therefore still has room for improvement in terms of efficiency and technical aspects
[12], its underlying characteristics can already be discussed. To assess these charac-
teristics in a structured and systematic manner, the identified peer-reviewed articles and
the respectively mentioned attributes are presented in the concept matrix in Table 2.

Our analysis shows that blockchain technology brings to bear a variety of char-
acteristics, which are, in the following, analyzed concerning their interrelations,
deriving a set of key characteristics. For example, it is assumed that the characteristics
“shared and public” as well as “low friction” lead to increased transparency in a
system, since information is made publicly available between participants without
being influenced by a third party. An overview over the resulting key characteristics
and their underlying elements is presented in Fig. 1 and is further elaborated in the
following.

Two principal characteristics are to be identified when looking at blockchain
technology, namely its trust evoking and decentralized nature.

Its decentralization facilitates the creation of a private, reliable and versatile envi-
ronment, which is further described below.

As blockchain technology is based on a peer-to-peer network [9], which combined
with the technology’s ability to secure interactions between two individuals by using
public-key cryptography, and the fact that identities are covered by pseudonyms, a high
degree of privacy for its participants is enabled [37].

Reliability within the system is established through use of two factors. On the one
hand, information on transactions is shared and stored throughout the network and is
therefore treated in a redundant way [25] and on the other hand, since the technology is
based on data and code, the introduction of automated measures is facilitated [40],
which in turn may reduce individual mistakes as there is little need for manual inter-
vention [34].

By enabling its participants to integrate their own programs, develop and distribute
their own code, thereby shaping their own environment, blockchain technology
facilitates the creation of an open and versatile system [4]. A popular example for this
characteristic is a so-called smart contract, which is a piece of code that serves as
programmed contractual agreement between two parties [2].

While some authors explicitly mention blockchain technology’s trust enabling
notion (e.g. [4, 20, 24, 41]), others describe it in an indirect manner as through the
establishment of transparency via a shared and public view on occurring transactions
throughout the peer-to-peer network (e.g. [27, 36]), through ensuring the integrity of
data in the blockchain (e.g. [23, 42]), or its immutable architecture (e.g. [9, 39, 40]).
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Table 2. Concept matrix of the reviewed literature

Author(s) Characteristics

Barber et al. [29] ✓ ✓ ✓ ✓ ✓ ✓ ✓

Beck et al. [20] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Böhme et al. [9] ✓ ✓ ✓ ✓ ✓ ✓

Bonneau et al. [19] ✓ ✓ ✓ ✓

Cai and Zhu [30] ✓ ✓ ✓ ✓ ✓

Cucurull and Puiggalí [23] ✓ ✓ ✓ ✓ ✓ ✓

Delmolino et al. [31] ✓ ✓ ✓ ✓ ✓

Eyal et al. [32] ✓ ✓

Garay et al. [15] ✓ ✓ ✓ ✓

Garman et al. [33] ✓ ✓ ✓ ✓ ✓ ✓

Garay et al. [15] ✓ ✓ ✓ ✓

Gerstl [24] ✓ ✓ ✓ ✓ ✓ ✓ ✓

Guo and Liang [34] ✓ ✓

Heilman et al. [35] ✓ ✓

Herrera-Joancomartí and
Pérez-Solà [36]

✓ ✓ ✓ ✓

Hull et al. [37] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Idelberger et al. [27] ✓ ✓ ✓ ✓ ✓ ✓

Kosba et al. [18] ✓ ✓ ✓ ✓

Kraft [21] ✓ ✓ ✓ ✓

Lewenberg et al. [14] ✓

McCorry et al. [38] ✓ ✓ ✓ ✓ ✓

McCorry et al. [22] ✓ ✓ ✓

Ølnes [4] ✓ ✓ ✓ ✓ ✓

Sharples and Domingue [25] ✓ ✓ ✓ ✓ ✓

Sun et al. [39] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Tschorsch and Scheuermann
[17]

✓ ✓ ✓ ✓ ✓

Wang et al. [16] ✓ ✓ ✓ ✓

Weber et al. [40] ✓ ✓ ✓ ✓ ✓ ✓ ✓

Wilson and Ateniese [41] ✓ ✓

Xu [42] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Zhao et al. [12] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Zyskind et al. [26] ✓ ✓ ✓ ✓ ✓ ✓
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Using blockchain technology enables its participants to establish a shared and
publicly unfolded relationship. As there is a shared view on all passed and current
transactions, participants have full disclosure on activities of the system [33]. New
transactions are broadcasted through the entire network [31] and as there is no single
intermediary who controls the system, users can interact directly, resulting in a
reduction of friction [20, 39].

Trust may also be facilitated through the technology’s inherent characteristic of
ensuring the integrity of data, which is stored in the database itself, since direct
interaction is secured through public-key cryptography and the fact, that through its
transparent nature every user is able to verify broadcasted transactions based on pre-
defined rules [31].

Another factor that contributes to establishing trust is the immutable design of the
database, meaning that once a transaction is added to a block, which in turn is added to
the blockchain, this transaction cannot be altered [23]. This process is facilitated by
applying a so-called consensus mechanism, which e.g. require the calculation of a
proof-of-work. A proof-of-work may be regarded as a computational puzzle, which
takes a lot of effort to solve, but whose solution is easily verifiable by others. In case a
user finds the solution, it is shared with the remaining participants in the network, who
in turn can verify its correctness, thereby reaching a consensus on the solution. One
crucial aspect of the proof-of-work is that the puzzle a user is solving, depends on the
previously accepted and agreed upon blocks of the blockchain. Since a variety of
participants is trying to form and append new blocks to the blockchain, changes in the
blockchain would result in varying solutions, revealing misuse or manipulation [33].
Both trust and decentralization are closely connected and interrelated in case of
blockchain technology. On the one hand, the mechanisms used to establish trust, such
as transparency, integrity and immutability of data, are needed for the creation of a
decentralized network, in which reliable and dependable transactions can take place
without a trusted third party. On the other hand, decentralization provides the mean for
users to get involved in the network, establishing the foundations for consensus
mechanism thereby rendering the necessity of a trusted third party obsolete.

Fig. 1. Characteristics of blockchain technology
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4 Impact on Service Systems

This section lays the theoretical foundations for the concept of service systems and
elaborates the way they might be influenced utilizing blockchain technology. There-
fore, the first subsection deals with presenting the notion of service systems as well as
their inherent characteristics. The second part of this section discusses the results of
Sect. 3 and applies them to the context of a service system.

4.1 Service Systems

For decades no common basis has been established concerning services [11]. Even at
the beginning of the 20th century, in which services have already accounted for a
remarkable share of economic performance, service still remained on a residual place of
the economic worldview [43].

With the introduction of the Service-Dominant (S-D) logic by Vargo and Lush [44],
this worldview changed, shifting the overall perspective on services. They define a
service “as the application of specialized competences (knowledge and skills) through
deeds, processes, and performances for the benefit of another entity or the entity itself”.
Thereby they introduce a truly inclusive notion of the term service.

Knowledge-intensive as well as customized services call for a closer integration of
customers [45]. In this context, S-D logic is embracing the thought that value creation
takes part through the involvement of service providers and beneficiaries in a
co-creating manner. To be more precise, they argue that operant resources, which might
be machinery or employees, act upon operand resources, increasing their value [44].

Through the integrated reflection of at least two participating parties, S-D logic
motivates the creation of the service system abstraction. Instead of calling the involved
parties provider or beneficiary, Maglio et al. [11] express the need to regard them in a
more generic and conceptual way, as both entities are needed for the process of value
creation, therefore calling each of them as well as their combination “service systems”.

In general, there exists a variety of definitions for the term system, since a system
may incorporate different characteristics depending on its underlying purpose [46].

Spohrer et al. define a service system as a “value-coproduction configuration of
people, technology, other internal and external service systems, and shared information
(such as language, process, metrics, prices, policies, and laws)” [47].

By separating between internal and external service systems, the concept allows for
describing interactions between “unique identities”, which are “instances of a type or
class of service systems”. The collaboration between two service systems may be
installed in two different ways. The composition may be based upon a hierarchical
structure in which only the decision maker needs to addressed or market-based
structure, in which an immediate collaboration between participating service systems is
established. [11].

Furthermore, a distinction can be made between formal service systems, which are
bound to a set of legal and economic rules in order to fulfill pre-defined contracts,
obligations and expectations, and informal service systems, in which cultural and
behavioral norms play a predominant role [48].
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An important aspect for the functioning of a service system is the availability and
distribution of information, as collaboration requires a shared basis of information as a
mean for coordination. Language, laws and measures are the principal types of shared
information in a service system setting. Since service systems are subject to both
change within their system as well as their environment, the characteristics of shared
information may change over time [47].

Although service systems are to be characterized by their complexity, adaptive
nature [47], openness and dynamic composition of operant and operand resources as
well as their expandability with other service systems, the integration of two individual
service systems does not necessarily end in the development of a greater service
system. Generally, in order to facilitate co-creation of value, there has to be at least one
operant entity who delivers a proposal to the other operant resource, who settles a
mutual agreement concerning the aspired result and who further promotes the real-
ization of value. Given these prerequisites, a service system has the ability to improve
both the partner system’s as well as its own state [11].

4.2 Understanding the Impact of Blockchain Technology

As we have shown in Sect. 3, both the establishment of an environment for trusted
interactions as well as the formation of a decentralized network constitute the core of
blockchain technology. Both of which appear to be important aspects for a service
system, as it is a configuration of different entities or resources, relying on trusted and
shared information (see Sect. 4.1).

Since value is co-created between the involved partners of a service system, trust is
an essential aspect that has to be ensured in order to facilitate collaborative processes
[40]. Therefore, a typical interaction in a service system involves a governing authority,
whose task is to verify and ensure that the involved parties follow shared agreements and
laws [47]. The introduction of a blockchain would render the use of a third party
unnecessary, as it would evoke a trusted and transparent environment, where all par-
ticipating entities have full insights into ongoing processes and can rely on the integrity
of immutable data. An example for this would be provenance tracking of a good, as every
participant of the network would be able to reconstruct the origin of a given good [49].

As blockchain technology facilitates the exchange of information in a way that all
involved parties have access to a transparent and shared database, thereby establishing
a common basis of information for all users, an important prerequisite for the func-
tioning of a service system is satisfied. Even involved parties who are located at the
edges of a service system would gain access to current and direct information, thereby
solving problems, which are caused by insufficient or inadequate information. An
example for this may be seen in a supply chain setting, where it may seem beneficial for
an individual to keep information for themselves, but sharing information would lead to
an improvement of the overall system (see Bullwhip effect) [50].

In this context, Weber et al. [40] use a blockchain in two different ways as part of a
collaborative setting. They call the first one “choreography monitor”, as it serves as a
storage unit for joint and individual data. The second one is called “active mediator”,
where it is used to oversee and initiate the execution of joint processes.
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Regarding the latter, the blockchain technology enables a great potential for stan-
dardization and automation, as it is a transparent system, which relies on formal code
and data. The implementation of both standardization and automation in service sys-
tems often releases bound productive capacity, while also reducing transaction costs
and having a beneficial impact on coordination [47]. Standardization and automation
might also have a favorable impact on minimizing manual mistakes and accelerating
interaction processes.

As we have presented, the co-creation of value depends on making a proposal,
sharing a common understanding of an interaction’s outcome, which is stipulated in an
agreement and whose realization is consequently monitored. A blockchain might
facilitate all of these activities, as it provides a platform, in which interacting parties can
transparently and precisely interact with each other, for example through the definition
of coded contracts. The blockchain platform Ethereum may serve as an example for
this, as it delivers a toolset for the design of coded contracts [5].

This might also have an impact on the formation of formal service systems, which
are determined and regulated by rules [48]. Since interactions in a blockchain are per
definition precise and pre-defined, this might facilitate the accelerated creation of such
service systems.

If information, time and cost can be managed in a more effective way, a blockchain
will even enable the establishment of new service systems that were not possible
before. An example for this would be the Bitcoin, which eliminated the need for a
trusted third party as information is shared among Bitcoin users, potentially reducing
the time needed for the execution of a transaction, drastically reducing transaction cost,
and therefore is not limit the minimum practical transaction size [1].

As interacting in such a system depends on strict conditions, leaving no room for
vague formulations which might result in conflict, blockchain technology could even
help at solving one of the key research objectives in service science, which is to
understand how disputes are to be settled effectively [11].

5 Conclusion

To be able to discuss the impact of blockchain technology on service systems, the first
structured literature review on the technology, based entirely on peer-reviewed litera-
ture, was performed. Thereby, a set of characteristics was revealed, enabling trust and
decentralization in a collaborative setting. Blockchain technology creates a trusted
environment through its transparent nature, making information publicly available
thought out its entire network, while also assuring the integrity and immutability of
data. Decentralization allows for the protection of privacy, through pseudonymization,
and creates a reliable and versatile setting. The identified characteristics were subse-
quently assessed in the context of a service system. Blockchain technology addresses
many important aspects, which support the functioning of a service system, such as
facilitating co-creation of value, ensuring availability of information and offering
mechanisms of coordination. Therefore, the technology is expected to have an exten-
sive impact on current and contribute to the formation of new service systems.
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As for further research, it would be of interest to explore blockchain technology’s
contribution within real world use cases. Hence, insights are to be generated by per-
forming a large-scale empirical analysis on existing areas of application.
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Abstract. Digital fabrication is contributing to the paradigm shift that is deter‐
mining a new way to design, produce and consume goods and services. In order
to understand the role of FabLabs, networked platforms for the dissemination of
digital culture through the sharing of technological tools and knowledge, this
paper explores the main research themes and methods associated with this new
business model. Through a systematic literature analysis, it provides an assess‐
ment of the state of art of the past and current literature about FabLabs from a
service perspective. Based on research papers published exclusively on scholarly
journals, the study describes the emergence of this research area and characterize
its current status. A critical analysis of the existing research as well as some
recommendations for future studies in this field are also offered.
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1 Introduction

The digital transformation of manufacturing is contributing to the ongoing paradigm
shift of the way to design, produce and consume goods and services. These now happen
in cooperative and shared manner allowing the user-consumer to be actively part of the
process, or becoming itself the producer. “Digital fabrication” can be defined as the
making of physical digitally enhanced artifacts as well as the production of materialized
objects by means of digital models. Following this definition, technologies for digital
fabrication encompass physical computing technologies as well as digital production
machines for printing three-dimensional objects (i.e. 3D printers) and for cutting,
shaping or milling material [1]. This revolution, that finds its roots both in the fields of
knowledge creation/sharing and technological development has become more than a
simple formal exploration in architecture and design, or a set of tools exclusive to
advanced industries. Innovative applications, devices and processes are becoming
accessible to the masses through physical spaces as FabLabs and makerspaces, while
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being shared all over the world through Internet platforms with an open source philos‐
ophy both for hardware and software [2].

It is hard to define digital fabrication and tools associated with this field as “new
technology”. Indeed the profession of landscape architecture has been articulating its
ideas using these tools for decades now. What is new are the means by which individuals
gain access to fabrication tools and services as well as the way in which they develop
their capabilities to digitally and directly manipulate them.

In a short time, makerspaces and fabrication laboratories (i.e. FabLabs) have
emerged, popping up in cities, universities and garages around the world. When
designers and entrepreneurs granted direct access to a wide range of digital fabrication
tools, the workshop or the lab becomes a proving ground for shaping ideas and devel‐
oping innovative projects [3].

FabLabs are a worldwide networked platform for the development and diffusion of
digital knowledge and skills through services inspired by the values of social innovation
and value co-creation. This model can represent an effective research platform to study
the phenomenon of distributed digital manufacturing and have an important role in the
diffusion of digital knowledge and skills, as well as the emergence of startups and new
business models. As defined by Neil Gershenfeld, the MIT professor (head of MIT’s
Center for Bits and Atoms) who initiated this concept, it is a global network of locally
integrated laboratories that allow to transform ideas into innovative projects and prod‐
ucts, in a collaborative process of value creation, providing public access to digital
fabrication tools and knowledge [4]. According to data released by the Fab Foundation,
today there are about 600 FabLabs globally connected (i.e. FabLab Global Network),
in over 70 countries worldwide. Although the maker and FabLab movements find their
origins in the United States, after a few years also Europe experienced a fast diffusion,
initially finding fertile ground especially in countries where the technological culture is
deeply rooted, as Germany and the Netherlands. More recently, they have become
popular also in many other European countries. For instance, one of the most active and
famous FabLab in Europe was founded in Barcelona.

In this context, Italy is the second country in the world by number of FabLabs:
recently the Country has experienced a rapid growth, passing from 0 to 100 in the last
three years. This extremely positive trend is largely due to cultural and social traits,
peculiar of the nation. Indeed, Italy has always been recognized worldwide as a country
of inventors, artisans, pioneering small businesses and entrepreneurs able to combine
precision engineering, high quality and design [5, 6]. This background has always been
behind the “Made in Italy”, that the digital revolution can further strengthen [7]. More‐
over, since 2013 the most important maker exhibition in Europe, the Maker Faire-Euro‐
pean Edition, is organized in Rome. The third edition of 2015, hosted within the Sapienza
University Campus, recorded numbers similar to the World Maker Faire New York,
with more than 100,000 visitors, 452 projects and inventions, 511 conferences and
courses on digital manufacturing applied to different industries.

Considering the important role that FabLabs are assuming for the digital transfor‐
mation of industry and society, it results crucial to carry out an in-depth analysis of the
literature regarding this phenomenon.
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The main purpose of this literature analysis is to obtain a “big picture” representing
the actual state of art of the scholarly research published on FabLabs. From this, the
present paper seeks to understand the extent to which this model can be considered as
a platform to provide services to the network of stakeholders surrounding it (i.e. busi‐
nesses, students, consumers, makers, etc.) as well as the eventual gaps existing in the
literature.

Furthermore, this work aims to expand the results of a previous study based on a
multiple-case study design [7], where the authors described how a FabLab creates its
own local network as a community of users and partners, by promoting certain principles
and values of peer production and knowledge sharing, and at the same time provides a
boost to local entrepreneurship.

This paper is structured as follows. Next section describes the methodology used to
gather and analyze the data for the literature analysis on the FabLabs phenomenon. The
results of the analysis are presented and discussed in Sect. 3. The paper concludes with
a summary and recommendations for future research on this topic.

2 Research Method

To better understand the state of art of research in this field, we started examining the
existing relevant literature exploring the phenomenon of FabLab and its relevant attrib‐
utes. This is an established tradition in social science research of assessing the research
literature for creating a solid base of knowledge about the “state of play” of the research
in the field [8]. One of the aim of this paper, in fact, is to discern patterns in the devel‐
opment of the field by analyzing the research published to date.

Initially, it was required to establish the primary parameters to carry out our literature
source:

• Keyword: FabLab, in order to search only for specific research contributions asso‐
ciated with the phenomenon we are investigating;

• Relevant Research: we selected only peer-reviewed/scholarly journal articles, more
than two-pages in length. Conference proceedings and industry reports/specialized
publications on magazines were excluded;

• Research Fields: we didn’t limit this criterion to specific research disciplines/fields;
• Time period: the last 10 years (2006–2016), since the phenomenon originated in the

mid 2000s;
• Language: English.

The literature search was conducted through comprehensive bibliographic databases
in order to cover a broad range of journals. The sources explored are shown in Table 1.

Table 1. Selected online databases for the literature search.

Online research platform Databases
EBSCOhost Academic Search Complete; Business Source Premier; Ebsco

Discovery Service (EDS); etc.
ProQuest ABI/INFORM Global; Emerald Insight, etc.
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As abovementioned, a keyword search was conducted on these databases in order
to identify relevant papers, following the search strategy outlined above. From this first
selection resulted a total of 54 papers.

The next step was to examine the abstract of every paper selected in the previous
phase. Thus, we exported the results of our literature search in a citation management
software and carefully analyzed this element together with the title, keywords chosen
by the author/s and the journal. Any article considered pertinent to the topic was selected
for further analysis. The general guideline was as follows:

– the central theme should be FabLab, including its activities and services connected
to digital fabrication;

– papers should focus on the theoretical and practical implications of this phenomenon.

Following these criteria, we excluded all the papers not relevant to our purpose.
Furthermore, we compared the articles resulting from the different databases and found
eventual duplicates to be excluded. In addition, we also evaluated the quality of the
research published, by examining the rigorousness of the articles. Thus, we decided to
focus only on articles which met or exceeded a quality baseline typical of established
journals. For this reason, a number of articles were eliminated from further considera‐
tion, resulting in a sample of 24 papers.

3 Key Results and Discussion

In order to guide the analysis of the resulting literature, the following questions were
posed:

– What is the main focus of the research (i.e. technology, services, users, etc.)?
– What research design/methods were used?
– What type of data the research relies on (primary or secondary data)?
– What were the key contributions of the study?

To answer these questions, the selected papers were read in their entirety, carefully
categorized and subsequently analyzed in detail. At the end of this iterative process we
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excluded other 4 papers we found not responding to our inclusion criteria (i.e. FabLab
was not their main focus), obtaining a final sample of 20 publications (the complete list
of references is provided in Table 7, in the A Appendix).

Table 2 lists the articles on the base of their source (scholarly journal) and year of
publication. Observing the distribution it is clear that research in this area is relatively
recent (it covers the last six years) and is expanding more rapidly in the last two years
(12 publications in the period 2015–2016, corresponding to 60% of the total - see also
Fig. 1).

Table 2. Selected articles by years and source of publication.

Source 2010 2011 2012 2013 2014 2015 2016 Tot
Foreign Affairs 1 1
IEMJ 1 1
IJCCI 1 1
IJ Design 1 1
JOCM 1 1
JSET 1 1
Library Hi Tech 1 3 1 5
New Library World 1 1
Nexus Network Journal 2 2
Physics Education 1 1
Rapid Prototyping Journal 1 1
Science as Culture 1 1
Symphonya 1 1 2
TFSC 1 1
Total 1 0 4 1 2 7 5 20

The limited number of publications can be explained by the fact that, as for 3D
printing and digital manufacturing phenomena, at this time most of the publications are
held in the domain of popular publications (blogs, magazines, etc.) and specialized
reports [9], which we excluded from our search. In addition, also paper proceedings
haven’t been included in this study.

The in-depth analysis of the papers allows the authors to categorize them based on
four main dimensions (focus; design/method; data; main contribution), in order to
answer the guiding questions.

Indeed, a range of research focuses were evident in the selected articles. Based on
the objective (variously described as goal, aim, objective) stated in each paper or inter‐
preted through their analysis, the classification presented in Table 3 was developed.

A. Focus/orientation
One of the goals of this literature analysis is to understand what are the main themes and
activities connected to the FabLab model and to what extent it has been studied from a
service perspective.

By deeply analyzing our final sample, we found out some recurring patterns and focus
that we connected to the following four categories (see Table 3).

28 M. Savastano et al.



Table 3. Main themes from the FabLab Literature.

Category Description N (%)
Education Digital Knowledge and technological skills enhancement (through

creativity, problem solving, and collaboration); Intellectual
Capital; Research; School/University/library programs for Digital
fabrication and diffusion-access to Digital culture and tools

9 (45%)

End user/
consumer

3D printing/Digital Fabrication tools usage by FabLab users and
consumers: to what extent it enhances their life, experiences,
capabilities and/or collaborative participation (technological
implications)

4 (20%)

Organization How digital technologies such as 3D Printing modify organization
structures and strategies, and/or originate innovative business
models or ecosystems

4 (20%)

Technology Implementation of technological tools for the digital fabrication
and creation of innovative environments through their adoption.
Exploration of the FabLab/makerspace general characteristics,
enabling tools and knowledge, requirements and possibilities

3 (15%)

The predominant theme in the studies published to date was Education (45% of the
total), intended as the enhancement of digital knowledge and technological skills through
specific workshops, classes and university programs organized or held within FabLabs and
Makerspaces. For instance, Beyers (2010) in his paper describes the “FabKids” case study,
which relates to the promotion of science and technology literacy among the public, gener‐
ally, and the youth in particular; and secondly, to increase the enrolment of a cohort of
demographically representative youth with talent and potential into science, engineering and
technology [10]. More recently, Fonda and Canessa (2016), review their experiences within
the Scientific Fabrication Laboratory (SciFabLab) of the ICTP in Trieste (Italy), providing
evidences of how it can be an “open place to learn, and get notions of science, beyond the
traditional classrooms and without limits” [11]. Starting from the activities that are of
interest to scientists as well as the formation of new communities interested in science and
development around FabLabs, the paper reports insights for an effective development of a
Fabrication Laboratory inserted in a scientific framework, describing the extent to which it
can open new dimensions to science and education, inspire curiosity and offer powerful new
ways to facilitate the development of innovative impactful ideas.

Following with the resulting themes from the literature analysis, 20% of the publica‐
tions were focused on the technological implications of digital fabrication on users and
consumers’ lives, experiences and capabilities (see “End User/Consumer” category in
Table 3). On this topic Bosqué (2015) carried out a large-scale field survey on personal
digital fabrication as practiced in more than 30 FabLabs, hackerspaces and makerspaces
from all over the world. A general picture of the limits and promises of the adoption of
entry-level 3D printers by FabLabs and their user-friendliness was obtained [12]. More‐
over, Katterfeldt et al. (2015) by building on principles rooted in constructionist learning
tradition, explore the growing demand and need of learning environments for digital
fabrication. The latter, considering mainly programmable construction kits, contribute not
only to the acquisition of skills but also to a deep and sustainable learning process (i.e.
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“Bildung”, german word that can be translated as ‘‘learning-to-be’’ instead of the
traditional ‘‘learning about’’) [1].

Concerning the third category, 20% of the publications were found to be focused on how
digital fabrication technologies such as 3D printing modify organization structures and
strategies or create innovative business models. Cautela et al. (2014) through a qualitative
analysis of three cases demonstrate that the value of 3-D printing technology depends on new
business models based on the ability to structure and integrate creative inputs, crowd‐
sourcing processes, and market distribution networks. The authors make a difference
between the use of 3-D printing technology in different company types: companies already
specialized in prototyping services employ this technology as an additional service to client
firms; FabLabs use it both as advanced technology means to keep offering prototyping
services to manufacturing companies and to create new business services for digital plat‐
form consumers, where the final consumers and/or designers can create their own concepts
and designs with the intention of using and/or selling them [13].

The remaining 15% of the analyzed publications is represented by the last category:
Technology. This category is about the exploration of FabLab/makerspace broad character‐
istics, studied as innovative environments enabled by digital fabrication tools and knowl‐
edge. Neil Gershenfeld (2012) in his paper describes how digital fabrication allows individ‐
uals to design and produce tangible objects on demand, wherever and whenever they need
them. “Widespread access to these technologies will challenge traditional models of busi‐
ness, aid, and education”. This “new industrial revolution” started in 2001, with the opening
of the MIT’s Center for Bits and Atoms and the beginning of the class called “How to Make
(almost) Anything”. The Center was developed to study the boundary between computer and
physical science. Due to the enthusiasm of the students for digital fabrication, the first fabri‐
cation laboratory (i.e. FabLab) was then set up in 2003 by adopting digital manufacturing
tools connected by custom software [4].

Moorefield-Lang (2015) in their multiple–case study research describes the implemen‐
tation of makerspaces in various library settings, exploring how through the adoption of 3D
printing technologies the resulting innovative environments could expand traditional library
services for engaging curiosity, creativity, and collaboration in enhanced learning
spaces [14].

As common evidence across the various categories described emerges that in many
papers from our sample (30% of the total) the main topic was the implementation of digital
fabrication (i.e. through the adoption of 3D printers and scanners) and makerspaces within
library settings. The strong relationship between these two fields could be explained by the
common mission of knowledge democratization and sharing of spaces and tools (i.e. digital
technologies, books, etc.) that inherently characterize the two environments. This datum is
also emphasized by the relative high frequency shown by the publications on journals speci‐
alized in the field of library science (i.e. Library Hi Tech and New Library World). Although
this interest for the emergence of makerspaces in the library community continues to grow
as more libraries of all kinds continue to create spaces that foster making and active learning
[15], being a relatively new phenomenon research on digital fabrication and makerspaces in
libraries is still modest [9, 16].

Moreover, it is important to point out the evident lack of a specific focus on services
within the analyzed research area.

30 M. Savastano et al.



B. Research Design/Method
To identify the research designs or methods used in the literature about FabLabs, all articles
were classified according to the approach stated by the authors or resulting from the anal‐
ysis. Table 4 presents the distribution found in the sample.

Table 4. Research methods used in the sample.

Design/Method N Percentage
Multiple-case study 7 35%
Case study 6 30%
Narrative study 3 15%
Experiment 2 10%
Mixed method 2 10%

Due to the limited literature existing on these new service platforms based on the sharing
of digital fabrication tools and skills, the current phenomenon of interest is an emerging
topic requiring exploratory research. Indeed, empirical case study research resulted the most
common approach used by the authors (65% overall, by adding the two categories of
multiple and single case studies). Usually focused on specific applications and spaces devel‐
oped within universities, libraries or research centers, case studies allowed investigators to
retain the holistic and meaningful characteristics of real-life events. The distinctive need for
case studies arise out of the desire to understand complex social phenomena [17]. Building
theories from case studies is a research strategy that involves using one or more cases to
build theoretical constructs, propositions and/or midrange theories from case-based, empir‐
ical evidence [18]. They are rich, empirical descriptions of particular instances of a phenom‐
enon that are typically based on a variety of data sources [19].

In our sample, cases are mainly used as the basis from which a theory can be developed
inductively. The theory emerges from a practical case and is developed by recognizing
patterns of relationships in constructs and cases. The use of an inductive theory building
approach from cases is relevant especially in the first stage of an analysis, because it can
produce new theories that are accurate, interesting and testable. In addition, as Eisenhardt
and Graebner (2007) highlight, publications using multiple cases (which represent the 35%
of our sample) can delineate constructs and relationships more precisely because it is easier
to determine accurate definitions and appropriate levels of construct abstraction [20]. There‐
fore, theory building from multiple cases typically yields more robust, generalizable, and
testable theories than single-case research [13, 17, 21].

A significantly lower number of publications within our sample present a different
research design: 3 articles (15%) have been classified as narrative studies, since they are
descriptive studies based mainly on intuition-based reasoning and qualitative data collected
through direct experience, observation or different sources to create awareness of benefits,
challenges and strategies for developing and managing makerspaces and FabLabs; 2 arti‐
cles (10%) for both the categories of experimental and mixed method researches, based
respectively on field experiments carried out with workshop participants and FabLab users,
as well as studies based on a combination of different types of data and sources (e.g. quali‐
tative from case studies and quantitative from surveys).
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It is also remarkable that among the analyzed papers no one could be classified as liter‐
ature review, emphasizing that the sample is mainly characterized by empirical research,
which rarely applies this research approach (this aspect will be further explained in the next
section).

C. Data
In addition to the analysis of the research methodology, to investigate whether the academic
publications regarding the FabLab phenomenon are dominated by conceptual analysis and
intuition-based reasoning rather than empirical investigations, a further categorization was
needed to classify the selected articles [8, 22]. This study considers “empirical research” all
research originating in or based on observation or direct experience, independently of
whether the researcher gathered data through primary or secondary data collection. For
instance, case studies based on information collected from secondary sources (such as
websites, databases and practitioner reports) were considered empirical. Publications char‐
acterized by intuition-based reasoning and conceptual analysis were classified as “concep‐
tual research”. Following this classification, 16 articles (80%) were found to be empirical
research and 4 (20%) conceptual.

Some interesting insights result from the analysis of the relations among research
approach and data collection type (see Table 5 below).

Table 5. Research approach in relationship with data collection.

Primary - N (%) Secondary - N (%) Mixed - N (%) Total - N (%)
Empirical 14 (70%) 0 2 (10%) 16 (80%)
Conceptual 0 3 (15%) 1 (5%) 4 (20%)
Total 14 (70%) 3 (15%) 3 (15%) 20 (100%)

In most cases (3 studies over 4, 75% of the category) conceptual research resulted based
on secondary data collection, associated with qualitative data. On the other hand, it is impor‐
tant to note that the majority of empirical research publications (14 articles, corresponding
to 70% of the sample) was found to be characterized by data gathered from primary sources.
Within these papers, 11 were based on qualitative data. Moreover, among the 20 publica‐
tions 3 (15%) showed the combination of qualitative data gathered both from primary and
secondary sources. Figure 2 offers a representation of the abovementioned analysis.

Finally, it is necessary to notice that in 10 over 13 case study researches (including both
single and multiple case-study publications) the authors gathered data through primary data
collection.

D. Key Contribution
An analysis of each article’s main contributions was also conducted. Not all the authors
clearly highlighted the main contributions of their articles. Consequently, in many cases due
to the lack of information given by the authors, this classification required a reviewer judg‐
ment. Findings are presented in Table 6.

The fact that “Multiple-Case Study” and “Case Study” were the most common research
methods undoubtedly resulted in insights emerging as the most common type of contribu‐
tion of the articles reviewed (50% of the sample). To a lesser extent and precisely in the 30%
(6) of the publications, a research agenda was the main contribution/orientation of the work.
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The 15% (3) of the papers offered a framework as their main contribution, and they result
all case study researches. Finally, only 1 paper was found to contribute with the creation and
testing of a model.

Table 6. Primary contribution of papers.

Contribution N Percentage
Insights 10 50%
Research agenda 6 30%
Framework 3 15%
Model 1 5%

4 Conclusion and Future Directions

This article has provided an overview of the existing literature on the FabLab phenom‐
enon, adopting a service perspective.

The development of digital manufacturing in modern industrial and manufacturing
economies is promoting the rise of necessary digital fabrication capabilities and culture and
the need for their widespread diffusion. In particular, it seems that a new competitive arena
is emerging in services connected with design and creativity, based on different forms of
networked structures that rely on the sharing of digital technologies, knowledge and skills.
The proliferation of instruments and software open to design, the spread of cultures linked
to “making” and advanced self-production, together with the potential of innovative web
applications and social networks, are the key factors and the background for the develop‐
ment of these new forms of creativity and manufacturing [23].
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Fig. 2. Research approach and data collection
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In order to better understand the state of research in this domain, a systematic and
comprehensive literature analysis consisting of only peer-reviewed articles was carried out.
Our findings support future theory development in this research area.

In addition to provide a summary of the insights that have been gained to date in the
studies about the development and management of FabLabs and makerspaces in several
different environments, a number of research gaps were identified, suggesting opportunities
for profitable future research. Indeed, by classifying the existing publications on this topic
of interest, this study has highlighted some recurring patterns as well as important gaps to
be filled.

The findings presented here shows that:

• The majority of research in this field is connected to the theme of “education”, meaning
the development of digital fabrication capabilities and the creation of new projects and
services through dedicated university programs or workshops organized inside FabLabs
and makerspaces. A moderate connection with the library settings was also noted;

• More than 60% of the publications were classified as case study research, most of them
relying on multiple case-studies;

• Almost the entire sample (80%) was dominated by empirical research, based on obser‐
vation or direct experience in the context under investigation;

• A very high number of articles (corresponding to the 70% of the sample) resulted to
be based on primary data collection, mostly of qualitative data;

• Concerning the primary contribution of papers, the most common types resulting from
the review were “insights” and “research agenda”.

Although this is a recent research field, from the above mentioned results is evident the
lack of studies published on scholarly journals providing conceptual frameworks and
models that would allow to create a solid theoretical foundation to this body of literature.
Indeed, it is unlikely to become fully recognized as a research area on its own until specific
theories will be developed, in addition to key theories applied from reference disciplines.
At the same time, an important gap regarding the service perspective on this phenomenon
was found in the analyzed literature and needs to be addressed by future research.

Interested researchers should be able to identify additional research opportunities
through the information provided here. In particular, the connections between the inno‐
vative concept and services of FabLab with the business and entrepreneurial settings need
further investigation.

This article also faces some limitations. While the present literature analysis was exten‐
sive and spanned a number of different research domains, it is possible that some articles
were missed due to the strict criteria adopted for the sample selection. Indeed, the study took
into consideration only scholarly peer-reviewed publications; future studies could extend the
analysis to conference papers and specialized publications in this field.

Furthermore, the research analysis was focused on four major research questions. Future
studies should examine additional and more specific issues to extend the findings of the
present work.

Lastly, starting from the above mentioned evidences and literature gaps, researches can
focus their efforts more carefully to enhance the body of research in this area and make it
becoming more mature by developing its own research tradition.
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A Appendix

See Table 7

Table 7. List of the 20 publications analyzed.

Author/s Title Year Journal
Beyers, R.N. Nurturing Creativity and Innovation Through

FabKids: A Case Study
2010 Journal of Science Education &

Technology
Birtchnell et al. 3D printing and the third mission: The university in

the materialization of intellectual capital
2015 Technological Forecasting and

Social Change
Bosqué, C. What are you printing? Ambivalent emancipation by

3D printing
2015 Rapid Prototyping Journal

Cautela et al. The emergence of new networked business models
from technology innovation: an analysis of 3-D
printing design enterprises

2014 International Entrepreneurship and
Management Journal

Craddock, I.L. Makers on the move: a mobile makerspace at a
comprehensive public high school

2015 Library Hi Tech

De Boer, J. The business case of FryskLab, Europe’s first mobile
library FabLab

2015 Library Hi Tech

De Couvreur
et al.

The Role of Subjective Well-Being in Co-Designing
Open-Design Assistive Devices

2013 International Journal of Design

Diez, T. Personal Fabrication: Fab Labs as Platforms for
Citizen-Based Innovation, from Microcontrollers to
Cities

2012 Nexus Network Journal

Fonda, C.,
Canessa, E.

Making ideas at scientific fabrication laboratories 2016 Physics Education

Gershenfeld, N. How to Make Almost Anything: The Digital
Fabrication Revolution

2012 Foreign Affairs

Katterfeldt et al. Designing digital fabrication learning environments
for Bildung: Implications from ten years of physical
computing workshops

2015 International Journal of Child-
Computer Interaction

Moorefield-
Lang, H.M.

Makers in the library: case studies of 3D printers and
maker spaces in library settings

2014 Library Hi Tech

Moorefield-
Lang, H.M.

When makerspaces go mobile: case studies of
transportable maker locations

2015 Library Hi Tech

Nascimento
et al.

Sustainable Technologies and Transdisciplinary
Futures: From Collaborative Design to Digital
Fabrication

2016 Science as Culture

Okpala, H.N. Making a makerspace case for academic libraries in
Nigeria

2016 New Library World

Paio et al. Prototyping Vitruvius, New Challenges: Digital
Education, Research and Practice

2012 Nexus Network Journal

Purpur et al. Refocusing mobile makerspace outreach efforts
internally as professional development

2016 Library Hi Tech

Rieple et al. Business Network Dynamics and Diffusion of
Innovation

2012 Symphonya

Rieple, A.,
Pisano, P.

Business Models in a New Digital Culture: The Open
Long Tail Model

2015 Symphonya

Seravalli, A.,
Simeone, L.

Performing Hackathons As A Way Of Positioning
Boundary Organizations

2016 Journal of Organizational Change
Management
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Abstract. The purpose of this paper is to analyze the landscape of workplace
health promotion applications. We analyze the contributions that consider this
type of apps and their use. Therefore, the published research is summarized by a
literature review presenting an overview. The findings are categorized in various
clusters. As a result, it was possible to see major research streams described in
literature. Furthermore, the results show a need for future research on app devel‐
opment for workplace health promotion.

Keywords: Workplace health promotion · Literature review · Application ·
Mobile app · mHealth

1 Introduction

Service science is supposed to be practical or theoretical investigation allowing for
improved effectiveness and/or costs of services where we have a lack of knowledge to
build a sustaining solution [1]. This has particularly been proven in healthcare regarding
matters of (re-) organization or digitalization [2, 3] often also called eHealth or more
recently mHealth. In this context, a known trend is to use apps on mobile devices [4].
Those are supposed to assist users with improving their health in some way. Corre‐
spondingly, the variety of applications is large and has meanwhile been nurtured by
health insurers as novel means of health care, such as digital health coaches for individual
diet and exercise program services, e.g. in Germany by the largest health insurance
provider, AOK [5]. One of the more successful applications of that kind represents the
app of Weight Watchers with some 10,000,000 downloads from Google’s Play Store [6].

While this trend has so far rather been consumer-driven, enterprises and their
employees in all industries have also an interest in enhanced health of individuals for
productivity reasons: recently, so-called corporate or workplace health promotion initia‐
tives have been rising. The German Ministry for Health funds a program called ‘Unter‐
nehmen unternehmen Gesundheit’ (translation approximated by ‘Enterprise of Health’)
to support health promotion particularly in small and medium sized enterprises.
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According to § 3 No. 34 German Income Tax Law EStG, companies going for certified
external or internal corporate health promotion activities have been motivated to invest
500 € annually per employee on a tax-free basis since 2008 [7].

Corporate health promotion has been boosted by its recognition as a strategic element
(e.g. as a potential key differentiator between employers) of corporate endeavours facing

• both difficult recruitment and retention of qualified labor in a competitive environment,
• increasing shortage of workers in Western industrialized countries in times of demo‐

graphic change (an ageing society with fewer young or fit for work people) as well as
• rising expenses because of sick employees.

The latter was confirmed by 65% of 436 surveyed companies in Austria [8]. Booz &
Company estimate that employees on sick-leave cost German companies some 130 bn. Euro
per year whereas resulting economic annual loss totals 225 bn. Euro – an equivalent of 10%
of Germany’s GDP [9]. According to a 2015 report from the German ‘Initiative Gesund‐
heit und Arbeit’ (Initiative for Health and Work, in short iga) evaluating 2,400 studies, sick
days can be reduced up to 25% by health promotion [10] – in terms of Booz & Company a
benefit of appr. 32 bn. Euro only for Germany. Reduced absenteeism is one alleged outcome
of some dedicated health apps. Mobile and smart healthcare applications provide patients
with (expected) benefits in terms of better quality of life [11]. So, combining both trends,
apps and health promotion, might be of interest, here, since health promotion has been eval‐
uated, accepted and used by employees at higher rates when web- or IT-based [12]. Advan‐
tages could on one hand be that companies provide more individual and flexible programs
to motivate a healthy lifestyle via work smartphones or tablet-PCs. Also, a more compre‐
hensive view of employees’ health status (e.g. important in stressful periods) can be reported
automatically. Additionally, [13] quoted different studies for 300–500% Return on Invest‐
ment for “electronic health” promotion. On the other hand, employees can decide freely
when and where to use the advice, even at home or in their leisure time.

Considering our goal and for better preparation, we went through exploratory research
for an initial practice-oriented overview and could find such international service offerings
of commercial apps for corporate use such as Moove App [14] or go4health.com. From the
authors’ experience, their implementation in a medium-sized enterprise can be difficult or
might eventually be abandoned. There have also been a few apps targeting groups of
employees of the same companies as users, e.g. ‘HealthyTeam – A Team Challenge’. More‐
over, several health insurances offer corresponding prevention apps to individuals, e.g.
regarding loss of weight during work like AOK’s ‘Abnehmen mit Genuss im Job’.

For successful implementation of such an initiative, perspectives and influencing
factors for users as well as requirements of employees, employers and – on national
bases – at least law need to be considered. In this review, the target groups are employers
and employees collaborating within their working environments. To check practicability
of workplace health promotion by means of applications, our main goal is to survey
acceptance and requirements by looking for corresponding demands and evaluations in
scientific contributions by means of a systematic literature review (Sect. 3). This shall
result in a comprehensive overview of research (Sect. 4) to be eventually discussed
(Sect. 5). This chapter also provides a practice-oriented market overview. Subsequently,
Sect. 2 presents related research, first.
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2 Related Work

Most reviews related to this topic highlight the increasing costs of the health system in
most countries as a general point of view [10]. Even though earlier research targeted
similar aspects [13, 15, 16] like our approach, both technology and behavior with health
and/or mobile applications presumably changed. The systematic review at hand shares
the motivation but adopts to nowadays’ situation and also checks if mobile applications
have gained acceptance amongst their target groups [17]. One of the clear differences
represents the definition of targeted user groups: Often regular consumers or lay people
are analyzed [13, 15]. Other meta-analyses emphasize the studies on work health promo‐
tion in general and analyze the benefits [13, 18, 19]. In fact, there are systematic reviews
of health promotion using digital media and similar methodologies. They lead to the
discovery of interesting details about the need of digital workplace prevention, such as
the Healthy Employee Lifestyle Program (HELP) [20, 21]. However, there are only very
few reviews available addressing the combination of the aforementioned topics of
interest [22, 23] inspiring our work at the same time.

3 Method

Hempe et al. propose initial literature reviews to achieve a ‘vision’ when designing new
services in healthcare [2] thus meeting the aforementioned strategic demands in corpo‐
rate healthcare. At their beginning, defined databases have to be explored: SpringerLink
(including European Journal of Information Systems, Journal of Information Tech‐
nology), Pubmed, IEEE Xplore, ISI Web of Science, Medline, Ebscohost (incl. Infor‐
mation Systems Journal, Information Systems Research, Journal of the Association for
Information Systems, Journal of Information Technology, Journal of Management
Information Systems, MIS Quarterly), ACM Digital Library (Association for
Computing Machinery), Journal of the Association for Information Systems (AIS) and
ScienceDirect (Journal of Strategic Information Systems) thus ensuring also coverage
of the AIS senior scholar’s journal basket. For a structured review, we started to collect
keywords to be looked for. For instance, more than one definition describing the topic
of workplace health promotion exists. Therefore, we searched for equivalent and
metonym terms.

Table 1 provides an overview of all the terms observed in literature. We searched
the databases with all those terms to figure out whether there is a major keyword for this
topic. Whenever a new term appeared, the databases were reviewed once more with this
keyword following an iterative approach. Additionally, it is necessary to consider the
relevant literature by combining the aforementioned keywords with IT terms such as
application, app, or smartphone. The result of this merging was a list of keywords. We
added samples of the combination of search terms to Table 1 as well.

Also, we used the instructions of Webster and Watson [24] for facilitated structuring
of the review and summarized various papers in form of using the filters, e.g. by years.
The existing literature has been restricted to the last 10 years (2006–2016). In Fig. 1, we
describe the complete process of data collection following Mohan and Ahlemann [25].
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1. Database selection  
2. Search execution  
3. 1st filtration 
4. Refined Search Execution  
5. 2nd filtration  
6. References review 
7. Definition of clusters and categories 
8. Asorting & evaluating papers accordingly 

Paper  
relevance  

Fig. 1. Process of data collection

In a first step, we started with database selection and detected suitable ones as per
above. In step 2 we used a few defined keywords and started to search for them. This
resulted in some promising contribution titles like “Using smartphone-based application
(apps) in workplace health promotion: The opinion of German and Austrian leaders”
[17], or research on workplace health promotion in the Nordic countries [19]. In the
third step, we set the filters to limit the literature (the number of papers were still too
high). Therefore, subsequently in step 4 we searched for the keywords and combined
terms. After confining the results, we re-applied a filter in step 5 and in step 6 started to
read titles and abstracts. This step helped us to find the common denominator of the
relevant papers. Last but not least, we defined the variables and evaluate the findings
considering these clusters in step 7. In step 8 we finally recognized new keywords
connected to the topic so that we were able to iterate the whole process.

Following Orwat et al. [26] we examined our findings for comparison reasons and
created clusters and within them categories to identify similarities. In Table 2 there is
an overview of the categorization applied starting with the cluster system type. That
defines the kind of analyzed information system in three subsets such as an app for a
mobile device, a web- or browser-based application or a ‘usual’ computer application
(standalone or client-server). A combination of the subsets represents a possible
outcome, too. Moreover, we found helpful to know about the life-cycle stage of the
system. That shows whether it is in an initial Requirements Engineering stage (where
specifications are defined or a blueprint exists derived from various sources of infor‐
mation) or if it is in a Test phase after the prototyping or in development and is studied
for its performance and quality. Eventually, rather an Evaluation stage applies where
the system at hand is rated by users for fulfilment of its purposes like reduction of health-
related risks.

Table 1. Health promotion terms and sample search combinations.

Health promotion terms specified Sample combinations of search terms
Workplace health promotion Workplace health promotion AND smartphone;…
Company health promotion Company health promotion AND application; …
Occupational health promotion Occupational health promotion AND app; …
Corporate health promotion …
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Table 2. Clusters and categories.

Cluster name Cluster categories
System type Mobile app

Application
Web-based

Life-cycle stage Requirements Engineering
Test
Evaluation

Functionality Alert
Support
Information

Target users Employers
Employees

The authors aligned those categories from a software engineering point of view: we
therefore used Boehm’s iterative spiral model particularly focusing analysis of require‐
ments, evaluation, and, as a major part of realization, testing [27]. Planning as a project
management activity was skipped since too general and not in our core interest. Our
focus categories can also be found in Royce’s waterfall model (evaluation there called
revalidation) [28] or in the software life-cycle of Pomberger and Blaschek [29].

Furthermore, we decided to consider the described functionalities of the system. As
in Orwat et al. [26], we summarize the goal of the system as the most significant func‐
tionalities such as information, support or alert (so, an application might inform, guide
through a workflow or generate warnings). In detail, the purposes of an application are
defined and separated into:

• Information: The application aims to deliver information based on the studies avail‐
able (like facts, diagrams, videos, animations etc.) for healthcare control or manage‐
ment of the user.

• Support: This aims at providing support by further processing (e.g. to medical prac‐
titioners for reporting) and/or evaluating user’s data to reach some health promotion
goals regarding diagnosis, treatment or monitoring.

• Alert: Warnings, advice or alarms for user assistance proactively make the user aware
of activities performed and give a functionality for improving health outcomes based
on application’s user data analyses, E.g. the application monitors sleeping time and
alerts a user if not slept enough and giving advice about recommended duration of
sleep.

The last criterion is then to investigate and analyze the target audience of the infor‐
mation system thus also facilitating requirements identification in later stages of
research. The two suitable groups are on the one hand, of course, employees but on the
other hand also employers. They represent the shareholders of the company or the
management level. The employers “[…] have found that providing incentives […] is a
cost-effective way to improve employee health status” [30] – therefore, they are mostly
willing and ready to launch health initiatives because they recognize mainly positive
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impacts on their businesses. After developing the research funnel to detect the relevant
literature, we discovered a few contributions matching our topic. Therefore, the research
was continued by explorative research in app stores, at corresponding organizations like
health insurances and associations as well as in different kinds of practitioner journals
such as the German magazine of corporate health management (‘Magazin für Betrie‐
bliches Gesundheitsmanagement’).

4 Results

In the first step, we figure out that there is no clear definition respectively term for this
topic yet – Table 3 provides an overview of all the searched keywords and number of
papers searched in the database. We looked for 30 different keywords combinations.
They are explained in Sect. 3. Subsequently, the major keywords are abbreviated as:

• CHP = Corporate health promotion
• CHM = Corporate health management
• CO = Company
• COHP = Company health promotion
• OHP = Occupational health promotion
• POH = Promotion of Health
• WHM = Workplace health management
• WHP = Workplace health promotion
• A = App
• AP = Application
• S = Smartphone

To be able to consider corresponding papers and identify trends, the data were filtered
by the research discipline ‘Health Informatics’. Again, we tried to reduce the high
number of the papers and to find the relevant papers containing both informatics and
healthcare aspects. There are several papers showing the huge importance of health
promotion independent from the terms app, application or smartphone. The importance
of this topic is also documented in a contribution reviewing 33 studies and their outcomes
as well as representing the impact of worksite wellness programs [15] and generally
evaluating health promotion programs at workplaces [31, 32]. After combining the terms
with app, application, smartphone or alike, the results approach a minimum of 19 contri‐
butions for further inspection.

On the content side, we could observe that most of the researched papers are about
analyzing the purpose and benefits of healthcare information systems at worksite.
Various characteristics have been studied to evaluate their effect on employee perform‐
ance improvement. One study relates to behavioral prevention: some German health
insurances evaluated four corresponding features that are physical activity, nutrition,
stress management and addiction prevention.
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Table 3. An overview of the total results (where any).

Keywords Number of results
CHM 4,243
CHM + A 3,310
CHM + AP 6,962
CHM + S 3,287
CHP 2,332
CHP + AP 5,355
CHP + S 141
COHP 520
COHP + A 935
COHP + AP 115
COHP + S 300
OHP 5,059
OHP + AP 5,677
OHP + S 341
WHP 11,641
WHP + A 535
WHP + AP 74,939
WHP + S 3,150
WHM 221
WHM + A 21
WHM + AP 1,539

However, a majority of papers describes the effect of healthcare and wellness
programs in leveraging physical activity [33, 34]. Other contributions mention the
reduced risk of stress and its control including topics such as relief, relaxation or burnout
prevention. In [23], a computer-based system has been examined for stress management
training for Japanese workers. In addition, results include effects on nutrition [18, 35]
respectively focus on diet and improving weight or control of blood values.

We can conclude that most of literature researched was about the evaluation of web-
based systems. There are papers introducing various health-based programs that were a
mixture of an online application along with physical training, counseling several
employees based on data analyzed. Two of the papers contributed evaluations of
programs, called Virtual Fitness Centre (VFC) [36] and A healthier You (AHY) [37],
studying their potential means and impact on reduction of risk of physical inactivity,
high body weight, helping with smoking cessation and improvements in blood pressure
and cholesterol level respectively. The outcome of AHY was a support-based application
storing all information and results further evaluating by use of a biometrical screening
of the aforementioned values. Such programs have been improving the employee
performance, have reduced health risks and employees were found to be more efficient.
The study of app-based programs yielded limited results, but showing similar positive
results for both companies and employees.
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Although a large number of results is listed in Table 3, the funnel and iterative
research papers were filtered out and had to be dismissed. Table 4 gives an overview of
the processed results per categories and Table 5 shows the geographic distribution of
the articles found.

Table 4. Results by Cluster Categorization.

Cluster name Cluster categories Contributions referenced
System type Mobile app [17, 22, 35]

Application [16, 21, 23, 34, 38]
Web-based [13, 18, 21, 22, 33–43]

Life-cycle stage Requirements Engineering [13, 16, 17, 38, 40]
Test [43]
Evaluation [15, 18, 21–23, 33–37, 39, 41, 42]

Functionality Alert [21]
Support [22, 23, 33–36, 39, 41–43]
Information [13, 16–18, 35, 37, 38, 40]

Target users Employers [16, 17, 19, 38, 40, 41]
Employees [13, 15–19, 21–23, 33–37, 39, 42, 43]

Table 5. International distribution of initiatives described.

Country/region Contributions referenced
Australia [22]
Austria [17] (analyzed also German cases)
Germany [17, 33, 43]
Japan [23]
Netherlands [35]
Scandinavia [19]
South Korea [38]
UK [34]
USA [13, 15, 16, 18, 21, 36, 37, 39, 40, 42]

Most of the papers about evaluation of these applications were about initiatives from
the USA, followed by European countries such as Germany and Austria. A small number
of reviews were stemming from Asian countries such as Japan or South Korea. Basically
all papers studied and evaluated were from industrialized countries.

In Table 3 is also an overview of the total findings. There are several papers showing
the huge importance of health promotion independent from the terms app, application
or smartphone. For example, in SpringerLink, there were 752 articles, or 232 in ISI web
of science generated by searching the keyword WHP. However, in the databases
Pubmed, ACM, and Ebscohost we could find the most relevant results. The term WHP
alone is mentioned in a very large number of contributions (11,641 papers) in the afore‐
mentioned databases.
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Also interesting is to inspect the distribution of industries described in the significant
papers, cp. Figure 2. Generally, there is a good share of industry-specific contributions
available. To highlight one of them, education is one of the more investigated industries
where targeted users have been school teachers [39] or university employees [34].
Nevertheless, some reviews do not provide industry specifics since only meta-studies
and only few reviews focus on more than one industry. They consider several ones such
as manufacturing, service, trade/transportation, government and healthcare [15] at once.
We finally found interesting that 6% of the papers investigated the IT industry.

Fig. 2. Distribution of contributions by industry

5 Discussion and Outlook

The review provides an overview of existing work about workplace health promotion
and corresponding applications. Although we could find apps tailor-made for WHP,
there is still a lack of corresponding IT solutions in the literature. The practical examples
such as Moove show new initiatives and a potential need of the companies.

The ideas of employees are an important factor for gaining new insights, compre‐
hending their requirements and therefore the contribution for their general health. A few
works point out the general difficulty of healthcare and emphasize the motivation of its
rising costs as well as smartphones’ increasing influence on our lives [17, 36, 40] proving
the relevance of this subject. Two of the most insightful papers are the ones from Guertler
et al. 2015 [22] and Dunkl and Jiménez 2016 [17]. Guertler et al.’s focus is more on
employees and they investigate a high number of workers while Dunkl and Jiménez are
regarding employers such as German managers as their target group. It would be of

46 F.N. Dehkordi et al.



interest to consider the perspectives of both target groups on one app or in one research
approach.

Moreover, Guertler et al. compare different cluster categories such as mobile app
and web-based for logging physical activity. The results show a higher engagement on
using the app compared to others and a reduced risk of attrition. Dunkl and Jiménez
measured the three aspects physical fitness, mental fitness, and nutrition. Furthermore,
their work considers the life-cycle category of requirements. They try to “identify indi‐
vidual and organizational aspects which might influence” the decision of using an app
in WHP and evaluating the feedbacks. The cluster functionality is also noticed by these
two contributions. Guertler et al. use a supportive app to increase the engagement with
an intervention. Dunkl and Jiménez use the information functionality to give an instant
feedback to the users and motivate them to participate. The results show that younger
leaders and leaders with an interest in WHP are more enthusiastic about using the app.

At the same time, our research shows a lack of information regarding the requirement
specifications and proper requirement engineering before applications can be developed.
It is highly significant to deliver web-, hybrid or native mobile applications grounded
on complete requirements identification and to ensure high quality (such as minimized
errors and efficient performance) in subsequent software development.

The industry distribution according to own experiences shows that IT employees
usually are seated at a desk most of time and sitting is considered one major health threat.
Therefore, this industry could be more aware of health promotion (or researchers could
focus more on this industry). The geographic distribution of contributions’ origin coun‐
tries is statistically not representative, but shows that United States is somewhat leading
in this topic. However, it is possible that there are some more novel workplace healthcare
apps not described or not found in the literature. One example where clinical trials are
missing is ‘Upright’ [44], a combination of an app and wearables monitoring an employ‐
ee’s bearing and alerts for moving when sitting incorrectly. However, large companies
like SAP and Siemens have been using it [45].

Nevertheless, we should also consider a certain semantic bias because of the limi‐
tations in searching the literature in terms of filters and confined research disciplines.
With help of additional terms, there is a chance to identify contributions from other
disciplines such as public health, medicine or social science. In the future, we will also
extend the search terms to worksite health promotion, as eventually read in one of the
papers identified.

As next steps, we will explore more about the existing apps of service providers and
compare their contents with expected requirements especially focusing the requirements
of employees. Moreover, it will be interesting to consider various industries using these
apps and see if they are continuously and successfully used by employees, e.g. in the IT
industry. It is also important to consider the requirements of other stakeholders like
employers or management more deeply and to comprehend their needs. In general, it
should be analyzed if there were legal certificates or support by law available for work‐
place health promotion apps thus facilitating potential introduction. E.g. in Germany,
public health insurance must support workplace health promotion abiding to social law
§ 20a (1) SGB V. Another matter to be examined will be applying data privacy law and
ethics, e.g. regarding big brother situations where employee activity is supervised
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electronically. Especially regarding aforementioned benefits and profitability margins,
service providers and their clients might still be interested to tackle existing challenges.
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Abstract. This article aims to investigate organizational synergies in the omni-
channel service context. In doing so, it discloses new omni-channel trends and
discusses its implications for managers and academics. It uses a qualitative multi-
method approach, which includes more than one method of collecting data to
generate comprehensiveness and rich knowledge, namely: a systematic literature
review and a case study. The transition to an omni-channel service requires
companies to overcome many organizational challenges and is compelling
academics and practitioners to focus on its operations management. The results
indicate that organizational synergies are changing the omni-channel landscape
and may provide several opportunities for gaining competitive advantages by
implementing new technologies (e.g. m-payments), and anticipating customer
needs (e.g. multi-brand experience). It is possible that these organizational syner‐
gies are transcending the omni-channel concept, creating new trends, but to
confirm this hypothesis further investigation is needed.

Keywords: Organizational synergies · Omni-channel services · Qualitative
multi-method approach · Systematic literature review · Case study · Competitive
advantage · Operations management

1 Introduction

Recent times have seen an increasing interest in omni-channel services. Whereas tradi‐
tional retail players are ramping up their Internet presence, online-first retailers are
complementing their service delivery systems by opening stores and showrooms [1].
Customers are becoming more self-assured in employing electronic devices (e.g.
laptops, tablets, mobile phones…) both for product search and order placement [2].
Moreover, the service delivery arena is now evolving from the adoption of multi-channel
approaches, where customers are offered alternative channels, towards the pursuit of
omni-channel strategies that aim at leveraging on integration, and the potential synergies
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from combining various interfaces for customer interaction. Moving from multi– to
omni-channel service systems is an important opportunity, but also a major challenge
for companies [3]. It allows customers to undertake the buying process on their terms
and convenience across all channels [4] and as a brand experience [5]. Key challenges
are related to the management of service operations so as to allow a seamless integration
of decentralized structures [6], as it happens when orders are placed online and have to
be collected in store [7]. What underlies is that we have witnessed a continued evolution
from single, to multi–, cross–, and recently to omni-channel services in a relatively short
period of time. So far, we ask ourselves, what is the next step? Are we consolidating or
opening the doors to new strategies? The next sections aim to provide some answers to
these questions.

2 Literature Review

The first step is to delimit the omni-channel concept. The multi–, cross–, and omni-channel
concepts are commonly used indistinctively in the academic literature. Rigby’s [8] first
mentioned the word, defining omni-channel retailing as an integrated sales experience that
melds the advantages of physical stores with the information-rich experience of online
shopping, but is difficult to find a consensual definition. Beck and Rygl [7, p. 175] defined
omni-channel retailing as the “set of activities entailed in selling merchandise or services
through all widespread channels, whereby the customer can trigger full channel interaction
and/or the retailer controls full channel integration”. Picot-Coupey et al. [5] performed a
systematic literature review to describe omni-channel services as a seamless and inte‐
grated shopping experience across all channels that blurs the distinctions between phys‐
ical and online stores, and culminates in an integrated brand experience. The emergence
of Internet and new technologies have changed significantly the foundations of customer-
company interactions; self-service technology is a classic example, where no interper‐
sonal contact is required between buyer and seller [9]. The availability of these new chan‐
nels has drastically changed the way companies interact with customers by introducing
substantial degrees of freedom in the way customers can employ different channels for each
service activity [10]. Moreover, it extends the possibilities for providers to facilitate
customers’ direct engagement with specialized intermediaries for specific service delivery
activities (e.g. payment, logistics). Choi and Wu [11] predicted, to a certain extent, the
emergence of new dynamics in service delivery involving triadic relationships, i.e. buyer-
supplier-supplier. More recently, Wynstra et al. [12] extended the supply networks rela‐
tions to service management, while they suggested a service triad as a business model
(buyer-supplier-customer). For instance, if a software company outsources its helpdesk
services to a third-party call-center, the primary service interaction is between the customer
and the call-center, not between the customer and the software company, even though the
customer has a contractual relationship with the software company [12]. What is relevant
here is the integration of more than one company to provide a service experience, and for
that reason engaging in direct interactions with the final customer. Triadic relationships
take place when a company contracts with a supplier to deliver services directly to its final
customer. Adding a technological interaction layer to these triadic service delivery
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approaches leads to the need to update the components involved in the operations of omni-
channel services, i.e. evolving the service channel systems that support the traditional
dyadic service exchanges between providers and customers towards a network of compa‐
nies-channels-customers (Fig. 1). To adequately conceptualize these chances, we need to
resort to three major interrelated and dynamic components of service delivery systems
[13]: (1) Strategic service design choices (SSDC) (companies), (2) Service delivery systems
execution (SDSE) (the channels), and (3) Customer-perceived value for the total service
concept (CVTSC) (customers).

Fig. 1. Triad of service management in an omni-channel context (adapted from [2, 12, 13])

According to Roth and Menor [13] the setup of a service delivery system requires a
set of company’s decisions related to (a) Structural choices, concerning key decisions
about physical elements of the delivery system, namely facilities, technology, equip‐
ment, and capacity; (b) Infrastructural choices, concerning programs, policies, and
behavioural aspects that command service operations strategy; and (c) Integration
choices, that refer to the issues of external integration, internal integration and adaptive
mechanisms. The interface between customers and companies’ service system is
performed by means of service channels that result from the aforementioned decisions.
The developments in information and communication technologies has increased the
number of means by which customers are able to interact with service providers [14–
16]. Sousa and Voss [17] distinguish among two types of channels: (a) Virtual channels,
consisting of means of interaction using advanced telecommunications, information,
and multimedia technologies (e.g. ATMs); and (b) Physical channels, consisting of a
means of communication with the customer employing a physical (bricks-and-mortar)
infrastructure (e.g. warehouses) and resorting to customer-employee personal interac‐
tions. Froehle and Roth [16] offered a classification for banking channels according to
the type of customer interface: “face-to-face” or “face-to-screen”. In financial services
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companies, face-to-face contact, for example, occurs at the physical branches [15]. This
taxonomy has led to a profusion of definitions for service delivery models; namely Sousa
and Voss [17, p. 357] defined virtual service (face-to-screen) as “the pure information
component of a customer’s service experience provided in an automated fashion through
a given virtual channel” and physical service (face-to-face) “as the portion of a custom‐
er’s service experience provided in a non-automated fashion, requiring some degree of
human intervention, either through a virtual or physical channel”. Virtual services have
grown in number and sophistication with the recent emergence of mobile payment tech‐
nologies (m-payment). These are solutions that have been anticipated since the early
2000s, but it was only in recent years that their roll out has gathered strength, particularly
in the USA, Europe and some parts of Asia [18]. As the availability and reliability of
these systems increases, and customers get more acquainted and qualified, they increas‐
ingly employ electronic devices for diverse service operations, ranging from information
search to order placement and payments. M-payment possibilities came into the retail
sector and dramatically altered the process by which products pass from retailer to
consumer, but it has received surprisingly little scholarly attention [19, 20]. After all,
mobile payment will become an uncontested mode for paying for goods in the near future
[21, p. 188]. Such technological innovations lay the ground for service systems where
the co-creation of value will be become increasingly common [22]. In this sense, co-
creation, is a new paradigm in the management literature that allows companies and
customers to create value through interaction [23]. The growing technological devel‐
opments give academics enough confidence to argue that omni-channel services will
continue to evolve and at the same time will create new trends.

3 Methodology

This article follows a qualitative multi-method approach. Consistent with prior defini‐
tions, we define multi-method research as one that includes more than one method of
collecting data and or more than one method of analyzing the data [24]. Such methods
can be supported by qualitative techniques, quantitative techniques, or a mix of both, in
what is called mixed-methods approach [24, 25]. Dividing this study into two inde‐
pendent articles could make the methodological approach more suitable to the reader,
however, recent work advocates that combining two or more methods of collecting data
generates comprehensiveness and rich knowledge [24], counterbalancing the weak‐
nesses that are inherent to individual methods [26]. The first method consisted in
conducting a systematic literature review, justified by the fact that omni-channel services
are a relatively new area of study [27]. Its purpose was to identify recent trends in the
utilization of channels for service delivery. Building on the literature review, a case
study was then conducted to empirically validate the theoretical insights. The literature
search was performed on Scopus.com, one of the largest abstract and citation peer-
reviewed literature databases, using the word omni-channels for article title, abstract
and keywords, on December 14, 2016.

54 J. Reis et al.



Table 1. Systematic literature review.

Scopus Search
Criteria Filters Documents
Keyword Omni-channels 67 documents
Restrictions
Document type Article, book chapter and

conference paper
57 documents

Source type Journals, books, conference
proceedings

45 documents

Language English 44 documents

The systematic literature review offers a qualitative overview on the trends of omni-
channel services in the management literature. The results support the view that the
literature is still incipient (see Table 1), with only 67 documents emerging on the Scopus
database. The subsequent case study-based research aimed at further understanding and
corroborating the findings from the literature review. It used multiple data collection
methods, including 5 semi-structured interviews, direct observations and analysis of
official documents from a large private retail bank. The number of participants selected
for the interviews is justified by theoretical saturation. Saunders and Townsend [28]
consider saturation as a plausible justification for the number of participants, and
comment that saturation is being considered the gold standard by some [29]. Participants
were chosen according to the employees’ different functional areas and different levels
of responsibility at a bank’s physical branch. Employees tend to follow very similar
rules and procedures across branches, for which the research team had reason to believe
that data collection from one branch would probably not be substantially different on a
different branch. Observation, as a data collection method, involves systematically
seeing and listening [30] in order to enable learning and analytical interpretation [31].
During the direct observation field notes were taken. These field notes came from the
analysis of the real life phenomenon, and from informal conversations with the inter‐
viewees. At the end, the data from direct observation was confronted with the interviews
for triangulation purposes. The choice to carry out the case study in the context of
banking was driven by the available academic and empirical evidence about the
pioneering role that financial services have been taking in the adoption of new channels
in service delivery [32], contributing to pave the way for new trends (e.g. multi-channel
services).

4 Findings

This section provides a theoretical overview and its empirical validation derived from
the case study. The focus of this study is on new trends in omni-channel services, notably
its synergies and possible (dis)advantages. Data analysis and discussion integrates state‐
ments collected from employees, direct observations and documental analysis.
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4.1 Moving from a Marketing to an Operations Management Perspective

During the latter part of the 20th century, the service sector grew significantly in virtually
every developed country, leading service operations management to recall for a legitimate
field of its own [33]. This rapid growth was determined by several factors, including the
application of information technology/information systems (IT/IS), which have signifi‐
cantly altered the landscape of operations management [34]. The IT/IS enables the combi‐
nation of competences, capabilities, and knowledge [35] that underpin value co-creation in
collaborative relationships [36]. Cabiddu et al. [22] exemplifies with the airline sector,
where information technology has influenced operations (e.g. from paper-based ticketing to
e-ticket) as well as service delivery [37]. Contemporaneous evidence suggests that omni-
channel services literature has contributed to reinforce earlier arguments. However, Reis
et al. [38] noted that preliminary insights from the multi-channel services came from the
marketing literature. They alerted scholars for the apparently need to carry out studies in the
operations management sphere. De facto, the introduction of new technologies and the
“shifting towards omni-channel strategies were so complex and engaging that it is impos‐
sible to evolve directly from a multi-channel, siloed strategy to an omni-channel strategy
without any transition” [5, p. 347]. This transition has clearly compelled academics to
increase their focus on operations management, as shown by the significant increase of
academic articles published in scientific journals. If we analyze the systematic review, we
verify that 47% of the current literature is based on operations management, being a higher
percentage when compared with a similar study by Reis et al. [39] on multi-channel serv‐
ices (only 2.5%). The roots of this phenomenon are probably linked with the calls for organ‐
izational adaptation. Companies have found that they have advantages in serving their
customers using an integrated network of channels, but these changes normally require
process change. Hübner et al. [40] corroborates this, stating that the transition from multi-
channel to omni-channel requires the redesign of logistic structures and, concomitantly, the
optimization of processes [13]. In this context customer participation has an important role.
Process optimization needs to align the transition to omni-channel services with customer
requirements, as the company and the customers’ roles converge [41]. Customers generate
value through interaction [42], as their participation is an important element in the value co-
creation process [43]. When customer involvement into the company’s operations takes
place, joint value creation occurs, which means that the customer is engaged in, for
example, the design or in front-office operations [44]. However, relatively little is known
about how customers engage in the co-creation of value [36], especially in an omni-channel
context. The future of omni-channel services and its implications to operations manage‐
ment are still uncertain, but will certainly be promising.

4.2 Synergies Between Companies: Systematic Literature Overview

The results of the systematic review showed a plethora of articles referring to companies’
integration and adaptation to the omni-channel strategy [2, 40], but few referred to
synergies. An exception is Picot-Coupey et al. [5] who investigated internal synergies
between clicks and bricks, and how successful the transformative process to become
omni-channel can be. Other authors pointed out the need to focus less in products or
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services, and more in consumer-centric approaches [45]. Melero et al. [45] exemplified
how Decathlon and Zara companies introduced new communication channels to interact
with their customers: Decathlon with a mobile application (App) to facilitate contact
between customers who practice the same sport and Zara achieved a leading position
on social networks, where customers can interact with the company. Also in the omni-
channel context, Notomi et al. [46, p. 38] stated that “retailers have found themselves
forced to compete for customer attention like never before”. The underlying question
is: do organizations have to do this on their own? Maybe not. Notomi et al. [46, p. 38]
remarked that “at the same time, online retailers are expanding their reach by partnering
with companies that already have stores and service establishments”, because today’s
consumers no longer go to stores merely to shop; they pursue the optimal purchasing
experiences, e.g. best prices, best information. This seems a sensible thing to do because,
theoretically, we already have companies that collaborate with each other to best serve
their customers. In this regard, Verhoef et al. [3] gives the examples of Booking.com
and Tripadvisor.com, which shook-out traditional travel intermediaries. These are just
a few examples that emerged from the systematic literature review. Companies can also
interact with each other to optimize their services. For example, Rumbo.com and
Edreams.com have understood the advantages of adding several airline agents to their
search engines so as to provide the cheapest available prices and the lowest waiting time
to their customers. Indeed, working in partnership can open up new opportunities. Other
companies are also adopting this strategy internally. Starbucks Canada is implementing
mobile payments through an app [47], enabling customers to make virtual payments of
their purchases in any store of its network. These synergies between companies, either
within or between groups of companies, can provide a number of opportunities still to
investigate. In this sense, it is necessary to address the possible interactions that may
arise from the synergies between organizations not only to respond to customer’s needs
and expectations, but also to promote their retention. From the literature review, we
conclude that there is a need to: (i) address operations management issues related with
integrated service experience; and (ii) evolve from synergies between channels (bricks
and clicks) to synergies between companies and thereby introducing new degrees of
freedom in how customers can interact with different companies for each service
activity.

4.3 Basic and Complex Synergies: Case Study Analysis

Data analysis from the case study highlighted, in the strategic plan (2016–2018), the
importance of channel management, notably by referring to the implementation of more
digital and technological tools for customers and workers (explicitly mentioned in the
bank’s official documents). Similarly, a contact sales employee emphasized that the bank
was pursuing a transition from multiple channels to an omni-channel strategy, e.g. is
investing and making available to its contact sales employees tablets to facilitate inter‐
actions with customers. The same contact sales employee reinforces that the required
organizational effort is high, because the bank has to invest on: (1) technology and,
concomitantly, on restructuring existing processes as new channels are introduced (i.e.
revisiting its structural decisions); (2) training its employees (i.e. revisiting
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infrastructural decisions) and; (3) disseminating the information regarding the availa‐
bility of new channels to the customers (i.e. acting on the integration of the components
of the service system). Cook et al. [4] discusses the nature of the omni-channel customer
and the associated changes required from the physical retail spaces, referring to the case
of Argos, a brick-and-click store that started to use iPad-based kiosks. These kiosks and
the empowered staff were helping their customers in selecting the best suited products
and purchasing. In the case study, the concept behind this approach is to simplify and
speed up the sales process, removing the traditional queuing approach in service provi‐
sion [4]. When companies do not have capacity to add new technology to their portfolio
(structural limitation), or do not intend to invest in additional physical stores or web
environment, a viable strategy is establishing partnerships. Examples of basic synergies
can also be found in the literature. Ebay.com proposed pickup points at Argos stores in
the United Kingdom [7], giving support to Notomi et al.’s [46] arguments mentioned
before. Amazon, originally a pure online player, already opened brick-and-mortar book‐
stores and is planning to venture is retail operations to 100 pop-up stores in the United
States. These examples show that an omni-channel strategy can be achieved in several
ways. On this subject, the contact sales employees argued that the bank was already
preparing complex channel synergies, building on the establishment of synergies with
other companies from different specialties. Companies that complement each other
create value networks [42] in which resources of the partners are orchestrated into a
novel value proposition that, in turn, is offered to customers. This co-created value exists
when several firms interact with one another, e.g. by means of technological innovation
to create a value proposition that can generate greater value for customers compared to
a value proposition offered by any single company [22]. For example, the bank already
participated in the MB Way service, a functionality that allows customers to connect
the bank to several retail companies. This solution allows customers to combine an act
of physical purchase and virtual payment, by making a mobile payment for a service or
product purchase in a retail store. This kind of synergy is complex because customers
can use the payment function across a network of companies, and also combines several
types of services (physical and virtual). In return, customers provide value to the network
of companies in the form of profits [48], although they also may compete for the extrac‐
tion of economic value [41]. The roles of producer and consumer are becoming indis‐
tinct, as joint interactions lead to the development of new business opportunities [23]
and reciprocally co-creating value through the integration of resources (e.g., channels)
and customer skills [42]. We believe that this typology of service delivery is beyond the
omni-channel capabilities, but to determine the implications of these synergies and the
co-creation of value further investigation is needed.

4.4 Opening the Door to Synergies or Problems in the Horizon?

Mobile devices have a number of characteristics, such as ultra-portability and location
sensitivity, assisting consumers in a number of shopping activities: search, comparison,
purchase and post-purchase [49, 50]. Interviews from the case study revealed that m-
payment technology created new prospects in omni-channel services, notably by
“increasing the possibility of choosing simultaneously other channels to perform a
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purchase” (sales employee statement). This is consistent with the literature in that m-
payments may facilitate the showrooming practice, which consists of “using mobile
technology while in-store to compare products for potential purchase via any number
of channels” [51, p. 360]. For instance, a customer can access information and opinions
from a variety of sources, including friends, competitors, consumer-to-consumer
reviews, and even other channels at the focal retailer (virtual channels and/or physical
channels). Additionally, the interviews revealed that m-payments are actually opening
the door to synergies, as these technologies are bringing together companies that are
using or intending to use the same means of payment. A sales person added that in the
case of partnerships, the free-riding phenomenon (when a consumer uses a retailer’s
channel to prepare a purchase and then switches to another retailer’s channel to purchase
[52]) may be mitigated, although this not yet been corroborated in the literature. Never‐
theless, we know from the literature that consumers can visit a retail website via a mobile
device, even in a competing retail store, and even purchase at a competitor’s on-line
shop without leaving the brick-and-mortar store [50]. Allegedly, when it comes to part‐
nerships, the free-riding phenomenon is not applicable. Direct observation confirms that
a customer may choose the Supermarket B that has a partnership with Bank A, which
allows the customer to pay for a product with her mobile device. This process comprises
simultaneously a physical purchase and virtual payment, involving two different compa‐
nies. On the other hand, if the customer wishes to add another purchase to the shopping
cart, but does not like the wine offers of the Supermarket B, she can alternatively buy
that product online from Supermarket C, using her mobile device to pay the purchase
(Fig. 2).

Fig. 2. Omni-channel service synergies

This process connects three different companies; it encompasses, simultaneously, a
physical and a virtual purchase with a virtual payment (m-payment) to deliver a service
to a customer. What is new here is that we believe this strategy goes beyond the omni-
channel experience that originally reflects the articulation of different channels in the
context of a single service provider. Picot-Coupey et al. [5, p. 339] refers to omni-
channel as an integrated “brand experience”, but the empirical insights reflect more a
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multi-brand experience, since it entails several companies. There are, however, limita‐
tions. The network of channels of a partnership transcends the channels of a single
organization. Thus, customers may have to choose over a portfolio of channels of
different organizations, which will certainly bring new operations management chal‐
lenges. But these challenges can also bring problems on the horizon, the transition from
multi- to omni-channel services requires process change, but in this new development
stage a paradigm shift is also needed - from a single company to a network of companies,
and an overall portfolio of channels.

5 Conclusions

The omni-channel service transition typically requires reengineering of processes and,
thus, has led academics to focus more in operations management issues. When compa‐
nies do not have the capacity to add new technologies to their portfolio or, for some
other reason, do not have such interest, they may seek synergies (partnerships). These
synergies provide a number of opportunities to customers and organizations: e.g. a multi-
brand experience, and the end of the free-riding phenomenon. In the current service
delivery contexts, where companies can rely on multiple channels to support different
interactions with customers, these organizational synergies (i.e. different companies
coordinating to provide distinct activities in service delivery) call for a conceptualization
that is beyond the omni-channel concept, as they bring together a mix of channels and
providers that need to be articulated in a seamless interaction with the customer. Since
this is a recent layer in the service channels landscape, the full understanding of its
implications requires further investigation. This article is important for practitioners
because it attempts to identify new trends that may be relevant to organizations so as to
gain competitive advantages - especially with regard to value co-creation, as synergies
between firms lead to the emergence of value networks, making them more competitive.
In return, customers collaborate in co-creating value but also compete for the extraction
of economic value. Academically, this article shows that the omni-channel concept may
need to be adapted to be in line with developments in real-world practice. This paper is
not free of limitations. Some relevant articles may be missing since the search is
restricted to a selected keyword. This work is also limited because of its exploratory
nature, but we hope that it can encourage future investigations at the level of the omni-
channel services. On the other hand, by integrating a conceptual and empirical study,
the qualitative multi-method approach provided a balanced design, paying due attention
to the dimensions of development, triangulation and complementarity, as well as contri‐
buting to an overall understanding of the subject under investigation. Due to confiden‐
tiality reasons we have not provided any information about key informants and the
respective organization. According to Mills et al. [53] the removal of identifying infor‐
mation and suppression of confidential information can lead to the removal of the
contextual information that is of greatest interest and value to the researcher. To maintain
the scientific rigor, the list of all documents of the systematic literature review can be
provided on request by the first author. In line with the main results, it may be interesting
to conduct a mixed-method investigation in other geographical areas. It seems also
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relevant to explore some issues (e.g. new trends and synergies) that still remain unclear
and require further investigation. With this timely contribution we expect to instigate
other investigators to contribute to the operations management discipline, and to advance
knowledge in the omni-channel service arena.
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Abstract. New Software Development techniques with respect to cloud computing
and eServices had modified IS architectures which were well established and
consolidated in the past. The new methodologies of (software, micro/e) “Services”
has pushed towards the adoption of software development organization inde‐
pendent from traditional tiered-architecture with the result of reducing both scale-up
and down times as well as interruption times due to migration to different plat‐
forms. The eServices development organization relays on MicroServices architec‐
ture so that it is decomposing the legacy architecture in micro-components, each one
with an independent life-cycle but interconnected and correlated, i.e. eServices. Each
eService is hosted within a single container which has a proper software lifecycle and
with minimal set of executable operating system libraries. The analysis goes into
details about the structure and the development of eServices with MicroServices
architecture. The paper discusses the new technological tendencies under the lens of
an Organizational approach.

Keywords: Organization · Software development · eServices · Information
system · Architectures · Software life-cycle · MicroServices · Scalability

1 Introduction

In the IT world in recent years, there has been a strong push in terms of innovation aimed
at creating technology that would simplify, where possible, and speed up the deployment
of new, or the maintenance of existing, software.

Two trends have emerged:

• Micro Servicing
• DevOps.

These trends enable the development of the application in a distributed way and they
also make parts of the business functionality services available to developers [1].

They help to overcome many of the development limits making it easier to work
collaboratively and to write/correct code independently [2].
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Emerging field of DevOps borrows practices from software engineering to tackle
complexity. The need for automation to improve scalability and testability while simul‐
taneously reducing the operators’ work, has always present in the software development
research field.

The knowledge/skills/abilities needed for both software development and operator,
encounter perfectly the four perspectives of DevOps, i.e. collaboration culture, auto‐
mation, measurement, and sharing.

Consequently, when we think about software developmental we can say that decom‐
posing the applications business logic into independent functional components has many
advantages [3]:

• allows a development team to be small and highly focused
• can choose whichever technology best suits their specific use
• deliveries are composed by a set of small individual services modules
• could then be deployable on different servers and infrastructure.

2 Ops, Dev and DevOps

The concept of micro-services within the IT landscape and, consequently, within corpo‐
rate IT departments, introduces the problem of the interrelationship between and manage‐
ment of new professional figures, such as DevOps, and system engineers (operations) and
developers.

Traditional application development has several limits. One of them is that the
application developers, have to build the internal logic as a single unit with all the rules
for handling requests running in a single process [2].

Executives now face the task of recompiling the company organisation chart (where
tasks and duties had, hitherto, been well defined) to take into account the roles of these
experts, as outlined below:

• Operational/systems engineer: the duties of this professional figure are related to the
configuration of bare metal systems or traditional virtualisation (also called heavy virtu‐
alisation) involving the use of batch to perform complex operations. Mainly related to
legacy architectures that are scarcely or poorly integrated with cloud systems.

• Ops for developers: figures mainly involved in the commissioning of services or
operational frameworks in the cloud in order to enable the developer to focus solely
on the development and deployment of applications.

• Developer: a traditional figure focused only on software development with little or
no knowledge of the architectural part (exclusively managed by operational/systems
engineers). Each new software project required liaison with ops in order to have an
environment/employment framework.

• DevOp: a professional figure with expertise in both dev and ops. The figure originates
from the need to simplify the deployment of new applications, taking advantage of new
technologies (e.g. Cloud and MicroServices), and to limit confusion typical in legacy
environments. The role includes, albeit in embryonic form, QA functions (Quality
Assurance) using CI (Continuous Integration) and CD (Continuous Delivery) software.
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Figure 1 illustrates the workflow in legacy environments (where there are only
systems engineers and developers). Previous research findings showed that self-adaptive
software systems are capable of adjusting their behavior at runtime to achieve certain
functional or quality-of-service goals [2, 3]. This profoundly affects the organization of
software development [1–5].

Fig. 1. Workflow in legacy environment

3 Literature Review

The new development approach for self-adaptive software relies on two innovations
discussed by Malek et al. in 2010 [6]:

• an approach for representing engineers’ knowledge of adaptation choices that are
deemed practical, and

• an online learning-based approach for assessing and reasoning about adaptation
decisions that does not require an explicit representation of the internal structure of
the managed software system [6, 7].

Empirical evidences confirm that using a real-world self-adaptive software system could
be of great help in eServices as it has shown for MicroServices ability to accurately learn
the changing dynamics of the system while achieving efficient analysis and adaptation.

Scalability is achieved by replicating the application on different servers and through
load balancing requests: this architectural structure is beneficial and is used successfully
in data centers. The reasoning is that it divides the application into classes and functions
under one deployable application [1].

The correlation between service and process mean it can be difficult to manage soft‐
ware changes and in case of scaling it requires to replicating the whole application.
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Software development team organization is then greatly affected by this new approach
[3, 5, 6].

A stream line of research has focused on Web applications as Services as the refer‐
ence paradigm for next generation computing. The idea is of assembling application
services into a network of services that can be loosely coupled to create flexible, dynamic
business processes and agile software systems, independent from the organizations and
from computing environments [6]. Developing such applications needs different
approaching, from modeling and analysis issues in the early stages of their development,
to issues related to implementation and on-the-run operational.

The eServices idea permits to host the application on different server so the resources
can be more effectively attributes to those parts of the application that needs them [1, 2, 6].

However, the separation between the business logic and services there will need to
be a communication system that permits the communications between these parts
requires additional integration overhead [3].

These are other benefits of developing eServices utilizing MicroServices:

• Due to the small nature of each service it is easier for a developer develop and deploy
it [1].

• Each service can be deployed separately from each other [2].
• Development and deployment becomes more efficient as small teams are required to

work on individual service’s components and they work independently using their
own tools to completing the assignment without external limits [2, 3].

• Improved maintenance and troubleshooting, this is due to the fact that it becomes
easier to find faults and isolate the problems in one service instead of including the
others [1, 3, 5].

• It will be easier to introduce new and emerging technologies even in a monolithic
environment as MicroServices can be built to proxy functionality and work alongside
the monolithic application [1–3, 5].

The approach of dissecting a large and monolithic application needs to include the
identification of areas that need to be either replaced or upgraded making sure that others
services are not suffering [5, 6].

It is extremely important to remember to drive modularity through the requirement
of change: this is to say that whatever needs to be changed needs to be changed at the
same time and in the same module.

Notably services that change frequently needs to be kept separated from those who
gets updated frequently in their modules [3, 6].

This also implicated that services who change with a frequent recurrence should be
kept in the same module.

By comparing the use-case examples for functionality, the developer can divide the
system using inbuilt functionality, which is beneficial, as the original developers
designed them to be modular and independent [1, 3, 5].

When MicroServices cover only one well-defined business logic function, which has
well defined inputs and outputs, the designer will invariably find the process of decom‐
posing a massive enterprise application a lot easier [7]. The same results are shown from
other research into applications with respect to supply-chain application domain [8].
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Virtual Enterprises, mobile application security and electronic health record are two
major examples of application domains where MicroService architecture and eServices
solutions are seen as appropriate by independent research [9–11].

With respect to the organization of software development process, research has
demonstrated that when the developer has chosen the best option to proceed with the
decomposition of an existing monolithic application or to design and application, he will
face the issue of integration [7].

There is no way around it, MicroServices makes integration tasks far more numerous
and for those reason there is the need of a well-defined integration policy for protocols
and technologies [1, 3, 5].

Other studies concentrate on services deliver to enterprise networks independently
from the network shape and enabling efficiency and effectiveness of the business activ‐
ities. Findings indicate that the deployment of eServices increases organizational
productivity and effectiveness [12, 13].

4 The Organization of Legacy Team v/s DevOps

Figure 2 shows the workflow involving DevOps (dev and DevOps in this case may
coincide). It shows how dev/DevOps carry out activities independently, in a completely
different way from the past, creating the environment/framework as the need arises. This
is enabled by the use of technologies such as containers, e.g. Dockers [1, 3, 6].

Fig. 2. Dev/DevOps, carrying out of activities

It is necessary to highlight the differences between the professional figures in order
to define the distinguishing characteristics of the DevOps and therefore the benefits.

Table 1 compares the legacy and DevOps approaches.
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Table 1. Legacy and DevOps comparison.

Type Ops/Dev (legacy) DevOps
Project Project Small
Team structure Group Container
Deploy Centric Distributed
Information Centric Distributed
Service Static In deploy
Tecnology Consolidated New tech

Professionals using a traditional approach are involved in large projects (situations
caused by maintenance/upgrade necessities of legacy services and the use of waterfall
development methodologies), which necessarily involve an adequate workforce (ops
and dev) to meet the deadline set in the design phase (usually the duration of this type
of project is medium/long). In a context like this, there are few working groups (normally
one per project) and information is kept within the working group (an approach known
as silo mentality). By their nature, these projects exploit established technologies, run
on internal or “private” cloud infrastructure and, as functions undergo few changes,
service is static. The company will tend to make the best use of the existing infrastructure
and legacy services and those in production [3–5].

The DevOps approach divides large projects into multiple small projects to reduce
the complexity of implementation and the number of people involved on each the team
(this is possible through an initial analysis and thanks to the use of agile development
methodologies, for example, which are leaner than waterfall). This will result in a
dramatic reduction in development time. In a situation like this, information must neces‐
sarily be shared between teams in order to stay aligned on the status of the project and,
in order to facilitate members of the different teams, deployment espouses cloud logic
(“public” or “hybrid”), thus permitting the use of micro-service technologies (which is
also facilitated by the allocation of tasks imposed by division into micro groups). This
approach encourages more dynamism in the teams and at the same time facilitates the
introduction of new technologies/solutions typical of strongly cloud-based systems such
as the CD/CI, as well as drastically reducing deployment time between updates.

On the basis of data collected through surveys conducted on medium/large compa‐
nies, three different organizational models could be defined.

Figure 3 shows the organisation of a work team (Devs and Ops) in a traditional
environment.
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Fig. 3. Work team Devs and Ops in traditional environment

Often a representation that reflects the internal structure of the managed system is
used to reason about its characteristics and make the adaptation decisions. This is partic‐
ularly true in DevOps. As shown in Figs. 4 and 5, below.

Fig. 4. DevOps working team structure with hierarchical subdivisions and PM under each
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Fig. 5. DevOps working team structure with PM over all subdivisions

The companies applying the structure shown in Fig. 5, trigger problems in commu‐
nication between the different groups and the PM and DevOps, thereby preventing
adequate circulation of information both within the team and between the team and the
PM/DevOps.

5 The eServices Development Protocols

The structure of eServices based on MicroServices development, show a communication
with each other using messaging services protocols. The first protocol is synchronous
and is used for communication which require an immediate action. The second are
asynchronous and are used for subscribe/publish commands on line [7, 8].

MicroServices developments need to use a method of shared process communication
between separate services.

The well-known method for inter-process communication is the Synchronous HTTP
and is also used in eServices developments [7–9].

These types of services may present some performance problems in a congestion
environment [1, 6, 8, 13].

Applications in a monolithic architecture are scaled by taking one instance of the
application and replicating it how many times as is necessary to provide redundancy,
performance and capacity so they need to be hosted on a different server and they are
connected via load balancer devices, which will proxy the incoming client connections
and forward them to a particular instance [14].

Load balancers maintain the state of the sessions (typically trough a session cookie)
and assure that the client is connected to the correct instance of the application.
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Creating an application using eServices can be a huge effort and take some time to
have it run and ready. Software development for eServices only shows benefit when the
applications reach a maturity stage where scalability is an issue as only then are all the
benefits realized [10, 11].

Instead, it looks like development teams or contractors for startups use a monolithic
architecture for fast and cheaper development to build applications ready to deploy and
then they will address big issues of scalability at a later stage of business maturity.

6 Conclusions and Practical Implications

As discussed within the presented paper, MicroService and in particular the method‐
ology of eServices is a real breakthrough within software development organization.

Considering as a most representative example, that Google-Plus and Facebook
themselves are both based on MicroServices architecture, the most utilized social media
platforms are developing highly scalable software utilizing eServices [14]. We can
conclude that companies with extensive and substantial information systems, e.g. big
banks or international corporations, could greatly benefit from research and practice of
eServices software development. Continuous Integration – CI is a practice which has
emerged to eliminate discontinuities between development and deployment. Similarly,
the recent emphasis on DevOps and eServices shows that the integration between soft‐
ware development, Continuous Development – CD, and its operational deployment
needs to be a continuous one [15].

The first conceptual finding is that eServices as part of DevOps and MicroService
architecture can help industry to embrace changes in business and consequent software
development [16]. New means of communications and understanding are emerging as
the new software development team organizational forms, where appropriate and inno‐
vative language patterns in conjunction with a methodology to implement DevOps play
as an efficient means for collaboration and automation purposes. Efficient collaboration
and automation possible with eServices are proven to be the key enablers to implement
continuous delivery and thus to react to changing business requirements timely.

The second research finding demonstrates that eServices sum up all concepts and
strategies of new organizational forms for software development methodologies as indi‐
cated by scientific literature. Scholarly works have had constantly pointing to Platform-
as-a-Service conceptual and architectural solution for large-scale and data intensive
applications. This goal is achieved with eServices providing a customized and specific
approach for PaaS platforms and integrating emerging paradigms such as DevOps for
automate deployments [17].

As DevOps/eServices is a software development organization that permits software
development team within enterprises, to rapidly deliver software product features
through process automation, it favors greater collaboration and increased efficiency [18].
For this reasons two different adoption of DevOps eServices implementation within two
different enterprises, would not be equal as each enterprise has unique characteristics
and requirements and DevOps/eServices would adapt and reflect to particular organi‐
zational environment.
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The response to increased demand of rapid developing and deploying, has been the
eServices development environment where development and operations work close
together. The response is even more appropriate as all software is being developed and
operated in shared platforms with no formal requirement processes, and no analysis of
the overall enterprise capabilities and architecture [19].

The eServices approach radically changes the enterprise internal software development
methodology, CI and CD, so that an organizational change also occurs within software
development teams. The corresponding compartmentalization die to granularity and inde‐
pendence of eServices, impacts the relationships among systems administrators, software
development teams and business functions. This leads to conflicts between the mentioned
three organizational functions, according to research findings [20]. Software development
team support and cohesion, both channel the effects of relationship conflict and its manage‐
ment on team productivity, so eServices could act as a moderator in order to mitigate the
mechanism of conflict that affects team performance.

Practical implications are related to the need of Business Continuity. From a (soft‐
ware) client point of view, all the 3 tier components of web based applications, are
divided in a higher number of MicroServices. If in a frame – rss there would be a fault
in the specific MicroService, the web application page would continue to function prop‐
erly with respect to all service, excluding just the one in fault [21].

Other authors focus on a new organizational model to deliver transparent services
and to improve effective collaboration. The identification of distinctive aspects of some
services, gives support to present study outcomes [22]. Also Cloud Computing, heavely
relying on eServices, and its significant impact on Corporate Responsability shall be
considered with respect to general business strategy [23]. E-Government also is affected
by development techniques of eServices [24] as highlighted in previous reserach.

This would be a real breakthrough for all enterprise and governmental applications
where business continuity is a serious issue and even more when it is a legal requirements
or compliance issue [25], e.g. in banks and large corporations.

7 Limitations and Scope for Future Research

The present research has been pursued both in theory and verified in practical environ‐
ments, as test sessions in laboratory. A substantial empirical analysis is envisaged in
order to confirm conceptual research findings and conclusions, in real organizational
software development teams environment, living a huge scope for future investigation
and research.
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Abstract. The study advances the debate on the co-creation of value in health‐
care by treating the informal caregivers as a key organizational resource for the
providers. Using the Dialogue, Access, Risk, and Transparency (DART) model
developed by Prahalad and Ramaswamy as an interpretative key, this qualitative
paper frames the role of the informal caregivers within the multiple experiences
of value co-creation in which they are engaged. The central argument is that the
informal caregiver performs three intersecting key roles: patient’s advocate,
system navigator and coordinator of care.

Keywords: Value co-creation · Co-production · Informal caregivers · Healthcare ·
Public sector

1 Introduction

There is not only growing acceptance of the need to include patients in the delivery of
health services and increasing recognition of involving patients in the shared decision
making of their treatment [1], but also increasing acknowledgement that healthcare
customers can co-create value by integrating resources from healthcare providers and
from others, outside the traditional healthcare setting (such as complementary therapies)
and with the customer’s private sources (such as peers, family, and friends), and through
self-activities [2, p. 165, 3].

In a seminal article, Prahalad and Ramaswamy [4: 8–9] say that the real challenge
for the healthcare provider is “to create an experience environment within which indi‐
vidual patients (consumers) can create their own unique personalized experience”. In
turn, the quality of that experience depends “on the nature of the involvement the
customer (patient) has had in co-creating it with doctors, counselors, and others”
[ibidem: our emphasis]. The two scholars identify four “building blocks of interaction”
between the firm and consumers that shape and facilitate co-creation experiences [4]:
the dialogue and communication between stakeholders; the ability of stakeholders to

© Springer International Publishing AG 2017
S. Za et al. (Eds.): IESS 2017, LNBIP 279, pp. 76–86, 2017.
DOI: 10.1007/978-3-319-56925-3_7



access and share data; the ability to monitor risk-benefits; and, finally, the transparency
among stakeholders eliminating information barriers.

The premise of this paper is that growth and value creation are essential themes for
public managers in a services-based economy [5]. In the healthcare field this means
acknowledging that informal caregivers are a crucial link in the value chain of better
healthcare outcomes [6]. A clear example of such an ecosystem is the healthcare services
delivered to chronically ill patients. Hence, to get the highest benefit from the co-
producing relationship, and thus boost value-creation potential, the provider must make
an effort to learn about the patient and their personal and collective situation.

The informal caregivers who support patients in home settings are believed to
improve ongoing and patient-tailored care but the extant research tends to treat them as
an ‘optional extra’ at zero cost to the provider ultimately responsible for ensuring
continuity of care. In other words, academia has not yet clarified what informal care‐
givers actually do when they co-create value with the healthcare provider. The paper
attempts to bridge this knowledge gap, making the central argument that it is essential
to understand the joint creation of value by the public healthcare provider and the
informal caregivers in order to design and facilitate appropriate service delivery strat‐
egies. Thus, the main objective of our qualitative paper is to provide a deeper appreci‐
ation of the co-creation value of the informal caregivers within the multiple experiences
in which they are engaged. This better understanding reflects one of the key priorities
of research in service innovation [3].

We pursue this objective by (1) reviewing studies that examine the contribution of
informal caregivers in care delivery from different perspectives; and (2) providing
summaries of the outcomes and critical issues that, according to the academic research,
are linked to the healthcare provider-informal caregiver interaction. The paper is a
preliminary and, to the best of our knowledge, a first step in the effort to conceptualize
the role of informal caregivers drawing on the four building blocks of interaction iden‐
tified by Prahalad and Ramaswamy in their DART (Dialogue, Access, Risk, and Trans‐
parency) framework.

2 Research Approach

A qualitative review of the studies on the informal caregivers’ contribution to care
delivery frames their role in the multiple co-creation of value experiences. Methodo‐
logically, the paper is articulated as a ‘scoping study’ [7, 8] with the aim of mapping
research findings and identifying areas worth further attention.

The search for English-language articles published since 2000 that investigate
informal caregiving from diverse academic perspectives generated a sample basket of
42 peer-reviewed papers (including empirical and conceptual contributions and several
systematic reviews).

The thematic analysis of the selected papers proceeded in three steps. The first
revealed the three key roles of informal caregivers as patient’s advocates, system navi‐
gators or gatekeepers, and coordinators of care. The second, guided by the DART model
developed by Prahalad and Ramaswamy, extrapolated the main topics of interaction
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between the informal caregivers and the public health provider. The third integrated the
descriptive dimension (first step) with the value co-creation processes to better qualify
the three roles in context.

The use of the model developed for the conceptualization of the relationship between
firms and consumers might seem inappropriate here but serves our purpose well because
the original DART framework identifies the ‘blocks of interactions’ between “the firm”
and “the consumer”. The different spatial and temporal settings in which the informal
caregivers operate on behalf of the latter prompted the authors of this paper to apply the
framework to the interactions between the health service provider(s) as a constituent of
the “firm” and the informal caregivers acting on behalf of the patient as a representation
of the “consumer”.

Each author acted independently then discussed and compared the various view‐
points, addressing any interpretive variations and selecting the main themes for succes‐
sive analysis.

3 Informal Caregivers

The content analysis of the 42 selected papers evidenced that the involvement of
informal caregivers is a central theme in health systems: family and friends are the most
important source of care for people with long-term conditions needs in OECD countries
[9: 202]. The difference between an informal caregiver (or family carer or caregiver,
informal carer or care provider or caregiver) and a healthcare professional (e.g. clinical
staff, nurse, and physician) is that they are usually a family member, a close member of
the patient’s societal context, or a non-clinical social worker.

Most studies hold the view that informal caregiving is essential to better outcomes,
more responsive care and lower costs [9, 10]. The literature acknowledges that the
informal caregivers provide not only a range of emotional and instrumental support [11]
and assistance with daily activities (e.g., transportation, meal preparation, shopping,
locomotion and personal hygiene) [10], but also operate as patient’s advocates, system
navigators or gatekeepers of support and services and coordinators of care.

As patient advocates they provide a source of continuity of care for their care recip‐
ient during their transitions through care settings [11]. By assuming the role of spokes‐
persons and intermediaries, they seek proper outcomes of decision-making on behalf of
the care recipient [12]. They often act as “buffers from stresses stemming from respon‐
sibilities, anxieties, and discomforts” [13: 102]. Informal caregivers are system naviga‐
tors who locate, evaluate and integrate relevant knowledge and information on behalf
of the care recipient [11].

As gatekeepers of support and services, they assist the care recipient in the navigation
of the often complex healthcare system [11]. Meanwhile patient advocacy helps to
ensure continuous monitoring of patient risks [14], “and mitigate the consequences of
inadequate levels of care provided by the formal caregivers” [12: 340].

Finally, as coordinators of care, informal caregivers facilitate and supplement the
work of the medical staff [13], assisting with the coordination of care activities [15] such
as paperwork management, solicitation of insurance approvals [10], scheduling medical
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appointments and coordinating care services [11], and negotiate care procedures by
seeking information and establishing dialogue with formal care providers [12].

The literature review clarifies the multiple roles assumed by the informal caregivers
as a result mainly of the implementation of co-productive models of care [14, 16, 17].
Another noticeable fact is that the focus of the mainstream co-creation and co-production
research is mostly on the dyadic relation between the informal caregiver and the care
recipient, i.e., the medical and wellbeing outcomes, and that, conversely, the studies that
make the informal caregivers the main unit of analysis focus primarily on the psycho‐
logical, economical and physical implications of the role on the individual carers. This
highlights a discrepancy between the thrust of the research and what happens in the
everyday experience of healthcare settings, a core feature of which is the triadic relation
between the informal caregivers, the service recipient and the healthcare provider.

4 Applying the DART Framework

Applying the lens of the DART framework to the three interrelated roles of the informal
caregivers identified in the previous section enables us to locate and track what actually
happens on the ground.

4.1 Dialogue Between Formal and Informal Caregivers

Current research underscores the importance of constant communication and informa‐
tion exchange between formal and informal caregivers [12: 333]. The literature empha‐
sizes that “the understanding of caregivers’ needs, their varied experiences and the
complex interactions between caregivers, healthcare professionals and patients is impor‐
tant if effective care is provided” [18: 154]. The prevailing tendency among providers
is to focus on the patients and dismiss the needs of informal caregivers [15: 147].
Healthcare professionals recognize the informal caregiver’s continuity-of-care role in
the co-creation of value process [19] but often show them hostility and neglect [17],
suggesting a divergence in the way formal and informal caregivers interpret and under‐
stand each other’s needs. The general perception is that caregivers and care recipients
are at the mercy of the healthcare services personnel [12]. This perceived injustice affects
the wellbeing of the family caregivers, eroding their value potential instead of raising
the professionals’ awareness and appreciation of the caregiving tasks undertaken [20].

Patients and caregivers assign major importance to receiving both verbal and written
information [24]. Extant literature suggests the consistent incorporation of novel ideas
for patients and caregivers to manage their own conditions and to foster communication
among the circle of care [21]. Informal caregivers place critical value on their relation‐
ship with professional care providers to receive recommendations, guidance and
endorsement to sources of caregiving information [22]. This relationship is dynamic and
ever changing [15]. A degradation of relational continuity between family caregivers
and health professionals often leads to a loss of trust and the former’s reluctance to
receive guidance from the health professional [11: 542].
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A relational coordination between formal providers and caregivers is supposed to
improve caregiver’s readiness to provide quality care [16] which is, in turn, positively
associated with caregiving value (i.e., patients’ freedom from pain, functional status,
and mental health) [15]. This coordination would occur through frequent, high-quality
communication that is supported by relationships of shared goals, shared knowledge,
and mutual respect [23].

4.2 Access to Data for Informal Caregivers

The research [24] shows that ten years ago, when access to health records was restricted
to solely the professionals, leaving the informal caregivers out of the loop, families were
quicker to request information, guidance and support from the medical team and that
the family carers valued the informal emotional support network that enabled them to
share their experiences.

The internet then led to the proliferation of websites offering comprehensive infor‐
mation on the quality of care [25: 42], which, however, tended to become swiftly
outdated or was too generic to be of specific use to the caregiver, often responsible for
a home-bound care recipient [26]. To offset this, some websites offered a telephone
helpline dedicated to informal carers requiring information on care and support services
as well as related legal and financial advice (ibidem).

Today, both the patients and their caregivers can use a remote-processing device to
access and upload data directly, reaping the benefits of the latest technological advances,
such as assisted-living, telecare, telehealth, telemedicine, and the social media [27: 8].
“Sensors and context-awareness features allow for individualization and real-time infor‐
mation submission delivery” [28: 2]. Data can then be obtained in the form of gathering
and analyses, monitoring and alerting (e.g., breathing monitors), diagnosis and treatment
at distances (e.g. telepsychiatry), or communication [29]. Extending the caregiving
assistance circle to the telecare monitoring-center workers would enable each call or
alert to be assessed, also in terms of personnel requirements [30]. However, the as-yet
unexplored ethics of remote assessment and treatment technology [27: 8], which could
be perceived as a threat to personal autonomy and independence, makes integration into
the care protocols a significant challenge [31: 7]. For example, the patient might deem
the personal data too private to send over an open network and block its transmission
[32]. Moreover, equipment checking/maintenance and other contingent care issues
might add further pressure to the caregiver’s responsibilities, triggering patient-carer
tensions [31: 9].

Nevertheless, the positives of the ICT-based systems seem to far outweigh the nega‐
tives: secure messaging for communication among the patient care team [33]; platforms
for scheduling medical appointments and coordinating treatment and services [11]; and
even tailored educational materials for patient and informal caregiver [33]. Hence, in
coordination with the formal caregivers [12: 337], the caregivers navigate the latest
structured healthcare databases and systems that aggregate the information on patients,
care professionals and care-related goals [33].
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4.3 Risk Mitigation

Informal caregiving promotes the patient’s psychological wellbeing [34]. Patients
undergoing treatment in a familiar home setting tend to suffer less from depression than
those who undergo disruptive hospital visits, especially in cases of chronic disease.
However, the outcome for the caregiver - often described as a “stressful experience that
may erode psychological well-being and physical health” [35] – is a longstanding
concern. In fact, the psychological burden carried by the informal carers often translates
into anxiety and depression, above all, if caring for the chronically ill [36] when the act
of delivering care can seriously compromise the caregiver’s quality of life [37].

To provide the proper measure of care, the caregiver must be inherently wired [35],
i.e., they must possess physiological [20], psychological and mental readiness, as well
as emotional [38], financial [37], and social preparedness [35, 39, 40]. For instance, the
family caregivers must be able to lift and carry the patient without incurring personal
injury. Hence, when modifying and adapting the home setting, it is doubly important to
assess not only the needs of the patient and their clinical treatment, but also the carer’s
physical condition. The informal caregiver’s depressed mental state often worsens if the
patient is hospitalized. In fact, despite the support of the clinical structures and the
delivery of an extended cycle of care by professional staff, the post-caregiving psycho‐
logical impact can endure for weeks [41]. A distinction needs to be made between patient
information and patient education. Informing the patient and the caregiver about the
disease and its treatment improves their knowledge of the condition but does little to
alleviate the caregiver’s mood [42].

Other studies note that the lack of formal education made the informal caregivers’
feelings of role overload worse [43] with the possibility, often underestimated, that they
could be unwittingly exposed to a communicable disease. Such instances can lead to
legal ramifications but, whilst the risk of wrongdoing in the professional healthcare
sector is covered by accredited insurance, the activities of the informal care providers
are not. Training and enhanced caregiver training programs were shown to increase the
informal carer’s self-efficacy for patient’s symptom management [41]. The professional
caregiver has the onus to build the competence of the informal caregiver through the
facilitation of culturally-specific workshops, support and skills-training for caregivers
[10]. This could be reinforced by adequate education and support from physicians and
nurses during the activities of care [44]. However, some studies have shown that there
were no reported changes in the levels of depression, anxiety, and burden [45].

4.4 Transparency of Information Flow Between Formal and Informal Caregiver

There is scant academic work to understand the different preferences of caregivers for
receiving information [25]. In general, patients and caregivers lament the scarcity of the
information issued by healthcare staff [46]. Studies emphasize that “healthcare profes‐
sionals could resist giving differential information, citing causes of tensions and inter‐
personal conflicts” [25: 42]. This lack of transparency of information between care
providers prevents the creation of a virtuous circle of care and suggests the need to
organize seamless care among care providers [47].
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Patient engagement and family caregiver interventions have been shown to improve
self-regulated disease management [48]. Informal and family carers are motivated to
obtain appropriate information, securing access to services and acting as informal advo‐
cates in negotiations with service providers [49]. Nevertheless, the cascade of care-work
and responsibilities from professional caregivers to family carers changes the models
of data quality governance and proliferation [30: 352]. Moreover, fear expressed by both
patients and professionals regarding security and privacy of electronic data files impedes
the transparency of information flow [47].

The intersection between the roles of the informal caregivers and the four building
blocks of interaction shown in Table 1 suggests that there are multiple spaces and
temporal settings of potential co-creation experiences. Further, the table indicates (in
tune with Sharma and colleagues [5]) that co-created value is multifaceted, and that all
three roles cast the informal caregiver as a potential “operant” resource who co-creates
value with the “firm” being used for the benefit of the service recipient [50: 7]. Table 1
provides an initial response to the question asked by the public managers interested in
working with the informal caregivers to build a more co-creative environment of “What
are the critical attributes and behaviors to consider?”

Table 1. The Dialogue, Access, Risk, and Transparency (DART) map and the intersecting roles
of informal caregivers (authors’ elaboration)

Patient’s advocate System navigator & Gatekeeper Coordinator of care
D Communication and

information exchange
between caregivers [11, 12,
15, 21, 22, 26]

Understanding of needs
between formal and informal
caregivers [12, 17, 18, 20]

Coordination supported by
relationships of shared
goals/shared knowledge
[15, 16, 23]

A Data access issues can
impede the effectiveness of
informal caregivers [27,
30–32]

Access to multiple sources
enables the exchange of
information on patient condition
[11, 24–26, 29]

Technological access to
useful data optimizes the
coordination of care [12,
27, 28, 33]

R Problem-solving approach
to reduce patient health
risks [34, 41]

Possible induced risk to the
informal caregiver [36, 37, 39,
42, 43, 45]

Informal caregiver
preparedness [10, 20, 35,
37–41, 44]

T Care-recipient
spokespersons and
intermediaries with service
providers [49]

Transparency of information
flow impeded by fears over
security and loss of privacy [30,
47]

Improved disease
management through
patient engagement and
family caregiver assistance
[48]

5 Final Remarks and Conclusions

As one of the first studies to explore the value co-creation role of informal caregivers,
the authors build on the DART framework of Prahalad and Ramaswamy to evidence
how the three roles of patient’s advocate, system navigator and coordinator of care
performed by the informal caregivers intersect with the four interaction blocks of
dialogue, access, risk, and transparency.
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The paper makes several contributions. First, it offers a rich body of evidence to
reflect on the practice of value co-creation in healthcare settings. Second, it illuminates
those areas in which the often hidden contribution of the informal caregivers occurs
across the blocks of interaction with health service providers. Third, it confirms the
essential role of the public health provider tasked with the overall management of the
care service experience in both virtual and physical space. The study also identifies
several hurdles to co-creation, such as the communication barriers cited in Sect. 4. This
critical aspect suggests that the key condition of integrating the knowledge and experi‐
ential expertise of the laypeople in the organizational routines of the healthcare providers
persists in its absence, resulting in the failure to channel these resources across boun‐
daries and the waste of crucial assets.

The study’s limitations certainly include the fact the DART approach focuses exclu‐
sively on the value creation inputs of the informal caregivers without going into their
potential neutral or negative impacts on the value-creation ecosystem, such as when the
caregiver incurs personal/social, physical, emotional, psychological and economic
costs, as evidenced by quite a few studies [9, 11, 31, 51]. A no less important limitation
is the multiple contexts (e.g., childcare, palliative medicine, long-term care), countries,
patient populations, clinical conditions/stages and study designs addressed by the
reviewed literature. Moreover, the inclusion and classification criteria are the personal
choices of the authors of this paper.

Finally, the preliminary findings need to be elaborated and corroborated via a future
systematic review of the studies that explore the value of informal caregiving in specific
or particular circumstances.
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Abstract. Understanding the impact of corruption in modern societies,
namely in standard of living, health and education services, is an issue
that has attracted increased attention in recent years. This paper exam-
ines the relationship between the Corruption Perception Index (CPI)
provided by Transparency International and the Human Development
Index (HDI) of the United Nations Development Program and its com-
ponents. The analysis is done for clusters of countries with similar levels
of development. For the countries with high levels of development, it was
found a negative relationship between corruption and human develop-
ment. Moreover, for these countries, higher corruption levels are related
to poor health care services, poor education services and low standard
of living. For the other clusters of countries, these relationships were not
statistically significant. The results obtained reinforce the importance of
efforts by international politicians and organizations in fighting corrup-
tion, particularly in highly developed countries, to promote development.

Keywords: Health care services · Education services · Corruption ·
Human development

1 Introduction

The Human Development Index (HDI), provided by the United Nations Devel-
opment Program, has been extensively used in research on human development,
being widely recognized as a robust and valid measure of the access to basic
social services, especially health and education, and economic well-being of pop-
ulations. Consequently, the HDI is based on the measurement of people’s ability
to live a long and healthy life, the ability to acquire knowledge and the ability
to achieve a decent standard of living [1]. The components of the HDI are health
(measured by the life expectancy at birth), education (measured by the adult
literacy rate, the combined primary, secondary, and tertiary education enroll-
ment rates) and income (measured by per capita gross domestic product). The
index is a composite measure of these three indicators and varies from 0 (the
worst) to 1.0 (the best).
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The HDI was proposed with the intention to overcome the limitations associ-
ated with the assessment of human development based only on economic issues
[2]. Nevertheless, the index has its own limitations. Some authors noted that the
index cannot account for the intrinsic variability of the basic indicators, as distri-
butional issues are not reflected in the HDI measure. Harttgen and Klasen (2012)
[3] proposed an evaluation of the distribution of human development within a
country, developing a method to assess human development at the household
level. This procedure was applied to 15 developing countries. Permanyer (2013)
[4] explored the spatial distribution of HDI, using census data from Mexico
municipalities. Variability was found within these spatial levels in each of the
studies, but it was explained by different factors, while in Mexico inequality was
associated to the wealth component [4], in the 15 countries analysed by Harttgen
and Klasen (2012) [3], inequality was associated to the educational and income
components of HDI.

Other authors discussed the limitations of the HDI [5] and argued that this
measure is too reductionist [6] invoking the need for an extended human devel-
opment measure. Furthermore, Herrero et al. (2012) [7] criticized the type of
normalization adopted and the approached used to evaluate the educational
achievements. Other authors [8–10] contested the equal weighting given to the
three components of the index. The United Nations were not indifferent to these
claims, which resulted in changes to the computational procedure used to esti-
mate HDI over time. Until 2009 the HDI was calculated using an equally weighted
sum of the three components. The most significant change occurred in 2010, when
this index started to be calculated using a multiplicative approach to aggregate
the three dimensions [11].

Despite the unsettled controversy regarding the specification of the HDI, it
remains widely used in the literature [12–14]. It is considered to be a reflexive
image of the environment in which people can fully develop their potential to a
better life.

Corruption is defined by the Transparency International (TI), a international
non-governmental organization founded in 1993 and based in Berlin, as an “abuse
of public office for private gain”. Corruption deprives citizens of access to basic
goods and services they need to live, such as health care and education. The
mission of TI is to stop corruption and promote transparency, accountability
and integrity at all levels and across all sectors of society [15]. One of its major
contributions is the presentation of an annual ranking of countries, based on
a corruption perception index (CPI). This index is largely used as a proxy for
corruption in academic research [12,14,16,17]. As stated by Grae and Mehlkop
(2003) [18], “the measurement of perceived corruption includes (...) assessments
of the extent of illegal behaviour in a country in general”.

The CPI measures the degree to which corruption is perceived to exist in
the public sector. The CPI is a composite index that draws on several polls
and surveys carried out by independent institutions. Some of these institutions
are the African Development Bank, Bertelsmann Foundation, Economist Intelli-
gence Unit, Freedom House, World Bank and World Economic Forum. Following
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a rigorous review process, in 2012 some important changes were made to the
methodology used to obtain the CPI. The method used to aggregate the differ-
ent data sources was simplified, and now only one year of data is used from each
data source, to enable the assessment of the evolution of the index over time [19].

Ugur and Dasgupta (2011) [20] addressed the problems of dealing with
perceptions-based data in scientific studies, as these may not be reliable. The
literature has noted that the perception of corruption may suffer the effect of
reverse causality, meaning that perception may be influenced by the economic
performance. Ugur and Dasgupta (2011) [20] demonstrated that this effect does
not hold when long-run economic growth is controlled for, and that the alleged
bias of the surveys, over-representing business representatives, is less serious
than suspected. So, despite the inherent subjectivity that results from the fact
of attempting to measure, the CPI is considered a valid indicator, with strong
correlations with other international indices, such as the Black Market Activity
Index and Excess Regulation Index [21].

The aim of this paper is to explore the relationship between corruption (mea-
sured by the CPI) and countries’ standard of living, health care and education
services. These are the three main drivers of human development, which can be
measured by the Human Development index (HDI). Although the link between
human development and corruption has been largely explored, a robust quan-
titative assessment of the impact of corruption on the HDI and its primary
indicators, e.g. health and education services, has been neglected. This paper
proposes to use a cluster analysis in order to separate countries in a few groups
with homogeneous development levels, meaning they are “neighbours in devel-
opment”.

The remainder of this paper is organized as follows. Section 2 provides an
overview of the literature on the relationship between human development and
corruption. Section 3 introduces the methodology and data used in this study.
Section 4 discusses the results, analyzing the relationship between the HDI and
the CPI within the clusters identified. The paper finishes with the conclusion
and discussion of some policy implications.

2 Factors Influencing Living Standards and Social
Services

It is commonly assumed that economic growth is associated with enhancements
to living standards and social services, defined as human development. Ranis
et al. (2000) [22] provided evidence of a significant mutual relationship between
human development and economic growth. In particular, both dimensions are
perceived as being interconnected, by a two-way chain. The chain that links eco-
nomic growth to human development is particularly affected by public expen-
ditures on health and education services. Human development, on the other
hand, can lead to economic growth by changing investment rate and income
distribution. The authors suggest that economic reforms must focus on human
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development from the beginning, as “economic growth itself will not be sus-
tained unless preceded or accompanied by improvements in HD” [22]. Suri et al.
(2011) [23] provided further evidences of this strong connection, arguing that
“human development levels are important for determining growth trajectories
and that policies to improve human development must precede or at least com-
plement growth-oriented policies if growth is to be accelerated and sustainable”.
Baldacci et al. (2008) [24] analyzed the individual factors of the HDI and demon-
strated that public spending in health and education services raises education
and health capital, which has a positive and significant indirect effect on growth.

Several researchers conducted analysis on other factors with a positive effect
on countries development, namely economic freedom, globalization and foreign
direct investment (FDI).

The literature provides evidence of the positive link between economic free-
dom and growth, although the strength of the connection between these variables
varies among countries [25,26].

The influence of globalization on development is not so clear. Regarding
globalization, Lalountas (2011) [16] concluded that globalization has no impact
on human development in low income countries. In this context GDP appears to
be the most important driver of human development. Singh (2011) [27] suggested
that globalization influences micro and macro-economic factors that influence
human development.

Foreign direct investment (FDI), an important source of capital for develop-
ing countries, has also been found to be linked to human development as the
inflow of capital should promote economic growth. However, the impact of FDI is
variable, depending on factors such as national policies and levels of corruption.
The influence of FDI inflow on human development is greater when countries
adopt policies to guide the investment to strategic areas (not leaving the decision
up to the investors), and when the levels of corruption are low [14].

The identification of the factors with a negative impact on human develop-
ment has also been analyzed in several studies, with corruption standing promi-
nently. Corruption and development have been described as “decisively linked”
[28] because corruption hinders economic growth and underdevelopment creates
environments that favor unethical practices. Corruption has a very distinctive
implantation worldwide, shaped by, along other factors, the existence of long-
lasting institutions that go back to colonial times [29], protestant traditions or
exposure to democracy [30] and trade openness [31]. Corruption is also a prob-
lem in many developing countries which are resources rich [32]. Educational
achievements of the population are important in tackling corruption, as citizens,
provided with a more transparent government can hold their members account-
able [32] and change social norms of tolerance towards corruption [28].

The findings of studies on the impact of corruption on development are
not consensual and further research is necessary to clarify this topic. Previ-
ous studies showed that corruption may be a promoting factor of economic
growth by “greasing the wheels” of growth [33–35]. This perspective was contra-
dicted by empirical evidences provided by Mauro (1995) [36], Mo (2001) [37] and
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Meon (2005) [38], that suggested that corruption directly prevents growth. Gupta
(2002) et al. [39] reported that corruption is associated to income inequality
and poverty. Mo (2001) [37] found that a 1% increase in the corruption level
may lead to a 0.72% reduction of growth rate. Political instability is the most
important channel affecting economic growth, while corruption also reduces the
level of human capital and the share of private investment. Mauro (1998) [40]
also found that corruption affects the composition of government expenditure,
namely that education services are found to be adversely affected by corrupt
practices. Other studies confirm the impact of corruption on public spending,
enlarging the identification of the components affected. Delavallade (2006) [41]
proved that public corruption reduced the portion dedicated to social expendi-
ture, such as education, health and social protection, which are key instruments
of human development.

However, other studies found no association between corruption and human
development. This is the case of Ayadi (2004) [13] that concluded that standard
economic performance by itself does not prevent pervasive corruption, nor is
economic success an infallible sign of innocence. Using Spearman and Hotelling-
Pabst tests, these authors found no association between CPI and HDI, which
indicates that corruption is not an exclusive disease of underdeveloped coun-
tries. Also Frechette (2006) [42] studied the corruption determinants and found
disturbing evidence that an increase in education attainment or in income may
increase corruption, considering that corruption has a procyclical nature.

These somehow contradictory results show the pertinence of investigating
the relationship between corruption and human development. While economic
conditions seem to play an important role in human development, the relation-
ship between corruption and human development is not clear. On the other
hand, some studies provided evidence that analysis with aggregate data can be
misleading, as countries or world regional areas, with their individual context,
can disrupt linear correlations [14,16,21,43]. For instance, Hysa (2011) [44] con-
ducted research on the corruption and Human Development in Western Balkan
Countries, and found that the relationship between corruption and human devel-
opment is strong in Former Yugoslav Republic of Macedonia, Serbia, Montenegro
and Albania, while in other cases this relationship is weak (e.g. Croatia) or mean-
ingless (e.g. Bosnia and Herzegovina). In another study, Hysa (2011) [45] found
a much stronger relationship between corruption and human development in
Albania than in EU countries.

Although previous studies have used different methodologies and focused on
different time periods and geographical contexts, it is clear that the relationship
between corruption and human development is worth exploring with more detail.
It is of utmost importance to gain insights about how the force of the relationship
between corruption and human development varies for different levels of the
dimensions underlying human development. Furthermore, it is also important to
analyze the strength of the relationships between corruption and the different
components of HDI.
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3 Data and Methodology

International organizations such as the United Nations, the World Bank and
the International Monetary Fund have been carrying out an ongoing debate and
battle against corruption, considering that it hampers human development and
economic growth. In particular, the fight against corruption has been consid-
ered of utmost importance to achieve the millennium development goals and
to promote human development. The objective of this paper is to explore the
relationship between corruption and human development in natural clusters of
countries based on the components of human development, called development
neighbours, using recent data. Furthermore, it intends to assess the impact of
corruption levels on specific components of human development, namely health,
education and economic aspects.

The CPI data was collected from the repository provided by Transparency
International. This data corresponds to the corruption perception index of 2013,
which is defined for 177 countries. The HDI data and its components were col-
lected from the United Nations Development Programme repository and refer
to 2013. The data is available for 187 countries.

The study is focused on 171 countries, which are common to both the CPI
and HDI rankings. This set of countries includes 31 European Union countries,
31 American countries, 46 African countries, 26 Asian-Pacific countries, 18 East-
European countries and 19 Middle East countries. Table 1 presents the summary
statistics of the indices used.

Table 1. CPI, HDI and subindexes of human development.

Geographical area CPI HDI Education Health Income

Mean St Dev Mean St Dev Mean St Dev Mean St Dev Mean St Dev

European Union 65.19 15.82 86.27 4.07 82.01 4.97 90.65 4.96 86.54 5.37

America 44.32 18.67 72.82 8.68 64.57 10.63 83.76 6.28 71.81 10.38

Africa 33.50 11.28 49.36 10.57 43.37 12.11 59.35 10.09 48.46 15.23

Asian-Pacific 41.88 23.37 69.12 14.80 59.50 17.69 81.16 10.41 69.30 16.92

East Europe 32.72 10.45 72.25 5.22 70.19 6.45 78.88 5.98 68.69 9.44

Middle East 37.00 17.63 72.98 11.29 60.95 13.50 82.70 7.72 77.95 14.35

Total 42.79 19.83 68.34 16.07 61.45 17.57 77.42 14.04 68.17 18.39

As mentioned before, the health component of HDI is measured by the life
expectancy at birth; education is measured by the adult literacy rate, the com-
bined primary, secondary, and tertiary education enrolment rates; and income
is measured by per capita gross domestic product.

It is important to note that CPI ranges between 0 to 100, where 0 represents
the highest level of perceived corruption, and 100 the lowest level of perceived
corruption (meaning higher transparency). The HDI and its components range
between 0 and 1 (0 represents the lowest level of development and 1 the highest
level of development). For our analysis we converted the HDI values to a scale
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between 0 and 100, such that both indices were measured in the same scale and
in both cases a higher level of the indicator is desirable.

A close observation of the data displayed in Table 1 allows us to note that
Africa presents the lowest levels of human development, both as evaluated by the
HDI or by each of its individual components. The lowest level of transparency is
registered for East European countries. On the other side, the European Union
presents the lowest levels of corruption and the highest scores of all the compo-
nents of the HDI. These remarks, however, do not entitle us to draw conclusions
on the association between HDI and CPI.

The methodology proposed involves grouping countries according to the
information provided by the human development components, using a cluster
analysis. Despite its popularity in other contexts, the development of cluster
analysis in order to find natural groups of countries considering their levels of
health, education and standard of living in the literature is very incipient. Yang
and Hu (2008) [46] adopts a cluster analysis to explore China’s HDI data to clas-
sify China’s provinces into four groups based on the HDI components and Rende
and Donduran (2013) [47] adopts a cluster analysis based on HDI components as
a means of encouraging multi-country cooperation in learning about the policies
that promote better lives for the citizens. To the best of our knowledge this is the
first study that develops a cluster analysis on the HDI components to support
the specification of the relationship between human development and corrup-
tion at different development levels. This relationship is measured by means of
a correlation analysis between CPI and HDI and between CPI and each HDI
component (related to health, education and economic conditions).

Clustering aims to map each data object into one of several categorical
classes, based on similarity metrics (see Jain (1999) [48] for a review). Most clus-
tering algorithms can be categorized in partitional, hierarchical or model-based.
Partitional clustering algorithms divide data objects into nonoverlapping groups,
such that each object belongs to exactly one group. These algorithms optimize a
criterion (e.g. the square-error) related to similarity of objects within clusters or
dissimilarity of objects among clusters. These algorithms require the specification
of the number of clusters in which the data objects should be grouped. Hierarchi-
cal algorithms can be classified as agglomerative or divisive. The agglomerative
algorithms specify a cluster for each data object and subsequently merge them
until all items are in the same cluster. In each iteration the two most similar
clusters are merged. The divisive algorithms start with one cluster with all data
objects and iteratively divides it into smaller clusters. Model-based methods
attempt to optimize the fit between the dataset and a specific mathematical
model. Such methods are often based on the assumption that the data are gen-
erated by a mixture of probability distributions, each representing a different
cluster.

In this paper, to identify natural clusters of countries in terms of HDI compo-
nentes, we used a TwoStep Cluster Analysis [49,50], which is based on hierarchi-
cal clustering. The algorithm involves two stages: preclustering and hierarchical
clustering. In the precluster stage, the data objects are grouped into several
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small clusters. The hierarchical clustering stage uses these clusters as input and
groups them into larger clusters. This procedure can automatically select the
optimal number of clusters, based on wellknown statistics, such as the Akaike
Information Criterion (AIC). In this paper we used this criterion to determine
the appropriate number of clusters. Having identified the clusters of countries, a
correlation analysis between CPI and HDI (and its components) within clusters
is also performed.

4 Findings and Discussion

In order to get insights about the relationship between CPI and HDI in groups
of countries defined by their similarity in terms of health services, education ser-
vices and standard of living, we conducted a data mining cluster analysis. These
three components of HDI variables were included in the clustering analysis in
order to capture the key specificities of the HDI. Applying the TwoStep Cluster
Analysis, it was concluded that the most appropriate number of clusters was
four. Figure 2 illustrates the countries included in each cluster. The proportion
and characterization of the of countries in each cluster is presented in Table 2
and Fig. 2.

Fig. 1. Distribution of the countries by cluster.

Figure 2 shows that most countries included in Cluster 1 are African coun-
tries. Cluster 2 is mainly composed by Asian-Pacific countries but also integrates
a significant number of American and African countries. Cluster 3 is mainly com-
posed by American countries and European-Eastern countries. Cluster 4 mainly
includes European countries. As it could be anticipated, this analysis seems to
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suggest that there is a relationship between the level of human development and
the geographical zone where the country is located (Fig. 1).

Based on the analysis of Table 2 and Fig. 2 it is possible to observe that the
clustering analysis resulted in grouping together countries with similar human
development values. Cluster 1 corresponds to countries with the lowest human
development indicies, while Cluster 4 corresponds to countries having the highest
values on these indices. On average, Cluster 3 encompasses countries with higher
human development than Cluster 2. Regarding CPI, Cluster 1 includes countries

Table 2. CPI, HDI and subindexes of human development per cluster.

Cluster #Countries CPI HDI Education Health Income

Mean St Dev Mean St Dev Mean St Dev Mean St Dev Mean St Dev

1 42 28.14 9.10 45.66 6.21 39.12 9.19 57.41 7.85 44.06 10.98

2 34 32.97 12.01 62.20 4.62 53.31 8.69 75.01 6.35 61.19 7.88

3 52 41.37 13.64 75.10 3.24 68.69 6.47 83.08 4.76 74.66 5.54

4 43 66.58 17.25 87.19 3.51 80.94 7.07 92.00 4.05 89.40 5.62

Fig. 2. CPI, HDI and subindexes of human development per cluster.
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Table 3. Correlation between CPI and HDI within clusters.

Cluster 1 Cluster 2 Cluster 3 Cluster 4

HDI R 0.08 0.08 0.23 0.58***

p-value (0.6053) (0.6385) (0.1070) (0.0000)

Education R 0.25 0.02 0.03 0.34*

p-value (0.1071) (0.9266) (0.8244) (0.0267)

Health R 0.00 −0.27 0.35* 0.37*

p-value (0.9860) (0.1237) (0.0118) (0.0135)

Income R −0.10 0.31 0.07 0.37*

p-value (0.5341) (0.0783) (0.6202) (0.0145)

Fig. 3. Correlation between CPI and HDI within clusters.

having the highest corruption perception indices and Cluster 4 includes countries
having the lowest corruption perception indices. Cluster 2 includes countries
presenting higher level of corruption than Cluster 3.

The strength of the relationship between CPI and HDI, and CPI and each
HDI component, for each cluster is shown in Table 3. Complementarily, Fig. 3
depicts the same correlation between CPI and HDI.

The results reported in Table 3 reveal that there is a positive and significant
relationship between human development and transparency in the countries from
Cluster 4. This relationship is observed for all components of the HDI, as there
is a significant positive relationship between transparency and social services
(health and education) and standard of living (income). This demonstrates that
an increase in the transparency levels enhances the quality of public services,
which are essential to the promotion of better quality of life and life expectancy
of citizens.

Regarding the groups of countries that present lower levels of development,
the relationship between the levels of corruption and the levels of human devel-
opment is not significant. The only exception is the positive and significant
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relationship between transparency and health services level observed in cluster
3. This general picture suggests that the link between corruption and human
development observed in European countries, is not equaly strong in developing
countries in other regions. In fact, in countries from sub-Saharan Africa and
from Asia, where the levels of health and education services are low, we found
no evidence that the development of public services is prevented by corruption.

Figure 3 highlights that developed countries are not able to achieve the high-
est levels of human development without winning the battle against corruption.

5 Final Considerations

This paper evaluated the relationship between corruption and human devel-
opment within the groups of countries presenting similar human development
components. This analysis involved a cluster analysis that grouped together
countries presenting similar HDI components, called development neighbours.
Furthermore, this paper analyzed the impact of corruption on the countries’
living standards and social services.

The data presented highlights the different impacts of corruption on human
development and its components, within different clusters of countries. This more
complex picture allows the identification of the world regions where corruption
impacts most the components of HDI, thus opening doors to more directed policy
strategies.

The results presented offer a sound justification for the efforts of international
organizations, such the International Monetary Fund, the World Bank and the
United Nations, in fighting corruption in European countries, in order to promote
improvements in human development. In fact, in the countries with the highest
levels of human development indices, the relationship between CPI and HDI is
essential to explain the success or failure of policies aiming to provide better liv-
ing conditions. Furthermore, transparency and development share an evolution
along the same track, which is also observable for the primary components of
HDI, including health and education services. This link between corruption and
human development is less significant for the countries with lower levels of HDI.

To conclude, it is widely accepted that wealthy societies that invest in better
health and education services, are rewarded with direct improvements in human
development. The results obtained in our study suggest that in order to achieve
the highest levels of human development, it is also crucial to avoid corruption,
as it was demonstrated that high levels of development are only accomplished
when there is transparency.
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Abstract. The purpose of this study is to extend research on social networking sites
and the role of these tools on business performance of service firms. To date, there has
been little investigation of the contribution of these tools in order to identify the
opportunities for improving business performance. Using cross-section data from a
sample in Romania, we empirically investigated the mediating effects of service
innovation on the relationship between social networking sites and business perform‐
ance. Confirmatory Factor Analysis (CFA) was used to perform reliability and
validity checks, and structural equation modelling (SEM) was used to test the research
model. The findings fill the gap in the literature by demonstrating social networking
sites influence the collaboration, ideas and knowledge sharing among employees,
customers, and business partners, leading to growth the business performance. The
results also indicate that innovation capability played a key role on business perform‐
ance but its mediating role between social networking sites and business perform‐
ance of service firms was not confirmed. Finally, the theoretical and practical impli‐
cations are discussed.

Keywords: Social networking sites · Innovation · Service firms · Business
performance

1 Introduction

In today’s extremely competitive market create huge challenges for service firms because
of shortening product life cycles and vertical and horizontal specialization. The extent to
which service firms use their resources to introduce new services to remain competitive
could determine their success or failure. Service value is a better form of service experience
and a higher service innovation results in better performance because the service sector is
undergoing rapid changes. In this regard, service firms need to engage with their customers
in greater depth [1].

Social networking sites (SNSs) are informal communication channels which facilitates
receiving and sharing information and knowledge. They are based more on informal than
formal sources of information in order to understand customers’ tastes and preferences. The
growing use of social networking sites offers new ways of combining external knowledge
mainly from the virtual platforms and internal base of knowledge exploiting market
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opportunities to capture the complexity of markets [2]. For example, sunk costs bring addi‐
tional layers of complexity and managers sometimes exaggerate their technological achieve‐
ment and simplify obstacle or challenges.

In this regard, there is a gap between innovation and market, good innovation is not
enough for business success. Social networking sites such as Facebook, Twitter, LinkedIn,
and YouTube represent a huge opportunity for service firms because they are more dynamic
in exploit opportunities using intensively knowledge [3]. SNSs usage should be viewed as
a complementary tool for achieving optimal effectiveness or sustainable competitive advan‐
tages through converting onetime customers into repeat buyers, identifying loyal and prof‐
itable customers and targeted advertising.

Although, in the literature there are many studies focusing on the innovation perform‐
ance, a large part of these refer to the relationship between service innovation and firms
performance or between innovation performance and various facilitators [4–7]. Surpris‐
ingly, with all these, there is little empirical research investigating whether social networking
sites affects innovation performance of service firms and their business performance or
improving business processes. The literature remains largely fragmented. Consequently, a
study in this direction could provide a theoretical model and could show the advantages that
service firms could benefit from social networking sites.

The purpose of this research is to examine the role of service innovation to mediate the
relationship between social networking sites and business performance of service firms.
This paper contributes to the literature in two important ways. First, by proposing and testing
the mediating role of service innovation between SNSs usage and business performance of
service firms, emphasizing the influence of SNSs on business performance is achieved by a
conceptual model. The model represents a novel approach to understanding co-creation
customers and service innovation. By incorporating SNSs into the research model, our find‐
ings should contribute to improve innovation capabilities of service firms. Second, a contri‐
bution to the literature by presented the main advantages of using SNSs in service innova‐
tion process.

The remainder of this paper is structured as follows. In Sect. 2 of this paper we provide
a state of the art by summarizing of the relevant literature on social networks, and service
innovation processes. Next, the conceptual model and hypothesis will be presented. The
development of research measurement items and data collection methods will then
presented, following by an analysis of the data. Finally, we present key findings and theo‐
retical and managerial implication will be highlighted, followed by a discussion of our
conclusion, the limitations of our study, and some directions for future research.

2 Theoretical Foundations and Hypotheses Development

From a theoretical point of view academic researchers and business managers recognize
the importance of service innovation as key driver of organic growth because new offer‐
ings yield opportunities to increase business performance and can be a source of sustain‐
able competitive advantage [8]. A service innovation can be considered as an offering
not previously available to the firm’s customers that require modifications in the sets of
competences applied by service provider and customers. Furthermore, failure is part of

102 G. Militaru et al.



the innovation process. Previous studies have shown that personal interaction among
employees, customers, and other value-network partners facilitates innovation by the
exchange of new ideas and knowledge in order to add value and complementary capa‐
bilities [9].

Fitzsimmons et al. (2008) argue that service innovation is the process of creating new
services, improving current services, processes, policies, and procedures that will meet some
specific needs to achieve a strategic positioning in the market [10]. In this regard, process
innovation is related to the firm’s competitive capabilities. In the competitive worldwide
market, the capability for continuous innovation is the critical driver to attaining competi‐
tive advantage for service firms because a new or creative idea lead to a successful new
service on the market is easily imitated by competitors [11].

The role of front-line employees exerted by internal capabilities to extract new ideas and
knowledge from customers contribute to boost service firm’s innovation performance to
offer innovative and high value added services. In this regard, Campbell stated that the
performance of service innovation and business depends on the alignment between service
innovation and exploiting possible complementarities such as social networking sites [12].

Different online platforms such as Facebook, Twitter, Research Gate, and LinkedIn can
substantially affect the interaction of employees with customers because this process
depends of interpersonal trust and feedback [13]. Service firms tend to develop innovative
ideas through a dynamic and collaboration approach to generate new knowledge and serv‐
ices by integration resources into attractive value proposition and minimizing their invest‐
ment risk [14]. The innovation capability has significant impact on business performance.
A strategic alignment between service innovation and business activities is the key to
improve business performance in service sector and to exploit innovation to meet
customers’ needs [15].

As indicated by prior research, the role of social networking sites in relationship to inno‐
vation and business performance can be capitalized in a few benefits: SNSs contribute to
reduce the time in which a new service is marketed, speed up the adoption of new services
and reduce the new services development cost for service firms by exchanging ideas with
customers or other business partners [16]. These digital platforms facilitate employees’
interactions with customer, co-created through collaboration in innovation process, service
customization, and increase brand loyalty and reputation [17]. Indeed, Facebook facilitates
marketing communication, Twitter as microblogging, LinkedIn as professional networking,
and You Tube as video sharing. These digital platforms can be used to identify market trend
and to generate customer and business partners’ insights. Social networking sites facilitate
to bring new innovation ideas and knowledge from customers and reduce costs of convert
this ideas into an innovation [18].

The profitability of innovation comes from its adoption and even its commercialization,
not only from its creation, limiting service firms’ capability to remain competitive in
dynamic business environments. Therefore, firm use various systems to capture, store,
analyse the date to extract value and generate market for new services. Therefore, social
networking sites activities can attract and retain high-quality employees, improve business
processes and minimizing their investment risk [18]. On the basis of this theoretical
reasoning, we propose the following hypothesis:
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Hypothesis 1: The effects of social networking sites are positively associated with
business performance of service firms

In previous studies is shown that information technology has become a strategic tool for
service innovation [18]. Facebook, LinkedIn, Twitter integrate digital communication and
enable to build connections among employees, customers and business partners. They
enable frontline employees to share information, ideas, and information. Customers bring
new ideas and resources that need to be integrate with firm capabilities. Social networking
sites might serve as a facilitator the promotion of new services to potential customers and
together with their customers service firms co-create innovative new service by convert
their valuable ideas [18]. Creativity is the key of the co-creation process through generate,
selecting new and innovative ideas, develop new service concept, and launching this new
offerings into crowded markets.

A virtual network structure is required in order to support the innovation process in all
its stages and extract greater business value [19]. The service innovation focus on the value
co-creation based on a collaborative process in which costumers and other business part‐
ners play a key role to create value. Furthermore, the innovation process needs to apply
appropriately SNSs in a timely and congruent way with business processes, market require‐
ments, business goals, organizational culture and business capabilities.

Broadly speaking, the strategic use of SNSs corresponds to the extent to which service
firms use these digital platforms to improve their innovation capabilities, especially in
highly changeable and dynamic market requires consistent and congruent efforts. SNSs as
a resource for innovation play a key role by collecting multiple information and knowledge
from various sources. It is interesting to note that service firms will achieve better perform‐
ance in terms of sales growth and increased market share than these do not use these tools.
Being able to differentiate by offering unique service experience the service firms can use
SNSs to target useful information about its offerings to better segment and target customers.
To examine whether prior findings on customer collaboration using digital platforms about
judgments on innovation performance are true and influence the degree of interaction with
customers and service customization, we advance the following hypothesis:

Hypothesis 2: The social networking sites is positively associated with the innovation
performance of service firms

Operating and improving processes are essential activities for improving the business
performance in service industry. Innovation process involves resource-intensive used to
create new service and to find the best ways to commercialize them on the market. Radical
innovation involves new services and existing services combination that are offerings on the
market. While incremental service innovation involve adaptation, refinement, improving of
existing services, processes, procedures, policies based on the existing base of knowledge
to produce insight and business value. The positive effect of using SNSs is that new service
is more innovative, better suited to the market, and more attractive to customers.

Previous studies have found that innovation performance has a positive effect on busi‐
ness performance in service industry [19]. Clarifying the role of SNSs in service innovation
can lead to more effective use of resources and capabilities for new service innovation. SNSs
are expected to complement rather than substitute effect and have a positive impact on
service innovation. We tested this possibility by examining whether SNSs has a positive
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influence on the innovation performance and lead to better business and service innovation
performance. Therefore, we propose that there is theoretical support for the following
hypothesis:

Hypothesis 3: The service innovation performance is positively associated with the
business performance of service firms

Our theoretical arguments and hypotheses are summarized in the conceptual research
model shown in Fig. 1.

Fig. 1. The conceptual research model

3 Research Methodology

A questionnaire survey was designed to test the theoretical model. The data for the quanti‐
tative analysis has been drawn from a sample of engineering students were recruited from
University Politehnica of Bucharest, Romania, during December 2016. This university is the
largest and the oldest technical university in Romania. All respondents were working in
service firms. Those who had no experience with service firms were excluded from sample.
In order to ensure the validity of the study, all the variables included in the questionnaire
were obtained from empirical observations and theoretical reviews.

3.1 Construct Operationalization

Scales were taken from the existent literature and previous research and adapted to our
requirements. All items were measured using seven-point Likert scales ranging from
strongly disagree to strongly agree. We are concerned with the degree to which employees
of a service firm use social networking sites to improve service innovation capabilities and
business performance. Many researchers analyse organizations’ innovation with reliable
valid measurement scales [20, 21]. When possible, construct measures were created based
on previously validated survey instrument. In addition, individual measures were averaged
to obtain a simple value for each construct. Service innovation was measured using 3 items:
“Do you consider that lately the firm you work for improved its processes, procedures or the
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rules used when providing their services (SI1)”, “Do you consider that lately the firm you
work for improved its existing services (SI2)” and “Do you consider that lately the firm you
work for developed new services (SI3)”. Social network sites were measured using 3 items:
“In the workplace, do you consider that firms’ employees use social networks in order to
collect valuable ideas from clients (SNS1)”, “In the workplace, do you consider that firms’
front-line employees use social networks in order to improve the existing services as an
effect of social interaction (SNS2)” and “In the workplace, do you consider that firms’
front-line employees use social networks in order to develop new services (SNS3)”. Busi‐
ness performance was measured using 3 items: “Do you consider that lately the innovation
efforts of the firm you work for leaded to increasing the sales (BP1)”, “Do you consider that
lately the innovation efforts of the firm you work for leaded to raising the share market
(BP2)” and “Do you consider that lately the innovation efforts of the firm you work for
leaded to raising the profitability (BP3)”.

Control variables. Following previous studies, we controlled for firm age and size that
were not of direct interest for testing our hypotheses but could be theoretically related to the
business performance and might provide reasonable alternative explanations for our find‐
ings [22]. We expect that firm size has a greater impact on innovation and business perform‐
ance in large firms because they have the potential to attract talent and capital. Firm size has
a positive effect on performance and also on using SNSs in service innovation because the
biggest firms usually have more resources to invest in training, analytical tools and digital
platforms. In this regard, large organizations have more specialized, professional and skilled
workers, who can benefit from SNSs. We controlled firm size by taking into account the
natural log of the number of full-time employees of individual firms in our sample. The
natural log was taken in order to normalize the data.

Firm age was determined by the number of years since service firm was established.
Indeed, experience, reputation, technical skills, individual capabilities, and organiza‐
tional competencies are formed through time, and these characteristics help service firms
to develop their operations more efficiently, including the innovation processes and
business performance. Firm age was operationalized as the logarithm of the number of
years since the firms was founded in order to normalize the data.

3.2 Data and Sample

We used a cross-sectional survey for data collection. A multi-item method was used to form
the questionnaires. The methodology applied was a structured questionnaire and a proce‐
dure stratified sample with proportional allocation. We recruited students from master
programs because they have at least some knowledge about service sector and IT skills.
Thus, by this solution we reduced the bias of our collected data. The respondents were asked
to indicate the extent to which they use the social networking sites in current activity. The
respondents hold various job titles and have more 2 years of experience with service firms.
This survey was completed from a respondent of each service firms. The response rate was
90% and resulted in 68 valid questionnaires (N = 68). Among the valid respondents, 65%
of the respondents were males and 35% of the respondents were women. Most of the service
firms have ranged from 1 to 15 years. The average age was 4.87 years. The data were
assessed for the extent of missing values. The missing values were completely at random and
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the means substitution method was used the replace them. Because the survey was to be
conducted in a Romanian context, a good translation was performed to ensure that the
respondents understand the questions and that no less of information was present in the
Romanian version. The composition of the sample is presented in Table 1.

Table 1. Composition of sample (N = 68)

Variable Frequency Percentage
Firm size (number of employees)
Less than 20 employees 45 66
Between 20 and 100
employees

12 18

More than 100 employees 11 16
Firm age (number of years since foundation)
Less than 3 years 17 25
Between 3 and 8 years 36 53
More than 8 years 15 22
Gender (respondents)
Female 24 35
Male 44 65

3.3 Data Analysis and Results

To verify the reliability and validity of our research model, we used SPSS version 20 and a
structural equation model with the LISREL techniques. The descriptive statistics such as
means, standard deviations (SD), and matrix of correlations among variables are presented
in Table 2. The summary statistics and correlations among the study variables correlation
values among all variables are generally low to moderate. The highest correlation 0.74, it is
an acceptable level. The general rule is that correlation values should not exceed 0.75 [23].
Our results indicate that there are no serious multicollinearity problems.

Table 2. Descriptive statistics and correlations

Variable Mean SD 1 2 3 4 5 6 7 8 9 10 12
1. SNS1 4.84 1.5 1
2. SNS2 4.81 1.5 .74 1
3. SNS3 4.81 1.6 .47 .63 1
4. SI1 5.69 1.0 .18 .16 .1 1
5. SI2 5.58 1.2 .08 .2 .31 .24 1
6. SI3 5.63 1.1 .22 .29 .2 .23 .39 1
7. BP1 6.56 0.8 .08 .14 .23 .1 .12 .07 1
8. BP2 6.53 0.8 .1 .23 .1 .1 .19 .1 .5 1
9. BP3 6.38 0.9 .17 .12 .1 .02 .05 .04 .46 .44 1
10. FS 17.25 6.7 .02 −.1 −.1 −.2 .04 .02 −.3 −.1 −.1 1
11. FA 4.87 3.2 −.1 −.0 −.1 −.2 .03 −.1 −.1 .02 .1 .65 1
12. GR 0.34 0.5 −.2 −.2 −.1 .00 −.1 .08 .06 .04 −.31 −.33 −.34

Note: FS = Firm Size; FA = Firm Age: GR = Gender; *p < 0.01; N = 68
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As can be observed in Table 3, the value of Cronbach’s α for all latent variables indi‐
cates adequate internal consistency of scales because it is greater than the threshold value
of 0.7 [24]. All item loadings are significant at p < 0.05 level. The composite reliability (CR)
of each latent variable is also greater than the recommended value of 0.6 [25]. The evalua‐
tion of the convergent validity of constructs was carried out by analysing the significance
of the factor loadings (λ) and the average extracted variance (AVE). The average variance
extracted for all of the value is greater than a value of 0.5, indicating a reasonable degree of
convergent validity.

Table 3. Scale proprieties for the measurement model

Construct,
indicators

Factor
loadings

t-value Cronbach’s α Composite
reliability (CR)

Average variance
extracted (AVE)

BP
BP1 0.908 – 0.902 0.927 0.8083
BP2 0.904 10.23
BP3 0.885 8.22
SI
SI1 0.943 – 0.931 0.9498 0.863
SI2 0.908 10.66
SI3 0.936 12.11
SNS
SNS1 0.971 – 0.976 0.979 0.9396
SNS2 0.963 20.83
SNS3 0.974 22.17

Note: BP = Business Performance; SI = Service Innovation; SNS = Social Network Sites

4 Hypothesis Testing

The hypothesized relationships among variables were examined by means of structural
equation modelling analyses (SEM) using LISREL 8.80 program. A path-analytic model
was developed and tested. Path analysis allows researchers to test direct and indirect effects
of multiple independent variables on multiple dependent variables, as illustrated in Fig. 2.
To test the mediation effect of service innovation, we follow the methodology proposed by
Baron and Kenny (1986). First, we need to show that there is a significant relationship
between SNSs and BP. Second, we need to identify a significant relationship between SNSs
and SI. Third, we investigate that there is a significant relationship between the mediation
variable (SI) and BP. Finally, we must show that the effect of SNSs on BP is less when the
mediator variable is included in the model [22].

The final path model is presented in Fig. 2. One mediating variable (service innovation)
and one dependent variable (business performance) were included. The fit indices for this
model were as follows: χ2 = 25.05, df = 24, p-value < 0.01 (χ2/df < 5 is preferred), the root
mean square error of approximation (RMSEA) is 0.026 (good model < 0.06), the compa‐
rative fit index (CFI) is 0.95 (>0.9 is preferred) [25]. With respect to the fit statistics this
indices indicate a good fit for the covariance observed. Consequently, this model illustrates
the best results of the hypothesis testing.
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Hypothesis 1 states that social networking sites have a significant impact on business
performance. The results provide support for this hypothesis (β = 0.25, p < 0.05). There‐
fore, Hypothesis 1 was supported. Hypothesis 2 states that social networking sites are posi‐
tively associate with the innovation performance of service firms. We note in Fig. 2 that this
hypothesis is not significant for innovation services to capture value from SNSs and it was
not supported. In contrast, Hypothesis 3 states that service innovation is positively associate
with the business performance of service firms (β = 0.3, p < 0.001). In line with previous
studies [18], this suggests that innovation has a positive impact on the business perform‐
ance. Therefore, Hypothesis 3 was supported. However, the mediating effect of service
innovation on the relationship between social networking sites and business performance
was not confirmed because the Hypothesis 2 was not supported. This suggests that statisti‐
cally social networking sites are not used significantly to increase the innovation capabili‐
ties of service firms. Firm size and firm age, which reflect different businesses’ stages over
time, are not significant for innovation performance (β = 0.07, p > 0.1 and β = −0.01,
p > 0.1, respectively).

5 Discussion and Conclusion

Our exploratory study is a response to the demand for improvement the innovation
capabilities of service firms and extends the stream of research on SNSs. Service firms
must proactively develop their innovation capabilities using IT if the customers is
actively involved in the value co-creation, with an explicit focus on the SNSs solutions
and their role to improve the business performance. Today, service firms use various
systems to capture, store, analyse the data to extract value and generate market for new
services. The findings confirm that service innovation provide strong support for
improving the business performance of service firms.

Social networking sites 

Service innovation

Business performance 

H1(+) 

H2(+) H3(+)

SNS1 SNS1 SNS1 BP2BP1 BP3

SI1 SI2 SI3 

0.25 

0.98 0.95 0.96 0.92 0.91 0.78 

0.92 0.87 0.92

0.30 
(2.16)

0.01 
(0.07)

FA FS 

0.07 -0.01 

Fig. 2. Estimated path model
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The key managerial insight provided by this study is that it provides managers some
guidelines about how they can use the business performance using SNSs in all stages of
innovation process. Our findings indicate that SNSs can be used to improve the business
performance because they contribute to faster time to market or faster to service adoption
on the market. Observed in more detail, SNSs usage contributes to bring ideas into de
market and identifying solutions to minimize risk while seeking to maximize opportu‐
nities for growth. SNSs generate interactions that result in innovation and operational
effectiveness. However, service firms should have an innovative culture to enhance
innovation and business performance.

Although a large body of research has investigate the contribution of SNSs to
improve the innovation capabilities of service firms and the mediating effect of this
variable on the relationship between SNSs and business performance, our findings do
not support this hypothesis because the utilization of digital platforms in process is very
low. There are several explanations, for example, employees do not have the appropriate
digital’ skills or managers do not encourage to use these digital platforms. One unanti‐
cipated finding was that there is mistrust about the information generated by these plat‐
forms. The trust is the key factor to support the collaboration between employees and
customers or business partners. This study has augmented that the existence of bad data
might hinds opportunities for new service development. Bad data would have little rele‐
vance in extracting business value. Therefore, verification is necessary to generate rele‐
vant data.

This study has several limitations, which can be addressed in future research. First,
for each firms included in sample was a single respondent as the source of information.
We suggest that the future research should use multiple sources of survey data. Second,
our research is based on cross-sectional data. Furthermore, SNSs adoption can be
regarded as a dynamic process. Consequently, a longitudinal study may extend our
research on mediating the effects of the relationship between SNSs and business
performance. Thus, future research will be needed to investigate changes in patterns and
factors. Third, while we have investigated the influence of SNSs on business perform‐
ance and the mediating effect of service innovation, further work by included other
factors may offer useful insights. For example, future research can refine our research
model by investigation of mediating effect of operating efficiency. SNSs could impact
on the operating efficiency or quality provided the firms from service industry. We
believe that this is a promising research area and our model offers an important point of
departure for this.
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Abstract. A conceptual model helps to know, understand, communi-
cate and make simulations on the kind of objects that it represents.
Although the main concepts of service science have been deeply discussed
by many authors, their conceptual modelling is lacking. Therefore, in this
paper, we progressively model the concept of service system, which is
incontestably the fundamental element of service science. We define and
depict the generic components of service systems as well as the relations
between them. We also apply the recursion principle in order to model
more complex service systems, i.e., service systems composed of other
services systems. The key contribution of this work, i.e., the conceptual
model of a generic service system, will help researchers and practition-
ers to argue on service systems as well as on their key components and
relations.

Keywords: Service science · Service system · Conceptual model · Ser-
vice system modelling · Service-dominant logic · Recursion principle

1 Introduction

The service-dominant orientation of our current economy, which is handled in
the service science literature, is indubitably a raising research domain. It is
built around the concepts of service and value co-creation. These concepts and
their relations have been discussed and defined by several authors (e.g., [1–4]),
although their conceptual modelling is still missing.

A conceptual model is an abstract and generic representation of an object,
which is a service system in the scope of this work. Conceptual means that the
model is created based on a conceptualization or, in other words, a formal gen-
eralization and abstraction of the reality [5]. Thanks to a conceptualization, the
model helps the readers to know, understand, communicate and make simula-
tions of the kind of objects that it represents. The elements in a conceptual
model, which often results in a graphical representation [6], depict the concepts
of the modelled domain as well as their relations [7]. This approach is followed
for a long time in, i.a., mathematics and computer science. In these fields, con-
ceptual models mainly help to conduct some reasoning on systems. Seeing that
c© Springer International Publishing AG 2017
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the key element of service science is the service system, its conceptual modelling
improves, and will help to improve, the knowledge about the service science
research domain.

The contribution of this paper is twofold. Firstly, based on the key concepts
and relations of service systems, we introduce and define the notion of inter-
nal interface between the components of a service system, as well as the notion
of external interface linking two service modules. These interfaces are used to
decompose service systems, which enables to hide some complexity of these ser-
vice systems, to ease their understanding and to reason upon them. The clear
identification, differentiation and modelling of those interfaces will, i.a., facil-
itate the analysis of service networks as well as the underlying value chains
[8, Chap. 10].

As explained, the key concepts and relations of service systems are depicted
in an abstract model. On this basis, the second contribution is the discussion of
the recursion principle, which is actually present in many service systems, and
its inclusion in the conceptual model proposed.

The paper proceeds as follows. After this introduction, the fundamentals of
the research domain related to this work are presented in Sect. 2. In Sect. 3, the
main related works are identified and positioned in comparison with the contri-
butions detailed in the rest of this paper. In Sect. 4, we discuss the expressions
Service Science and Service-dominant logic (sdl), which are the starting point
of the modelling work proposed. Then, in Sect. 5, we develop our reasoning in
order to progressively build the conceptual model of service systems. In Sect. 6,
we extend this conceptual model thanks to the recursion principle and we illus-
trate the contributions proposed through an example. Lastly, Sect. 7 contains
the conclusion and future work.

2 Foundations: The Shift Towards a Service-Dominant
Logic

In the economic and management literature, the notion of service has been dis-
cussed several times. One of the most cited definitions is the one proposed by Ted
Hill in 1977. He said that a service is “a change in the condition of a person, or
of a good belonging to some economic unit, which is brought about as the result
of the activity of some other economic unit, with the prior agreement of the
former person or economic unit” [9]. In the scope of the service science research
domain, one of the first and most outstanding definitions is the one proposed
by John Rathmell. In [10], he said that “a service is a deed, a performance, an
effort”, whereas a good is “an object, an article, a device or a material”. He
clearly argued that the service has to be considered as a set of activities instead
of being the result of those activities. Several other authors concur with this fun-
damental idea. For instance, a service is “an activity or series of activities of more
or less intangible nature that normally, but not necessarily, take place in inter-
actions between the customer and service employees and/or physical resources
or goods and/or systems of the service provider, which are provided as solutions
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to customer problems” [11]; a service is “an act or performance offered by one
party to another. Although the process may be tied to a physical product, the
performance is essentially intangible and does not normally result in ownership
of any of the factors of production” [12].

All these definitions of the service notion underline the fact that a service is
actually understood as a transformation process and not any more as the results
of a transformation process. For researchers and practitioners in the service field,
the notion of service corresponds to the orchestration of resources in order to
co-create value in a win-win situation [13]. Indeed, “customers do not buy goods
or services: they buy offerings which render services which created value. [...] It is
not a matter of redefining services and seeing them from a customer perspectives;
activities render services, things render services“ [14]. The consequence of this
viewpoint, which is the first and the main argument of service science, is a
shift from a good-dominant logic towards an sdl of our economy. This means
that we moved from a focus on the value-in-exchange to a focus on the value-in-
context [2]: the “value is being co-created with and determined by customers” [3].
A good-dominant logic is characterized by (i) a focus on the product, which is
the basic unit for economic exchanges, (ii) a possibility to create a demand in
order to sell products, (iii) the value provided to customers is integrated into
the products during the manufacturing process, (iv) a distinction between the
production time, during which the value is created, and the consumption time,
during which the value is destroyed, and (v) a product standardization for higher
efficiency [15,16]. sdl focusses on the service notion, which becomes the basic
exchange mean [16]. This shift is the foundation of service science, which is
defined by Definition 1.

Definition 1. Service science is “an interdisciplinary field that combines
organizations and human understanding with business and technological under-
standing to categorize and explain the many types of service systems that exist
as well as how service systems interact and evolve to co-create value” [4].

3 Related Work

The syntax service is used in many disciplines such as, e.g., marketing, operations
and computing science. However, its understanding varies a lot depending on
the discipline. In these disciplines, it exists many solutions to model specific and
existing services. As examples of these, we can cite wsdl [17] or Soaml [18] used
to describe, respectively, services in the service-oriented computing, sml [19]
for defining services from a cloud computing perspective (cf. the saas layer),
or usdl [20] aiming at unifying the technical and the business perspectives of a
given service. However, the abstract representation of the service science concepts
and relations has been little tackled. In the scope of this research, we focus on
the abstract and conceptual modelling of the elements of service systems, which
should later be applicable to any service system.

Some authors focused a part of their research work on the modelling of service
systems. In [21], the authors propose an ontological foundation of services science
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by representing a general model of service based on the uml class diagram. This
general service model is related to dolce, a core ontology. In our work, we focus
on the concept of service system. We also introduce the notions of internal and
external interfaces, and of service modules thanks to the recursion principle. This
enables to reason on less complex service systems given their decomposition.

Tukker presents eight different types of Product-Service Systems (pss) [22].
His research objective is to categorize these pss types. His work partially rep-
resents the architecture of each of the eight pss types. In our paper, we argue
for a single conceptual representation of the service system concept. Indeed, the
basic resources of service systems and their relations are identical.

Maglio and his colleagues propose an abstract and normative model, that
they called ispar [23]. This model aims at representing the interactions between
service systems. They identify ten possible interaction outcomes. Although dif-
ferent, this work could be related to the research presented in our paper (see the
future work, in Sect. 7.1, for more information).

In [1], Alter discusses some fundamental elements of service systems and
proposes three frameworks. His starting point is the work system framework. He
separates the customers from the service system which, in fact, does not respect
the sdl principles.

Some other related works discuss tools for representing business models based
on service systems or on product-service systems (e.g., [24,25]). Other tools can
be used to model existing services. The e3 value model is probably one of the most
known modelling solutions for representing the value chain network of specific
service systems [26]. These kind of tools and modelling solutions are used to
model specific and/or existing services and service systems. As a reminder, the
objective of this paper is to propose a conceptual and abstract modelling of the
service system concept based on the existing concepts and relations of service
science. It is independent of any existing and specific service, although it could
be used to instantiate existing service systems.

Lastly, it is also important to mention the work of Grönroos and Voima [27].
They use several conceptual models to discuss the notions of value creation and
co-creation from an sdl viewpoint. In our work, we focus on the service system
concept.

4 Discussion and Schematic Description of the Key
Concepts of Service Science

4.1 An Analysis of the Terms Contained in the Expression Service
Science

The expression Service science is actually the short version of the expression Ser-
vice science, management, engineering and innovation (ssmei). The first term
of this expression, service, corresponds to the mobilization and the integration
of resources provided by the service provider and consumer in order to co-create
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value (see Definition 2 defining the concept of service). The key point to under-
line in Definition 2 is that a service is not a result, but it includes all the actions
conducted in order to reach an expected result.

Definition 2. A service is the application of competencies to mobilize and inte-
grate the resources of the service provider and consumer in order to co-create
value for their benefit [4,15,28].

Concerning the other terms of the expression ssmei, science refers to the ways to
create knowledge –“what service systems are and how to understand their evo-
lution” [28]–, management covers the ways to structure, organize and present
the knowledge related to the service concept – “how to invest to improve ser-
vice systems” [28]–, engineering is the ways to apply this knowledge – “how to
invent new technologies that improve the scaling of service systems” [28]– and
innovation refers to the new and improved ways for co-creating value in service
systems [29].

This means that, service scientists have to study the engineering and the
management of service systems, the generic innovation possibilities in service
systems and solve fundamental issues, such as the definition of the quality of
service or the modularity in service systems [30]. Making use of a conceptual
model of a generic service system should help them in achieving this work.

4.2 The Service-Dominant Logic: Modelling of the Transformation
Process from an Outside Perspective

The sdl key characteristics are:

– an inclusion of customers in the transformation process, which therefore
become co-creators of the value generated following the execution of the ser-
vice system,

– a description of the value propositions made by service providers, called offer-
ings, which comprises a combination of goods and services (see Definition 6
for an explanation about the differences between the notion of service, in the
singular, and of services, in the plural form),

– a significant focus on the customers and on the relations between the co-
creators of value, and

– the assessment of the actual value obtained by the service beneficiaries.

These sdl characteristics enable us to model the transformation process from
an sdl viewpoint, along with its inputs and outputs. Figure 1 is an illustration
of this transformation process. The latter is actually the service system from an
external perspective. Broadly speaking, the service system is the way to asso-
ciate several resource types in order to co-create value –we discuss and model the
service system in Sect. 5. This is why the inputs of the transformation process
belong to the service co-creators, that is to say the service provider and the ser-
vice customer. The possible types of inputs are people, technology, information
and organizations. These resources, defined in Sect. 5, have to be coordinated in



120 B. Verlaine

Fig. 1. The service transformation process, along with its inputs and outputs, from an
sdl viewpoint

order to adequately transform these inputs into outputs, which are called the
offerings. An offering comprises one or several goods and/or services. Services,
in the plural form, are possible results of the transformation process or, in other
words, of the service system.

In the next two sections, we study in detail the generic components and
relations of the inside of this service transformation process, which consists in
the conceptual modelling of service systems.

5 Modelling of the Key Components and Relations of
Service Systems

5.1 The Service System and Its Four Types of Resources

The basic theoretical element of service science is the concept of service sys-
tem [23]. It represents the transformation process leading to the co-creation of
value. When we mention the concept of value co-creation, we refer to the mobi-
lization of competencies and the integration of resources of different entities
–which are people, groups of people and/or organizations–, by bringing them
together in order to mutually and reciprocally create a new condition for these
entities and/or for their belongings, which is estimated by these entities as better
than before [31].

A service system is thus a specific type of system. This notion comes from
the systemics. This is the research domain focussing on the holistic study of sets
of given components and of their relations in order to understand the possible
behavior(s) of these combined components. Indeed, the outputs of a system
depend on the constituting components, but also on the relationships between
them. Definitions 3 and 4 respectively define the concepts of system and service
system.

Definition 3. A system is a configuration of interacting and/or interdepen-
dent components forming a complex whole in which the properties and behavior
of the configuration is more than the properties and behavior of the individual
components [23,32].
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Definition 4. A service system is “a dynamic value co-creation configuration
of resources, including people, organizations, shared information (language, laws,
measures, methods), and technology, all connected internally and externally to
other service systems by value propositions” [23].

As underlined by Definition 4, the types of components of service systems
are thus people, organizations, information and technology. They are the four
generic components of service system, which can be combined in many ways
(see Sect. 5.2). They are defined as follows [15,23,28,33]:

1. People: they are human beings, acting as stakeholders in service systems,
i.e., the representatives of providers, of customers, of the authorities or of
competitors, as well as the individuals acting in these organizations.

2. Technology: it encompasses material supplies, transformation assets,
processes and management solutions.

3. Information (also called shared information): this resource type could be a
language, a law or a measure.

4. Organizations: this resource type consists of structured groups of people, shar-
ing similar high level objectives, which affect and are affected by their environ-
ment (e.g., a corporation, a non-profit association, a city, a school, a country,
and so on).

Each of these four resource types can vary in terms of intensity, what is often
visible in the value propositions of service systems. If one of the resource types
is substantially represented, this gives one of the following particular kinds of
service systems:

People-intensive service system such as a session with a physiotherapist or
legal advice given by a lawyer.

Technology-intensive service system such as the purchase of a car coming
from an automated production line or the use of software.

Information-intensive service system such as the modelling of the business
processes of a company or the determination of some kpi in a production line.

Organizations-intensive service system such as the creation of a new law
at the parliament of the European Union or the creation of a joint venture.

From an sdl viewpoint, the smallest possible service system is a human
being; at the opposite, the largest service system comprises the global economic
world. A prerequisite for service science is the division of the work. According to
Durkheim, the division of labour is “the higher law of human societies and the
condition of their progress” [34, p. 1]. Of course, this division of labour requires
a reintegration and a coordination of all its components. The value co-created
by the customer and the provider during the service system execution is actually
determined by the integration of its components [2]. Service providers can make
value propositions, which are called offerings.

Definition 5. An offering represents the value proposition of a service sys-
tem describing a change or a set of related changes that should be preferred by
customers [35].
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As a reminder, the value proposition could be different in comparison with
the effective value co-created after the execution of the service system. Offerings
are goods or services (in the plural, see Definition 6), or an association of both
of them as depicted by Fig. 1. What is important for the service co-creators is
that the offerings represent a win-win situation [33]. This means that, in each
value proposition, both the service customer and the service provider should
derive a benefit from the future executions of the service system. Of course,
other kinds of people and organizations could be impacted by the service exe-
cution or present in the environment of the service execution. Apart from ser-
vice providers and customers, these are principally the authorities and the com-
petitors. Maglio et al. [23] created the ispar model (ispar stands for Interact-
Service-Propose-Agree-Realize) in which they described ten possible outcomes
for the four possible types of stakeholders. The latter are the service customer,
the service provider, the authorities and the competitors. In the scope of this
discussion, we only consider the service customer and provider. An extension of
the models proposed in order to include the authorities and competitors is left
for future work (see Sect. 7.1).

Definition 6. Services –in the plural– are possible instances of service systems
and are parts of offerings.

As a reminder, the term “service” –in the singular– refers to the application
of competencies in the scope of this work (see Definition 2).

5.2 The Relations Between the Resources of Service Systems

In service systems, resources may be operant (see Definition 7) or operand (see
Definition 8). The former means that the resource is able to act upon other
resources in order to produce an effect, while the latter is defined as a resource
which need to be acted upon [3]. This means that, in a service system, operand
resources become valuable thanks to operant resources. Among the four types
of resources, people, organizations and technologies could be both operant and
operand resources. Information is always an operand resource –this fact is sig-
nificant for the building of the conceptual model of a generic service system
depicted by Fig. 3 and described in Sect. 5.3. This is explained by the fact that
the information resource cannot act upon other resources. It always needs to be
associated with an operant resource to be valuable.

Definition 7. An operant resource is a resource which acts upon another
resource to produce an effect.

Definition 8. An operand resource is a resource which is acted upon by
another resource to produce an effect.

Each relation between an operant and an operand resource results in an
internal interface, concept which is defined by Definition 9. An internal interface
can also relate an operant and an operand resource of the same type (except for
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resources being of the type information seeing that this can only be an operand
resource). For instance, in a service system, a person is related by an internal
interface with another person if the first person massages the second one.

Definition 9. An internal interface is a relation between an operant resource
and an operand resource resulting in an effect and constituting (partially) a ser-
vice system.

Figure 2 abstractly depicts an internal interface between two resources. The
arrow indicates that the resource on the left, which is the operant, is applied on
the resource on the right, which is the operand, in order to produce an effect.
These operant and operand resources associated by the internal interface con-
stitute (a part of) a service system.

Note that the use of these modelling artefacts is illustrated in Sect. 6.2.

Fig. 2. Generic representation of an internal interface connecting two resource types

5.3 Conceptual Model of the Generic Service System

Fig. 3 depicts the conceptual model of service system, which is made up of the
four types of resources. The line between the resource types indicate that these
resources can be related together via internal interfaces. As a reminder, the
resource of the type information is only an operand resource. This explains why
there is no possible internal interface between two resources of this type. This
is depicted in Fig. 3 through the absence of line from and to the resource type
information.

6 Discussion and Modelling of the Recursion Principle

6.1 Applying the Recursion Principle to Service Systems

The principle of the recursion is expressly introduced in the definition of a
service system –as a reminder, service systems are connected internally and
externally to other service systems (cf. Definition 4). The recursion principle
applied to an object means that this object can be defined in terms of one –in
the case of a single recursion– or several –in the case of multiple recursions–
other objects of the same type. In the scope of this paper, the application of this
principle means that service systems could be defined in terms of other service
systems, what is essential in service science. Indeed, many service systems are
quite complex in the current economic world. By considering that they can
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Fig. 3. Conceptual model of the generic service system constituted of the four main
resource types related by all the possible internal interfaces

be decomposed into several other and, obviously, less complex service systems
which, in turn, can also be decomposed into other service systems, and so on, we
can analyse each of these (smaller) service systems individually. Therefore, it is
possible to adopt different levels of abstraction regarding a particular (composed)
service system when analysing it or reasoning on it.

In order to take into account the recursion principle in the conceptual mod-
elling work proposed, we introduce the notion of service module, which is defined
hereafter.

Definition 10. A service module is a service system which composes at least
one other service system.

Service modules, associated through value propositions, have to be considered
as a new and composite service system, which is a potential source of value co-
creation also described thanks to a value proposition. This new service system
can be executed on its own. It could also be a component of a service module.
In this case, this service system becomes a service module when it is associated
with other service modules in order to compose a bigger and, presumably, more
complex service system. In turn, the latter can also be a service module in the
case where it is associated with other service modules to form an even more
complex service system, and so on.

Note that a given service system can be executed on its own and, in other
circumstances, it could also be executed as a service module which composes
one or several larger service systems. For example, let’s consider a hairdressing
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service. It can be executed on its own in the case where you go to the hairdresser
and ask for a new haircut. This same hairdressing service could also be considered
as a service module if it is one of the service modules composing, e.g., a makeover
service. This example is further developed in Sect. 6.2.

Fig. 4. External interface between two service systems

As we consider that a service system is composed of service modules, inter-
faces between them are required. These interfaces are called external interfaces.
This concept is depicted by Fig. 4 and defined hereafter.

Definition 11. An external interface is a value proposition, which combines
two service modules, describing an expected co-creation of value-in-context.

6.2 Model of a Generic Service System

Figure 5 sums up this discussion. It illustrates a generic service system, which
is composed of three service modules. These service modules are associated via
external interfaces. One of these service modules is also composed of three other
service modules. Of course, the two other service modules as well as the service
modules composing the service module (C) could be, in turn, composed of other
service modules.

Let’s go back to the example of the makeover based on Fig. 5. We consider
that the main service system is thus the makeover service. Its three service
modules are as follows:

– Service module (A): Determining a new style
– Service module (B): Advice and support in the purchase of new clothes
– Service module (C): Modification of the facial appearance

Service module C is, in turn, composed of three other service modules. The
service modules related with an external interface are Hair dyeing and Haircut ;
the third service module is an Eyebrows care.



126 B. Verlaine

Fig. 5. Illustration of a generic service system composed of service modules

Fig. 6. Illustration of the resources associated to build the service module Haircut
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Figure 6 illustrates the resources associated to build the service module Hair-
cut (cf. Fig. 5). The different resource types –i.e., people, information, technology
and organizations– are associated by internal interfaces. Of course, the descrip-
tion of the resources associated to form a service module can be carried out for
each of the service modules illustrated in Fig. 5.

7 Conclusion

By creating a conceptual model of a service system, which is the fundamental
element in service science, we first highlight the need for a common under-
standing of the main concepts of service science as well as of their relations.
Similarly to other researchers, e.g., [21], we argue that a conceptual model is
a very interesting solution for understanding, communicating and reasoning on
a specific and defined part of the reality, which is a generic service system in
the scope of this paper. The proposed conceptual model depicts the four types
of resources associated through internal interfaces, which form service systems.
The proposed modelling also takes into account the recursive principle, which
enables us to introduce the notion of service modules. The latter are a special-
ization of service systems, which compose other service systems, while being
able to be executed on their own too. As the starting point of our discussion,
we also model the generic transformation process from an sdl viewpoint. Other
scientific fields –e.g., organization theory, operations, marketing, economics and
so on– have studied parts of this transformation process and/or some of their
relations. However, they often focus on a very specific part of service systems.
sdl provides a shared perspective and vocabulary, but it also provides the same
hypothesis for the engineering and the management of service systems as well
as for innovating through them [2,13,15,23].

One important remark concerns the internal and external interfaces. Indeed,
their use enables to constitute networks of value co-creation by combining
resources and service systems together [3,36]. These value networks enable to
co-produce service offerings through the exchange of service offerings of lower
levels in the service system in order to co-create value within a whole supply
chain [37]. The proposed generic model can be used to model the components of
these value networks and to reason upon them.

A last point to underline is that, until now, we do not mention the notion
of product-service systems (pss) –i.e., “product(s) and service(s) combined in a
system to deliver required user functionality in a way that reduces the impact on
the environment” [38]. pss is a particular case of servitization [8, Chap. 1]. pss
are thus service systems. This means that researchers and practitioners could
use the conceptual modelling proposed in this paper in order to conduct some
reasoning on pss.

7.1 Future Work

One limit of this paper is the lack of effective use of the proposed conceptual
model, although we illustrated the concept introduced through a makeover ser-
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vice system and one of its service modules –i.e., the haircut service. One future
work is the use of these contributions in different environments in order to prove
the robustness of the conceptual model introduced here.

In order to pursue the research work described in this paper, we identify two
possible directions. The first one comes from the following observation: we sum-
marize the possible interactions between service systems thanks to the notion of
external interface. However, there are many possible interaction types such as
underlined in the ispar framework [23]. Therefore, a promising research direc-
tion is the investigation of the possible association of the ispar model with the
conceptual model of the service systems proposed in this paper.

The second future work is the analysis of the service system life cycle devel-
opment in the light of the conceptual modelling proposed in this paper. This
should enable to better understand and control it.
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Abstract. The diffusion of web-based technologies has transformed the today
consumers, shifting them from mere users to content generators, able to influence
each other’s opinions and choices. Such trend discloses important consequences
for firms, products and brands. In order to support strategic and operational deci‐
sion-making, this study frames the phenomenon of social media marketing into
the value co-creation paradigm and shows how to design an analytical framework
combining performance management and System Dynamics.

Keywords: Social media marketing · Value co-creation · System dynamics ·
Performance management

1 Introduction

Today consumers are taking an increasingly active role in co-creating everything from
product design to promotional messages [1]. In addition, social media technologies, such
as social networks and blogs, have witnessed explosive growth in recent years [2, 3].
They enable individuals to create, share, and recommend information, extending the
spheres of marketing influence up to disclose a new business model [4, 5].

In spite of traditional advertising, social media permits individuals to share educa‐
tional contents about products and brands, communicating and interacting in an ample
community [6]. Thus, social digitization has transformed consumer behaviour [7, 8],
with important consequences for firms, products, and brands [8–10].

Companies aiming at a competitive advantage [11] must learn how to use social
media in coherence with their business plans [12], especially when product launches are
involved, in consideration that firms typically allocate approximately half of their
marketing budgets for new products [13].

However, many companies are reluctant to allocate resources to develop new media-
based strategies [14]. Such attitude is due to a lack of understanding of how to use social
media proficiently [7, 14]. There exist a general gap between the increasing complexity
of markets and the companies’ abilities to respond to new demands with innovative and
complex thinking [8, 15]. It follows the need for further researches in this area, inte‐
grating the traditional analytical tools with new approaches to support strategic and
operational decision-making.
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This paper aims to make a step forward in the understanding of social media driven
dynamics of value co-creation. To achieve this scope, it proposes a qualitative insight
model embracing performance management and System Dynamics principles [16–19].
Such analytical framework, representing a complex hypothesis still under validation,
consists of a stock-and-flow structure integrating socio-economic feedbacks. Key-vari‐
ables and links come from critical literature selection and media observations, conducted
in pace with a system-wide performance management analysis.

The paper’s organization is as follows. After framing the phenomenon of social
media marketing into the value co-creation theory, it follows the explanation of the main
steps of model conceptualization and design. Finally, conclusion and call for future
researches will take place.

2 Background

Contents and connections in an online community are user-generated, so that firms
cannot directly control consumer-to-consumer messages surrounding their brands [12].
For the above reason, social media messages often have higher credibility and trust than
traditional media [20].

The social media interactions can be read in light of the value co-creation paradigm
and its amplification due to digital technologies’ advancements [21–25]. For a today
company, improving the performance management means not to focus to its limited
boundaries, but it refers to the understanding of the more complex system of value co-
creation. Traditionally, the attention devoted to consumers has been relatively scarce
[26–28], in spite of the dominating paradigms of transaction costs [29], firm positioning
[30], resource-based view [31], dynamic capabilities [32].

The definition of value is controversial [33]. Value has been conceived in strategic
management from the supply side, exclusively created by producers [34], as reflected
for example in the common term ‘value added’ [35]. At the contrary, value is multi-
dimensional and its creation lays on complexity. In addition, consumers may customise
values and meanings to achieve their lifegoals [36, 37].

In co-creation processes, both consumers and producers collaborate or participate in
creating value. Such consumer’s active role is often tackled to have transformed the
economic logic, and shifted the power from producers to consumers [38], bringing a
revolution even within the strategic management literature. The ‘free consumer’ [39],
is now a threat to marketers [40], and the main challenge is to stimulate shared meaning
and a common sense of purpose between customer and company [41].

Three main research streams have addressed the concept of value co-creation. Each
of them focuses specific aspects, but they all have a common point: the consumer can
co-create value with companies and with other consumers in order satisfy individual
and social lifegoals.

The first theory is the Working Consumer, where the so-called ‘prosumers’ co-create
value using their skills and knowledge, producing what they consume [42, 43], or
providing immaterial labor to the companies [39, 40, 44].
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According to a second theory, the Service-dominant Logic [25, 45], value comes
from exchanges of services between different actors, each of them bringing and using
resources, knowledge and skills, to benefit the others. In such mutuality, when customers
experience goods and services, the co-creation of value takes place dynamically and ‘in
context’ [46]. Then the concept of value is relational, whereby the knowledge and expe‐
rience of customers, not simply passive buyers but also active agents, become
crucial [47].

The third literature stream is Consumer Culture Theory [48], where value co-creation
depends on how customers perceive, interpret and interact with market offerings [49].
Value does not depend just upon utility of goods or services, but also on the consumer’s
interpretation of consumption objects, such as products, brands, and services [50]. Since
consumer culture and social resources are characters of the value co-creation process,
companies should explore the symbolic meaning of consumptions in relation with
consumers’ life projects [51].

In this regard, the context of web 2.0 stimulates the sociality in value co-creation.
Consumers use the available information to construct their meaning of life, socialization
reinforce such mechanisms [52, 53]. Indeed, people sharing online their consuming
practices and ways to face reality, form new entities based on the links between the
practical activity and its representations [54, 55]. As a result, they build ‘social
consensus’ [56] around products and brands.

3 The Methodological Approach

This section of the paper shows how to combine System Dynamics (SD) with basic
elements of performance management (PM), in order to design a ‘Dynamic Performance
Management System’ (DPMS) [16, 57].

System Dynamics is a methodology for policy analysis and design aided by computer
simulations. It applies to dynamic problems/issues arising in systems characterized by
interdependence, mutual interaction, information feedback, and circular causality.

In SD, the representation of the structure of a system is through feedback networks
of stock-and-flow diagrams tracking processes of accumulations [19]. These diagrams
are made of three elements, defined as follows.

Stocks reflect the level of accumulation of material, people, money and information
(identified with units of an item at a certain time). Flows are rates able to affect the
stocks’ level (identified in units per time). Finally, auxiliary variables help in calculations
or represent exogenous parameters or constants.

Stock accumulates their inflows less their outflows, so mathematically stock-and-flow
structures are system of integrals and differential equations [19]. Figure 1 shows a simpli‐
fied stock-and-flow structure: stock 1 has an inflow increasing its level and an outflow
reducing it, whilst stock 2 only has an inflow. Each stock influences, directly or by mean
of an auxiliary variable, a flow linked to the other stock, creating a feedback loop.
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Fig. 1. Core elements of a system dynamics model

Among the SD models’ advantages, there is the possibility to run simulations of key-
variables’ patterns over the time in response to alternative policies’ activation. Using a
simulation software means to specify the stock-and-flow structures with a list of equa‐
tions representative of decision rules and behavioral relationships.

In this study, SD and PM work together since the author believes them complemen‐
tary. On the one hand, traditional focus of PM is the financial dimension [58], a narrow
perspective to face today’s complexity, and then PM spectrum should embrace other
perspectives related to programs’ quality and outcomes [59].

In this respect, SD models can help to capture the multidimensional aspect of value-
creation and support company decision-makers to better recognizing and then measuring
key-performance indicators and the factors affecting them. At the same time, by adopting
a Dynamic Performance Management approach [16, 57], it is possible to enclose in the
SD modelling some guiding principles coming from PM. Figure 2 represents a general
framework to conduct this kind of analysis.

Fig. 2. The general Dynamic Performance Management framework (Bianchi, 2010)

To design a DPMS, it is necessary to adopt an instrumental view [16, 57], requiring
the identification of three elements: first, the relevant ‘strategic resources’ that the
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organization is able to accumulate/deplete through external acquisition/disposal or
internal building/depletion processes.

The strategic resources’ representation is by the SD stock’s notation and they are
able to influence the acquisition of other resources and the capacity of the organization
to pursue economic, competitive and social objectives.

The second category to identify is the ‘performance drivers’, modeled as auxiliary
variables, referring to the critical success factors and outlining the capability of an
organization, in relationship with the performance of external economies or counter‐
parts, to influence the end-results.

Finally, the ‘end-results’, modeled as inflows and outflows, can be expressed in
economic, competitive or social objectives and are able to affect the processes of accu‐
mulation/depletion of the strategic resources over the time.

3.1 The Model Building

A three-step process from synthesis to analysis conceptualized the stock-and-flow
insight model of value co-creation.

The first phase was based on PM and implied the mapping of value co-creation
macro-processes.

The second phase was the enlargement of the initial framework into a more complex
one based on the instrumental view, namely the formulation of a value co-creation
dynamic performance management framework.

The last step was to make explicit the variables’ links and to convey the modelling
efforts into a stock-and-flow feedback model.

Since the output of each modelling step is just a more analytical version of the model
iteratively built in previous phases, in this paper the terms ‘model’ and ‘framework’ can
be used either to identify the final output and the intermediate ones.

In the model, company’s perspective is the brand orientation, aimed at the creation
of a brand identity for the target consumers, to achieve lasting competitive advantages
[60]. Brand consists of a cluster of rational and emotional values enabling a promise of
a unique and welcomed experience [61]. Here the terms ‘brand’ and ‘company’ are used
interchangeably to highlight the brand’s goal to communicate the uniqueness of a
company and its products.

Consumers are considered in their social dimension as participants to online
communities in light of Consumer Culture Theory, with the gradual development of
shared meanings and practices in consumer and marketplace cultures [46, 49]. Then, the
unit of analysis of the model is a cohort of individuals characterized by shared lifestyle
interests, meanings and practices, held together through emotional links and members’
commitment [54].

Inputs to the model building were the literature and empirical findings. In particular,
twelve social media of fashion, beauty and lifestyle (five blogs, the integrated social
networks pages, and two content communities) were observed along with one-year
period, starting from January 2015 to January 2016. The author joined communities and
social networks as a member and observed each media community’s interactions
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(member-to-member, influencer-to-members, and influencer-to-influencer). In-depth
interviews to one of the bloggers provided further inputs for the model building.

Blogs, content communities and social networks were preferred for the study due to
their relevance in terms of number of users [14, 62]. In addition, their links and synergies
were judged suitable for emphasizing the social level of consumption. Therefore, for
the purpose of the model, the umbrella concept of ‘online community’ intends to capture
the web-based social level of conversation and consumption, such as brand community,
subculture of consumption, consumer tribe, co-consuming groups [63].

3.2 First Step: Co-creation Value Chain

The first modelling step was the mapping of value co-creation macro-processes. In
particular, there were identified the products resulting from the co-creation process, and
the clients, benefitting from the product.

In Fig. 3, the ‘final’ product consists of the creation of improved/new products, able
to meet better the consumers’ exigencies. Such selection is due to the consideration that
the innovation capacity directly affects the brand quality, ultimately the main outcome
of value co-creation processes, since it implies customer satisfaction and, by this way,
enduring success for a company.

Fig. 3. Value co-creation macro-processes

Upward from the final product, it is identified a synthetic system of ‘intermediate’
products resulting from processes fulfilled by consumer and organization. The consumer
plays the double-role of external client and internal actor, since it provides the inter‐
mediate product ‘online feedbacks’ and thereby gives inputs to the company’s innova‐
tion processes to satisfy his/her needs.

Such representation, depicting both consumer and organization as ‘internal clients’
of the process is in line with the Working Consumer and the Service-Dominant theories,
where value is created through interactions between resources and competencies of
consumers and producers’, whose roles are less distinct than traditional business models,
that would otherwise limit the role of consumer just to external client.
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3.3 Second Step: Dynamic Performance Management Framework

Using the scheme in Fig. 3 as a start, the author, moving backward from final to instru‐
mental products, progressively collected inputs from literature and media observations.
This way it was possible to hypothesize the dynamic performance management cycle
resulting from the interaction of strategic resources, performance drivers and end-
results. The output of this phase is the framework in Fig. 4.

Fig. 4. The Dynamic Performance Management framework adapted to social media-driven value
co-creation

The author started with identifying the strategic resources; both tangible (e.g. new
products) and intangible (e.g. company skills). Their allocation is crucial since it may
influence performance drivers and thereby feed back into the end-results.

Then it was possible to include the performance drivers, representing the system’s
capacity to pursue its objectives through critical success factors. The model contains
financial drivers (e.g. budget allocated to products’ investments, budget allocated to
social media marketing, private earning from social media); technical drivers (fraction
of technical feasibility of new ideas); ‘social’ drivers (community members rate over
the potential community members). In addition, competitive drivers, such as the product
innovation capacity or the brand reliability (capacity to identify and correct existing
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products’ bugs), are modelled like the ratio of company new products or products’
defects referred the competitors’ ones.

Finally, it was possible to highlight end-results in terms of economic (e.g. revenues),
competitive (e.g. adoption of the brand’s products) and social objectives (e.g. change in
satisfaction in consumption, change in users’ feedbacks), pursued by the performance
system in a certain range of time, and able to re-affect the processes of strategic
resources’ accumulation/depletion.

3.4 Third Step: Stock-and-Flow Structure

The above framework was translated into a SD model, where all the links between end-
results, drivers and strategic resources are made explicit and the system’s feedback
structure is captured. This step is possible by using the SD notation for representing the
Dynamic Performance Management framework. In particular, the end-results shift into
inflows and outflows; strategic resources are modelled as stocks, performance drivers
get into auxiliary variables.

Figure 5 depicts the resulting stock-and-flow structure. It considers Service-Domi‐
nant theory, since there are no clear boundaries separating companies and consumers.
The feedback structure is made of seventeen stocks and captures the multidirectional
exchanges of information flowing via social media: from customers to customers, from
customers to brands, and from brands to customers.

Fig. 5. The stock-and-flow structure of the model

On the left side, there is the space of social conversation between online community
members. Going online, consumers try not only to fulfil information needs about goods,
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but they also enlarge their social life and by sharing habits they co-create self-identity
within a group of belonging [36, 64]. Therefore, they develop mental models, or moments
of truth [65] about each other’s consuming behaviours and opinions, triggering mech‐
anisms of shared understanding of the world [66, 67].

Such elements have been called generically ‘Lifestyle Goals’ and induce people to
participate to a community. Due to the cumulated experiences in the social group, they
flow from the stock ‘New Followers’ to ‘Experienced Followers’. When they get an
advanced experience that make them able to modify opinions, perceptions and
purchasing choices, they become ‘Influencers’.

Influencers’ role is getting quite relevant because of their hybrid nature between
consumers and workers. Since they receive financial or goods’ benefits for conveying
online conversations to certain products/topics, their motivation to participate in virtual
communities depends not just on ‘Lifestyle Goals’, but also on incentives coming from
‘Firms’ Budget Devoted to ‘Social Media Marketing’.

The cumulated experience of ‘Followers’, ‘Experienced followers’ and ‘Influ‐
encers’, affects the community members’ ‘Consumer Skills’, and by this mean the
‘Consumer Reputation’ within the community, to be conceived like the social standing
in a media setting, able to attract new interactions.

In the centre of Fig. 5, there is the adoption of the brand’s products, not ascribable
to traditional marketing levers only, but also influenced by social media word-of-mouth.
The stock of ‘People that endorsed the brand’s products’ captures the dynamics occur‐
ring whenever the continuous online conversation about products and services leads to
a gradual perception, endorsement and validation by the group, even without a real
purchasing.

On the right side, favourable loops of consumers’ feedback create competitive
advantages for the companies. The active consumers have a double effect on the product
strategy: firstly, they stimulate the innovation capacity by increasing the company skills
of new needs identification and new products’ development. Second, they increase the
company reliability by helping in the detection and correction of defects in existing
products. Brand reliability and product innovation capacity relatively to the competitors
are able to contribute to ‘Brand’s Quality’ and then to ‘Brand’s Reputation’ and firm’s
revenues [68].

The brand’ reputation depends on ‘Brand Quality’, ‘Brand Culture’ and ‘Satisfaction
in Consumption’, in turn affected by the quality of the products and on the number of
users of the brand products.

The model captures learning and skill formation mechanisms on both the demand
and the supply side by the stocks ‘Brand Skills’ and ‘Consumer Skills’, whose changes
are attributed to the ‘Learning Company’ and ‘Learning Consumer’ flows. These figures
fit the Service-Dominant logic, where the ‘operant’ resources (skills and knowledge,
organizational routines, relational competences) are the main responsible for the
competitive advantage and value-creation, since they are able to operate on the other
kinds resources to solve problems and fulfil consumers’ needs [25, 69].
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4 Conclusion and Future Researches

This paper proposed a model hypothesis about how value is co-created in pace with
company and consumer’s skills formation, thereby disclosing the strategic potential of
experimenting social media-based innovation.

In the study, value co-creation comes from consumers’ feedbacks, and the challenge
for companies is to enhance their skills to fulfil consumer needs, in turn more sophisti‐
cated due to products evaluation skills’ development. This requires a mind-set shift from
considering brand quality as a mere company’s matter to a more complex process going
beyond the organizational boundaries.

The latter would imply for companies to search for new connections with customers,
for example by the creation of inventive communities intertwining organizational
knowledge with external learning and innovative inputs [70–72].

Limitations of the model can be the discretional variables’ selection and the possible
bias within the empirical observations. Indeed, the model neglects the potential inte‐
gration of social media strategy with the traditional marketing mix and does not capture
the links between different social media. Future research steps will fill such gaps.

The model still lays at qualitative level: next avenues of this work will also be the
formalization of a simulating SD model, implying the setting of a differential equation
system. Data gathering may come from the data analytics of the social media already
observed, surveys to online community members, as well as the involvement of compa‐
nies’ case study through management and personnel interviews and surveys. After stat‐
istical validation of the simulated behavior patterns, the model will effectively help in
scenario analyses and decision-making.
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Abstract. Creative Industries have largely contributed to employment, GDP
growth and social cohesion, even during recent economic crises. Despite their
relevance, there is a lack for monitoring the impacts, especially for new technol‐
ogies involved into their business. The paper aims to appraise it when specifically
related to the use of Big Data. It evaluates the considerable economic benefit on
creative business performance linked to exploiting vast new flows of information.
A multi-criteria methodology for assessing these effects on Creative Industries,
and a model for implementing business performance through collaborative and
virtual value chains are presented. The model shows positive spillovers resulting
from the collaboration among Digital Creative Industries usually in the fields of
innovation, technology and intellectual property benefitting from Big Data appli‐
cations, distinguishing a macro from a microeconomic level of effectiveness,
since transforming data into captured value for the firms, despite their size and
volume capacity, increases business performance.

Keywords: Creative Industries · Digital Creativity · Big Data · ICT · Impact
Assessment (IA) · Organisational semiotics

1 Introduction

Creative Industries have arisen as a strategic topic in the political agenda all around the
world, due to their increasing role in post-industrial knowledge-based economies.
According to the first, original, UK definition, these industries are grounded on “indi‐
vidual skill and talent with the potential to create wealth and jobs through developing
intellectual property” [1], transforming them into economic value. Usually, the classi‐
fication framework groups Creative Industries under three broad headings (art and
culture, design, and media), while they belong to a wider range of sectors (i.e.,
performing and visual arts, art crafts, advertising, architecture, design, fashion, audio‐
visual and multimedia, finance).

The common denominator is the term ‘creativity’, “the true wealth of nations in the
21st century”, according to Newbigin and the United Nations [2, 3]. It indicates a specific
organisation’s capacity of innovation, flexibility and autonomy, all values that in some
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respect are considered to have replaced operational efficiency and strategic planning as
primary sources of competitive advantages in business. What unifies these activities is
that they all trade with creative assets in the form of intellectual property. Creative
Industries were more resilient than others to the global economic crisis: until 2011, world
exports of ideas and creativity-centered industries, from art to design, to new media and
audiovisuals, continued to grow up to US$ 624 billion, doubling their 2002 level, with
an increase in the annual growth rate of 8.8%, on a decade basis, exceeding in volume
its pre-crisis peak of 2008, despite a severe drop in global trade. Investment in creative
sectors reveals to be a powerful development option: despite the 2007 ongoing recession
in advanced countries, the Creative Economy - the socio-economic potential of activities
that trade with creativity, knowledge and information - showed strong dynamism,
growing more rapidly than other sectors, particularly in the global South [2–4]. In the
last decade, its rise offset the fragility of the post-crisis recovery in developed countries,
sick of abnormal public deficit, currency volatility, and high level of unemployment.
From a semantic point of view, various definitions and models on Creative Economy
exist, from WIPO model to Throsby’s “concentric cycles”, to several distinct national
approaches, depending on whether a statistical, economic, sociological, or political
approach is chosen [5–8].

As all fast-growing sectors accounting for a significant part of the world’s economy,
Creative Industries are moving away from a strict good-dominant logic to a ‘Creative
Economy’ environment, where the service-dominant logic becomes prominent due to
the increasingly use of data-intensive technologies. Since digital and creative sectors
are merging due to technological change, many international public bodies refers to
these two as a single economic group. In such a scheme, related services are the real
central figure of interactions and transactions among agents. Creative Industries largely
contribute to GDP, employment, design-driven innovation, and industrial development,
positively affecting individual business performance, collective social cohesion and
development. In real terms, in 2011, in the 27-EU countries, these activities generated
860 million of Euros in value-added, approximately equal to 6.8% of GDP, offering
work for about 14 million people, a 6.5% of the total EU workforces [9, 10]. More than
others, this sector is able to produce value from “ideas” and generate jobs with far less
impact on the environment using digitisation. On the trail of Florida’s “3T” model
(talent, technology, and tolerance) [11], attributes to be present simultaneously in a place
to stimulate and anchor economic growth, the “Europe 2020 Strategy” considers ‘crea‐
tivity’ central to drive economic success. For countries with rich cultures and a pool of
local creative talent, the Creative Economy opens a path to build fair economic value.
Especially smaller countries, with poor capacity of exploiting economies of scale, can
gain better opportunities for growth than many other sectors, thanks to the innovative
capacity of these industries.

The paper aims to explain Creative Industries’ advantages arising from ICT, the Big
Data, providing some guidelines for benefitting from the use of Big Data. It combines
multidisciplinary analyses from different fields (i.e., economics, social analysis, organ‐
isational semiotics, business informatics, cultural studies and innovation technology),
and evaluates the impacts of Digital Creativity through a combined methodology. It
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considers the value of Big Data as a specific variable, and proposes a model to facilitate
collaboration among Digital Creative Industries.

The paper is organised as follows: Sect. 2 summarises the institutional reports and
academic literature on Creative Industries, Big Data, and High Tech Industries also
focusing on current models’ weaknesses. Section 3 outlines the research objectives and
methodology, and defines our Impact Assessment Methodology. Section 4 explains the
rationale of the methodology for Digital Creativity Services, by identifying a list of
socio-economic and cultural impacts’ indices able to capture the potential benefits
deriving from the collaborative networking activity among agents. Section 5 illustrates
the major contribution of this work: the collaborative value network business model. It
has been developed for supporting Creative Industries’ business worldwide to cooperate
through a common digital platform and generate service innovation, by taking into
account users’ needs and current Creativity Industries’ market features. Finally, in
Sect. 6, the main conclusions are drawn with some suggestions for further research work.

2 Background Analysis

Literature on Creative Industries has generally questioned how much of the recent
growth in services is due to a substitution effect of activities previously carried out within
the firms and now outsourced. Nowadays, the most stimulating phenomenon is the
transformation of the organisational models, which followed both at national and inter‐
national level a growing fragmentation of production in the global value chains. The
main challenge in developing a service system is to design a model that ensures sufficient
flexibility and adaptability to the external and internal environment, crucial for its dura‐
bility and viability, as Beer’s “Viable System Model” predicts [12].

Entrepreneurs have to manage simultaneously structures, processes, results,
experiences, and the past, present and future scenarios in real time. The use of ICT
tools, and of Big Data, represent a big procyclical task, since the data sets now avail‐
able are so large or complex that traditional data processing applications and busi‐
ness analytics are often inadequate to deal with, as well as most of the firms [13, 14].
The demand of economic agents to measure and manage more about their activities
explains the recent explosion of digital data, “a management revolution”, since we
do not have better algorithms but just more data, directly translating information and
knowledge into improved decision-making and performance [15]. In this view,
‘creativity’ produces a high degree of both expressive, and functional values. The
use of ICT tools is crucial for the growth of Creative Economy, even with respect to
spatial and locational aspects, and digitisation increases innovation impact by driving
clusters’ growth [16–18]. Indeed, Creative Industries are characterized by the inno‐
vative interpretation and application of knowledge, the readiness to adopt original
technologies and new business models, and to use technology to interact closely with
their customers. Through ICT tools, they are developing disruptive innovation à la
Christensen [19, 20], by linking the informal economy to the formal structures of the
economic activities, adding value to products through technologies, generating new
business models, producing knowledge spillovers and developing valuable economic
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impacts. Hence, ICT and digitisation provide the capacity to transcend the tradi‐
tional barriers of service, and of traditional manufacturing production.

Within the digital context, the Big Data technology and services market, due to its
difference from traditional analytics in terms of volume, velocity, and variety [13–15],
grew six times faster than the overall ICT market in the last decade and, by 2020, is
expected to reach US$59 billion [21]. Although between 2015 and 2020, the revenue
rate of growth sourcing from infrastructures, software, and professional and support
services is estimated to be between 20.3% and 27.5%, year-over-year it is expected to
reduce slightly as the market matures, and Big Data become a segment of broader busi‐
ness analytics market in its entirety. They improve creativity by providing less cost-
effective solutions.

On the hypothesis that data-driven companies would be better performers, they
contribute also to increase Creative Industries’ efficiency by broadening competition in
a market, reducing companies’ market power, cutting entry barriers. Indeed, they can
be a catalyst for innovation, particularly when new business models require development
to incorporate new strategies elaborating inferential data for maximising the economic
value-added. Big Data can assist industries and other stakeholders in making proactive
knowledge-driven business decisions, and the “extraction of embedded intelligence and
data insights” [22]. Improvements in efficiency might also support innovative business
models by reducing entry barriers and, for a new entrant, making less risky to launch
new products or services. Thus, the availability of strong value chain linkages are essen‐
tial for Creative Industries to share infrastructure, skilled staff and services, by encour‐
aging collaboration and capturing knowledge spillovers, but also to increase networking
and knowledge sharing across business sectors, of fundamental relevance for private
and government strategies [18]. Creative enterprises are more active than other sectors
of the economy, showing a particular ability to synthesize various data sets varying in
scales, visualizing and correlating their results to produce new insights, and explain
linkages and relationships within the production process. The value-added of Big Data
is that, sometimes, data required for large-scale analyses are both large and highly frag‐
mented-housed in different database so that they require time to generate ad hoc results,
no longer optimal at the time they are available [23]. Within this context, the distributed
collaborative value network model uses digital technologies to enable multiple organi‐
sations to collaboratively design, move and manage products, thus increasing their value,
and reduce costs. The model prevents companies from unleashing the power of tech‐
nology to enhance their efficiency and drive their business goals [24].

Despite the broad interest on Creative Economy led to a growing academic literature,
there is still a lack of monitoring for related industries: none approved consolidated
methodologies are still available for cost-effectiveness analysis to capture simultane‐
ously their economic, social and cultural impacts. Traditional innovation indicators (i.e.,
education, expenditures and personnel on R&D, patents applications, etc.) fail to high‐
light many pioneering activities, and their pivotal role. This is the case of intangible
goods, from the impact on knowledge and intellectual capital, to the ability to better
target users’ needs [18]. Therefore, what is relevant in the analysis of Creative Industries
is the production scheme as a whole, starting from resources and inputs, and taking into
account also processes, outputs and final results. Until now, current research analysed
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the Creative Industries and ICT as two separate worlds, regardless of the presence of
directional causal linkages relationships operating between them and generating recip‐
rocal spillovers. Scholars have studied how to measure these positive effects especially
at the macroeconomic level, analysing the determinants of the sector’s contribution to
the economy in terms of growth, employment, and value-added.

Hence, the role of managing innovation within creative organisations at enterprise
level, giving evidence of differences among firms’ size and performance thereof in terms
of cost control, has been somewhat ignored [3, 11, 16, 17, 25]. Research in this field
remains fragmented, with the least tendency to highlight the single nature of each sub-
sector (i.e., performing and visual arts, design, communications, marketing, e-
commerce) [26], instead of a more comprehensive approach. A general model for
tracking the progress of ICT in the creative process by measuring e-readiness, the inten‐
sity of its usage, impact and outcome respectively on business organizations, the Crea‐
tive Economy, and the economy as a whole, is still missing. Qualitative methods and
indicators testing hypothesis for Creative Industries, benefitting from Big Data, are
essential [27, 28]. Current methodologies for evaluating the impacts of Creative Indus‐
tries, such as the United Nations’ approach, take into account at most four cluster indi‐
cators, valid to capture distinctive features and advantages that yet confuse macro and
micro levels: employment, time use, trade and value-added, copyright and Intellectual
Property Rights. New combinations of Creative Industries with ICT cannot be properly
captured and described via traditional industry taxonomy, otherwise they could be
misleading causing a bias in the estimated results [29].

In our view, weaknesses are still present in conceptualising the effects of the multi‐
dimensional nature of creative innovation, and analysing the complex innovation
process therein providing a comprehensive approach of the role played by innovation
technologies in transforming ‘creativity’ and generating positive impacts. The expected
result is to open a viable playing field for partnerships among Creative Industries to
stimulate new businesses, boost exports, communicate their value and capabilities
worldwide, and increase the access to finance for this new creative sector, enabling a
company to be much more agile than its competitors [30]. The open challenge within
Digital Creativity is to provide an analysis of the role played by Big Data and ICT vs.
Creative Industries, in transforming them and generating positive impacts, facilitating
connections between Creative Industries, investors and potential investees, and building
clever concentrations of creative development activity in the established ecology.

3 Research Objectives and Methodology

The study is twofold. It provides a methodology for assessing the social, economic and
cultural effects of ICT tools on these activities, and sketches a model to enhance collab‐
oration among Digital Creative Industries, by performing business solutions for the
global trade through better predictions and smarter decisions using real-time information
offered by Big Data. The main research questions are: What are the socio-economic and
cultural impacts of ICT on Creative Industries, and the potential indicators for assessing
them? What the appropriate methodology for evaluating the efficiency and effectiveness
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of their Digital Creativity qualitative and quantitative contents? How can be structured
the collaboration among Digital Creative Industries to increase value-chain linkages,
and international partnerships, access to finance and product/services exports? How to
capture and maximise the value-added of Big Data in a Digital Creativity process?

The analysis is grounded on a critical literature review, using market and SWOT
analyses, emergent business models, and sustainability plans. We exploit organisational
semiotics to understand and articulate the interplay between physical and digital worlds,
and to develop the model for depicting a general “Digital Creativity ecosystem” for
value co-creation. Assessing the impact of ‘creativity’ effects, relevant and very different
spillovers are produced (i.e., knowledge, product, network, training and artistic). Taking
into account the current models’ weaknesses, and by considering the lack of tradition
for assessing the impacts and results of ICT tools on Creative Industries, the method‐
ology can be enriched with quantitative and qualitative analysis. According to the United
Nations [3], the Value Chain Analysis is a good decision support tool, able to reveal
competitive advantages exploring structure and functioning of these industries. It eval‐
uates individual action and context in institutions and networks, and it also explicitly
counts Creative Industries’ governance structure for companies with a high level of
complexity. By exploiting the concepts of organisational semiotics, we identified and
presented a model for implementing collaborative and virtual value chains in this sector
by using ICT tools, encompassing the entire industrial traditional approach, and trans‐
forming Big Data into “captured” value. For example, in retailing, since e-commerce
started moving large volumes of trade, insights on design, individual/group customer
experiences and preferences, and user relationship became basic information that can
come from social networks, images, sensors, the web, or other unstructured sources,
thus increasing evidence-based decision making.

4 Impact Assessment Methodology

The following methodology is based on a quali-quantitative approach to measure Big
Data spillover effects on Creative Industries, and is built on Cost-Benefit [31], and Multi-
Criteria analysis [32]. These methods are complementary, as they frame both impacts
that can be represented in monetary, and non-monetary terms. Their combination
enables to consider a wide spectrum of effects, and to combine variables measured in
different ways. The model depicts an ecosystem conceptualising Creativity, Big Data
and Innovation by measuring their social, economic and cultural effects. Since the lack
of studies in the literature proving a methodology for analysing the impacts of Big Data
on Creative Industries, we have proposed several indices, starting from the results of the
literature review in terms of impacts of technologies on these industries, and by comple‐
menting previous analyses with the potential impacts of Big Data in terms of social,
economic and cultural effects. It is based on three main steps: background analysis and
literature review, definition of a list of impact indicators, and their validation by experts
that will follow this preliminary study.

At the current stage of analysis, we present the indices selected; the aim is not to
create new indicators, but to provide a first list of useful indices and sub-indices to
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analyse Creative Industries, following the background analysis and the literature review.
Indeed, references from the critical review are next to each sub-index. The Impact

Table 1. Impact sub-indices

Social impact sub-indices Economic impact sub-indices Cultural impact sub-indices
At macro level:

Support the rise of living
standards [2]

Increase employment, labour
productivity, and gross value-
added [2, 3, 16, 17, 25, 34–37]

Increase the effectiveness of
cultural rights [3, 34]

Increase democratic processes
[33]

Increase of international trades
and exports [30, 35]

Improve cultural diversity
practices [3, 34]

Improve freedom of
expression [33]

Increase development and
growth, especially via tourism
[3]

Increase the capability to
shape cultural experiences and
identities [2, 3]

Support the creation of new
sharing communities [2]

Improve sustainable urban
development [34]

Improve intellectual capital
and human development [3]

Improve collaboration
practices and incentivise new
ways of working [2]

At micro-level: Support the sharing of social
and cultural capital [3, 34]

Support social inclusion [33] Improve value chain processes
increasing supply chain
opportunities [3]

Increase cultural sustainability
[3]

Improve education practices,
skills and knowledge transfer
[2, 3, 34, 35]

Improve entrepreneurship
initiatives, through changes in
organizational structures and
reduce operation costs thanks
to higher service efficiency [3,
26, 30, 35]

Increase cultural and creative
value [3]

Enable the creation of new
policies for creativity [3]

Improve service quality and
generate innovation [26, 34]

Improve innovative content
production [2, 34, 37]

Improve institutional capital
[3]

Reduce timing in delivery,
using and access services [3]
Increase consumers’ demand
by better targeting their needs
and improve business
sustainability [16, 26, 34]
Increase the implementation of
reverse marketing activities
[16, 17]
Create new business models
(i.e. crowdsourcing), and
increase access to finance [3,
16, 17, 26, 35]
Reduce IPR & copyright
issues [2, 33, 35]
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Assessment methodology will be evaluated by a set of experts to identify among the
suggested indices the ones can present a well-inclusive picture of the framework. Our
synthetic indices are: Social Impact, Economic Impact, at macro and micro-economic
level of effectiveness, and Cultural Impact. There is no cross-relation among sub-indices
and the table follows a vertical approach. Each index is composed of a number of
dimensions or sub-indices and each dimension will be then linked to a specific variable,
once the experts will accept these macro-areas (Table 1).

The social impact synthetic index is composed of 8 sub-indices, used to understand
the impact on Big Data of several relevant institutional and societal topics intrinsically
related to the services and products developed by the Creative Industries at macro-level.
Within this context, some scholars have detected the need to focus on the analysis of
the impact of Digital Creativity in generating new sharing communities, both of workers
and citizens, cooperating for improving living standards, education, skills and knowl‐
edge transfer practices [2, 33, 34]. The Creative Industries Council [35] has also assigned
a relevant role to them in supporting the openness and diversity of talents within the
creative production process. The United Nations [3, 4] have more focused on their
impact for improving institutional and knowledge capital, not only for the development
of new policies within companies, but also at governance level. The UK Trade and
Investments Ministry [29] has detected the importance of improving cross-sectorial
communications among engineers, artists and creatives for enhancing social benefits.
Galloway et al. [33], and Lee et al. [34] pointed out that Digital Creativity produces a
high impact on democracy and freedom, by consequently improving social inclusion at
all levels.

These social impact indices are relevant for analysing data flows and their consump‐
tion in real-time, thus producing a huge effect on the ‘creativity’ value of these industries.
Indeed, making Big Data more easily accessible to relevant stakeholders and citizens in
a timely manner can generate exponential value in supporting openness, and enable
talents to develop new business and social activities. This approach also produces a
relevant impact enhancing democratic processes, new sharing communities, and
improving social inclusion for people that originally were not able to access to these
data. Moreover, a significant constraint on creating value from Big Data will be a
shortage of talent, particularly of people with deep expertise in statistics and Machine
Learning [38]. By using this approach, Big Data improve the diversity of talents and
introduce new educational practices, skills and knowledge transfer; they are already
generating positive effects on wages, with a huge impact on global better standard of
living. As an ever-larger amount of data is digitised and is exchanged across different
organisations and companies, there is a set of policy issues that will become increasingly
important. This need requires to improve cross-sectorial communication, to create new
policies and, by consequence, also institutional capital formation by acquiring new
knowledge for different contexts [39].

The economic impact index is composed of 12 sub-indices. In terms of economic
impact indices, the United Nations [3] studied it mainly at macro-level, for assessing
quantitatively the impact on employment and labour productivity, but also at micro level,
analysing the increase of supply chain opportunities and access to finance, the reduction
in the time and costs needed to deliver a service. Although a relevant part of the study
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is on tourism growth, they analysed the economic impact of Digital Creativity on Small
and Medium Enterprises’ (SMEs)’ entrepreneurial activities, the contribution given by
digital services to value-added, and subsequent changes in organisational practices.
Newbigin [2] and Bahkshi et al. [16, 25], among the others, have identified the economic
impact of Digital Creative Industries on gross value-added, too. The latter also depicted
the impact of these industries in the marketing approach, by enabling companies to reach
more users and better target their needs, by developing new business models. Scholars
and institutions agree that impact on Intellectual Property Rights should be carefully
considered, since a large amount of revenues is related to the protection of the intellectual
and creative work. Other relevant sub-indices are related to the macro-level of effec‐
tiveness, to the capacity of Digital Creative Industries to develop international trades
[30, 35], and improve business sustainability [16, 17, 34], including urban development.
Starting from the analysis of the technological impact on ‘creativity’; these sub-indices
contribute to investigate mainly how business processes change when Creative Indus‐
tries use Big Data in their productions.

Indeed, by analysing the effects on creative value chains, companies can also better
understand the effects on corporate marketing functions and the change of organisational
structures. Relevant information can be extracted by combining some of these sub-
indices. For instance, to estimate how the Digital Creativity Industries value and leverage
data assets, and if these data can really confer more value than a brand, they should use
the specific sub-indices able to assess the impact on improving service quality and
generate innovation, and/or enhance business sustainability and entrepreneurial activi‐
ties by reducing, among others, the time-lag to access or deliver a service and its costs.
Within the Big Data market, it is also important to control what existing models are
likely to be disrupted, and in this sense the listed sub-indices aim to identify the potential
new business models arising by using data-intensive technologies. Some correlated
effects are not to be neglected (i.e. increase in consumers’ demand by better targeting
their needs, in employment rate and supply chain opportunities): IT is useful to analyse
also the impact on Intellectual Property Rights and Copyright, especially in terms of
reducing or increasing the possibility for Creative SMEs to generate technological
transfer activities and new patents.

In terms of cultural impacts, the 8 sub-indices here proposed catch the contribution
of Big Data in increasing mainly the creation and sharing of new asset value. In this
sense, the United Nations [3] also provides a relevant analysis of the cultural impacts
of Digital Creative Industries. Lee et al. [34] focused on the relevance of increasing
cultural rights for accessing cultural values per se, thanks to the manipulation of contents
by creatives. According to the United Nations [3] and the British Council [2], a pivotal
role is also played by Digital Creative Industries in improving cultural diversity prac‐
tices, and incentivising the creation of new cultural experiences.

Moreover, Digital Creativity produces the highest impact on generating and sharing
new intellectual and cultural capital for the development of innovative contents. Conse‐
quently, this approach detects a high impact on human development and social capital
that effectively enable these type of industries to increase the sustainability of cultural
practices. Within this context, Big Data effectively contribute to increase cultural capital,
thanks to the creation of new talents, required by the multidisciplinary and
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interdisciplinary knowledge, a solid base to develop innovative contents. The cultural
impact sub-indices clearly show how much all the three main indices are related to each
other, as well as the role of Big Data on Creative Industries.

5 The Collaborative Value Network Business Model

A virtual collaborative value network business model is suggested to support Creative
Industries in benefitting from Big Data. It aims to support these companies to reverse
the traditional value chain by collaboratively creating and selling products through ICT
tools. By implementing a new business model, this approach will have impacts on inter‐
national trade, still one of the major commercial issues for Creative Industries, and public
services [21, 22]. The model aims to overcome the current lack of interoperability,
Intellectual Property Rights and privacy issues of Creative Industries’ products, thus
implementing an easier access to creativity services and increasing cross-sectorial inno‐
vation of Digital Creativity. The suggested approach will reach a positive impact in
terms of social cohesion and innovation, industrial and regional development, social
economy, employment and education [5–8, 26, 40].

The business model design-approach is integrating the aforementioned socio-
economic impact assessment methodology, to drive startups and SMEs in developing
products and services by providing effective economic innovation for society and
governments. Taking into account previous analyses of the Creative Industries’ user
needs and market, it has been possible to identify this model. The Creative Industries’
sector is characterized by the absence of medium-sized enterprises, with a relevant gap
between micro-SMEs and big companies. Small firms are working mainly locally and
only big players benefit from international partnerships. According to Ernst & Young
[41], in 2013, Creative Industries employed nearly 30 million people worldwide and
generated US$2.25 trillion in revenues. Apart US market, Europe is the second-largest
Creative Industries environment, accounting for US$709 billion of revenues (32% of
the global total), and 7.7 million jobs (26% of all Creative Industries jobs), mainly relying
on a well-structured ecosystem of big players. It has contributed US$200 billion to the
digital economy, albeit it is a mature market, showing a weak growth rate in power
consumption (0.6%). The users identified are mainly startups and SMEs who need
support in accessing the Creative Industries’ market and are structurally weak in
accessing finance. SMEs have limited business skills and knowledge about market
opportunities. Access to innovation is also fundamental and can be achieved only by
stimulating the triangulation among governments and Creative Industries’ companies,
through digital collaboration tools.

Schroeder [39] has investigated through a series of interviews with experts three
different business models related to Big Data and has highlighted they are not mutually
exclusive, and many companies have adopted more than one simultaneously. The first
model, called “data users”, refers to companies using data to create value chain or new
businesses. The second, “data suppliers”, generates marketable data or provides data
brokerage services. The third one, named “data facilitators”, offers consultancy services,
such as analytics, hardware and expertise on making value from Big Data (Fig. 1).
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Fig. 1. Theoretical Foundations of Co-Design

Starting from the analysis of these Big Data business models, our hypothesis is that
a technological infrastructure for sharing data among different companies can allow to
generate a new business model within the Creative Industries framework, taking into
account most of the different characteristics of the creative sector. Indeed, our model
aims to co-design creative business activities and an Information Technology system to
provide an integrated platform enabling the collaboration among Digital Creative Indus‐
tries working in different contexts and countries on the same service or product. The
model is built also upon the approach of the Theoretical Foundations of Co-Design [5–
8, 24], which captures business and technical information allowing companies to use
information systems’ functionalities to meet their business goals. Within this frame‐
work, the design is focused on the business system where the technological platform is
only a product, which enables enterprises to split complex problems, providing a shared
view of the business, and comparative advantages.

The Co-Design Model is based on organisational semiotics, giving a holistic view
of the organisation and processes integrated with the Information System. Enterprise
Architecture is a strategic planning approach, which improves business effectiveness
and performances. Socio-technical systems show the relevance of the interaction
between community and technology in the working process. The service-oriented-
architecture re-designs business “operations” into “services”. In the model, these fields
are mutually reliant and operating together to support the co-designing, each providing
a complementary perspective. Using these co-relations, our model considers at micro-
level the interaction between socio-economic and cultural values to be integrated within
the platform for enabling the co-design of creativity services. Indeed, the main goal is
to enable Digital Creative Industries to share and extract new value from Big Data.

The model combines the Impact Assessment methodology previously presented with
the approach suggested by Liu et al. [24]. It designs a real architecture acting as an
intermediary, a bridge between public and private organisations for sharing knowledge,
data and infrastructures. Big Data are one of the most powerful drivers to generate new
Creative Industries’ services. However, they are not relevant if companies do not
consider the interrelated values they can bring in terms of social, cultural and economic
effects. Before creating new services, they should investigate the potential impact
through our methodology by validating its effectiveness and efficacy. After testing it,
the digital platform effectively enables Creative Industries to extract ‘value’ from Big
Data, and produce successful results. By implementing and integrating this model, the
platform shows different catalogues of available data coming from research
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infrastructures (i.e. climate data sets, disaster management, smart cities, predictive anal‐
ysis, environmental information, earth surveillance data), elsewhere not available as
open data, and made accessible to companies for developing new products and services
(Fig. 2).

Big Data

Social 
Value

Economic 
Value

Cultural 
Value

Technology 
Innovation

Fig. 2. The model

Through the digital platform, companies can also interact with researchers willing
to collaborate to develop new products and services, able to offer specific training on
data and infrastructures. In this model, organisational semiotics support agents to collab‐
orate in the co-designing of creative new services and products, thus increasing the value
of the network and improving business agility, thanks to the service-oriented architecture
[40, 42]. The new business model related to this collaborative approach considers
companies as both “users, suppliers and facilitators”, supporting themselves for the
collaboratively creating new business opportunities on the basis of the sharing economy
process [43, 44]. For instance, Creative Industries can use geospatial Big Data for
acquiring new information useful to monitor and protect artistic heritage.

This is the case of a pilot project intended to explore the potential of Big Data for
producing official statistics and improving the timeliness, the details and, in some cases,
the accuracy of commercial statistics on primary cultural destinations [10]. Wikipedia
holds 39 million of articles in 246 languages, and it is widely used, recording 21 million
page views per hour. The analysis has been based on its page views per month for all
articles in its 31 language versions related to the 1.031 World Heritage Sites included
on UNESCO’s list in 2015 World Heritage Sites. By complementing Big Data with the
professional activities of different type of creatives, new technological services for
architectural and Cultural Heritage can be developed. Hence, this model enables compa‐
nies to increase the value coming from Big Data, thanks to the creation of multiple
network effects, the reduction of data collection, storing and switching costs, entry
barriers and infrastructural costs.

6 Conclusions

Traditional Creative Industries, being heavily labor-intensive, might deserve a lack of
productivity [45], but in real world ‘creativity’ and ICT produce new jobs and economic
growth. However, in a globalised and digitised world, they hidden soft and economic
power. The link between Creative Economy and its socio-economic and cultural impacts
has been transformed by these two forces moving in opposite directions. Globalisation
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increases market size, where digitisation - sometimes a disruptive innovation - leads
powerful economic agents to capture in isolation the new value-added, bringing about
a change of the paradigm, where globalisation provides a supra-national framework to
these changes.

In this view, the paper explores the impacts of Big Data on service innovation devel‐
oping a model for Creative Industries assuming that firms who are exposed to more
information and data, both new tech-based and creative ones, have more interconnec‐
tions between industrial structures in their associations. Using a multidisciplinary
approach, the main result shows that Big Data can really support Digital Creative Indus‐
tries in developing new business activities and services, especially in the sub-sectors
implementing ICT tools (television & media productions, communications, advertising
and marketing, design, finance).

At macroeconomic level, Creative Industries develop disruptive innovation using
new technologies, which determine a decrease in value but, adding value to products,
they generate new business models. It leads to an enlargement of markets for Creative
Industries, and to a significant increase in the degree of choice for consumers, counter‐
balancing the destructive power of globalisation.

At microeconomic level, they improve the sharing of collaborative value among
Digital Creative Industries, since their network forces are wider and denser than in less
creative sectors. Digital Creative Industries’ producers can reduce the time needed to
deliver services and consequently costs, by benefitting from sharing new and valuable
contents, not made available before. The next step of this study will be to present the
results of the validation of the methodology through its evaluation by a set of experts in
the field, thus complementing the model for its application in real contexts.
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Abstract. Service business models expose industrial service providers
to an increasing amount of uncertainties. In order to design profitable
offerings, providers need to understand how uncertainties affect contract
profitability. Both, access to data and algorithms are key requirements
for accurate analyses.

While current research focuses on developing algorithms to derive
insights from data that already exist, the need for strategically acquiring
relevant data sets has been neglected so far. In this article, we develop
a method for defining data acquisition strategies to improve uncertainty
analyses for industrial service contracting. We explain how lacking obser-
vations, variables and quality of data affect uncertainty analyses, propose
data acquisition strategies as a systematic plan to acquire relevant data
and develop an approach for ranking acquisition strategies by measuring
their acquisition effort and business benefit.

The method is applied in an industrial use case to demonstrate its
benefit for assessing cost uncertainties in full-service repair contracts.

Keywords: Strategic data acquisition · Uncertainty analysis · Service
contracting · Industrial services

1 Introduction

The shift towards service business models has led to massive changes in the
design of value propositions and contracts in the industrial sector. Manufacturing
companies consider selling functional outcomes of products or services in long-
term contracts rather than marketing distinct offerings in spot transactions [1,2].
As a result, new types of contracts such as extended warranty, full-service [3],
availability [2] or performance-based contracts [4] are evolving.

From a contracting perspective, this development towards long-term rela-
tional engagements poses a considerable challenge with regard to contract design
c© Springer International Publishing AG 2017
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and pricing [1,5,6]. It manifests itself in the question how to handle uncertainty
and how to assess its impact on contract profitability. Quantifying uncertainty
is subject to two requirements: First, decision makers need access to data (e.g.
historical data about repair cost of equipment) and they need algorithms and
statistics to model uncertainty and to assess its impact on business (e.g. describe
repair cost through probability distribution).

The digitization of the industrial sector and the maturity of data analytics
both promise to realize considerable improvements in the assessment of uncer-
tainty and thus in the dissemination of new business models and contracts. Cur-
rently, the focus of research centers around the question what we can learn from
analyzing data that is already available. A rich body of literature deals with the
development of diagnostic and prognostic algorithms for industrial applications
like maintenance optimization or production scheduling. However, practitioners
and researchers have hardly taken up the perspective which data will be needed
in the future and how to define and prioritize strategies to acquire it [7,8].

In contracting this has led to the problem that companies refrain from inno-
vating their business models [9] or have failed in servitizing their business [10] -
due to lacking skills in managing uncertainties, but also due to scarcity of data
[5,11]. As a result, there is no comprehensive body of literature on the strategic
acquisition of data, on the added value of acquiring data from different sources
within and across organizations and on putting it into use for the assessment
of uncertainties in industrial contracting. Therefore, the objective of this article
is to support researchers and industrial decision makers in defining and priori-
tizing data acquisition strategies to enhance the assessment of uncertainties in
industrial service contracting.

The research problem is addressed through conceptual research that is eval-
uated by applying our approach in an industrial use case. Introducing the con-
cept of uncertainty we provide a systematic analysis of related literature on data
acquisition in contracting and data analytics in Sect. 2. On this basis, we eval-
uate how the assessment of uncertainty can contribute to an improved design
of industrial service contracts and outline how data-related problems impede
such analyses (Sect. 3). In Sect. 4, we introduce the concept of data acquisition
strategies and develop a method to rank different acquisition strategies by trad-
ing off their acquisition effort against their business benefit. In order to show
the benefit of this approach, the method is applied in an industrial use case to
improve the assessment of cost uncertainties in the design of full-service repair
contracts (Sect. 5). Section 6 concludes with a summary of the contributions,
their managerial implications and provides an outlook for future research.

2 Uncertainty Analysis in Service Contracting

Business relationships between industrial service providers and their customers
are usually administered through contracts. Contracts are formal written agree-
ments to govern relationships between two contracting parties [12]. As focal ele-
ments, contracts formalize what is being delivered (value proposition [13]) and
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how providers are compensated for this offering (revenue mechanism [13,14]).
Together, delivery costs and revenues determine the profitability of a contract.

When pricing contracts, providers often face the challenge that a contract’s
delivery costs and/or revenues are uncertain - especially if they engage into
long-term relationships. For instance, in industrial maintenance contracts, the
cost of repairing production equipment after failures may be influenced by the
specific spare parts used, by the required effort of repairing the equipment, etc.
Revenues, on the other hand, may be certain or uncertain as well (e.g. fixed
price vs. cost-based price [14]), which will ultimately determine how much profit
is being earned from a contract. Thus, in order to design profitable contracts, it
is essential to understand how uncertainty affects contract profitability.

Formally, uncertainty is the absence of certainty. That is, at the time a deci-
sion is being made, the decision maker is not certain about the decision outcome
to be realized in the future [15]. Two conditions can be distinguished (ibidem):
Risk or measurable uncertainty [16] describes a condition where the decision
maker has knowledge of the probability of decision outcomes to be realized. For
instance, the maintenance provider may know how maintenance costs are distrib-
uted. Ignorance, on the other hand, characterizes a condition of true uncertainty
[16], where the decision maker is ignorant about what is going to happen in
the future. The more informed a decision maker is - i.e. the higher the level of
certainty - the easier it is to opt for the optimal decision alternative.

Acquiring data to come to more informed decisions seems an obvious and
effective strategy to improve decision making - and we will elaborate on the
benefit of strategic data acquisition in the remainder of this article. However,
not all uncertainties can be reduced. For instance, considering a dice that gen-
erates a sequence of numbers between one and six, it is not possible to predict
its exact outcome, regardless of the number of trials observed. Theory therefore
distinguishes between aleatory uncertainty which is given, and epistemic uncer-
tainty which can be reduced through the acquisition of data [17]. This article,
investigates the reduction of epistemic uncertainties.

Below, we introduce related work on data acquisition. Articles were identified
through a forward/backward keyword search [18] in Google Scholar. Keywords
included variations and combinations of the terms data acquisition, data man-
agement, data analytics, uncertainty/risk management and industrial service.

2.1 Related Work on Data Acquisition in Service Contracting

In literature on service contracting, the topic of strategic data acquisition
is addressed in articles dealing with the identification, assessment and man-
agement of uncertainties in the delivery of long-term service contracts. This
research stream is closely related to literature on product-service systems [19] and
investigates the assessment of uncertainties in full-service, availability-, usage-,
performance- or outcome-based contracts.

Herzog et al. [1], Erkoyuncu et al. [2,11] and Schulte and Steven [20] develop
frameworks for uncertainty management in service contracting. They propose
generic steps for dealing with uncertainties (e.g. identify, assess, analyze, reduce,
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control), but do not address the question which data is required for reducing
uncertainties. Other articles focus on the identification and categorization of
uncertainties for particular types of contracts [21,22], but do not discuss how to
quantitatively measure them. Schwabe et al. [23] provide an overview of methods
and metrics for quantitatively measuring uncertainties, but do not investigate
how to collect relevant data - although they emphasize that many methods build
on the analysis of quantitative data. Finally, Erkoyuncu et al. [5,17] develop
methods for estimating the delivery cost of product-service systems. They dis-
cuss the treatment of epistemic and aleatory uncertainties in cost estimation and
discuss qualitative and quantitative approaches for their measurement. Although
both articles highlight the importance of acquiring data for quantitative uncer-
tainty analyses, they do not discuss data acquisition strategies.

2.2 Related Work on Data Acquisition in Data Analytics

As a second research stream we investigated literature on data analytics, since
the collection of data forms an integral part of any data analytics project. Data
acquisition is mainly addressed in review articles on data analytics [8,24] and its
adoption in the industrial sector [7,25]. Furthermore, we identified articles that
develop methods to improve information exchange in and across organizations
[26,27] and to assess the inherent uncertainty in data [28].

Kaisler et al. [8] provide a list of data-related challenges in big data analytics.
Challenges comprise data storage and transport (data size), its management
(data provenance) and processing (computing capacity). Moreover, the authors
discuss problems of quality vs. quantity, of data growth vs. data expansion, of
speed vs. scale, data ownership, compliance vs. security, value of data, distributed
data vs. distributed processing. Their research emphasizes why a strategic and
systematic treatment of this topic is so important. The identified problems are
confirmed by other authors. Bose et al. [24] regard the availability and sharing
of data across organizations as an important challenge and emphasize the need
of acquiring relevant target data sets. Klöpper and Schlake [25] discuss big data
research challenges in the industrial sector. They state that the concept of storing
any amount of data is not economically feasible and point to the necessity of
choosing the right data. Baglee et al. [7] confirm the need for differentiating
and prioritizing data in order to avoid data overload and to prevent information
islands. They also highlight the requirement for assessing data uncertainty and
inconsistency in order to enhance data modeling and analysis.

Koronios et al. [26] and Jess et al. [27] propose solutions to improve the
data exchange in and across organizations. Koronios et al. introduce internal
data markets where data can be exchanged and described through meta data
(quality, price, terms of use). Jess et al. discuss a market-based approach to
acquire cross-organization data. They develop a framework of characteristics to
identify suitable scenarios for using market-based data acquisition strategies.

Finally, Durugbo et al. [28] develop a methodology to assess data uncer-
tainty (in terms of quality and accuracy of data) in product-service systems.
The approach helps to identify data quality issues.
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3 Towards Strategic Data Acquisition for Analyzing
Uncertainties in Industrial Service Contracting

The literature analysis confirms the need for the development of methods for
identifying, collecting and acquiring data sets. However, although data acqui-
sition is considered important, it has not been systematically investigated yet.
The following section establishes the basis for the development of data acquisi-
tion strategies (Sect. 4). We will first explain how the analysis of uncertainties
can improve the design of service contracts (Sect. 3.1). Subsequently, we dis-
cuss how problems with the input data can impede accurate and meaningful
uncertainty analyses which may lead to an adverse contract design (Sect. 3.2).

3.1 Uncertainty Analyses and Their Benefit for Contracting

When designing contracts, providers can benefit from uncertainty analyses in
three ways (Fig. 1): First, their analysis can help to derive more accurate esti-
mates of costs and revenues. These estimates allow to define prices or contin-
gencies that increase the likelihood of meeting predefined profit targets [17].
Second, if providers understand what type of uncertainties affect their revenues
and costs, they can offer customized contracts [24] that account for the specific
uncertainties induced from offering a service to a particular customer. Third,
a better understanding of uncertainties would also allow to better mitigate the
impact of uncertainty by reacting more effectively to adverse events [29].

Depending on the benefits providers want to realize, they can adjust the
focus or objective of uncertainty analyses (Fig. 1): Estimating revenues and
costs requires an accurate measurement of uncertainties. Ideally, quantitative
techniques like statistical or predictive modeling are employed to form accurate
estimates (e.g. [5,17,23]). For instance, providers could derive probability distri-
butions from historical data to measure revenue and cost uncertainties. Second,
providers may analyze, which factors have an influence on the revenue or cost
of a contract (identify uncertainty drivers) (e.g. [21,22]). The more profound
the understanding of these factors is, the more degrees of freedom do providers
have for customizing their offerings [24] and for effectively mitigating uncertain-
ties [29]. For instance, using regression models, one could analyze the impact of
factors like operating hours or equipment age on the amount of incurred repair
cost. Finally and ideally, providers are able to predict how these factors will
develop over time in order to account for possible trends (forecast development
of uncertainty drivers). For instance, if providers had knowledge of their cus-
tomers’ production plans and hence the operating hours of their equipment,
they could more accurately predict the number of equipment failures over the
contract duration.

3.2 Data-Related Problems and Their Impact on Contracting

The steps above describe how the joint analysis of uncertainties and contract
design is ideally performed. However, relevant data for this analysis is often
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ContractingUncertainty AnalysisData
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3 Forecast development 
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service contracts

• Mitigate impact of 
uncertainties

Fig. 1. Objectives of uncertainty analyses and their benefit for service contracting.

not available in sufficient volume, structure or quality. Understanding, how and
which data-related problems affect the analysis of uncertainties is essential for
addressing data acquisition in a systematic manner.

Three types of problems can impede the reduction of uncertainties (Fig. 2):
An insufficient number of observations may result in inaccurate uncertainty
measurements. A typical example is the determination of failure rates of indus-
trial production equipment, which requires a sufficient amount of failure data to
obtain accurate probability distributions. Since failures are rare events, acquiring
enough observations is a challenge. The second problem refers to an insufficient
number of measured variables which may impede providers from identifying fac-
tors that affect a target variable of interest. For instance, the failure rate of
equipment and hence the repair cost may depend on the particular equipment
type or age. Identifying such correlations through data-driven approaches (e.g.
[21]) requires a rich set of observations and a rich set of measured variables,
since both the direction and the magnitude of an effect are of interest. Some
authors refer to this challenge, as collecting the “right” data [7,8,27]. Finally,
even if enough data is available, it may have an insufficient data quality [8,26,28].
Wrong data can easily lead to prediction errors with a high business impact or
may result in drawing wrong conclusions [26]. Problems of data quality may
materialize directly - e.g. in form of incomplete, inconsistent or inaccurate data
- or indirectly in the sense that the data is not trustworthy or plausible [28].
Methods for assessing data quality have been proposed in [28,30,31].

Thus, in order to decide which data to acquire, providers need to understand
what type of data-related problems they face. In the following, we will explain
how data acquisition strategies can help to address this challenge.

4 Development of Data Acquisition Strategies

Since flaws in uncertainty analyses are caused by different data-related prob-
lems, providers need to decide whether to invest in increasing observations, in
measuring more variables or in improving the quality of relevant data sets - or
any combination of it. In order to do this in a structured manner, we suggest
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• Inaccurate uncertainty 
measurement
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• Lacking opportunities 
of customizing contracts

• Unfavorable design 
of contracts

Data –related problems

1 Insufficient number of 
observations

2 Insufficient number of 
measured variables

3 Insufficient data 
quality

Fig. 2. Data-related problems and their impact on the analysis of uncertainties.

to define data acquisition strategies and to develop methods that help deci-
sion makers to compare and rank different acquisition alternatives. Formally, we
regard a data acquisition strategy as a plan to acquire data sets with more obser-
vations, more variables or at a higher level of quality for improving the analysis
of uncertainties with regard to a specific business objective. In this section, we
develop a structured approach to determine the utility of different acquisition
strategies (Sect. 4.1) by trading off their respective acquisition effort (Sect. 4.2)
against their potential business benefit (Sect. 4.3).

4.1 Utility Analysis to Evaluate Different Data Acquisition
Strategies

In order to compare the benefit of different acquisition strategies, we propose
using methods from the domain of utility analysis (Fig. 3). The method helps to
structure decision making in complex situations by attaching a utility u(a) to
each decision alternative a ∈ A. In our case, a decision alternative a may be any
combination of strategies S1 to S3 for a particular data set of interest. The utility
u(a) is computed based on a scoring function u(a) =

∑m
r=1 wr∗ur(a) that weights

the importance of relevant attributes r ∈ R with a weighting factor wr such
that the sum of all weighting factors equals 1. We suggest to use attributes that
measure the effort and the benefit of acquiring data sets (compare also [7,26,27]).
In contrast to similar methods like cost-benefit analysis, utility analyses do not
require to express the value of specific decision alternatives and attributes in
monetary units. This is beneficial, since it is not always feasible to measure
the effort or benefit of acquired data in monetary terms. The attribute weights
and the utility attached to specific attributes of decision alternatives may be
agreed upon in joint focus groups and expert assessments with sufficient domain
knowledge. Overall, the method can be flexibly adapted both in terms of the
effort and depth of the analysis (e.g. how many attributes are considered, how
the weighting is performed) and with regard to the application case considered.
Although the attribute weights may change when analyzing different use cases,
we will discuss how to conduct a utility analysis and we will propose attributes
that may influence the effort and benefit of acquiring data.
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Fig. 3. Prioritization of data acquisition strategies for uncertainty analysis.

4.2 Effort of Data Acquisition

This section proposes attributes to measure the effort of acquiring data in the
industrial sector. For each attribute, we will discuss under which conditions the
acquisition effort increases and we will point to literature that supports this
claim. We do not consider the propositions to be generally true, however, we
are convinced that they are relevant for many use cases in the industrial sector
and beyond. Also, due to the limited scope of this work, we will not discuss
the technical effort - e.g. data integration, processing, and storage [7,8,24] - of
acquiring data.

The first factor that significantly affects the effort of acquiring data is the
data origin - i.e. if it is generated internally or by external parties such as cus-
tomers or suppliers [27,32]. Fromm et al. [32] classify data sources into provider
internal data, third-party data and what they refer to as encounter data. Provider
data is generated within the provider’s internal organization, third-party data is
generated and owned by third parties (e.g. customers or suppliers). Encounter
data is generated at the time a service is delivered or co-created between provider
and customer. According to Bose et al. [24] and Jess et al. [27], acquiring data
from third parties is more difficult than collecting provider internal data. Also,
we argue that it is usually easier to acquire encounter data than customer data.
First, this data is jointly created in the process of service delivery [32]. Second,
acquiring data during the service encounter may not require additional effort
and clearings from customers. Although customers may refrain from providing
access to their IT-systems, they may accept that service technicians document
part of this information themselves. Thus, we make the following proposition:
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Proposition 1: The effort of acquiring provider internal data is lower than
acquiring encounter data is lower than acquiring customer data.

Second, data may be owned and generated at different organizational levels
of an enterprise - from strategic planning to operations [7]. Due to information
silos [25–27] or due to the strategic value of data, customers may not be able or
agree to share data that is generated at specific organizational levels. For man-
ufacturing companies, the enterprise systems that support these organizational
levels are characterized in a norm on enterprise-control systems [33]. Four levels
of enterprise systems are distinguished: Level 4 (enterprise resource planning)
captures data for strategic corporate planning. Level 3 (manufacturing execution
system) deals with operational management concerning production planning and
optimization. Level 2 (supervisory control and data acquisition) to level 0 (input
output signals of devices) comprise systems for supervising production processes
and for real time monitoring and controlling of production equipment. We argue
that the strategic value of data will usually increase from level 0 (shop floor) to
level 4 (enterprise resource planning). Thus, the effort of acquiring level 4 data
from customers is probably higher than acquiring level 0 data. For instance,
while customers may agree to share data of condition monitoring systems (shop-
floor), they may not be willing to share data about their planned production
volume for the next year (ERP system).

Proposition 2: The higher the strategic value of data, the higher is the effort to
acquire it.

Third, it is important to account for the data structure and to distinguish
between what we refer to as static data and dynamic data. Static data does
not change over time and can hence be collected at a one-time expense. An
example of static data is master data of industrial production equipment which
may comprise information about serial numbers, equipment types, production
dates, etc. Dynamic data, on the other hand, evolves over time. An example of
dynamic data is failure data, which allows improving failure statistics each time
an equipment fails over its lifecycle. Naturally, dynamic data cannot easily be
acquired in an ad-hoc fashion which motivates the following proposition:

Proposition 3: The effort of acquiring static data is lower than the effort of
acquiring dynamic data.

Depending on the use-case, the influence and directions of factors may differ
and other factors may need to be considered to determine the acquisition effort
of data. The utility analysis and the expert assessments have the flexibility to
account for such exceptions. However, we believe that the outlined factors will
be relevant for many cases encountered in the industrial sector.

4.3 Benefit of Data Acquisition

Benefits of acquiring data for service contracting have already been laid out
in Sect. 3. The value of increasing observations, variables or data quality needs
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to be assessed for each use-case individually and cannot be easily generalized.
However, we will point to opportunities that may bring particular value for
reducing uncertainties in service contracting.

Increasing the number of observation helps to derive more accurate estimates
of a target variable which may yield significant benefits for contracting: More
accurate cost estimates could help providers to charge lower risk premiums for
accepting operational risks from their customers. In price competitive markets,
providers could hence offer lower prices to increase market shares. In high margin
markets, calculating with lower contingencies may directly translate into higher
margins and profits. A lot of potential to increase observations of data resides
in exploiting installed base information - especially for dynamically evolving
data. For instance, providers may not only increase observations of failures by
observing a single unit of equipment for a longer period of time, but also by
observing the entire installed base of equipment at the same time.

Increasing the number of measured variables helps to identify uncertainty
drivers. It supports the design of more customized offerings for specific customer
segments, which allows to market more competitive offers and to increase con-
tract profitability. The challenge of acquiring more variables is foremost about
identifying relevant candidate variables, and subsequently about determining the
direction and magnitude of their impact. In the industrial sector, opportunities
come from two directions: First, despite advancements in data analytics, domain
knowledge still plays a critical role for identifying the most relevant data sets and
variables to acquire (compare [21]). Second, we believe that a lot of potential lies
in the analysis of static data such as information about the type and application
purpose of equipment. Often, static data is easier to acquire - e.g. it can often
be collected during a service encounter. Moreover, it can be more easily used for
customizing contracts and for segmenting markets compared to dynamic data,
as it does not change over the contract duration.

Finally, providers can increase data quality. Ideally, data collection is already
designed such that data quality is accounted for, as it requires enormous effort
to improve the quality of data once it has been collected. While measures like
data completeness or consistency may be assessed automatically (e.g. [30,31]),
detecting problems of data plausibility or trustworthiness is much harder and
will usually require a lot of domain knowledge. While cognitive and semantic
technologies are still under development, we believe that quality assessments of
domain experts may give the most reliable results as to which degree we can
trust in analyses made.

In the following, we will exemplary show, how the proposed framework can be
put into use to define data acquisition strategies for analyzing cost uncertainties
in service contracting.

5 Application of Method for Analyzing Cost
Uncertainties in Full-Service Repair Contracts

The following results originate from research that was conducted in cooperation
with a discrete automation equipment provider. In order to improve the design of
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Table 1. Data acquisition strategies for analyzing repair cost uncertainties

a Sd Data set Effort Benefit
∑

Origina Organ. levelb Structurec

w1 u1(a) w2 u2(a) w3 u3(a) w4 u4(a)

a1 S2 Mechanical load 0.3 −1.0 0.3 −0.2 0.3 −1.0 1 1.0 0.34

a2 S2 Operating conditions 0.3 −0.5 0.3 −0.2 0.3 −1.0 1 0.8 0.59

a3 S2 Commissioning date 0.3 −0.5 0.3 −0.2 0.3 −0.5 1 0.1 −0.26

a4 S2 Decommissioning date 0.3 −1.0 0.3 −0.2 0.3 −0.5 1 0.5 −0.01

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

a10 S2 Application purpose 0.3 −0.5 0.3 −0.2 0.3 −0.5 1 0.5 0.14
a Data origin: provider (−0.2), encounter (−0.6), customer (−1.0)
b Organ. level: level 0 (−0.2), level 1 (−0.4), level 2 (−0.6), level 3 (−0.8), level 4 (−1.0)
c Data structure: static (−0.5), dynamic (−1.0)
d Data problem: observations (S1), variables (S2), quality (S3)

their full-service repair contracts, the company aimed to better understand which
factors affect the repair cost of equipment. For this purpose, we performed a data-
based analysis of historical repair data with regression analyses, support vector
machines and neural networks to identify and measure the impact of different
cost drivers on the total repair cost of equipment. In the course of this analysis
and in discussions with domain experts we identified data-related problems that
impeded further analyses along all three dimensions (observations, variables,
quality). Exemplary challenges (S2) along with a simple utility assessment of
corresponding data acquisition strategies are listed in Table 1.

The table lists data acquisition strategies a1 to a10, each referring to a spe-
cific data set. The acquisition effort is measured by the attributes data origin
(provider, encounter, customer), organizational level (level 0 to level 4 ) and
data structure (static, dynamic) with equal weights w1 = w2 = w3 = 0.3. The
effort u1(a), u2(a), u3(a) ∈ [−1, 0] of acquiring each data set was determined by
two researchers with input of industrial experts. For each attribute r, a scale
of attribute values was determined in order to account for their different acqui-
sition effort (see footnotes in Table 1). The benefit of each acquisition strategy
is expressed by a single value u4(a) ∈ [0, 1] weighted with factor w4 = 1. The
benefit reflects the potential of each data set for improving contracts to increase
either market share or contract profitability. The overall utility of each strat-
egy is the weighted sum of effort and benefit. For example, strategy a1 aims
to acquire data about the mechanical load under which equipment is operated.
Since abnormal loads are root causes of failures, the data could help to derive
more accurate estimates of the number of failures to occur over the contract life-
time. This would enable providers to customize contracts and to market specific
offerings to distinct customer segments (benefit). For instance, providers could
offer a discount for customers with normal load profiles while increasing prices
for high-load customers. The acquisition effort is determined as follows: Load
data is dynamic data since it evolves and changes over time. It is generated at
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the customer’s production site by sensors and controllers at the field level (level
0 ). Acquiring this data is rather effortful, since it needs to be constantly trans-
mitted and since providers require the consent of their customers for collecting
the data. The overall utility of this particular strategy is simply the weighted
sum of effort and benefit.

The utility of each remaining acquisition strategy was determined accord-
ing to the same rationale. A comparison of the derived utility values allows to
establish a ranking among all alternatives. Based on this ranking, providers can
prioritize investment decisions to acquire the necessary data for achieving their
strategic business objectives.

6 Conclusion

In this work, we developed a method for defining and prioritizing data acquisition
strategies to improve uncertainty analyses in industrial service contracting.

First, we explained how the analysis of uncertainties enables providers to design
more profitable and customized service contracts. We described three objectives
of uncertainty analyses (measure uncertainty, identify uncertainty drivers, fore-
cast uncertainty drivers) and explained their benefit for contracting (accurate
cost/revenues estimates, contract customization, uncertainty mitigation). Second,
we described how data-related challenges affect uncertainty analyses and intro-
duced the concept of data acquisition strategies (observations, variables, quality)
to address these problems. Third, we explained how to compare and prioritize data
acquisition strategies through utility analyses and proposed concepts to evaluate
their effort (origin, organizational level, structure) and benefit. Finally, we applied
the concepts and method in an industrial use-case to show their benefit for the
analysis of cost-uncertainties in full-service repair contracts.

For companies engaging into data analytics projects, our research provides
directions for identifying data-related challenges and for acquiring data in a
systematic manner. Besides its application in dedicated analytics projects, the
method may guide discussions to identify and acquire those data sets that enable
companies to gain a strategic competitive advantage on a corporate level [24].
Despite these contributions, there is room for improvements. In the future, we
plan to further investigate factors that affect the effort and benefit of acquiring
specific data sets. For instance, we are convinced that data sets which are relevant
for a broad range of use-cases are probably more valuable than data sets that
are only relevant for a single use case [8]. In addition, data acquisition is closely
related to technical challenges such as data integration, processing, and storage
that may affect the acquisition effort ([7,8,24]). Further research is required to
account for such factors.

We are convinced that corporate investments in data analytics technologies
and connectivity of devices will pay off even more if companies significantly
increase their efforts to acquire those data sets that will allow them to realize
competitive advantages in the future. Although proposed concepts and meth-
ods are research in progress, they may serve as a first basis to further advance
research in this important field.
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Abstract. Value creation with data science methodologies generates
important insights. However, these insights do not systematically provide
service value to customers. Therefore, we show a systematic approach to
use data science for the process of service design. We develop a structure
of data science methodologies in the dimensions of their potential to cre-
ate service benefit. This enables the mapping of the value contribution
of the data science tools on the different perspectives and phases of the
service design process. Based on this mapping, a direct link can be estab-
lished between the outcomes of the data science methodologies and the
value drivers for the customer. The resulting new methodology allows
the systematic value creation from insights generated by data science.

Keywords: Service science · Data science · Service design · Data
product design · Data-driven value creation

1 Introduction

This paper describes a new methodology for creating value from data science.
Specifically, the goal is to develop data-based services and products starting
with insights generated by data science tools. According to [1] data science tools
provide insights which support decision making. However, these insights do not
yet make up data products for which user or customers are ready to pay. For
new data science-based results the appropriate business applications often are
not obvious. In other words, data science tools may provide solutions for which
we need to find a suitable application. Therefore, this article describes a way
how to systematically design services given data science-based outcomes.

The generic value chain for data-intensive user services is shown in Fig. 1. We
assume that we have data available as well as the data science tools to create
insight from this data. However, we lack a methodology how to create service
value for users out of the insights. The literature provides numerous sources
describing how to extract value from data. [1] describes how data science can be
used as a driver for analytical engineering and how organisations can incorporate
data science in their business strategy. [2] provides an long list of data science
applications across various industries and use cases. These sources focus on the
generation of insights from data, which represents an essential prerequisite for
the creation of value from data. However, it is not clear whether these insights
c© Springer International Publishing AG 2017
S. Za et al. (Eds.): IESS 2017, LNBIP 279, pp. 173–181, 2017.
DOI: 10.1007/978-3-319-56925-3 14
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Fig. 1. Creating user value out of data science-based insight

can be considered providing service value from the user’s perspective or if there
are customers willing to pay.

According to [6] data products are not about data, but about enabling users
to do what they want to do. Data products are to deliver results rather than
data and data is invisible in the product. [7] points out that data products must
always be designed based on the user’s objectives in order to create actionable
value and not just more data. The so-called drivetrain approach is proposed to
find the optimum actionable outcome. Both [6,7] make clear that data products
need to be designed to meet the user’s objectives and needs.

In order to make sure that the resulting services and products generate value
for users, the concepts of service design and service science can be applied, which
provide a systematic procedure to create service value for users and customers.
The service concepts are based on the assumption that the beneficiary of the
service there is always a human being [3]. This holds also for industrial services
(e.g., in the Industry 4.0 context), in which human actors are creating value
typically supported by technical machines. Services are usually provided in ser-
vice systems, which are configurations of people, technologies, organisations, and
information that create and deliver value to all stakeholders in the system [3,4].

Therefore, we now put the focus on the problem of understanding the user’s
needs and designing value propositions to meet those needs. When talking about
value creation for humans, there are the established tools for service design [11–
13]. These tools point out that the value needs to cover both functional as well
as emotional user needs (in [11] so-called jobs, pains and gains).

The challenge “How to use data science for service innovation?” is addressed
in the literature. In [8] an approach is shown to combining service design with
business analytics to improve the service innovation process. However, the app-
roach is focussed on the very specific aspect of identifying patterns of customer
behaviour and product usage by customers. The literature [1] discusses the appli-
cation of data science for business and states that business problems need to be
decomposed into sub-problems that can be solved by analytics. The approach is
primarily focused on the solution design (the phase “Design of Value Proposition
and Processes” in Fig. 3). Also [9,10] apply analytics or artificial intelligence for
the segmentation of customers or understanding customer behaviour. Although
these approaches highlight important potentials to improve service innovation
with the help of data science, there are many additional aspects of the service
design process which can leverage the benefits of data science. The literature
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about service design [11–13] describes the phases of the process for engineering
customer-centric services. It becomes clear that in various steps of this process,
analytics can help finding better solutions. However, we lack a systematic app-
roach for this support.

According to [4] the application of data’s value for smart service systems rep-
resents a current research challenge. [5] suggests that the application of advanced
technology like smart systems or cognitive computing to advance service is put
on the research agenda.

The approach discussed in this paper differs from the approaches in the
literature in two ways: First, it considers the application of analytics for the
end-to-end service design process, i.e. comprising all phases of Fig. 3. In partic-
ular, the phases preceding and following the design of the value proposition are
considered. Second, the approach discussed here explicitly takes into account a
literature-based structure of data analytics w.r.t. the potential benefits (Fig. 2).

In Sect. 2 we elaborate a structure of data science tools which can be mapped
on the structure of the service design process. The latter is discussed in Sect. 3.
The mapping scheme of the data science tools to the service design process is
presented in Sect. 4. Section 5 provides application examples for the new app-
roach.

2 Structure of Data Science Tools and Their Value
Contribution

In this section, we structure the data science-based tools according to their
potential contribution to create service value (Fig. 2). The nine boxes in Fig. 2
represent fundamental data mining concepts according to [1]. We use them as
basic elements of data science-based insights. They can be combined to larger
data science models targeting at value creation for specific service design con-
stellations. Thus, we have a toolbox available for the creation of service value.

The data science concepts can be differentiated into unsupervised and super-
vised data mining methods (left-hand side of Fig. 2). In case of open, explo-
rative problem statements without a clear goal the unsupervised methods can
be applied (e.g., not yet clear how to segment the users or which are the stages
of the customer journey). On the other hand, if insights for specific problem
statements with specific variables are required, supervised methods are selected
(e.g., whether a specific service will be used and paid by customers in a specific
situation).

The examples on the right hand side of Fig. 2 are adapted and generalised
from [2] and represent an abstract of all potential applications. They suggest
elements of potential data products. Figure 2 helps to find elements of services
that can be created when we have a specific set of data science-based methodolo-
gies available. Therefore, this approach provides a means to find potential data
products.

The challenge that we now have to solve is the following: the data science-
based outcomes shown in Fig. 2 represent solutions. However, we do not yet
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Fig. 2. Structure of data science-based insights with their benefits for services

know for which user this solution may be useful and in which context. I.e.,
generating data science-based insights provide solutions for yet unknown user
needs. Therefore, a process for modelling the user is presented and discussed in
Sect. 3.

3 Design of Service Value for Users

Service science and service design provide us with a rich toolbox of methodologies
for creating value for users [3,11–13]. There are many variants of the service
design process, but they have in common that they generate user insights and an
understanding of user needs at a very early stage of the process and then iterate
in designing, testing, and improving the value proposition [11–13]. We define
here the service design process as shown by the steps in Fig. 3. We differentiate
the overarching phases “explore” (for understanding the user and his needs),
“create” (for designing the solution), “reflect” (for testing and improving the
solution in co-creation with users), and “implement” (for the operational and
market deployment of the service).

The process starts with setting the application field describing the situation
and context in which the user’s challenge is located (e.g., the application field
may be “user wants to travel from A to Z”). Next, the phases “Customer Insight
Research” and “Customer Profile Modelling” help to understand the user’s needs
(jobs, pains, gains) in the different contexts and along his user journey. Upon
this, in the phase “Design of Value Proposition and Processes” the service and
the service processes are designed to fit with the user needs in terms of the jobs,
pains and gains. In the phase “Test and Improvement”, the service is tested
with users (e.g., “Does the value proposition fit the user’s needs?”, “Do users
understand and like the service?”, etc.). Note that from this phase the service
design process usually jumps back to the previous phases for re-designing the
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Fig. 3. Phases of the service design process

value proposition, or even for adapting the customer profile. I.e., there are several
iterations of “design – test – improve” until the service is found to be ready
for deployment. In the last phase of the service design process the service is
operationalised and marketed.

In each phase of this process there are design and engineering challenges to be
solved. In the phase “Customer Insight Research”, for example, the challenge is
to capture and quantify the functional and emotional needs and to classify them
into segments for the next phase “Customer Profile Modelling”, in which the
typical customer profiles are described. In the phase “Design of Value Proposition
and Processes”, the task is to identify service elements which provide relevant
value to the user. In the phase “Test and Improvement”, the hypothesis for the
value proposition needs to be assessed quantitatively. If it is falsified (e.g., the
target customer does not sufficiently appreciate the service), a new hypothesis
for the value proposition needs to be designed (iteration of “design – test –
improve”).

4 Identifying the Value Drivers for the Data Tools

In Sect. 2 the fundamental concepts of data science are structured and mapped
to potential data products. In Sect. 3 the steps of the service design process and
the corresponding design challenges are discussed.

A coupling matrix is now developed bringing the service design phases of
Fig. 3 in relation with the data science-based insights discussed in Fig. 2. The
approach is now to map the available data science tools to the design phases
such that they provide value. The mapping has been developed as follows: for
each phase of the service design process of Fig. 3, the typical problem statements
as described in Sect. 3 haven been put in relation with the outcomes of the data
science tools (Fig. 2). For instance, in the phase “Customer Insight Research”,
the identification of customer segments with similar needs is one of the most
relevant challenges, to which clustering can contribute substantially. In this way,
the mapping of the data science tools on the different phases of the service
design process has been constructed. The result is shown in Fig. 4. The dots
in the matrix show to which phase of the service design process the different
data science tools can contribute value. The size of the dots has been assigned
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qualitatively based on the constructed relationship between the data science
tool and the phase of the service design process. It qualitatively indicates the
strength of this value contribution (small, medium, large contribution). The
empirical validation of this constructed mapping is subject to further studies.

Generic application pattern (dots with numbers 1 to 5 in Fig. 4): In a given
business situation in a consumer service context, we may have data available
about our customer’s past behaviour and how they used various products. This
data allows us to cluster customers into groups depending on different attributes
(dot 1 in Fig. 4), i.e. to define our customer segments. We can describe a typical
customer behaviour using profiling algorithms (dot 2 in Fig. 4). In the value
proposition design phase, we may apply almost the full spectrum of data science
tools to design our product or service (cluster of dots 3 in Fig. 4): for instance, we
may have external data sources about environment conditions (e.g., weather and
traffic) allowing us to apply co-occurrence algorithms to analyse in which context
the customer is most likely to have which specific problem or pain and design
the service features accordingly. Or we may use classification or link prediction
to assign service features to specific users or contexts. Additionally, for an early
estimation of a business case for our new service, we may have data for regression
models indicating the intensity of the service usage and the willingness to pay.
In the test phase (dot 4 in Fig. 4), we can apply causal modelling to avoid test
insights based on correlations, for example. And, for the go-to-market-phase, we
may have data to apply classification for target marketing (dot 5 in Fig. 4).

Fig. 4. Mapping the data science-based insights on the service design process
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Like the service design process, the procedure to use the data science tools
for finding data-driven value propositions is not a linear one. The design process
is highly iterative and goes forth and back (again, iterations of “design – test –
improve”). These iterations are indicated by the squiggle in Fig. 4.

5 Application Examples

The mapping scheme of Fig. 4 and the generic application pattern of the previous
section were applied in first case studies. We discuss two different kinds of cases
in this section.

A first case study was conducted with a service provider striving for a new
offering in the area of “connected home”. Thus, the application field was given,
but it was not yet clear which value proposition this service should provide
to which customer segments. Various demographic and behaviour data were
available. A clustering of customers with different attributes can show whether
customers fall into natural groups (e.g., based on the place of residence, patterns
of presence and energy consumption etc.). Co-occurrence grouping can be applied
to look for customers who already use similar services. The typical behaviour of
customers on the company’s website can be investigated by profiling. Deviations
from these patterns of behaviour may indicate an opportunity for the new service.
The value proposition then refers to the customer segments and the customer
profile. For example, by a combination of classification and regression, the energy
consumption can be predicted for the identification of potential savings. Finally,
classification may support personalised marketing campaigns.

In contrast to the previous example for a new service development, many
application examples do not follow the service design process in a linear way.
For the second example, a case study was investigated in which technical tools for
speech-to-text and natural language processing were available and the applica-
tion field was in the context of customer service representatives (CSRs). The task
was then to elaborate how the benefit of these technical tools can be leveraged
for the daily work of the CSRs. Thus, considering the CSRs as the customers of
the service, the technical tools were considered contributing to the service design
phase “Design of Value Proposition and Processes” in Fig. 4. To start, we went
back to the phase “Customer Insight Research” to understand the functional
and emotional needs of the CSRs and to cluster them into segments. In the case
study, this step was partly done using qualitative methods since limited quan-
titative data was available. Next, the typical journeys and profiles of the CSRs
could be described. This allowed us to return to the phase “Design of Value
Proposition and Processes” and shape a precise value proposition based on the
technical tools (i.e., based on speech-to-text and natural language processing).
The value proposition was then focused on the support of the CSR during the
dialog with the customer and comprised the following elements: the automatic
retrieval of customer data records, the estimation of the customers context sit-
uation, the presentation of offers to be made, as well as the recording of the
conversation with the customer in a structured way.
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6 Conclusions and Further Development

In this paper the question how to get value out of data science-based insights was
discussed. First, a structure for the data science principles was shown with their
potential contribution to service value creation. Then, the service design process
was outlined. The design challenges in the different phases of the service design
process were discussed, thus revealing where the data science-based insights can
plug in for deploying their value. Finally, the data science and the service science
approaches were combined in a new structure which outlines the application of
data science along the process of service design.

This new structure has been developed and validated with several practical
use cases so far. Complementary research will validate the applicability of the
scheme in different industries and different service constellations and adapt it
based on the outcomes. Additionally, the constructed mapping scheme of Fig. 4
needs to be verified with more and different empirical application examples.
Moreover, the approach discussed in this paper started on the technical side, i.e.,
the data science-based insight, and then searched for user value contributions
fitting to this. Future research will additionally take into account starting on
the user side, i.e., the application field and the user’s jobs, pains, and gains,
and then look for appropriate data science contributions to support the targeted
value proposition design.
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Abstract. The introduction of new technologies creates the pursuit for innova‐
tive business models. In order to compare and evaluate such models in new
markets, business model patterns can support the provision of new insights.
However, so far there is no agreed upon transparent approach that helps to identify
these patterns. Based on a combination of established statistical methods we
propose a systematical approach that allows to identify business model patterns
of any given domain. In order to validate the approach, we apply it on a data set
of 58 e-mobility projects and as a result identify five distinct and semantically
meaningful business models types. This paper contributes on the one hand by
suggesting a new approach to identify different patterns of business models and
on the other hand provides a valuable insight of the current state of e-mobility
service business models that can further drive the adoption.

Keywords: Business models · Patterns · Clustering · E-Mobility services

1 Introduction

Electric mobility (e-mobility) gains increasing interest in academic research. Great
potential is recognized within the automotive industry and the energy sector. From the
sustainability perspective it is furthermore believed to contribute to a positive climate
change and to overcome global resource shortages [1]. Regardless the obvious advan‐
tages of e-mobility, the adoption of electric vehicles in the German market falls short
on the expectations [2].

Different authors state a rise of new business opportunities in the field of e-mobility
in the near future [1, 3–6]. These opportunities derive – amongst others – from service
business models that are widely believed to have the power to overcome the general
disadvantages of e-mobility, such as the total cost of ownership, a shorter driving range,
a significant thinner charging network and a lack of standardization and, thus, drive a
broader adoption [4, 5]. This is not surprising as Chesbrough [7] has already stated the
important role of the business model (BM) in capturing the value from a new technology.
However, two questions remain: What are the BMs that capture the value of e-mobility
services and by what means can we distinguish them?

In order to reduce complexity, enable a simple understanding of a matter and create
a level of comparison, patterns can be used [8]. This notion of using patterns to describe

© Springer International Publishing AG 2017
S. Za et al. (Eds.): IESS 2017, LNBIP 279, pp. 182–196, 2017.
DOI: 10.1007/978-3-319-56925-3_15



and compare BMs is not entirely new. Several authors have already contributed work
on business model archetypes [9] or business model patterns [10–12]. However, so far
the identified patterns in research are developed based on personal experience and
therefore are lacking a transparent method [9–11, 13]. Apart from that, other researchers
may apply concrete methods, but do make them transparent during their research process
by deriving patterns manually through intuition [14] or choosing manually the relevant
dimensions that are used for discriminating the pattern [15].

Following the call for greater methodological sophistication in BM research [16–
18] this research aims to tackle the lack of a standardized, observable way of pattern
identification in any given domain by suggesting an approach that is replicable and takes
advantages of accepted statistical methods. In order to show its general feasibility, we
apply the approach to the domain of e-mobility, evaluate its performance and thereby
further contribute by identifying patterns in a set of e-mobility service BMs.

The remaining paper is structured as follows: Since clustering BMs in the field of e-
mobility services is related to the topics of e-mobility services in general, BM research and
analytical pattern identification, Sect. 2 provides context from a literature review of each
topic to support the understanding. Section 3 introduces step-by-step the general approach
to identify BM patterns. Section 4 applies the approach to the domain of e-mobility serv‐
ices—and reveals five distinct BM patterns. Section 5 evaluates the introduced method,
summarizes the contributions, provides implications, illustrates the limitations and
addresses future research.

2 Related Work

2.1 E-Mobility Services

As a field of research, the topic of e-mobility has consequently gained increasing interest
by a wide range of authors within the last decade [19]. Especially in Germany, the field
gained popularity since 2011, when the German government announced the goal to
achieve one million electric vehicles on the road in Germany by 2020 [20]. Services
play a key role concerning the success of e-mobility, since they serve as potential contact
points with users. They help to involve consumers easily which eventually lowers the
barrier of entry [21]. In this sense, services act as an e-mobility multiplier. This ulti‐
mately accelerates the market penetration of e-mobility related products or services [5].
In order to allow a common understanding, we define e-mobility as “(…) a highly
connective industry which focuses on serving mobility needs under the aspect of
sustainability with a vehicle using a portable energy source and an electric drive that
can vary in the degree of electrification” [19].

2.2 Business Models

Research in BMs has gained momentum within the last decade [16, 18, 22]. Despite the
apparent interest in the BM as a concept, the research field presents itself as an intangible
topic. Researchers offer a wide range of explanations on what a BM represents, since
different research motivations lead to divergent roles and functions assigned to the
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individual BM concept [18]. Therefore, existing definitions only partly overlap in the
literature [16]. That leads to a variety of representations that aim to describe a BM. The
representation supports explaining the business, running the business, and developing
the business [17]. The commonly used component-based approach is a textual repre‐
sentation of a variety of dimensions and characteristics of the BM [23]. These dimen‐
sions describe certain elements of the BM such as key resources, key activities, and
revenue model. While there is wide range of possible dimensions, at its core the BM
describes how value is created (value creation), what value is offered to the customer
(value proposition) and how this value is then captured (value capturing) [24].

BM research in the field of e-mobility has a tendency to only conduct analysis of
BMs in a particular and isolated context. For example, there are approaches that develop
BMs around the electric vehicle using it as the central and solely element of the business
[1]. Others suggest BMs which are focused on a certain industry like the energy or
automotive sector [25]. Some approaches even aim to develop BMs for an even more
narrowed area of e-mobility, for example for the fast commercialization of plug-in cars
[26]. Kuehl et al. introduce a unified BM framework for e-mobility services to support
comprehension and make services comparable [19]. It describes the essential dimensions
of a BM value creation (key resources, key activities, cost structure), value capturing
(revenue streams, customer segments) and value proposition.

2.3 Pattern Identification

The term pattern was decisively coined by the architectural theorist Christoph Alexander
[27]. It is universally applicable to different topics [8]. An analysis of existing BMs with
regard to underlying patterns has been carried out by several researchers. Abdelkafi et al.
[4] conduct a research on publications dealing with BM patterns and identified 200
patterns in total, which were partly overlapping. Weill et al. [9] aim to distinguish
different BM configurations in order to analyze the business performance of the largest
1000 companies in the US economy on a two dimensional taxonomy. Andrew and Sirkin
[13] investigate different forms of businesses which successfully manage to achieve a
payback from their investment on innovation and differentiate between three types of
BM patterns. Johnson [10, 28] provides a categorization of BMs based on his own
definition of the BM and gives an overview of 19 patterns. A similar work is conducted
by Osterwalder and Pigneur [11], who introduce five patterns based on the BM canvas
proposed by Osterwalder [29]. Gassmann et al. [12] carries out the most extensive
research on BM patterns in the reviewed literature as they observe 55 different patterns
which are meant to serve as innovative concepts for developing new business ideas upon.
These authors do not apply a formal method to develop the patterns but suggest that
patterns can be formed by a personal observation of firm’s BM configurations [9–11,
13]. However, finding patterns within BM configurations by close observation highly
depends on the individual analyzing the data set. This eventually leads to a non-repli‐
cable and possibly biased result. Other researchers apply systematic approaches to unveil
BM patterns in a specific industry. Echterfeld et al. [14] introduce a pattern-based BM
design methodology to exploit disruptive technologies. Hartmann et al. [15] analyze a
data set of 100 BMs from start-up firms that rely on data as a resource of major
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importance for their business. They configure the data according to a pre-defined BM
framework and apply the k-Medoids clustering algorithm. Kuehl et al. [19] undertake
an investigation of BM patterns in the field of e-mobility services, where data is analyzed
by two separate methods (k-Means and a greedy-like algorithm).

Although these authors contribute to seizing the business model pattern identification
discipline, certain shortcomings need to be mentioned. Kuehl et al. [19] applies two very
transparent algorithms, but does not include any form of validation. Hartmann [15] and
Echterfeld [14] introduce a method that could be generally applied in any domain.
However, both require unguided decisions during the research process in order to iden‐
tify patterns. Hartmann [15] decides at one point for the dimensions that are used for
the algorithm. Echterfeld [14] requires a personal decision by revealing patterns
manually in a graphic.

3 Methodology

In order to develop an approach for extracting BM patterns the Knowledge Discovery
in Databases (KDD) process is used as a framework that composes of the elementary
steps for identifying patterns in data [30]. Based on previous work by Halkidi (2001)
[32] the introduced approach uses the four steps data preparation, data analysis, valida‐
tion as well as interpretation (shown in Fig. 1).
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Fig. 1. The Knowledge Discovery Process based on [32].

The identification of BM patterns starts with a database of BMs which are coded
according to a BM framework. A BM framework consists of multiple dimensions
(e.g. key resources, key activities, etc.) with multiple characteristics (e.g. key
activity: providing, aggregating, etc.). For a single BM i therefore follows:
bmi = {f1, f2, f3,… , fn};fm = {0;1};m = {1, 2, 3,… , n}., where f represents the BM
characteristics described in the BM framework. 1 indicates the presence, 0 the
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absence of a characteristic within a BM. The initial database consequently consists
of a binary matrix in which columns represent the potential BM characteristics and
rows represent individual BMs.

3.1 Data Preparation

This phase aims to create a target data set for a pattern identification process. Any infor‐
mation within the data which is not of relevance for a data mining task need to be filtered
since the may interfere the results [32]. Therefore, the data preparation phase is twofold.

First a selection of BM framework characteristics is include in the pattern identifi‐
cation process. Only those can be further considered which describe a distinct incident.
Characteristics being absent in every BM are neglected since they do not add value to
the process of finding patterns of similar BMs. Accordingly, characteristics which are
only considered by a single BM are neglected since they comprise a BM’s unique char‐
acteristic.

Second is projecting the remaining data set. This step aims to reduce the effective
number of characteristics under consideration by finding useful components to represent
the data [30]. The projection is applied using the Principal Components Analysis (PCA).
The PCA is favored over similar statistical methods due to the precise order of priority
concerning the principal components. This allows to define distinct decision rules for
the selection of relevant principal components during the research process which allows
to reduce dimensionality by neglecting the irrelevant ones.
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Fig. 2. Ideal scree plot for applying the elbow criterion; adapted from [33].

The method computes a set of k orthogonal vectors (principal components) which
are linear combinations of all original variables (BM characteristics) and function as a
new set of axes for the data explaining the same information as the original ones. The
relevant principal components are selected using a scree plot and the ‘elbow’ criterion
[33]. The scree plot graphs the variance explained by each principal component in a
decreasing order over the number of the corresponding principal components (exem‐
plarily illustrated in Fig. 2). The elbow marks the graph’s dramatic change in the stress
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of variance and leads to the selection of the principal components to the left of this elbow
which can equally represented the data objects with little distortion [33]. In this way,
components which only provide a low contribution to the explained variance of the
original data set can be eliminated. In the case of Fig. 2 the criterion would select the
first five components and therefore reduce the dimensionality from 20 to 5 dimensions
for further analysis.

The data preparation phase ends with the selection of the relevant principal compo‐
nents and a non-binary target data set is passed to the next process phase.

3.2 Data Analysis

This phase aims to apply a data mining task on the non-binary target data set. Since
labels for classes of patterns with similar BM configurations are not previously known
in the data set, the research objective turns into an unsupervised learning data mining
task [34]. It requires to group the data into classes of similar objects which is called
clustering. It hereby singles out characteristics, which coin different groups distinctively.

Different types of clustering algorithms exist in the literature [34]. In the context of
this clustering task a partitioning method is appropriate for the analysis since the research
intends to unveil mutual exclusive clusters. More precisely, the k-medoids algorithm is
chosen to cluster the data set at hand. This algorithm groups n objects into c clusters by
minimizing the sum of dissimilarity between each object p within cluster i and the
cluster’s representative object oi [36]:

min
∑c

i=1

∑
j∈Ci

dist(p, oj) (1)

The k-medoids algorithm is chosen over the contemplable k-means algorithm due
to the cluster’s corresponding point oi (medoid), an actual data object which is most
centrally located in the cluster. It brings a twofold advantage over the k-means which
uses the mean value of the cluster’s objects to represent the center of the cluster. On the
one hand, medoids form a more meaningful cluster’s center in this context. They can
serve as archetypes for clusters later in the investigation process. On the other hand, k-
medoids is less sensitive to outliers in the data set in general [34].

After the data projection is performed only assumptions can be made on how the
data looks likes, since it retrieves a non-binary data set in k-dimensional Euclidean space.
Hence, the Euclidean distance as the conventional distance measure in this space is used
to measure dissimilarity between data objects [36]:

dist(x, y) =
√∑k

i=1
(xi − yi)

2 (2)

Afterwards, the number of clusters k is determined. The parameter influences the
granularity of the results since it manages a trade-off between the accuracy of each object
to fit its assigned cluster and the compression of the data set to a small number of groups.
A rule of thumb is provided in the literature by setting the number of clusters to 

√
n∕2

for a data set of n objects [37]. In case the resulting number does not provide a clear
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suggestion on which number to choose both the lower and upper discrete bound are
further examined. Additionally, the silhouette coefficient is plotted over the number of
clusters. The number of clusters with the highest value then represents the best solution
for k. There is, however, no right procedure to determine the correct number of clusters.
Instead, the clustering result needs to be validated and eventually conducted again if the
cluster analysis reveals poor results. This iterative procedure unveils the optimal number
of clusters as the one with the best overall clustering result.

3.3 Validation

The clustering results are presented as a list of clusters with their assigned objects. The
silhouette coefficient is then used to validate the clustering results. It offers the advantage
of only depending on the partition of the data set, but not on the clustering algorithm
itself. This makes the validation process independent from the previous research steps
and allows a comparison to other clustering results from different studies on the data set
[38]. The silhouette coefficient s(i) measures how well an object i has been clustered
compared to closest neighbor cluster on a ratio −1 ≤ s(i) ≤ 1 [38]. Accordingly, the
average silhouette width denotes the average s(i) for all objects i within a cluster and
overall silhouette width the average s(i) for all clusters.

The validation phase is two-stepped. First, the overall silhouette width will be exam‐
ined. Clustering results featuring an overall width of less than 0.25 will be neglected.
According to Kaufmann and Rousseeuw [35], a silhouette coefficient under 0.25
suggests that no substantial structure in the data exists. In this case, the research process
returns to the data analysis phase. Second, if the overall width indicates an underlying
clustering structure (s ≥ 0.25), the average silhouette width for each cluster will be
consulted. Only clusters with at least an underlying structure will be further interpreted.
In order to validate the retrieved results, the clustering process is carried out several
times. In case the clustering solution show consistency, the clustering result can be
considered reliable [39].

4 Application to E-Mobility Services

In the following section, we present the results from applying the approach to e-mobility
services. As already pointed out, services play a key role concerning the success of e-
mobility and, thus, provides an ideal opportunity to apply the introduced method in order
to search for patterns of BMs exploiting e-mobility as a bundle of new technologies.
According to the proposed methodology, we give insights about the data source, the data
preparation, data analysis as well as the validation. Finally, we interpret the clustering
results.

4.1 Data Source

The initial data set is provided from a government-funded web platform. It collects BM
information of 58 e-mobility services, which are directly entered by the e-mobility
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projects themselves [19]. The unified e-mobility services BM framework serves as its
basis (see Fig. 3). Applying this framework to real projects results in the required format
to process it for the proposed BM clustering (c.f. Sect. 3).
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Fig. 3. BM framework for e-mobility services based on [19]

4.2 Data Preparation

As part of the data preparation, we remove 39 characteristics in total for the analysis.
Note that this does not mean these are irrelevant in terms of business model research.
Instead, they could not add value to the data mining process. The web platform offered
the option for the projects to select ‘unclear’ for the dimensions cost structure, revenue
stream, customer segments, competitive strategy as well as network of value creation.
In order to only regard completely filled BM, we neglect these dimensions. Because the
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Fig. 4. Scree plot resulting from PCA.
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characteristics patents and hardware (both key resources) are continuously absent, they
are also neglected. The data reduction leaves 20 characteristics to describe the collected
BMs. They consist of the dimensions value proposition, key resources, and key activities
with the characteristics depicted in Fig. 3 (without patents and hardware).

The resulting scree plot from the PCA unveils that the additional variance provided
by each component beginning from component five lies on a similar, low level (see
Fig. 4). Because there is no clear elbow component, both potential candidates (three and
five) are included for the following steps until the validation.

4.3 Data Analysis

The k-Medoids algorithm is initialized with a random seed for both PCA component
cases. The clustering is run several times with different random seeds. The rule of thumb
for determining the number of clusters suggests to search for k =

√
58∕2 ≈ 5, 39 clus‐

ters. Therefore, five and six clusters are examined closer in the overall silhouette width
plot for validation.

4.4 Validation

Table 1 shows the average silhouette coefficients for the relevant cases. It indicates that
six clusters with three PCA components are the superior choice with s(c = 3,
k = 5) = 0.32.

Table 1. Average silhouette coefficient for combinations of PCA components and clusters.

Average silhouette coefficient s(c, k)
# Clusters ► k = 5 k = 6
# PCA components ▼
c = 3 0.31 0.32
c = 5 0.30 0.27

This indicates a weak, but existing clustering structure. Based on the average silhou‐
ette width of 0.16 one cluster with 10 BMs is not further considered. The rest of the
clusters show an average silhouette width of 0.25 or higher and are therefore further
considered in the research process. The clustering result therefore consists of five vectors
entailing the assigned objects’ names. Subsequently, the entries of each cluster’s vector
are matched with the original row names of the binary matrix. By doing this, a binary
data subset for each cluster is obtained. Each subset now reflects the binary BM config‐
uration again which describes the presence or absence of the respective characteristic
in the BM. This fragmentation of the initial data set consequently represents the final
clusters of the data analysis.
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4.5 Interpretation

In the following the clusters are described with regard to the BMs characteristics’
frequency. This is carried using a bar plot for each BM cluster. It is exemplarily shown
in Fig. 5. Afterwards, the cluster’s prevalent characteristics are identified and used to
interpreted the clusters as BM types. Again, the approach is not supposed to unveil
components being irrelevant to a business model. Instead, insights of different business
model types and their core components are supposed to be derived.

100

80

60

40

20

0

Value Proposition Key Activities Key Resources

Fig. 5. Characteristics’ frequency within BM Type 1: analytics as a service.

BM Type 1: Analytics As A Service. This cluster comprises of 10 BMs which all offer
a provision of information to the customer as the value proposition. Additional value
proposition is only used in rare frequency. The key resource is represented by data.
Additionally, 90% of the BMs also use software as a key resource. The key activity is
described by providing information. Moreover, 90% within this cluster perform aggre‐
gation as a key activity. Thirdly, 70% of the cluster’s BMs consider operating a key
activity. Value proposition providing information seems consistent in the context of key
resource data from which the relevant information offered seems to be derived. The
collection of data is performed through an aggregation by the majority of BMs. Resource
software indicates that the businesses derive the necessary information from the data by
themselves. Furthermore, operating indicates that the aggregation is conducted by an
own infrastructure or platform.

Concluding, data and the distribution of gathered knowledge seems to be the core busi‐
ness of this cluster. In order to collect necessary data, an own infrastructure or platform is
mostly operated. The gathered data is then aggregated and analyzed by an own software to
gain the information. Therefore, this group is referred to as the analytics as a service cluster.

BM Type 2: Charging As A Service. The 7 BMs in this cluster all use a charging
infrastructure as a key resource (100%). Additionally, vehicles and software are also
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used as key resources by respectively 57% of the BMs. The key activity is expressed by
operating (100%). It is enriched through three additional activities: providing (71%),
brokering (86%), optimization (71%). The value proposition is represented by the char‐
acteristics energy supply (71%) and individual consulting (57%). Summarizing, this BM
type addresses the importance of charging infrastructure. They build the core business
around the operation of a charging infrastructure. Energy supply as the dominant char‐
acteristic for the value proposition seems plausible in combination with the operation
of the charging infrastructure. The seven entailed BMs are referred to as the charging
as a service type.

BM Type 3: Data As A Service. 15 BMs this cluster mainly offer a provision of infor‐
mation to the customer (80%). The major key resources are presented by data (87%) and
enriched through specialists (53%). The aggregation expresses the main key activity
(87%). Providing is also noteworthy, but it is less considered since only 67% use this
sort of activity. Taking into consideration the main value proposition and key activity
of this cluster, it seems very similar to the Analytics as a service BM type. Both seem
to use occurring data as the core element of their business and the central linkage between
the BM elements. However, the strong differences are revealed when looking at the
business characteristics which are consciously not considered in this cluster. The
resource software only plays a minor role in this cluster, whereas it is regarded a key
resource in the analytics as a service business type. Instead, specialists play a consider‐
able role in the cluster at hand, whereas specialists are not considered crucial at all in
the first type. Also, the activity of operating any sort of infrastructure or platform does
not reflect an important issue of this BM type. Taking into consideration the previously
made observations, this cluster needs to be considered as an own BM type. Since any
sort of software is not considered crucial in this cluster, it can be presumed that a trans‐
formation process of data does not take place. It is rather the pure aggregation of data
which constitutes the core element of the business. Therefore, the 15 BMs in this cluster
are referred to as data aggregation services. The characteristics (further) education and
safety slightly stand out as characteristics of the value proposition. This gives an indi‐
cation that the data aggregation and provision service takes place in a wide range of
different themes throughout the field of e-mobility.

BM Type 4: Transportation Service. The 6 BMs in this cluster mainly offer transpor‐
tation as the value proposition (83%). In fact, only one BM does not provide this kind
of offering. The key resource is mostly represented by vehicles (67%). Additionally,
software is used by 50% of the BMs. The key activity is mainly described by operating
(67%). Additionally, providing and brokering, are carried out by respectively 50% of
the BMs. Summarizing, the value proposition and the key resources suggest a traditional
transportation service. Accordingly, key activity operating seems reasonable in the
context of a transportation service offering an own electrical powered vehicle fleet.
However, the key activities providing and brokering transportation also suggest a car
sharing business type as a transport services which uses a software-based business real‐
izing a brokering of vehicles. Therefore, this BM type is referred to as the transportation
service.
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BM Type 5: Knowledge As A Service. The 10 BMs mainly builds their core business
upon specialists as a key resource (70%). Other key resources are represented by a
significantly lower percentage. The value proposition is provided by an individual
consulting (50%) and (further) education (40%). Both seem weak regarding the
percentage of BMs entailing this characteristic. However, they seem to be the superior
choice as opposed to the remaining characteristics. Key activities are represented by
providing (60%), brokering (60%) and optimizing (50%). This BM type creates value
by addressing the need for e-mobility related knowledge. On the one hand, the business
configurations suggest the existence of a consulting service provision, carried out by
specialists. On the other hand, value seems to be alternatively offered through an e-
mobility related education, carried out by specialists. Therefore, this BM type is referred
to as knowledge as a service (Fig. 6).

Fig. 6. Summary of the identified business model types’ core components.

5 Conclusion

The paper at hand proposes a general approach for finding BM patterns by applying
established, mathematical methods. The approach combines the Principal Components
Analysis, a k-Medoids clustering and the silhouette coefficient as a quantitative evalu‐
ation measure. This ensures that the results are replicable and the approach is determin‐
istic—and therefore easily automatable and scalable.

The approach is applied to a dataset from the domain of e-mobility services. We are
able to show its general feasibility as we are able to identify five semantically meaningful
clusters, namely analytics as a service, charging as a service, data as a service, trans‐
portation service as well as knowledge as a service. Interestingly, an emphasized role
of ICT is discovered within e-mobility services as two BM clusters explicitly offer a
provision of information to their customers in different ways. One noteworthy aspect is
that analytics as a service, data as a service and transportation service are partially
confirmed by the work of Kuehl et al. [19] who already derive a data-driven and a fleet-
related service. It can be seen that the proposed approach creates a more detailed clus‐
tering result since the BM clusters are more specified.

The approach has several limitations. First, the analysis was only applied to one
domain with a small data set of 58 business models—and while the silhouette coefficient
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showed structure of the clusters, it could be higher for a strong underlying clustering
structure. Second, a bias in the research remains regarding the initial data set since the
entered framework information could not be reflected critically. Hence, subsequent
single case studies should be conducted for every identified cluster in order to evaluate
and illustrate the different business model types.

Nonetheless, the application of the approach was able to deliver interesting results
for the field of e-mobility services and future work will apply it to different domains
with a higher volume of available data to enable new, quantitative-based insights for the
field of business model research.
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Abstract. Communication between actors in a service system can be based on
unstructured text. The quality of this text is crucial for the effort and output of a
service system. The paper presents an approach to evaluate and model the quality
by using requirements from automotive development projects as practical
example. The aim is to define quality by using relevant attributes and quantifiable
measures. First results include the development of an assessment tool and an
initial analysis of the available dataset.
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1 Introduction

The main economic activities in developed countries are service activities [1, 2]. The
increase of the service sector is based on the tremendous outsourcing of activities, such
as maintenance or tasks in research and development. According to Vargo and Lusch
[3], a service is defined as “the application of competences for the benefit of another,
meaning that service is a kind of action, performance, or promise that’s exchanged for
value between provider and client.” In contrast to the goods-dominant logic, a service
activity is based on communication and exchange with the client: “[T]he more knowl‐
edge-intensive and customized the service, the more the service process depends criti‐
cally on client participation and input” [4, p. 72].

The main goal of a service system is to create reciprocal value – “service is exchanged
for service” [1]. Therefore, a service system concludes the co-creation of value through
the configuration of actors and resources. An actor is defined as a person including their
knowledge and skills while resources are described as technology, information and
physical artifacts. Thus, a service system is a “socio-technical system that enables value
co-creation guided by a value proposition” [5, p. 399].

Service systems can increasingly be observed in different industries. For example,
in the development of automotive software products the actors of a service system can
be recognized as automotive manufacturers and suppliers. In this case the service
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interactions are based on communication and exchange of information and requirements
between these actors.

Generally, services increasingly influence the automotive industry [6–8]. The impor‐
tance of configurable services as part of current and future mobility services increases
the relevance of effective co-creation of value between car manufacturers and suppliers.
The creation process of service solutions, that are provided by developing software-
based functionalities in products, is crucial for future competitiveness. Besides the
importance of these services, the complexity of software products is growing [9, 10].
Several established quality approaches exist to describe and specify software require‐
ments [11]. However, industrial practice is still suffering from a lack of structure
regarding the interaction and cooperation between actors in a development project.

In the development process of a software product the specification of requirements
is the first concrete and tangible output [12]. However, it is also the most critical part as
the specification is the major source of failures for upcoming activities [13]. At the same
time the specification and adjustment of requirements is an ongoing and highly agile
process [14]. Thus, it must be ensured, that the quality of requirements is on a high level
from the beginning of a software project.

In this work, we develop an approach to analyze communication and exchange of
information based on software requirements that are specified as unstructured text by
using machine learning algorithms. The target is to implement an automated solution to
measure and monitor requirements quality. We contribute at two stages during the
specification process: First, the quality of the specification can be checked and analyzed
at the point of creation and improvements are shown directly; second, the output can be
evaluated from different roles.

We portray the research in cooperation with an international automotive engineering
company and relevant organizational units of car manufacturers. The research should
not only improve effectiveness and efficiency of software-based services in the auto‐
motive industry. It should also offer a generalizable solution where the analysis and
improvement of unstructured text is necessary for the successful communication
between actors of a service system.

The quality assurance is based on the use of metrics that are analyzing the require‐
ments. Before metrics can be applied to the text, the term quality must be defined and
concretized. Many definitions of quality with regards to software requirements are
already established [15–17]. The work in progress analyzes and aggregates these defi‐
nitions and enhance the approaches with the input from experts, that are creating and
receiving software requirements either for testing or implementing. The input is used in
different phases of our research. An assessment phase delivers necessary data to get
insights into the qualitative assessment of requirements. Based on these results we
develop quantitative measures as input for machine learning techniques.

2 Related Work

The analysis of software requirements was initially conducted in the aerospace sector
[12]. Due to high safety and legal provisions, software developers were forced early to
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guarantee reliable results. The experiences from the aerospace sector for software devel‐
opment should be considered in the automotive industry as the automotive manufac‐
turers are increasingly faced with similar challenges [18, 19].

General problems, solutions and challenges of the requirements engineering are
summarized and categorized in [20]. The authors analyze and evaluate different software
projects in the automotive industry and indicate various results for the following cate‐
gories: general issue, requirement engineering process and technical issues. These
results can be used as input for the development of relevant quality attributes.

In [21], a framework to measure and improve the quality of textual requirements is
presented. Especially the challenge regarding the derivation of quantitative measures
from quality attributes is considered. Similar approaches of the requirements quality
prediction are based on this research. However, despite sufficient approaches defining
relevant quality attributes of software requirements, the industrial practice is rarely asked
about the relevance and importance of the quality attributes and the assignment of quan‐
titative measures.

Parra [22] build a machine learning technique to assess the quality of requirements
automatically. The authors use the tool RQA (Requirement Quality Analyzer) [21] to
provide quantitative criteria. They show that their methodology manages to evaluate the
quality of requirements written in natural language in the same way an expert would do
with 86.1% average accuracy. Their work focuses on correctness metrics. Other kind of
metrics are left aside which offers the possibility for further and comprehensive research.

Mund [17] follows a similar research approach and investigates the influence of
requirements quality in the lifecycle of software-intensive systems. This research and
the subsequent contribution offer useful information especially regarding the derivation
of quantitative measures from quality attributes.

Davis [15] provides a list with different quality attributes for requirements. We plan
to enhance this list with current research. We analyze different approaches of quality
attributes referring to requirements quality and compare and aggregate the information.
In this context, we focus especially on weak phrases used in the specification of require‐
ments [23].

3 Research Methodology

The aim of our research is to analyze and improve service interactions based on unstruc‐
tured text for the co-creation of value. By using service interactions between automotive
manufacturers and suppliers we want to develop an automated solution that analyzes,
measures and monitors software requirements to support the specification process in a
software project.

A literature review according to vom Brocke [24] helps us to systematically find
relevant literature. Although a literature review is described as “a summary of a subject
field that supports the identification of specific research questions” [25, p. 31], we
already defined potential questions. Our research topic is based on personal experiences
made during the interaction and collaboration with organizations and enhanced by
analyzing relevant practice literature [26, 27]. In Webster [28] it is mentioned, that such
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experience helps to justify and support a proposition. In the following we propose our
research questions:

RQ1 How can the quality of unstructured text improve the communication between
actors in a service system?

RQ2 How is it possible to measure the quality of unstructured text by using qualitative
attributes and quantitative measures?

RQ3 How is the quality of unstructured software requirements defined?
RQ4 Which quality attributes are relevant for the interaction between actors and which

of them are consciously adapted in the development of software functions for the
automotive industry?

RQ5 Which quality attributes influence the quality perception?
RQ6 Is it possible to automatically recognize the quality of unstructured requirement text?

The proposed research questions are focused on the quality of unstructured text.
Thus, it is necessary to propose a resilient definition of the term quality and to evaluate
it throughout the research progress. RQ1 analyzes the relation between different actors
of a service system where the quality of unstructured text communication is a crucial
part. We analyze how the communication quality can be improved by considering the
relevant unstructured text.

To increase the communication quality in a service system different quality metrics are
necessary. In the second research question, we evaluate and implement quality attributes
that analyze unstructured text. Established approaches are presented and applied to the
available data. The implementation of enhanced attributes is also a relevant part.

In a specific way, RQ3 gives an overview of existing quality notions regarding soft‐
ware requirements. For the term quality, especially in conjunction with software require‐
ments, many different definitions exist. In our research, we want to aggregate these
definitions and develop a comprehensive approach by considering input from expert
interviews as well.

RQ4 is concerned about which quality attributes are relevant for the communication
and interaction between actors in a service system. Referring to our practical example,
we consider different actors of software development projects in the automotive
industry. This research question studies which quality attributes from literature and
standards are consciously adapted in the industrial practice.

Following the previous research question, RQ5 aims to identify the relevant quality
attributes that influence the quality perception. The goal is to analyze quality attributes
that are relevant for the actors in a service system.

Based on the previous results RQ6 questions whether an automatically recognition
of requirement quality is possible. By gathering sufficient data, we want to answer this
question using machine learning techniques to predict the communication quality.

In the field of quality measurement for requirements, a lot of earlier work exists. Due
to the number of similar approaches regarding the quality characteristics of software
requirements, such as IEEE Std. 830 [29] or ESA PSS-05 [30], it is planned to create
an overview and compare the different concepts later in the research. Our research builds
upon previous findings and past research and enhances these results with input from
experts. This information is used to adapt an approach that focus on industrial practice.
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We plan a systematic and guided literature review defined as a “structured approach to
identifying, evaluating and synthesizing research [and to] address a specific research
question that guides data collection, extraction and aggregation process”. [31, p. 9]
The purposes of our review are to comprehensively understand the domains of require‐
ments engineering, quality measurement and machine learning techniques. Addition‐
ally, we want to uncover research and feature gaps for the measurement of requirements
quality. A relevant part is the identification of research methods and strategies that are
commonly used for the quality measurement of requirements.

Following vom Brocke [24], we focus on different phases during our literature
review. As the goal of the review should be clear in the beginning we adopt the taxonomy
according to Cooper [32] in the initial phase. We start with analyzing handbooks and
seminal literature about requirements engineering [26, 27]. The next phase focuses the
relevant database, keywords and back- and forward search as well as an ongoing eval‐
uation of sources. It is planned to analyze relevant journals and doing an author- and
topic-based search simultaneously. We evaluate important IS conferences [33, p. 121]
for similar topics and research approaches. After sufficient literature [31] is collected
we analyze and synthesize relevant content into a concept matrix to evaluate relevant
concepts.

In our research, we consider the Cross-Industry Standard Process for Data Mining
(CRISP-DM) as standard reference model for our data mining approach [34]. Initially
we start with the business understanding phase and define objectives for our data anal‐
ysis. As we already have relevant data for our research topic we proceed with activities
that “enable [us] to become familiar with the data, identify data quality problems,
discover first insights into the data, and/or detect interesting subsets to form hypotheses
regarding hidden information” [34, p. 10]. The initial analysis of our dataset is presented
in Sect. 6.2 and shows basic syntactical measures. This analysis helps us to get familiar
with the available data and to identify potential tasks regarding the pre-processing of
our dataset. From the final dataset, we randomly choose requirements for the assessment
tool. For the modelling phase, we choose the application of a support vector machine
(SVM). According to Kivinen [35], SVM algorithms are well suited for problems with
dense concepts and sparse instances. Moreover, SVM have the ability to learn inde‐
pendently from the dimensionality of the feature space. “[SVMs] allow fully automatic
parameter tuning without using expensive cross-validation” [36, p. 3]. Additionally, we
follow the approach of Hsu et al. [37] that offers a practical guide for support vector
classification. Nonetheless, other techniques are considered to analyze the optimal
approach according to the dataset.

Simultaneously to the literature review we conduct exploratory interviews with
different roles: requirements engineer, developer and tester. A requirements engineer is
the person that specify the requirements. This person creates the unstructured text we
want to analyze and improve. A developer or a tester receive requirements and capture
the unstructured text. We conduct the interviews by meeting our participants “face-to-
face” [38]. A group basis is not desired, as the single participants could be biased by the
answers of other participants especially regarding the questions about quality. As there
are various persons with different years of profession we prefer a semi-structured inter‐
view as this type refers to qualitative research and is non-standardized [39].
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With our research, we contribute in different parts of relevant scientific areas. We
analyze existing approaches that assess the communication quality based on unstruc‐
tured text. We use input from experts’ perspective to enhance these approaches and aim
at creating a tool that automatically analyzes text according to defined quantitative
measures. Our solution helps to reduce misunderstanding between actors and reduces
unnecessary exchange of information due to inadequate quality. We conduct the quality
analysis of the unstructured text by using quality attributes acknowledge from the
experts. Additionally, we conduct a structural analysis to find quantitative measures
representing a well-defined requirement. By using machine learning algorithms, we
want to define appropriate rules that classify requirements automatically.

4 Research Process

The research is planned in three phases: Quality Definition, Assessment & Analysis and
Tool Development. Figure 1 shows the research process.

Fig. 1. Research process for requirements analytics

The first phase Quality Definition includes tasks to gather data and create attributes
to measure the quality of unstructured text in requirement documents. We gain infor‐
mation about the quality measurement of requirements by considering established
attributes from literature and standards. Additionally, we plan to conduct around 20
expert interviews to gain enhanced information and best practices about necessary
quality attributes and quantitative measurements. The experts for the interview sessions
have different roles in software projects (requirements engineer, software developer and
tester). Simultaneously we capture data consisting of unstructured requirements that are
used for the interaction and communication between actors of the service system. The
next task covers the definition of relevant quality attributes. The outcome of the first
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phase contains an overview about established quality attributes and insights about
necessary characteristics of qualitative requirements in the industrial practice. Besides
gathering relevant data, the first phase provides a set of defined and crucial quality
attributes. This step is the most important and challenging part of the research as the
following phases are based on its output.

During the Assessment & Analysis phase, we gather additional data through the
assessment of requirements to analyze the quality in two ways: first, we want to deter‐
mine which quality attributes influence the overall quality perception of requirements;
second, we want to implement a solution to predict the quality of requirements by using
machine learning techniques. The first task in this phase contains the tool development
to assess the unstructured requirement text with the defined quality attributes from the
previous phase. After reaching a level of saturation - when more assessments would not
introduce significantly new findings and insights [31] - the results are used to determine
dependent quality attributes by analyzing the correlation for each quality attribute. We
want to identify relevant quality attributes and the influence of each attribute regarding
the overall quality assessment of a requirement.

The following task includes the derivation of quantitative measures from the quality
attributes defined in the phase Quality Definition by using the input from the expert
interviews as well. With these measures, it is possible to implement a support vector
machine (SVM) that classifies the quality of unstructured document text.

The results of the second phase contain the assessed requirements and the application
of a regression analysis which is used to gain detailed insights about the data. To predict
the quality of requirements, quantitative measures are derived and assigned to each
relevant quality attribute. In this way, a support vector machine analyzes and uses the
data as input to predict requirements quality.

In the last phase (Tool Development), the tool evaluation and implementation is
focused. In the first task, we consider and analyze different readability indices. It is
planned to adapt syntactical features to implement and evaluate an approach for a soft‐
ware requirement readability index. Based on already established readability indices,
such as Flesch, Dale-Chall and SMOG, a similar approach would help to identify the
complexity and understandability of a software requirement. An evaluation of available
tools for the qualitative measurement of software requirements based on features and
metrics is necessary. The last task in this phase contains the development of a solution
based on evaluated features to improve the quality of software requirements.

5 Research Issues

The analysis of textual requirements can be an “aid for writing the requirements right,
but not for writing the right requirements” [21, p. 26]. A measurement can be an
approach to improve the correct understanding of requirements. However, an overall
challenge in the analysis of requirement text is to define attributes that offer insights
about the content quality. In [21], the quality measurement is mainly based on the anal‐
ysis of countable characteristics. Generally, a quantitative measurement approach does
not necessarily give insights about the content quality as the text is only the carrier of

Towards Requirements Analytics: A Research Agenda 203



the content. However, we are convinced that understandable, clear and unambiguous
content lead to a better communication between actors and, referring to our automotive
example, lead to a higher quality of software products.

In our research, requirements are assessed without detailed context. This could lead
to a different analysis from experts and thus the creation of distorted rules from our
machine learning algorithm. However, we believe that intelligibility is one important
criterion on its own as well. Our methodology is dependent on the quantitative attributes
that we define to analyze the requirements. The definition of the right and accurate
metrics is a crucial point for the success of our predictions. On the other hand, our
research method depends a lot on experts’ inputs and evaluation. Given the numerous
features in a text analysis, it might take a while to reach the saturation level of our
algorithm. A challenge is also to find enough experts that are willing to share their time
and knowledge for these analyses.

The development of this tool is based on several hypotheses: quality can be made
objective and measurable, metrics can portray experts’ quality analysis and metrics are
sufficient to interpret natural language. We refer to empirical results to confirm these
hypotheses. Moreover, we plan to use one set of chosen requirements to develop this
tool, which might not be sufficient to apply the deduced classifying rules to every other
requirement.

As mentioned in [17] another possible issue is the unawareness of related work.
Metrics, its application and natural language analysis is a broad subject. Thus, we might
be tempted to use others disciplines hints and at the same time we might miss some
important inputs from distant fields we are unaware of.

6 First Results

In this section, we present first results regarding the development of the assessment tool
and the analysis of the dataset.

6.1 Development of Assessment Tool

The assessment tool is constructed as a web survey using JavaScript and PHP scripts
connected to a SQL database. Initially general information is asked: gender, role in the
service system and years of experience in this role.

After a necessary data preprocessing, a random set of requirements is selected for
the assessment. We want to make sure that the requirement set is evaluated several times
by different roles. Thus, we take the given role as input for our SQL queries to display
the requirements to be analyzed.

For each text, the expert first decides whether it is a requirement, an information or
another type (e.g. headings to structure the requirements document) that is used in the
specification process of requirements. In case requirement is selected, the assessor can
detail the concrete requirement type according to the V-model [40]. This standard
development process for software development offers different requirements types in
each development phase. However, despite of established procedures and standards to
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create different documents for each requirement type, industrial practice is still suffering
from a lack of clear separation between these types. Therefore, and due to reasons of
simplicity requirements engineers often combine different requirement types in one
document. This situation urges to ask about the concrete type in the assessment phase,
such as customer requirements, architectural requirements, (non-) functional require‐
ments or software requirements. After selecting the type, the expert assesses the overall
quality of the requirement and the quality attributes that are defined in the first phase of
our research process. The assessments are saved in our database through SQL queries.

6.2 Data Analysis

The assessment tool provides information about how requirements are perceived by the
experts and leads to the assessment of requirements based on defined quality attributes.
Besides this, we analyze objective information about the available dataset. We plan to
define metrics based on lexical indicators (connective terms, imprecise terms) and
analytical indicators (verbal tense) [20].

The available dataset is based on an export from several development projects and
contains 32.956 object types in 54 requirements documents. Objects types are defined
as headings, information and requirements. As headings are not relevant for our analysis
we exclude this type from the dataset. The remaining object types are enhanced with
additional information, such as language of the object text and a differentiation between
software and hardware related content. Further we reduce the dataset by excluding empty
content and double spaces in the relevant object text to 26.492 objects. We analyze the
dataset by defining the following basic syntactical measures:

– Number of characters
– Number of words
– Average length of words

In Table 1, the analysis of the number of characters reveals that there is a remarkable
difference between software and hardware related content. The mean value of hardware
referring to the number of characters is 121.99 whereas for software it is 138.56. Such
characteristics can also be observed in the standard deviation where the value for soft‐
ware content (120.68) is one third higher than for hardware content (88.32). The values
for minimum and maximum number of characters lead to the necessity to invest suffi‐
cient time for a successful pre-processing of the data. As example, an object (requirement
or information) consisting of only ten characters can hardly transport sufficient infor‐
mation. In contrast, for an object with 3900 characters it should be possible to split the
content in several objects. Throughout the measures software objects contains more
characters in comparison to hardware objects.

Table 1. Analysis of number of characters

Objects Mean value Standard
deviation

Minimum value Maximum value

Hardware 121.99 88.32 10 1876
Software 138.56 120.68 18 3900
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In Table 2 the results from the analysis of number of words are shown. The mean
value is similar for hardware (18.02) and software (19.50). However, the outliers for
software objects (650) have to be analyzed separately. The analysis of the average length
of words in Table 3 confirms the necessity of pre-processing before using the dataset
for further research. The mean value for the average length of words is similar for hard‐
ware (6.00) and software (6.29). The standard deviation for both object categories
corresponds as well (1.29 for hardware and 1.56 for software). Again, the software
related content reveals outliers referring to the maximum value of the average length of
words (hardware with 17.58 and software with 24.81).

Table 2. Analysis of number of words

Objects Mean value Standard
deviation

Minimum value Maximum value

Hardware 18.02 12.95 5 166
Software 19.50 16.00 5 650

Table 3. Analysis of average length of words

Objects Mean value Standard
deviation

Minimum value Maximum value

Hardware 6.00 1.29 1.20 17.58
Software 6.29 1.56 2.00 24.81

The first analysis of the dataset leads to the necessity to invest sufficient time in pre-
processing the data in order to create a qualitative dataset. This analysis shows the range
of outliers and differences between hardware and software related content and contains
first results to get familiar with the available dataset. Additional tasks are necessary and
presented in the work in progress.

7 Conclusion and Outlook

The paper sets up to improve communication quality between actors in a service system.
We refer to the relationship between actors in development projects of automotive
manufacturers and present related work that investigates metrics to assess the quality of
requirements. We propose a research agenda to analyze software requirements that are
specified as unstructured text by using machine learning algorithms. Quality attributes
based on experts’ input and relevant literature help to create an assessment tool to
analyze the perceived quality of requirements. With these results, we plan to develop
quantitative measures that serve as input for a support vector machine. We aim to offer
a tool that automatically predicts the quality of unstructured text in the communication
between actors of a service system.

The next step of our research contains a comprehensive literature review to gain
information about fundamental and current research referring to communication in
service systems and quality measurement of requirements. We plan to finalize the
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interview questionnaire near-term and start interview sessions with relevant actors soon.
Simultaneously we analyze the dataset and identify potential and relevant tasks for pre-
processing the data.

Acknowledgments. The author would like to thank Léa Vernisse for her general support
regarding the implementation of the assessment tool and her input for the research issues as well
as Gerhard Satzger for his continuous support.
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Abstract. Keeping up a high level of primary care services for a whole
country or even a federal state is a very challenging task due to the demo-
graphic change and many other reasons, also for Germany. In the future
it is expected that even more general practitioners (GP) are necessary to
cover close to come healthcare. Therefore, an efficient use of resources and
an optimized planning is crucial. Mathematical models and approaches
can help facing the challenge by determining optimal locations for prac-
tices, shift schedules or appointment strategies, for example. To use these
in practice, decision support systems (DSS) are necessary that link the
input data to the approaches and display the results. The outline of
such a decision support system for optimally locating GP practices is
presented in this paper.

Keywords: Primary care services · General practitioners · Decision
support tool · Location planning

1 Introduction

Due to the demographic change people in many countries are getting older and
are facing more medical conditions. Therefore, the demand for primary care is
increasing while the number of general practitioners (GPs) is decreasing. This is
currently also the case in Germany. The situation is especially critical in rural
areas and social hotspots in cities as these are often less attractive for GPs to live
in [1]. From a system point of view, a functioning primary care service network
is crucial for medical and financial reasons [2]. Without its continuity of care e.g.
more and more patient are then using the emergency services or out-of-hour doc-
tors. By doing so they reduce the capacity for the actual emergency patients and
in addition, emergency services result in higher costs for the insurance companies
as well as the health care providers, e.g., hospitals [3].

In a survey from 2014 only 8.9% of the medical students were planning on
becoming a GP [4]. While different programs try to increase the attractiveness
of the GP profession [5], it is also important to use the resources efficiently.
c© Springer International Publishing AG 2017
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In Germany, every inhabitant can freely choose their general practitioner (GP)
and about 90% did so [6]. The median number of contacts with a GP in Ger-
many is 10 [7]. This makes the planning even more difficult. Therefore, Opera-
tions Research methods and approaches can be applied to this situation. Those
methods and approaches can be used to optimize the primary care services, for
example by determining the best locations for new practices in order to minimize
driving times for the patients.

Determining locations for facilities is a well-studied problem in the area of
Operations Research. In healthcare, models and approaches have been success-
fully applied to preventive or acute care location problems, ambulance planning
and hospital layout planning, for example. In [8,9] overviews over healthcare
facility location problems are given. In another review Afshari and Peng also
discusses the challenges for locating healthcare facilities, as well as measures
and criteria. [10] These reviews do not address primary care facilities directly,
though. Overall, the literature on that topic is still quite scarce.

GIS-based systems have been successfully applied in healthcare, see for exam-
ple [11,12]. Goli et al. presented a GIS for locating road emergency stations [13],
Schuurmann et al. defined hospital catchments [14].

We have developed a GIS-based decision support system for determining
(optimal) locations for GP practices in order to increase the service level for
the patients. It allows for interaction with decision makers as it displays the
chosen locations on a map which can then be easily discussed. In this paper we
present the design of the system and explain its use. While our current focus is
on Germany, it can be easily applied to other countries.

2 Decision Support Tool

In this section we present the design of a decision support tool capable of gather-
ing data, using this data to calculate locations of primary care medical practices
and visualizing the locations to make them easily understandable. By doing so
we give an insight into the opportunities arising from an integration of operations
research (OR) methods into a geographic information system (GIS).

In case of locating facilities without using a GIS, the mathematical model
is the core application. Especially in the health care sector, most models are
location-allocation models, trying to locate a subset of a set of given facilities in
a way that demand points are supplied most efficiently. Thus, location-allocation
models simultaneously locate facilities and allocate demand points to these facil-
ities. Input parameters for these models are usually the population figures and
a distance matrix including all the distances from each facility to each demand
point. The distances can be captured one by one using Google Maps and saved
in an Excel file, for example. With this Excel file and the population figures as
inputs, an optimal solution of the location-allocation model aiming for a compre-
hensive medical supply and a minimum ride time for each patient to their doctor
is found by a solver. The results in the form of concrete locations are usually
delivered as numbers. Let us consider an example in which the authorities want
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to locate two new hospitals in New York City. The goal is to supply medical
care to as many people as possible. The hospitals may be located in two of the
city’s five boroughs (1 st Manhattan, 2nd Brooklyn, 3 rd Queens, 4 th Bronx,
5 th Staten Island). Taking into account the population figures of each borough,
the already existing medical care supply and the mean distances among charac-
teristic points representing the boroughs, the solver may determine 2 and 5 as
the optimal solution. This indicates that Brooklyn and Staten Island might be
the best places to locate the hospitals according to the model. However, a 2 and
a 5 are very unspectacular and inexpressive. Only those experts who developed
the model can deal with the solution. Yet, experts often are not the ones who
make the final decision. Then, solutions are often illustrated manually in order
to make them easily understandable for non-experts and final decision makers.
Unfortunately, finding locations can often be an iterative process and therefore
a GIS-based decision support tool that automatically displays the solutions can
reduce the effort significantly.

The GIS-supported decision support tool includes the following tasks:

– display a mathematical location-allocation model (1),
– gather data for the model (2),
– solve the model (3), and
– visualize the results of the solved model (4).

Two tools have been combined and merged to the decision support tool
which is presented in this paper. The first tool is Quantum GIS (QGIS), a GIS
used to gather data (2) and visualize the results of the solved model (4). The
second tool is IBM’s ILOG CPLEX Optimizer, a software that is able to model
mathematical issues (1) and solve them with powerful algorithms (3). Both QGIS
and the IBM ILOG CPLEX Optimizer are standalone applications. However, for
our purposes, the two tools must exchange data, as QGIS supplies data whereas
the IBM ILOG CPLEX Optimizer consumes data. The connection of both can
be achieved by using a Python program: QGIS as well as IBM ILOG CPLEX
offer Python application programming interfaces (APIs) that allow accessing the
logic and algorithms of the two tools. Thus, the added Python program (which
was named Python Main) first addresses the QGIS Python API to load the data
found with QGIS into the program. Second, it passes the data to another added
Python program named Python CPLEX, containing the encoded mathematical
model, and using the CPLEX Python API to trigger the IBM ILOG CPLEX
Optimizer to solve the model. After that, Python Main receives the solution from
Python CPLEX and saves it in txt-files. The last step consists in loading the
results data of the txt-files into QGIS to visualize the locations and allocations.
For this task, a Python QGIS plugin was developed. It addresses the QGIS
Python API to manipulate the QGIS map canvas, which is responsible for how
data is shown on the map. Figures 1 and 2 show the structure of the decision
support tool.

Having presented the interaction of the components of the decision support
tool to give the readers an idea about its setup, a more detailed insight into the
tool’s components can be given. Step by step, every component (QGIS, Python
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Fig. 1. The three modules QGIS, Python-Main and CPLEX and their tasks. Data is
passed from the outside to the inside and back to the outside.

Fig. 2. The Python programs and the data formats they work with.

Main, Python CPLEX with the ILOG CPLEX Optimizer, Python QGIS plugin)
is described comprehensively.

It is the model (and therefore the tool’s component Python CPLEX, as it
contains the encoded model) that is the core of the tool. With its objective
function and its constraints, the model defines which data is to be used. A
comprehensive overview about common models for locating health care facil-
ities is given by Guneş and Nickel [8] as well as by Daskin and Dean [9].
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The tool currently operates a Maximum Covering Location model (MCLP),
which was originally designed by Church and ReVelle [15] in 1974 and has since
been adapted to different problems. However, due to the fact that the mathe-
matical model was separated from QGIS using IBM ILOG CPLEX as the solver,
every mathematical model (or heuristic when omitting the solver) could be used
to find locations without harming the operability of the tool. In order to run
another model type (than an MCLP) or a heuristic, all that is to be done con-
sists in adjusting Python CPLEX by typing in the new encoded model. The
objective of the implemented version of the MCLP is to supply medical care to
as many people of the surveyed place as possible by minimizing the ride times
of each patient to their primary care practice. So, the model needs data about
both the population of the considered region and drive times of the patients to
the practices. In addition to that, the model gives a recommendation about how
many doctors should work in each practice, insomuch needing data about the
current number of doctors working in each practice and the number of patients
each doctor can treat.

Finding appropriate data is often more complex than finding a solution to the
model. The population data must consider the age composition of the considered
region. This is because of the fact that older people have a significantly higher
rate of family doctor visits per year than younger people. Thus, districts where
the population is of a higher average age need more doctors than districts with
the same population figure but a lower average age. Therefore, the population
data is a key factor for the allocation of doctors to districts, determining the
extent to which the population of a city is supplied with primary medical care.

Data about how many doctors are currently working in the practices can be
collected from the practices’ websites, for example.

The last important aspect concerning data is determining the ride times
between each facility/demand node pair, as the secondary objective of the math-
ematical model is to minimize the journey of each patient to their family doctor.
Ride times can only be determined when the shortest routes from each district to
each primary care practice have been calculated. The basis of route calculations
within GIS (QGIS, Google Maps, GPRS) is a routable road network. A routable
road network is the abstraction of a physical road network into a digitalised
network of nodes and edges with information about speed limits, distances, road
conditions, the presence of one-way streets and many more restrictions. Cal-
culations upon this routable road network yield shortest roads and drive times.
QGIS itself does not provide a routable road network, yet it offers the possibility
to access Google Maps. Note that in the current version of the decision support
tool we focus on ride times by car and also include walking times, if applicable.

Geo-related observations are always conducted for exactly one place. A place
is a very relative concept, as it highly varies in its shape: it can be a district, a
city, a region, a country or even the whole earth. In our case, the place is the
city or a region for which the primary care service network is to be improved.
However, a place itself is characterized by its features. Features are objects of
the surveyed place, for example houses, rivers, streets, mountains or cities. They
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are represented on maps as geometric symbols like polygons, points or lines. In
our case, the features of the place are first the population districts that need
primary care supply (expressed in the model as demand nodes), second the
existing primary care practices or locations for new ones (facility nodes), and
third the routes between the primary care practices and the districts. Features
are stored in a layer, a collection of like-minded features. The developed tool
uses three types of layers (demand nodes, facility nodes and routes). Features
are shaped by their attributes. A route, for example, has three attributes: the
distance of the route, the drive time and the directions. Attributes are saved
in attribute tables. An attribute table is a common table consisting of rows and
columns. Each column represents one attribute. The column values of one row
add up to one feature. There exists exactly one attribute table for each layer.
Figure 3 shows the attribute table of the routes layer.

Fig. 3. The attribute table of a routes layer. It contains the distances as string (dis-
tance t) and double (distance v) values, drive times as string (duration t) and dou-
ble (duration v) values as well as the string values of the start and end addresses
(start addr, end addr) of the routes. Each row represents one route.

The data of the attribute tables is visualized on the QGIS basemap, a digital
map of the surveyed place.

QGIS itself provides a set of basic functions for visualizing, administrating
and acquiring geo-related data. However, from the very beginning on, the QGIS
functionality was planned to be extended by plugins written by users. Plugins
are small programs that fulfill special tasks within the QGIS framework. For
this reason, QGIS has been equipped with Python and C++ APIs. Every user
can therefore write a plugin developed to fulfill one or a few special tasks within
QGIS. These plugins can then be published in the QGIS plugins repository and
can then be used by every other QGIS user. Due to the growing number of QGIS
users, also the number and variability of existing plugins is increasing.
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As mentioned above, QGIS is able to access Google Maps to do route calcu-
lations and to locate addresses. This access is guaranteed by one of these QGIS
plugins, a plugin called GeoSearch, which is used for the following tasks:

– Locating demand points on the basemap:
The user can type an address into the GeoSearch UI, triggering the plugin to
calculate the location of the address and return it in the form of a point on
the QGIS map as well as a string in the layer’s attribute table. Thus, every
demand point (district) can be located on the QGIS basemap and captured in
the demand point layer’s attribute table. Adding the age-adjusted population
data (e.g. provided by the department of statistics of the considered city or
region) as a second column to the attribute table, a for our purposes fully
functioning demand point layer is generated.

– Locating the primary care practices:
GeoSearch is used to locate the addresses of the primary care practices on the
basemap and in the attribute table of the facilities layer. The second column
of the attribute table captures the separately investigated number of doctors
working in each primary care practice. As a result, a fully functioning facilities
layer is obtained.

– Calculating routes:
GeoSearch can not only be used to locate addresses, but also to find routes
from a starting point to a target point. Thus, filling in the addresses of a
demand point (starting point) and a primary care practice (target point) into
the plugin’s UI, a route is returned in the form of a line on the basemap (see
Fig. 4). On top of that, the attribute table of the layer contains the route as
a feature with the attributes distance, ride time and start and end address.
This function of GeoSearch is used to calculate the route from each demand
point to each practice to complete the routes layers. Figure 3 shows a part of
the attribute table of this layer.

All the data that is relevant for the model has so far been stored in QGIS
attribute tables. Now the model can be solved. First, as shown in Fig. 2, the
attribute tables must be loaded into the decision support tools second compo-
nent, Python Main. Python Main’s task consists in reformatting the data, hence
transforming the attribute tables into Python lists, as only this data structure
is understood by the solver IBM ILOG CPLEX. For this task, QGIS provides a
Python library called qgis.core which is able to transform the C++ data formats
of QGIS (like attribute tables) into Python data formats (like Python lists).
Using qgis.core, every layer’s attribute table can be represented as a Python
list. Finally, Python Main invokes the program Python CPLEX, committing the
Python lists to the encoded model.

The third component of the tool, Python CPLEX, is a Python program rep-
resenting the encoded mathematical model. It addresses the Python API of the
IBM ILOG CPLEX Optimizer to express all the variables, constraints and the
objective function as Python code. The data of the attribute tables, which have
been transformed to Python lists by Python Main and committed to Python
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Fig. 4. A route visualized on the QGIS basemap. The yellow and red lines are the
output of a request to the GeoSearch plugin. The raw data are saved in attribute
tables as like as in one row of the table in Fig. 3 (Color figure online).

CPLEX, serve as the coefficients of the objective function and the constraints.
The herby encoded and completed variables, constraints and objective function
are then committed to a so called CPLEX entity, the Python object that stores
all the information of the model. It is this CPLEX entity that calls the Opti-
mizer’s solve-function, leading the Optimizer to solve the model and return the
model’s results in the form of Python lists. These lists are then passed back to
Python Main.

Python Main saves the Python lists containing the results serialized in txt-
files.

The last step finally fulfills the visualization goal of the decision support tool.
The results of the solved model (containing the locations of the practices to be
opened as well as the allocation of districts to the practices) are added to the
QGIS attribute tables of the layers. For this purpose, a function which is able
to read the content of the txt-files and add it as new columns to the attribute
tables is necessary. On top of that, all the practices to be opened (a subset of
the features of the facilities layer) as well as all the allocations of the districts to
the practices must be highlighted on the basemap. To highlight several features
of layers, the QGIS map canvas must be manipulated. The best way to do this
is to write a QGIS plugin (see for example [16]). As explained above, plugins are
a set of Python programs running in the QGIS framework to fulfill special tasks
like manipulating the QGIS map canvas, which determines how the data of the
attribute tables is shown on the basemap.
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A Python QGIS plugin consists of two Python classes. One class is responsible
for the setup of the plugin’s UI, a window where several parameters, specifying
the data the plugin needs to fulfil its task, can be typed in. The second class
represents the plugin’s function, thus what it calculates, adds to the attribute
tables and shows on the QGIS basemap. With Plugin Builder, QGIS offers a tool
that builds the framework of the two classes as Python code on its own. This
facilitates writing a plugin, as the plugin’s author can concentrate on implement-
ing the function of the plugin, while the framework of the two classes is already
given.

The plugin’s UI can be changed with the Qt Designer, a drag-and-drop tool
to change Python UIs. The UI must contain input options for specifying the
paths to the txt-files containing the results, as their content must be loaded into
the plugin. The function-representing class can then read these paths from its
UI and save it in strings. Thus, the txt-files can be referenced and its content
can be saved deserialized in Python lists. After that, the different QGIS layers
are referenced and their attribute tables are extended by new columns filled with
the results of the model saved in the Python lists.

The facilities layer’s attribute table is extended by a column which can only
contain the numbers 0 or 1. Each feature, i.e. primary care practice, which is
chosen receives the column value 1, whereas each location that is not chosen
receives the column value 0. On the basis of this procedure, the plugin can
highlight exclusively the features (primary care practices) that have a column
value of 1 on the basemap, as displayed for example in Fig. 5. In addition to
that, a second column is amended and filled with the number of doctors that
should work in each practice according to the solution of the model.

The routes layer is responsible for representing the allocation of the demand
points to the primary care practices. Remember that the routes of every district
to every practice have been stored in an attribute table. The routes are visualized

Fig. 5. Visualization of the practices to be opened. White points represent practices
to be opened (opening status of 1), whereas grey practices (opening status of 0) are
not opened in the solution.
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Fig. 6. Visualization of the allocations of one demand point. A line means that the
black marked demand point is assigned to the white marked practice located at the
end of the line.

Fig. 7. Visualization of the allocations of all the demand points. A line means that
the black marked demand point at the beginning of the line is assigned to the white
marked practice located at the end of the line.
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as straight lines on the basemap. Now the idea to visualize the allocation of one
district to a primary care practice is to highlight the route between the two
points (which is only a straight line) on the basemap. Thus, the route layer’s
attribute table is extended by one column that is filled with the model’s values
about the proportion to which a district is supplied with medical care by a
primary care practice. Only the features (routes) with a column value greater
than 0 are highlighted on the basemap, whereas the routes with a column value
of 0 are not shown. Figures 6 and 7 visualize the allocations of one and of several
demand points.

3 Conclusions and Outlook

The potentials of handling more data than ever in minimum time, brought by the
rapid advance of information technology, have led to a rethinking of academic
approaches in every data-driven science. Locational analysis, a scientific problem
characterized by the participation of many different stakeholder (e.g. decision
makers, researchers, interest groups), involves a great risk of conflicts arising
by the urge to balance contrary goals. Thus, a tool able to communicate valid
data as well as possible solutions in a user-friendly way in order to visualize
dependencies and outcomes is required. Here, GIS can play an important role.

The approach presented in this paper shows that a GIS can be transformed
into a decision support tool to locate primary care practices. It helps to acquire
and visualize spatial data, input as well as output, when locating facilities for
example. As a result of that, even non-experts can be given an understanding of
how a solution has originated.

The decision support tool presented in this paper does not use locational
algorithms included in the GIS (although many GIS already provide approaches
to solve distinct location problems on their own), but solves an external location
model by using IBM ILOG CPLEX. This brings maximum flexibility regarding
the problem formulations (models), as basically all linear objective functions,
constraints and parameters, independent of the locational abilities of the under-
lying GIS, can be used. In addition, optimal solutions obtained by a solver are
usually preferable (as long as solution times allow for that).

The flexibility of the tool leads to a lot of other potential applications: the
tool could be adapted to solve also location problems in totally different domains.
Thus, it is suitable for not only the health care sector, but for every sector in need
of mathematical solutions to geographically related issues. The sole component
in need of adjustment would be the model (Python CPLEX). Except for this,
the procedure of finding data (QGIS can still be used, it simply must find other
data than drive times), processing data (Python Main) and visualizing data
(QGIS plugin) remains the same - providing a viable foundation for solving
many location problems.

As a next step, the decision support tool shall be tested in case studies
with different German regions. For that, additional location models will also be
implemented. While in the beginning it will only be used internally by researchers



GIS-Based DSS 221

to determine and show possible locations, it is of interest to further develop the
tool to make it accessible and practicable for many different users. In order to
reach this goal, a user-friendly interface and an assistance component must be
developed. In future work, additional components will be developed to build a
generalized decision support system for the organization of primary care services,
for example determining the staff scheduling based on the opening hours and the
offered services.
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Abstract. Currently, many libraries, either academic or public, pos-
sess information systems to support their operations. Although libraries
are becoming more aware of the potential of data analytics in support-
ing library management decisions, there is still a long way to go to take
plenty advantage of the information collected. This paper proposes a pre-
scriptive analytics solution to enhance the service provided by libraries,
by optimizing libraries layout. The quantitative method introduced aims
to identify layout configurations that minimize the time spent by clients
in picking books from the library. A new multi-floor layout optimization
algorithm is developed, based on the pairwise exchange method heuristic.
A real data sample of approximately 66.000 loans, taken from the infor-
mation system of a European Engineering School’s library, was analyzed
and processed. The method proposed was used to improve the library’s
current departments configuration, achieving an improvement of 13.2%
in terms of walking distance to collect the books. The results corroborate
the effectiveness of the method proposed and its potential in supporting
library management decisions.

Keywords: Service enhancement · Multi floor layout · Combinatorial
optimization · Heuristics · Data analytics · Library management

1 Introduction

Nowadays, in order to catalogue items and keep track of material circulation
and acquisitions, more and more academic and public libraries possess their own
library management system (LMS) [1]. However, many libraries are still not
making adequate use of the information gathered by their LMS about users’
habits and preferences [2]. At the moment, the use of library management sys-
tems is mainly focused on achieving better control of the library’s processes and
not in exploring the collected data for operational efficiency improvement and
service improvement based on prescriptive analytics approaches [1]. Although
information systems significantly increase the value of information as suggested
by Hayes [3], when used poorly, the impact on the quality of the service will
not be significant. The declining usage of physical collections paired with the
c© Springer International Publishing AG 2017
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increasing demand for electronic networked resources [4] suggests that physical
libraries should look for ways to improve their services so they can remain active
and competitive. In order to become more efficient in an increasingly digital era,
it is important that libraries consider the potential of data analytics and big
data in supporting library management decisions.

This paper seeks to make use of the information stored in a LMS by applying
an improvement-type layout algorithm to the data collected by it, in order to
reduce the time spent by the library’s clients in picking their books, thus reducing
the traffic flow and improving client satisfaction. The method proposed is based
on the traditional pairwise exchange method, usually applied in manufacturing
facility layout analysis, and is evaluated using a distance-based objective. In this
case, the library’s departments correspond to the departments or areas consid-
ered in the original application of the pairwise exchange method and the capac-
ities for departments distribution in each floor correspond to the shelves capac-
ity. The method proposed enhances the traditional pairwise exchange method
by including capacity restrictions for each floor in order to prevent unfeasible
exchanges. Also, “dummy” departments are included in the configurations tested
in order to reach solutions that allow for different number of departments in each
floor.

The structure of the remainder of the paper is as follows. Section 2 includes a
general revision on the use of data analytics in library management and explores
some of the different heuristic-based layout optimization techniques applied to
facility layout planning problems. Section 3 introduces the approach followed
in this project, explaining how the library management system’s information
was analyzed and processed and how the heuristic was structured in order to
adequately carry out a multi-floor optimization with departments or subjects
and floors of unequal areas. Section 4 describes the application of the proposed
method on a specific case study related to an academic library and presents
the results obtained. The paper ends with the conclusions reached and some
suggestions for future research.

2 Literature Review

2.1 Data Analytics in Library Management

Nowadays, the evolution of technology and the increasing importance of data
analytics is starting to impact more and more the way we manage our informa-
tion and how we make use of it [5]. This growing tendency has also began to
shape the way libraries are managed and what the future holds regarding library
management practices. For example, in Singapore, the National Library Board
(NLB) was awarded the Best Practice Award in Resource Management at the
2014 Public Services Awards for applying data analytics in order to improve
their understanding on borrowing behaviour and improve resource management
[6]. Also, other works, such as Lakos [7] and Showers [8], provide a new per-
spective to the way that data analytics can be used to support decision-making
in libraries and how data analytics and metrics can be exploited to help make
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better decisions, improve services and increase user satisfaction. However, even
though libraries throughout the world are starting to invest more in data analyt-
ics as a way to identify patterns and trends in customer behaviour [9], the path
towards integration between library management and data analytics is not yet
fully understood, which represents a big opportunity for research [10]. In this
paper, we bring a new prescriptive analytics approach to library management
by applying a layout optimization technique that facilitates the loaning process
to both the client and the library.

2.2 Heuristic-Based Layout Optimization Techniques

According to Xie and Sahinidis [11], a good facility layout can reduce up to
50% the total operating costs, explaining in a way why layout optimization
techniques have been a subject of extensive study in academic research. Deter-
mining the optimal placement of facilities within a plant is defined as a facility
layout problem (FLP). The facility layout problem is commonly formulated as a
generalization of the quadratic assignment problem (QAP), which falls under the
NP-hard (non-deterministic polynomial-time hard) category [12]. The QAP is a
combinatorial optimization problem that for a set of N facilities and N locations,
uses the distance between each pair of locations, the flow between each pair of
facilities and the cost of flow per unit distance, to provide an assignment of all
facilities to different locations with the goal of minimizing total cost [13]. In this
case, total cost is a function of the distance and the flow between facilities. This
approach to the FLP’s formulation is the most recurrent in literature, in which
the objective function to be minimized follows quantitative criteria, such as total
distance, cost or time spent. However, layout optimization approaches that allow
for both quantitative and qualitative criteria are also popular, resulting in solu-
tions that can better meet the plant’s requirements [14]. An approach that mixes
multiple optimization objectives, either quantitative or qualitative factors (the
second being weighted, for example, by a subjective closeness rating between
facilities) falls into the category of the Multi Objective Facility Layout (MOFL)
problems [15]. Due to the fact that there is no known efficient way to reach an
optimal solution for FLP problems, several heuristics and meta-heuristics have
been developed to seek near optimal solutions at reasonable computational time
[16]. The pairwise exchange method, the CRAFT algorithm and the CORELAP
are examples of heuristical approaches to the facility layout problem [17].

The pairwise exchange method is an improvement-type layout algorithm that
can have both an adjacency-based or distance-based objective function. This
heuristic requires the initial layout, the distance between locations and the flow
between departments as its main inputs. In each iteration, the method tests all
feasible department pair exchanges and calculates, for each new configuration,
the value of the associated objective function. If the objective is to minimize
the total distance or the material handling costs then, from the resulting list
of objective function values, the heuristic selects the configuration that mostly
reduces the value of the objective function (“steepest descent” method) as the
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new layout configuration [18]. This process is repeated until no tested config-
uration can decrease the value of the objective function in comparison to the
current one. A significant limitation of the pairwise exchange method is that the
final solution is conditioned by the given initial layout configuration, meaning
that the final configuration may be a local optimum of the problem, with no
insight on its closeness to the global optimum [18].

In this paper, we adapt the traditional pairwise exchange method in order
to account for departments and floors of unequal areas (inputs similar to
CRAFT’s), as well as a multi-floor layout (by using “dummy” departments that
are used to “reserve” space in each floor). This heuristic was chosen due to its
formulation’s simplicity, allowing us to adapt it adequately to the case study
presented.

3 Method

The typical department layout of a library is not usually designed taking into
account quantitative data regarding loan records throughout time. However,
client’s demand for each subject within a library is, arguably, one of the best
criterion in deciding how close to place each subject to the entrance, in order
to reduce the distance walked by clients. The method developed to address this
optimization problem is an improvement type algorithm that rearranges the
subjects or departments within a library, considering the number of occurrences
of each path containing either solo or paired departments. For example, the
number of occurrences of the path “Entrance → Subject X → Exit” or path
“Entrance → Subject X → Subject Y → Exit”. In order to calculate the
frequency of each path in book picking, the information of the loan records
stored in a library’s LMS is processed and analyzed, thus providing the flow
matrix required for the algorithm.

The remainder of this section explains the steps needed to replicate the algo-
rithm, process the loan record information and analyze the heuristic’s results (see
Fig. 1). These steps are described in the following sections. Section 3.1 describes
how a multi-floor library with floors of unequal capacities and subjects with dif-
ferent capacity requirements can be represented and improved using a solution
based on the traditional pairwise exchange method. Section 3.2 explains how the
collected data was transformed into a flow matrix compatible with the heuristic’s
formulation.

3.1 Layout Optimization Heuristic

Base Formulation. In libraries context, in order to provide better service
quality, the total distance travelled by clients should be minimized, meaning that
the total number of paths travelled when picking books from one, two or more
departments multiplied by the distance that is associated to each one of those
paths should be diminished. More specifically, library managers are interested
in guaranteeing that the total distance associated with going from the library’s
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Fig. 1. Holistic representation of the main steps of the proposed method.

entrance to the consecutive departments’ locations and back to the entrance is
minimized. The information related to the total number of paths travelled for
every combination of subjects required by a client is available in the loan records
stored in a library’s management system. The data associated with the distance
between department locations can be obtained by on-site measurements.

For example, considering a simple four-floor library where the three top floors
contain a single department of the same size (Fig. 2), and with the following
sample of three loan records (Fig. 3), we can derive the distance (dij) and flow
(fij) matrices between departments i and j (Figs. 2 and 4, respectively).

Fig. 2. Representation of the example’s library and the correspondent distance matrix.
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Fig. 3. Transformation of a sample of loan records into book picking paths.

Fig. 4. Flow matrix containing the book picking flows for the given sample of loans.

Let the objective function (z) be defined as:

z =
∑

i

∑

j

fijdij (1)

Function z represents the total “cost” of the current library layout. According
to Eq. 1, the value of this function is equal to the total distance that needs to be
travelled in order to replicate all loans accounted in the flow matrix fij . In this
illustrative case, the total “cost” of the library’s layout would be equal to 14,
considering that the distance between consecutive floors is the same and unitary.
This formulation laid the basis for the translation of book picking activities into
matrices and for the approach to the multi-floor layout optimization problem. As
mentioned before, it was then required to improve it by considering departments
and floors of unequal sizes and capacities, respectively. Also, a way to have a
different number of departments in each floor had to be developed in order to
avoid unnecessarily constrained solutions.

Main Assumptions. The main assumption of this formulation is that the dis-
tance dij between the library departments i and j corresponds to the distance
travelled in the vertical direction. This implies that the horizontal distance trav-
elled within each floor when picking books is not considered, resulting in a focus
on the number of floors climbed to reach the department locations.

Furthermore, we assume that most of the loans only encompass one or two
different subjects. This assumption is particularly relevant because for loans
of one or two subjects, the order that the subject locations are visited does
not affect the total travelled distance. For example, if a client is going to pick
up books of Subject X and Subject Y, this client can either follow one of the
two paths: Entrance → Subject X → Subject Y → Entrance or Entrance
→ Subject Y → Subject X → Entrance. In either case, even if the subjects
are on different floors, the total distance travelled is the same. However, if we
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have a loan record containing 3 subjects, the total distance travelled can differ
depending on the path selected and the layout currently employed. In terms of
the problem’s formulation, this would imply that the flow matrix would have to
be recomputed in every iteration of the algorithm, because the layout changes in
every iteration. The exclusion of all loans containing more than two subjects is,
however, not very compromising due to the fact that usually in a library those
loans account for a significantly small percentage of all the total loans. This
assumption will be verified in Sect. 4 to validate the applicability of the model
proposed.

Another assumption is related to the future behaviour of the library’s clients.
By adjusting the distribution of the library subjects according to the past
loans registered, we are assuming that future loans pattern will be similar. This
assumption is not particularly compromising in the case of university libraries,
as most clients represent students who borrow books to assist their study in
courses that are taught every year.

Final Formulation. Although the initial formulation provides a simple app-
roach to the library’s layout optimization problem, its application is limited to
basic cases like the example provided. In order to account for subjects and floors
of unequal sizes and capacities respectively, while at the same time enable to
reach solutions that allocate a different number of subjects to each floor, some
additional formulation changes had to be made.

Firstly, for any given iteration, not all pairwise subject exchanges are feasi-
ble because not all floors have the same available capacity (number of shelves
available) and not all subjects have the same capacity requirements (number of
shelves needed). Figures 5 and 6 illustrate these two inputs for the algorithm.

Fig. 5. Floor-Capacity. Fig. 6. Subject-Capacity.

In each iteration, the algorithm checks if the current pairwise subject
exchange under consideration is feasible or not using the inputs shown above. If
it is, the corresponding distance matrix is computed, as well as the layout cost.
If it is not, then the algorithm will ignore this exchange and will evaluate the
next one.

Secondly, the base formulation cannot account for floors with a different
number of subjects. A direct consequence of this constraint is that the number
of configurations tested will be very small in comparison to the real set of feasible
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solutions. To overcome this limitation, “dummy” subjects are assigned to every
floor in order to reserve position slots for incoming subjects during the pairwise
subject exchanges. The “dummy” subjects have null capacity requirements and
null flows coming in and leaving out of them because they do not really exist. The
most common application of “dummy” departments in Facility Layout Planning
problems aims to eliminate excess facility space [19] or reach desired layout
shapes [20].

By having their inbound and outbound flows set to zero, “dummy” subjects
are not considered preferable to occupy a location when compared against real
subjects, as the goal of the algorithm is to minimize the facility layout total cost.
This fact promotes the switch of the “dummy” subjects when a better solution
is found and enables to configure multi-floor layouts with different number of
subjects in each floor. Figure 7 illustrates an example of a flow matrix with
“dummy” subjects. The D tags correspond to “dummy” subjects and the S tags
correspond to the real subjects.

Fig. 7. Flow matrix for a multi-floor layout, using “dummy” subjects.

3.2 Data Treatment

In order to construct the flow matrix based on the loan records of a library
management system, it is required to process the raw data, taking into account
the formulation set described in the previous sub-section. A typical loan record
comes with the specification of multiple attributes, such as: client’s id, loan date,
return date, book’s id and number of overdue notices. The construction of the
flow matrix only requires the loan information regarding the client’s and book’s
id as well as the date of the loan.

In libraries, a common way to identify a book is by using the universal decimal
classification (UDC). This classification system supports complex content index-
ing and facilitates information search by providing an organized arrangement of
all departments or areas of knowledge [21]. The specific areas of knowledge are
described by a number code (see Fig. 8), where the first digit corresponds to the
main knowledge class code associated to it.

Book’s identification is usually specified by combining the area of knowledge
UDC code, with an additional sub-code.
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Fig. 8. Example of a UDC table.

The first step in data treatment is to extract the area of knowledge associated
to the loan, in order to have a simplified list of all subjects that are required
during the period of analysis. Then, it is required to determine the number of
loans containing one or two subjects, as explained in Sect. 3.1.

Figure 9 illustrates the expected results of this stage.
After selecting the loans referring to one or two subjects, it is necessary

to group that data using the flow matrix formulation described in Sect. 3.1.
This implies the definition of the paths taken by the clients, starting in the
entrance, passing through the respective subjects’ positions and going back to
the library’s entrance/exit. This results in a matrix similar to the one represented

Fig. 9. Representation of the results expected from the initial “data crunching” process.
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in Fig. 7. The “dummy” subjects are added afterwards, according to the need
for additional positions slots.

4 Case Study

In this section we present the library used as a case study and the heuristic’s
results obtained for this case study.

4.1 Library

The library used as case study is a European engineering faculty’s library that
uses a library management system to track its book circulation and users’ activ-
ity. The library studied has six floors, having its subjects distributed from the
first to the fourth floor. The loan records for the last five years of the library’s
activity were made available by the library’s management team.

In order to apply the method proposed, some inputs had to be specified. The
value defined for the number of available position slots in each floor was 11. This
value was defined taking into consideration the average occupation of a subject
and the average floor capacity. More position slots could be added to each floor,
though that would only unnecessarily increase the heuristic’s run time and the
input matrices’ size. The number of floors was 4, as explained above. The flow
and distance matrices’ size was 46 (result of the product between the number of
floors and the number of position slots per floor plus the library’s entrance and
exit slots).

Additionally, the initial assumption of excluding all loan records containing
more than two subjects was tested. In the case of the library used as case study,
these loans accounted for only 0.83% of all the loans made, thus validating the
assumption.

4.2 Results

Starting from the current layout configuration of the library, the results obtained
using the method proposed to enhance this configuration showed that it would
have been possible to reduce 12.1% of the total distance travelled by a client,
when considering all the past loan records made available. This represents a
significant impact on the service quality perceived by clients and on the image
of the library.

In order to look for alternative solutions, an initially optimized department
layout configuration was created, based on the demand for each library depart-
ment. This time, instead of using the current library department configuration
as the heuristic’s starting point, this new configuration was used. In comparison
to the current layout’s total distance travelled value, the final results showed a
reduction of 13.2% in the total distance travelled by a client when simulating
the past loans analyzed, meaning that a client would save, on average, 13.2% of
time while picking the books.
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The total number of exchanges in each run of the algorithm, corresponding to
different initial configurations, was less than 10 and the utilization of the lowest
floors increased in both solutions, as expected. Table 1 summarizes the results
obtained, with the distance measured in terms of number of floors climbed.

Table 1. Summary of the results obtained.

Total distance (start) Total distance (end) Reduction (%)

Current layout 233930 205624 12.1

Initially optimized layout 206819 203119 13.2

These results reveal the potential of the method proposed and reinforce that
the combination of data analytics with optimization procedures may consti-
tute a powerful approach to support decision makers in the process of services
improvement.

5 Conclusions and Issues for Future Research

The purpose of this study is to develop a tool that may support libraries in
the enhancement of the service provided, by adjusting the library’s layout and
consequently facilitating the process of picking the books required by the clients.
This paper contributes to the literature by proposing a quantitative approach
to library management that explores the potential of combining data analyt-
ics with layout improvement heuristics. The method described in this paper,
although more directed to multi-floor buildings, can easily be transposed to any
library setting, thus making it a valuable tool for any library manager wishing
to improve library’s service. Being a quantitative-based approach, the savings
resulting from its implementation are more tangible and objective. The results
obtained corroborate the effectiveness of the proposed approach, since significant
picking time reductions were achieved.

This study is only limited by the main assumptions made regarding: the
insignificance of the loan records containing more than two subjects, and the
analysis of vertical distances instead of “intra-floor” distances during the opti-
mization process. For the case study presented, the first assumption was verified,
as expected, because in libraries the total number of loans containing books from
more than two areas of knowledge represents a small portion of the total number
of loans made.

Taking this study as a basis, much more can be explored regarding the mix-
ture between data analytics and optimization techniques. The approach pre-
sented in this paper could be further developed by implementing, for example,
a sensitivity analysis to the floors’ capacity restrictions in order to account for
situations where adding a small number of book shelves to a floor would greatly
expand the set of feasible solutions, thus enabling the specification of better
layout configurations.
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1 Systemic Modeling Laboratory LAMS, École Polytechnique Fédérale de Lausanne,
Station 14, 1015 Lausanne, Switzerland

{gorica.tapandjieva,georgios.piskas,alain.wegmann}@epfl.ch
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Abstract. We present a longitudinal project using action design
research, which is a four-year collaboration between two EPFL enti-
ties: The research Laboratory for Systemic Modeling (LAMS) and
EPFL’s IT department, called the VPSI. During that time the VPSI
was going through a transformation into a service-oriented organization.
The research project began as an open-ended modeling of some of the
VPSI processes. It slowly matured into the design and development of
a visualization tool we call service cartography. During this research, we
learned that, to successfully apply service-orientation, focusing purely on
IT architecture and end-customer value is not enough. Attention must
be given to the exchange of internal services between the service organi-
zation members and their alignment with the services expected by the
external stakeholders. In this paper we present the evolution of (1) our
understanding of what services are, and (2) our conceptualization of how
the service cartography facilitates the service-oriented thinking.

Keywords: Action design research · Service-orientation · Service car-
tography · SEAM · Enterprise architecture

1 Introduction

The IT department of EPFL, called the VPSI for Vice Presidency of Informa-
tion Systems (SI in French), provides IT infrastructure and development services
to the entire EPFL community. Beginning around 2012, the IT department of
EPFL began to transform from a traditional IT organization, developing appli-
cations and maintaining infrastructure, into a so-called service organization as
envisioned by frameworks such as the Information Technology Infrastructure
Library (ITIL) [1,2]. An EPFL research laboratory, called LAMS, collaborated
c© Springer International Publishing AG 2017
S. Za et al. (Eds.): IESS 2017, LNBIP 279, pp. 237–250, 2017.
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with the VPSI during the transformation project. LAMS specializes in Enter-
prise Architecture research. LAMS provided methodological advice to the VPSI
members while improving its methods and publishing the results [3–7]. The
first author began her involvement in this project by attempting to model busi-
ness processes that support specific services offered by the VPSI. Gradually this
involvement shifted to the mapping of services and their dependencies in an
interactive tool that is called a service cartography.

Collaborating with the VPSI members, the LAMS researchers became aware
that there is lack of clear guidelines: (1) to manage the internal service exchange
and (2) to align the internal services with the VPSI’s external stakeholders’
expectations. The existing service management frameworks, such as ITIL [1],
convey a clear vision of services, but they only give abstract guidelines concern-
ing the implementation of this vision. For example, ITIL defines peoples’ roles
with different responsibilities in service management, but it does not provide
information on how these roles collaborate, i.e., exchange services. Accordingly,
the researchers learned that to apply service-orientation, focusing purely on IT
architecture and end-customers is not enough.

The concept of a service is not new [8]. In the past two decades, services
have been researched in the domains of service-oriented thinking [9], service-
dominant logic [10], service systems [11], servitization [12], service-oriented archi-
tecture [13], and others. Most research on services “focuses on the interaction
between the firm and the customer” [14], but an open question still remains:
How do members of a service organization collaborate in the implementation of
a certain service?

We believe that successful service-orientation is characterized by empowering
employees to collaborate by exchanging services and aligning the results of this
collaboration with the expectations of external stakeholders. Employees’ work
includes responsibilities in a given context, as well as services they use and they
provide to other employees, systems, applications, organizations and end-users.
Our ongoing efforts are towards designing and building a service cartography
tool. It is envisioned that in this tool, the VPSI members will store and visualize
the services exchanged and resources used, and by doing so, they will build a
shared understanding of the internal collaboration.

This project can be categorized as action research because of its duration
(four years) and the active operational role assumed by the researchers [15,16].
In addition, the research output is a designed artifact, namely the service car-
tography tool, which makes the project compatible with design-science frame-
works [17]. The research method we use is action design research (ADR) [18].

In Sect. 2 we give details of our research method. We describe the context
of our ADR project, as well as our project iterations in Sect. 3. In Sect. 4,
we explain the limitations and challenges researchers face when conducting an
action-research project of this magnitude. In Sect. 5 we list the related work, and
in Sect. 6 we present our conclusions.
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2 Research Method

Action Research

We believe that “knowledge is created through transformation of experi-
ence” [19]. As experience is gained by doing, we focus more “on what prac-
titioners do, rather on what they say they do” [16]. The research undertaken
in real organizational context, aiming to solve immediate problem situation in
collaboration with practitioners is called action research. As described by Avison
et al. in [16], “in action research, the researcher wants to try out a theory with
practitioners in real situations, gain feedback from this experience, modify the
theory as a result of this feedback, and try it again.”

Introduced by Kurt Lewin in 1946, action research is social research combin-
ing “generation of theory with changing the social system through the researcher
acting on or in the social system” [20]. Patton [21] has categorized action research
as “action-oriented, problem-solving research”, with informal data collection and
research publications different from those in basic and applied research. For
example, there are a few academic publications on our collaboration with the
VPSI [3–7], whereas we have produced many informal and internally circulated
documents.

Conducting action research in the context of investigating information sys-
tems is not new. For example, Baskerville published a tutorial on an action
research of information systems [22] and Checkland’s soft systems methodol-
ogy [15] is rooted in action research.

By using action research, we extend our knowledge by solving specific prob-
lems that we identify at the VPSI.

Design Research

In his book, “The Sciences of the Artificial” [23], Herbert A. Simon set the
foundations for design methodologies relevant to various disciplines, including
design science in IS. Looking through the design lens, the output of our research,
the service cartography tool, is “a purposeful IT artifact created to address an
important organizational problem” [17]. This puts our research efforts in Hevner
et al.’s framework for IS design-science research.

But Sein et al. [18] point out that “traditional design science does not fully
recognize the role of organizational context in shaping the design, as well as
shaping the deployed artifact”. However, they also mention a few researchers
that have “a view of artifacts as emergent from organizational context”, and they
propose a design research method that does not separate the IT artifacts from
the interaction with the organizational context. Their method is called action
design research (ADR) and we find it best fits our approach for IS research.
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Action Design Research

Action design research is a research method that has four stages (see Fig. 1),
where each stage contains a set of principles. We briefly explain the stages,
without focusing on the principles:

1. Problem Formulation is a stage in which researchers identify, articulate
and scope a problem inspired by practitioners, researchers, end-users, tech-
nologies or prior research.

2. Building, Intervention and Evaluation (BIE) is a stage that is car-
ried out as an iterative process interweaving “the building of an IT artifact,
intervention in the organization and evaluation” [18].

3. Reflection and Learning occurs in parallel with the first two stages:
researchers reflect on the problem formulated, and on the theories and tools
chosen to develop a particular solution. The learning from this reflection leads
to a refined problem formulation and solution, as both researchers and prac-
titioners gain a better understanding of the emerging artifact.

4. Formalization of Learning is the most challenging stage, as the learning
from the ADR project should result with generalized solution concepts for a
class of field problems.

1. Problem Formulation
3. Reflection and 

Learning
2. Building, Intervention, 

and Evaluation

4. Formalization of 
Learning

Fig. 1. Action design research method stages, adapted from [18].

In the following section, we illustrate how we applied ADR in our research
project conducted at EPFL.

3 Service Cartography: Research Project in Collaboration
with the EPFL Information Systems Department

The VPSI provides approximately 100 IT services to around 14,000 EPFL mem-
bers, of which in 2015 [24] around: 3,000 are researchers and lecturers, 300
are professors, 10,000 are students, 5,000 are employees, including adminis-
trative staff, IT experts and others. Some of these members have dual roles
(for example professors, researchers and lecturers are also employees). Besides
EPFL members, the VPSI also serves many more visitors and the general public.
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The marketing term “segment” is adopted to designate these separate groups of
customers with different needs.

The VPSI’s transformation into a service-oriented organization introduced
a challenge to the internal organization. In parallel, to optimize the creation,
management and operation of services, the VPSI developed a service strategy.
The service strategy defines ways of collaborating in the service-oriented orga-
nization. This strategy also explains why services are needed and defines roles
the VPSI members have in implementing these services.

The following subsections present the research collaboration with the VPSI
through the ADR lens. Figure 2 depicts three major Building, Intervention and
Evaluation (BIE) iterations, each lasting more than a year, and each having
finely-grained, shorter iterations. As described in [18], “during BIE, the problem
and the artifact are continually evaluated”. Consequently, in each major itera-
tion, the ADR team members gained better understanding of the problem and
they tried to reformulate it. The artifact was updated in parallel to reflect the
changing problem addressed.

First iteration Second iteration Current iteration
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Fig. 2. Three major Building, Intervention and Evaluation (BIE) iterations for an
IT-Dominant ADR project at EPFL’s IT department, called the VPSI.

Due to the informal collaboration with the VPSI, in every major iteration,
different practitioners belong to the ADR team. As a consequence, specific roles
and responsibilities of the ADR team members are not defined. BIE iterations
are conducted in a semi-structured manner where researchers rely on their obser-
vations and discussions with practitioners.
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3.1 First Iteration

Problem Formulation. In the beginning of the collaboration with the VPSI,
researchers identified that the VPSI management needed to build and communi-
cate a common view of the service-oriented enterprise architecture in the context
of the ongoing strategy formulation [3].

Building, Intervention and Evaluation. During the first iteration,
researchers focused on modeling the architecture of several VPSI business
processes. This iteration was used to understand and visualize the internal
organization of resources and people in different roles. The idea was to build
a map of IT resources, services, EPFL employees, users, external partners, pro-
tocols. As defined in [25], maps are “graphic representations that facilitate a
spatial understanding of things, concepts, conditions, processes, or events in
the human world”. Cartography is the practice of making maps, therefore, the
artifact was named an IT cartography. The design of the IT cartography was
based on SEAM [26] conceptualization. SEAM is a service-oriented framework
developed at LAMS [27].

To create the IT cartography artifact, the ADR team members chose a
commercial tool called SOLU-QIQ [28] in which the researchers implemented
the SEAM meta-model [5]. Figure 3 shows the cartography output during this
iteration.

In this iteration, all decisions were made during frequent meetings and semi-
structured interviews among researchers and two VPSI members (belonging
to the ADR team), the EPFL’s IS coordinator and a business analyst. The
researchers also occasionally attended meetings with other VPSI members, to
better relate to the problems VPSI was solving.

Fig. 3. IT cartography output, taken from [3], showing people and applications involved
in one service implementation, with the process that consumes that service.
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Reflection and Learning. As EPFL employees, the researchers used VPSI
services on a daily basis, enabling themselves to experience first-hand the value
services bring to the customer. The researchers also related their experience to
the industry and academic service approaches. Moreover, the frequent discus-
sions with the IS coordinator and the business analyst crystallized the under-
standing of services. In these discussions, all ADR team members made SEAM
sketches to conceptualize their learning of services. The progress made was partly
attributed to the SEAM sketches made.

At the end of the first iteration, the IT cartography showed only one service
implementation per view, with a different notation from the usual SEAM nota-
tion. The different notation caused confusion among ADR team members, as the
cartography did not represent the SEAM conceptualization from the discussions.

As a result of the reflection,

– the ADR team decided to apply the standard SEAM notation, and
– the IT cartography was spontaneously referred to as service cartography.

Finally, the service cartography built contained only a few example services,
hence the ADR team believed it was not ready to be shared with all VPSI
members.

3.2 Second Iteration

Problem Formulation. The ADR team gained a better understanding of the
problem and they had ideas on how to improve the service cartography. The
researchers found that there was no need to reformulate the problem after the
first iteration.

Building, Intervention and Evaluation. At the start of this iteration, the
second author of this paper, joined the VPSI, as the head of IS architecture.
From the moment he joined, on top of his VPSI work, he became a member
of the ADR team. In the first few months, the collaboration mainly involved
knowledge transfer concerning SEAM, SOLU-QIQ and EPFL services in gen-
eral. Afterwards, he became the main service cartography user, designer and
developer. All ADR team members collaborated on designing the cartography
overview page (see Fig. 4(a)) and the navigation between the detailed views. The
second author was also the main advocate for having the standard SEAM nota-
tion in the service cartography. He succeeded in implementing a notation similar
to the standard SEAM notation (see Fig. 4(b)). The first and second author con-
ducted several interviews with other EPFL members, and they populated the
service cartography with the information gathered. Subsequently, the head of
IS architecture independently updated the service cartography, and after having
the information for many services, he made the tool available to all VPSI mem-
bers. In the following months, the ADR team observed that the VPSI members
did not use the service cartography, despite having the tool at their disposal.
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Fig. 4. The service cartography developed in the second iteration

The evaluation in this iteration was marked by a contextual inquiry [29] the
first author conducted with a service manager. In this one-month contextual
inquiry, the first author developed a master/apprentice relationship where the
service manager was the master. The idea behind a contextual inquiry is to
discover actions as they occur, to allow the service manager to talk about his
work as it happens, and not to ask structured questions as in a traditional
interview scenario [29]. The goal of this evaluation approach in the ADR project
was to learn more about the daily work of a service manager and understand
why the service managers did not consult the service cartography.

During the contextual inquiry, some observed activities of the service man-
ager were (1) maintaining relationships with end-users and people involved in the
service implementation, and (2) producing and updating the service documenta-
tion such as service description, service architecture, service change requests, and
service knowledge base. The output views from the service cartography could be
included in various service documentations, but navigating to the specific view
of the service of interest was almost impossible.

Reflection and Learning. With the introduction of service orientation, the
VPSI members are expected to separate the “service offering” and the “service
implementation”. The service offering is the end-customer’s value-added level,
whereas the service implementation is not visible to the end-customer and it
represents the internal services and resources used to develop the offering. This
separation is perceived as the major benefit of service-orientation and it focuses
solely on the end-customer value. But what about the values of VPSI employees
and other internal customers?
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From the contextual inquiry, we learned that in the service documentation,
service managers communicate their internal service-exchange. In this documen-
tation, service managers describe the organization of the collaboration they have
with other internal and external people, and the resources they use. The service
cartography stores service-to-service, service-to-segment and service-to-person
relationships within a defined collaboration context. The ADR team also became
aware that the web pages with this information were difficult to find, were dis-
played in predefined views (see Fig. 4(b)) and could not be changed. By observing
these pitfalls, the ADR team members realized they did not understand the needs
of the users and the constraints imposed by the SOLU-QIQ tool. In addition,
the maps generated with SOLU-QIQ were static, so the team decided

1. To stop using SOLU-QIQ and design a new employee-centric tool. The new
tool should allow the VPSI employees to dynamically build their own service
map, in order to fit exactly the needs of the employee at a given point in time
for a specific purpose.

2. To initiate a frequent collaboration with one specific role, the architect dele-
gate, in order to capture role-specific use cases.

3.3 Current Iteration

Problem Formulation. How can an employee of a service-oriented organiza-
tion visualize and communicate her work? Based on ADR team’s observations,
an employee’s work includes exchanging internal services and the value these
services provide to her external stakeholders (customers, suppliers).

Building, Intervention and Evaluation. In the current iteration, the ADR
team develops a new service cartography that enables VPSI members to commu-
nicate the internal service-exchange. The new service cartography is user centric.
Instead of navigating between predefined views, the VPSI members search for
the services or systems and interactively build service maps they need, start-
ing from an empty canvas. Also, the VPSI members are independent from one
another while dynamically building their map. The service maps they create can
then be saved, exported and shared with other EPFL members. In addition,
there is no restriction on the details shown: the map can show multiple service
levels, starting from the lowest service level (e.g., network), all the way to the
business services, and end-user level. For example, Fig. 5 shows two service lev-
els, and it can be expanded. Furthermore, the service cartography has links to
EPFL’s service catalog and EPFL people’s directory.

Additional features include a few predefined overviews:

– Aggregate overview relationships among all services with their context (not
shown in this paper).

– The cropped overview in Fig. 6(a) shows collaboration for a specific service,
where people are grouped around a service on which they worked at least once.
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Fig. 5. The service cartography visualization tool in which users build their own map.
The figure shows two service levels distinguished by the different colors of relationships.
The service level of Fig. 4(b) is depicted below the dashed line.

– Figure 6(b) shows the opposite: the employee is visualized in the center of all
services on which he worked at least once.

In this iteration, the development of the service cartography with all new fea-
tures is done by a master’s student, who is the third author. In addition, ADR
researchers initiate a closer collaboration with the VPSI members who have an
architect delegate role. An architect delegate is a specialist in one architectural
domain, such as network, security and databases. The architect delegates and
the head of IS architecture, form the architecture body that ensures “the coher-
ence and efficiency of EPFLs information system” [30]. The researchers join
the monthly architecture meetings to get regular feedback, ideas and requests
for new features. They should develop a more intensive individual collaboration
with each architect delegate, in order to better elicit all service cartography use
cases in their context.

Reflection and Learning. In the previous two iterations, the researchers were
focused on the design rather than on the action in the organization. By including
the architect delegates in the early stages of the service cartography redesign,
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(a) Service-centric overview (b) Person-centric overview

Fig. 6. Overviews in the service cartography

researchers hope to avoid some of the mistakes presented in [31], such as building
a system that employees are reluctant to use.

After all project iterations, the researchers stabilized the formulation of the
problem they are solving. They are currently reflecting on other approaches,
both in academia and industry, that emphasize the internal service and value
exchange. The importance of the internal service exchange is already indicated by
Vargo and Lusch in [10]. Their second foundational premise states that without
direct interaction with the end customer, employees lose sense of the internal
service exchange among themselves, which leads to ignoring “quality and both
internal and external customers” [10].

4 Limitations and Challenges

The emergent knowledge from an experience is “a knowledge which is contingent
on the particular situation” [20] of a given moment (in this ADR project). All
decisions taken “are subject to reexamination and reformulation upon entering
every new research situation” [20]. The researchers cannot provide measurements
for the improvements our service cartography brought to the VPSI and this paper
only presents observations.

Most of the challenges faced in an ADR project are related to the dual role
that the researchers and practitioners have. It is important for the practitioners
to manage politics well, in order to “have a future in the organization when the
research is completed” [32].

Involving VPSI members in this project requires managing relationships and
negotiation with the employees and their supervisors. Sometimes the researchers
encountered delays in securing the involvement of the VPSI members, thus mak-
ing the time horizon of the ADR project unpredictable.

5 Related Work

The service cartography artifact is inspired by the field of enterprise architecture
(EA). The objective of EA is to capture “the essentials of the business, IT and
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its evolution” in a holistic view [33]. Some EA authors use the metaphor of
city planing and urbanization [34], and others use the metaphor of building
a house [35]. The strong association with IT resources is a limitation of most
EA approaches, such as the Zachmann framework [35], the IT4IT Reference
Architecture [36] and TOGAF [37]. These approaches do not conceptualize the
employees, employees’ roles, and the contexts in which employees work; and they
do not have a coherent representation of all organizational levels. For this reason
the service cartography visualization is based on SEAM models, where people
and their services can be modeled at any level of the hierarchy and seen in a
concrete context.

The ADR team’s goal is to visualize the relationships among services that
exist in an organization. There are a few commercial tools [38,39] that auto-
matically map service dependencies. These tools discover the technical details of
services and application deployments, such as the communication endpoint, the
address of the server or virtual machine where a service runs. They operate on
the level of configuration items and address IT administrator’s needs in finding
a root-cause of a technical problem. Consequently, people’s explicit responsi-
bilities and collaborations for a specific service are not visualized, whereas we
visualize all relationships that show collaboration among people, applications
and technologies, all the way to the end user. These tools, however, can provide
aggregate data for technical services, that can then be integrated in the service
cartography visualizations.

Mega’s HOPEX [40] and Link Consulting’s EAMS [41] are commercial tools
close to our service cartography. These tools are an Enterprise Architecture
Management System (EAMS). Both of them are compatible with TOGAF and
the second one has the feature to show the evolution of the models over time. The
main difference with our tool is the focus on services and relationships among
employees. Nevertheless, we get inspired by their features.

6 Conclusions

In this paper we have presented our experience of conducting a four-year ADR
project of building a service cartography artifact, the directions taken and dif-
ficulties encountered. The researchers’ activities and what they learned in the
ADR project are presented in three major iterations. In the first iteration, the
researchers tackled the architectural challenges, and the cartography tool was
designed to communicate only the architectural perspective. In the second iter-
ation, the ADR team populated the cartography tool with information gathered
from interviews and made the output available to all VPSI members. Due to the
static nature of the cartography tool, the VPSI members did not use it.

Thanks to the intensive collaboration and reflection on service orientation,
all the ADR team members are able to see their work as an internal service-
exchange. As the ADR team members did not need to rely on any tool, they
concluded that it is tool agnostic to maintain a sense of service exchange in their
work. But not all VPSI members can, or would like to, be included in an ADR
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project. Nevertheless, due to the lack, in both industry and academia, of concrete
guidelines for managing internal collaboration in a service-oriented organization,
the ADR team observed that the VPSI members still need a flexible and dynamic
tool to visualize their services and to communicate about their collaborations.
The researchers maintain their belief that by using the service cartography, VPSI
members could (1) build a shared understanding of existing internal/external
services, and (2) organize discussions in meetings, hence (3) adopt a service-
oriented way of thinking.
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Abstract. A first goal of this paper is to determine what customers do value
when choosing a hotel or having an experience with it and with what intensity
they value these elements. Secondarily, the paper aims to identify sources of
value creation in the hotel environment. For the purpose of this paper, the added
value is understood as ability of the hotel to incorporate customers’ feedback in
its decisions that are affecting them and the choices they make. To achieve its
goals, the paper employs content analysis. The paper provides valuable insights
to hoteliers, which support their decisions to improve the business by incor-
porating proactively strategies of value creation.

Keywords: Hotel industry � Social value � Customers reviews � Content
analysis

1 Introduction

Hospitality industry faces a continual evolution in the 20th century as a result of
economic development and of the dynamic growth of tourism. Exactly in the periods of
financial crises hotel investments did not stagnate, but found their ways of functioning
all over the world bringing about a new concept of hotel infrastructure. Tourism has
boasted virtually uninterrupted growth over time, despite occasional shocks, demon-
strating the sector’s strength and resilience. International tourist arrivals have increased
from 25 million globally in 1950 to 278 million in 1980, 674 million in 2000, and 1186
million in 2015 [1]. International tourism now represents 7% of the world’s exports in
goods and services, up from 6% in 2014, as tourism has grown faster than world trade
over the past four years [1].

Nowadays we find accommodation infrastructures ranging from simple mountain
cabins to the most luxurious hotels, each with its particular specificities in order to
please the clients who use them. The fierce competition in some regions called for
specific quality standards and organizational methods [2]. Traditional restaurants,
relaxing wellness departments, exclusive hotel lounges in luxurious hotels are at the
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service of customers who travel all over the world. Besides individual management one
can find hotels with management contracts in franchise system, or hotel chains that
bring about extraordinary advantages in the support of hotel industry [3].

World Tourism Organization UNWTO promotes and helps to implement different
project in the hotel industry: Implementation of Hotel Classification Scheme; Training
program focusing on the theoretical and practical implementation of the new classifi-
cation criteria; Initiative the Hotel Energy Solution, and Collaboration Action for
Sustainable Tourism [4].

The current paper discusses the role played by the customers’ testimonials and
reviews in developing strategies for value creation in the hotel environment. It aims to
determine what customers do value when choosing a hotel or having an experience
with it and with what intensity they value these elements. The paper starts with a
review of how hotel environments have progressively changed and evolved. Then it
explains the methodology used to identify sources of value creation in the hotel
environments. Finally, analysis is conducted on selected hotels and conclusions are
drawn based on results.

2 Insights into the Hotel Environment

Nowadays, no hotel can afford to operate in isolation, hoping to become successful or
at least surviving on the market on its own. In Romania a significant development in
hotel infrastructure took place between 1970–1980, in a period, when tourism visibly
developed and when the activity of generating incomes was considered to be an
essential priority. The political and economic situation before and shortly after 1990,
influenced Romanian tourism in a negative way. This led to an imbalance in the
hospitality industry as well. The state’s infrastructure became privatized, and such a
situation did not always benefit tourism. Thus, some time was needed in order to create
an infrastructure that could meet the requests and standards already existing on the
hotel market at European and global levels. If, from the point of view of infrastructure
an acceptable level was reached, the level of services still needs a lot of investments,
both in terms of technology and human resources.

For the tourism and hospitality industry, every visit, every request or inquiry, and
every issue that hotel customer-relationship management and operations could address
and successfully solve on-site represent opportunities to better understand guests and
services [3, 5].

The labor market in tourism and hospitality industry shows a significant deficit
regarding qualified workforce (both managers and staff) in the fields of tourism, hos-
pitality industry, and restaurants. The educational system in this sense has major leaks
that should be immediately taken care of; otherwise the deficit will affect negatively the
newly realized investments in hospitality industry. This can be easily addressed, by
learning everything necessary about guests, so their preferences and desires can be
easily anticipated. Hotels who customize their communications to plan, guide and
nurture their guests’ experiences are able to turn those guests into loyal brand sup-
porters and advocates [6].
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Due to the change of consumer behavior and the desire of the guests for unique
experience the question of competitiveness is a very important factor in the
decision-making. Online platforms make it possible for the visitors to share their
opinion about the hotel services and the destination as well [7].

Once the decision was made to focus the research on the benefits that would accrue
from the implementation of social value parameters, the problem of developing an
appropriate research question that would capture the essential objectives of the research
came to the fore. A pertinent question that may be asked in this regard is “how do the
anticipated or ex ante benefits of customer reviews are achieved ex post?” Such a
question would enable sources of value creation in the hotel environment. It was
therefore decided that the question would not be one of comparing the benefits of
customer reviews achieved ex-post, but rather to concentrate on the question of what
benefits were found by the hotel-managers, or at least perceived by them, ex-post. In
this way the hotel-managers would be concerned about something that they had
experienced directly and for which they had some knowledge on which to build their
judgements or opinions.

The research questions in this paper derive from a review of the literature, from the
practical process of attempting to undertake meaningful research, and from a desire on
the part of the writers to explore the reality of hotel managers and their customers’
attitudes. There was also, it must be admitted, a desire to provide a ‘counterweight’ to
some of the attitudes found amongst the managers and some of academics, enforcement
officers and officials, towards sources of value creation in the hotel environment.

It is noteworthy in Romania the Continental hotel group [8]. Established in 1991
the hotel chain has undergone a continuous development, and now it has properties in
the country’s main cities, in different regions, as Continental hotels chain and Ibis
hotels chain, the least according with the Accor management agreement [9]. The
Continental Hotels is the only Romanian chain of hotels that is represented in 2016 by
the brands of success [8].

3 Methodology

The paper aims to answer two main questions: What customers value when choosing a
hotel or during his/her stay at the hotel? With what intensity do customers value these
elements? To answer the research questions we use a sample of eight hotels from
Romania, from the chain “Continental Hotels”. Continental Hotels is a hotel group,
founded in 1991, consisting of eight hotels located in major cities of Romania, like
Bucharest (two hotels), Sibiu, Arad, Oradea, Drobeta Turnu Severin, Suceava, and
Targu-Mures (Table 1). The selection of the hotels has been made based on several
criteria: experience on the Romanian market, number of rooms and capacity, and
occupancy rate.

The paper employs as a method of research content analysis of customer reviews.
Inductive content analysis has been performed over for all accessible reviews/
testimonials posted by customers on hotel website, for each one of the selected hotels.
The choice for the method has been done based on its particular usability in the context of
emerging fields of research, where no solid literature already exists [10].
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The data collected include all customer testimonials and reviews, written and
visual, available on the official websites of the selected hotels. All valid reviews per
single website (for each hotel) have been considered for analysis, so as to eliminate
potential differences in interpretation due to technical factors and the complexity of the
data provided. Main advantages of considering these reviews for analysis include the
certainty that the reviewer has experienced the stay at the hotel and benefited from the
services offered [11].

The content extracted has been posted online during the period of 10 months
(January 2016–October 2016). After extracting the reviews in Excel and evaluating
their content qualitatively, the data has been formatted and coded with the purpose to
highlight main trends and perceptions of the customers.

4 Analysis and Discussion

To answer the research questions settled in the paper we started first with analysis of the
traveler rating and hotel ranking for each one of the hotels from our sample, as they are
provided by TripAdvisor. TripAdvisor® is the world’s largest travel site, which offers
advice from millions of travelers and a wide variety of travel choices [12]. As it is shown
in Table 2, we observe that all hotels from the Continental Hotels group receive a good
to very good rating from TripAdvisor travelers with the highest score for Grand Hotel
Continental Bucuresti (4.5 of 5 bubbles) followed by Continental Forum Sibiu and
Continental Forum Oradea (4.0 of 5 bubbles) and the lowest score for Continental
Targu-Mures (3.0 of 5 bubbles). Also, according to TripAdvisor Ranking, two hotels in
the group are ranked in top 10% in their city, five in top 25% and 1 in top 50%.

Table 1. Sample of hotels researched.

No. Hotel Webpage City

1 Grand Hotel Continental
Bucuresti 5 stars

https://grand-hotel-continental-
bucuresti.continentalhotels.ro

Bucharest

2 Continental Forum Sibiu 4
stars

https://continental-forum-sibiu.
continentalhotels.ro

Sibiu

3 Continental Forum Arad 4
stars

https://continental-forum-arad.
continentalhotels.ro

Arad

4 Continental Forum Oradea
4 stars

https://continental-forum-oradea.
continentalhotels.ro

Oradea

5 Continental Targu-Mures 3
stars

https://continental-tirgu-mures.
continentalhotels.ro/testimoniale

Targu-Mures

6 Continental Suceava 3
stars

https://continental-suceava.
continentalhotels.ro

Suceava

7 Continental Drobeta Turnu
Severin 3 stars

https://continental-drobeta-turnu-
severin.continentalhotels.ro

Drobeta
Turnu Severin

8 Hello Hotels Bucuresti 3
stars

https://hello-hotels-bucuresti.
continentalhotels.ro/

Bucharest
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Next, we proceeded to content analysis of the customers’ testimonials and reviews
available on the hotels websites. These are extracted from the testimonials posted by
customers on online review platforms like Booking, Expedia, Google, Facebook, etc.
Analysis was conducted by taking into consideration several indicators: frequency in
time of reviews, percentage of positive vs. negative feedback, key words repeating,
how many customers recommending the hotel, and other indicators. A synthesis of data
analyzed function of selective indicators are presented in Tables 3 and 4.

The current research is limited to analysis and interpretation of data available on the
hotels official websites. Therefore, generalization of our findings relies heavily on the
consistency and accuracy of information researched, posted on the hotels websites [13].

Our research findings suggest that, for all of the eight hotels researched, informa-
tion about location and surroundings is valued on the first place by customers who
experienced the stay at the hotel, followed by information about room and information
about staff. Other information valued by customers regards breakfast and restaurant,
price or hotel facilities.

Table 2. TripAdvisor ranking for each of the selected hotels.

No. Hotel TripAdvisor
Traveler Rating

TripAdvisor Ranking

1 Grand Hotel Continental
Bucuresti 5 stars

4.5 of 5 bubbles #10 of 169 hotels in
BucharestBased on 489

traveler reviews
2 Continental Forum Sibiu 4

stars
4.0 of 5 bubbles #7 of 30 hotels in Sibiu
Based on 317
traveler reviews

3 Continental Forum Arad 4
stars

3.5 of 5 bubbles #2 of 13 hotels in Arad
Based on 222
traveler reviews

4 Continental Forum Oradea 4
stars

4.0 of 5 bubbles #4 of 24 hotels in Oradea
Based on 146
traveler reviews

5 Continental Targu-Mures 3
stars

3.0 of 5 bubbles #6 of 13 hotels in Tirgu
MuresBased on 96 traveler

reviews
6 Continental Suceava 3 stars 3.5 of 5 bubbles #3 of 12 hotels in Suceava

Based on 55 traveler
reviews

7 Continental Drobeta Turnu
Severin 3 stars

3.5 of 5 bubbles #1 of 7 hotels in
Drobeta-Turnu SeverinBased on 45 traveler

reviews
8 Hello Hotels Bucuresti 3

stars
3.5 of 5 bubbles #36 of 169 hotels in

BucharestBased on 380
traveler reviews
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Table 3. Key elements of reviews and their intensity.

No. Hotel Key elements of reviews and description Frequency
in time

1 Grand Hotel
Continental
Bucuresti 5 stars

Location and surroundings (great, close to
everything, beautiful, close to city center)

11

Room (lovely, luxury, clean, wonderful,
comfortable)

9

Staff (outstanding, very helpful,
knowledgeable, courteous, friendly, efficient)

7

Breakfast (very good selection, delicious,
excellent)

4

Facilities (SPA) 2
Building, furniture (like a palace) 2
Price (good, affordable) 2
Restaurant (small, fancy) 1
Housekeeping (twice a day) 1
Overall experience (great, very nice, perfect,
top category, 5 star treatment, extremely fancy
and amazingly friendly, fantastic, super,
excellent, amazing, truly wonderful, lovely)

12

Total no. of reviews and their provenience: 20 (1 Expedia, 2 Google, 14 Booking, 1
Hotel.de, 2 Hotels.com)

2 Continental Forum
Sibiu 4 stars

Location and surroundings (close to old city,
walking distance, central, near everything,
pedestrian traffic, quiet, excellent)

11

Room (clean, comfy, design, Wi-Fi, large) 6
Breakfast (good variety, amazing, nice,
complete)

5

Staff (very good, friendly) 4
Parking, accessibility for cars 2
Price (convenience, good value for money) 2
Facilities (SPA) 1
Overall experience (comfort, traditional,
relaxing, great, clean, best upper-class hotel,
excellent, super)

7

Total no. of reviews and their provenience: 18 (15 Booking, 1 Expedia, 2 h.de)
3 Continental Forum

Arad 4 stars
Location (perfect, heart of the city, in the
center, excellent, super)

10

Room (large, clean, extra-large comfortable
wide bed, strong Wi-Fi, AC)

5

Staff (ok, nice, very good) 5
Breakfast (good service, best selection,
quality)

5

(continued)
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Table 3. (continued)

No. Hotel Key elements of reviews and description Frequency
in time

Panorama and balcony (amazing view,
wonderful)

4

Restaurant (wonderful for dinner) 3
Bar 1
Price (fair) 1
Parking lot (secure) 1
Overall experience (perfect, delightful
surprise, pleasant, wonderful, surprise, design,
good taste)

7

Total no. of reviews and their provenience: 14 (13 Booking, 1 Facebook)
4 Continental Forum

Oradea 4 stars
Location and surrounding (close to Aqua Park,
close to downtown, great)

4

Staff (very friendly, kind) 4
Room (inclusive smoking rooms) 2
Breakfast (rich) 2
Spa (swimming pool) 2
Balcony 1
Price 1
Overall experience (relaxing, nice, super) 5

Total no. of reviews and their provenience: 10 (10 Booking)
5 Continental

Targu-Mures 3 stars
Location (central, walking distance, excellent) 10
Staff (very kind, helpful, friendly) 7
Room (heating, TV, Wi-Fi, large rooms,
renewed, clean AC)

5

Price (good quality/price ratio) 3
Panorama (city view) 2
Breakfast (good, complete) 1
Overall experience (it is worth, worth the stay,
very good quality, clean, quiet, perfect
location for business travelers)

9

Total no. of reviews and their provenience: 15 (15 Booking)
6 Continental Suceava

3 stars
Location (good, convenient in the city center,
walking distance from everything, great)

5

Staff (kind, friendly, great, very welcoming,
nice)

5

Room (recently renovated, clean, large) 3
Breakfast (okay, very good) 2
Price (good price/quality ratio, good value for
money)

2

Panorama (wonderful view) 1

(continued)
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In what regards the overall experience shared by the customers, this can be sum-
marized through the following main key words: great/very good stay, (very) nice place,
perfect location, pleasant and super. These words are repeating for majority of the
researched hotels. Other experiences shared by the customers, from which hoteliers can
learn and build upon, are qualified as: friendly, traditional, relaxing, delightful, clean and
comfort [14].

Although the positive reviews are dominant in the total reviews analysed, negative
testimonials are present as well (Table 4). These offers valuable lessons and insights to
hotel managers in terms of the additional sources of value creation for their customers.

Table 3. (continued)

No. Hotel Key elements of reviews and description Frequency
in time

Restaurant (good quality food) 1

Overall experience (quiet, very pleasant, full
pleasure, real business, good stay)

4

Total no. of reviews and their provenience: 9 (7 Booking, 1 Facebook, 1 Continental
Survey)

7 Continental Drobeta
Turnu Severin 3
stars

Location and surroundings (excellent, close to
the city center, close to the river port, railway
station, a beautiful park)

5

Staff (very friendly, excellent, warm) 4
Room (comfortable, clean) 3
Panorama (nice view of Danube river) 3
Breakfast (nice) 1
Price (best value for money) 1
Overall experience (nice, comfort, best hotel
in the region, old communist hotel recently
renovated, ancient style very well conserved,
wonderful)

6

Total no. of reviews and their provenience: 9 (9 Booking)
8 Hello Hotels

Bucuresti 3 stars
Location (close to railway station and subway,
bus stops, very good)

7

Room (clean, simply and comfortable, good
shower, comfortable bed)

7

Price (good value for price, excellent value for
money)

6

Staff (friendly, kind) 4
Breakfast (good) 3
Overall experience (nice place, enjoyable stay,
modern, good taste, for youth or single
persons, clean, perfect for one night)

4

Total no. of reviews and their provenience: 14 (12 Booking, 1 Agoda, 1 Facebook)
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As it can be observed, there are not dominant elements that need immediate action or
improvement for the entire Intercontinental Hotels group, but particular issues, which
require separate treatment for each hotel. However, the cost of parking, as a distinctive
cost (instead of free parking) seems to be a common concern for most of the hotels
researched.

5 Conclusions

The research results offer good insights to hoteliers by helping them to identify what
customers appreciate during their experience with the hotel and what is the value added
to them. Also, hoteliers learn how to incorporate customer feedback in the hotel
environment to add more value in both online and offline.

Table 4. Negative feedback.

No. Hotel Negative feedback

1 Grand Hotel Continental
Bucuresti 5 stars

A more traditional type bar with atmosphere

2 Continental Forum Sibiu
4 stars

Air conditioning couldn’t be changed to warm (in
September); Rooms two small; Breakfast was a bit poor
Air conditioning not great; Parking cost; Wellness area
not open on Mondays; Bathroom needs improvements

3 Continental Forum Arad
4 stars

The dum-dum from the night club upstairs; Breakfast
needs improvements; Bed comfort needs improvements
Parking cost; The loud music from the restaurant, the
base was vibrating the room even if it was on 9th floor

4 Continental Forum
Oradea 4 stars

It needs renovation; Preparing beef is not a favorite for
the kitchen crew; Bathroom, swimming pool need
improvements; Restaurant and food and staff needs
improvements; Parking cost

5 Continental Targu-Mures
3 stars

Cleaning is an issue; Parking cost; Elevator too slow
Furniture needs renovation; Breakfast could be better,
not much to choose from; Breakfast restaurant very busy;
Breakfast was average; No closed parking; No isolation
of rooms against noise; The room could have been a bit
warmer; No cable to plug the mini-bar; Old bed sheets;
Parking cost; Wi-Fi connection was poor and the bed
was a little too soft

6 Continental Suceava 3
stars

Small parking; A strange smell on corridors; There is no
hair dryer in bathroom

7 Continental Drobeta
Turnu Severin 3 stars

Restaurant needs improvements (no fish); The place
should be renovated; Breakfast too expensive relative to
content; AC needs improvements

8 Hello Hotels Bucuresti 3
stars

A glass window between shower and room – no
intimacy; Breakfast outside, in another building
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As the current research interprets only the customers’ testimonials and reviews
available on the hotels websites, which are limited and may be biased in what regards
selection of them, further research is needed in order to compare those reviews with
customer reviews available on other specialized online platforms, like Booking,
TripAdvisor of Continental Survey. The future steps for this research should respond to
the following subsidiary questions: How do the perceived benefits of customer reviews
vary from one hotel to another hotel? How do hotel managers regard the avoidance of
the negative feedback? How do the benefits of elements of reviews taken into con-
sideration differ from other benefits that are not related to social value creation?
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Abstract. Experience economy is the last segment in the growth of economic
value. After the appearance of services and the quality assurance culture, expe‐
rience design and management point to experience quality as the new way to
assess what the customer really values. Focusing on tourism industry, the present
article compares a wide sample of tourists’ numerical scores and verbal assess‐
ments, analyzed with a sentiment analysis engine. The objective is to acquire a
deeper knowledge of the concept of experience quality to find out what the tourist
really values.

Keywords: Quality of service · Quality of experience · Tourism · Experience ·
Design · Service science · Meaning · Narrative · Sentiment analysis

1 Introduction

One of the most significant aspects of economy is the analysis of the continuous evolu‐
tion of what customers consider valuable. Customers exchange their money for that
which provides them with value, and this exchange is the basis of economy. Recently,
the evolution of economic value has experienced two major changes.

The first is nested in the approach that analyzes the impact caused by the switch from
an exchange of goods market into an economy that is mainly based on services. This
approach has had two parallel and interrelated pathways [1]. The first, called service-
dominant logic, was originally conceived as a marketing issue [2] but it has undergone
a progressive evolution [3] that has expanded its descriptive value [4]. The second
pathway, originally termed as science of service systems [5] is now named service
science [6], it is understood as the interaction between people, technology and shared
information [7] and considers service systems as the basic abstraction that explains the
co-creation of value [8].

The second concept is related to Pine and Gilmore’s schema of the progression of
economic value called experience economy [9]. Under this approach experiences are
personal and memorable, customers can add them to their biographies, and so they can
help them to construct their identities [10]. Generally, a customer tends to use products
or services that relate with his/her own conception of the world and to reject those that
are unrelated or opposed to such conception [11]. If the experience, through its narrative,
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generates a meaning for the customer, it will then become part of his/her biography.
Finally, depending on the extent to which this biographical element becomes emotion‐
ally charged, it will end up occupying a significant place in the customer’s identity. In
sum, the key elements are: experience, narrative, meaning, biography, and identity [12].

Within this conceptual framework, one of the key responsibilities of companies is
finding out what the customer really values in order to design services, otherwise the
value proposal could hardly be successful. In such endeavor, evaluation of the experi‐
ence plays a paramount role.

The present study aims to go deeper into the concept of quality of experience with
a sentiment analysis focus, in order to approach what the tourist really values, thus trying
to overcome classic approaches to the assessment of the quality of services.

2 Quality of Service vs Quality of Experience

Quality reflects the value of a product or service, and was recognized as a strategic tool
in attaining operational efficiency and business performance [13] to maintain organiza‐
tional competitiveness. Consequently, it became a focus of many organizations in
service delivery and had interestingly led them to create processes and strategies to
ensure that a desired quality standard is achieved. Few of these processes are Philip
Crosby’s “zero defect management” – that is, to eliminate faulty products before it
reaches the customer [14] and Japanese’ principle on “Kaizen management” which is
directed towards keeping processes, products and services quality, and their continuous
improvement [15].

Service is an action in which one person produces to assist another directly and
personally [16]. It involves the human factor, wherein both the service provider and the
customer has participation in the quality of service rendered [17]. The customers’
involvement in the process provides them the opportunity to have a hands-on experience,
including modification, in the service delivery which has a relationship on how the
service is perceived. The company’s quality of service is the foundation of its worth or
image in the market because the latter equates how the company is perceived according
to the meaning created from the customers’ experience. This, consequently, became one
of the hallmarks in the creation of product designs which may involve emotions, inter‐
action, sustainability, service or transformation [11]. Thus, new approaches in designing
more meaningful services came out because it is from the quality of service experienced
by the customers where emotional bond with the company is developed [10].

Experience in a psycho-physiological perspective is an individual’s interaction with
the physical and social environment involving processes of sensory awareness and
perception towards interpretation and creation of meaning. In business, experience is
the customer’s engagement to the services of the company which in a way creates a
memorable event [18] and when combined with its surrounding experiences goes
beyond itself to bring value to a customer’s life [19]. It is inherently subjective because
it is about the individual’s own thoughts and emotions; and the memories and under‐
standing of the experience exist in the mind only of the person engaged to it who even‐
tually generates meaning of that experience.
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Quality of experience is attached to customer experience, as experience is the conse‐
quence of the interaction between the user’s inner state, the features of the service, and
the context in which the interaction takes place [20]. According to the International
Telecommunications Union, quality of experience refers to the overall acceptability of
a service, as perceived subjectively by the end-users influenced by their expectations
and context [21]. It is difficult to translate in an objective manner because the rating may
not be the real measurement of the experience. Hence, quality of experience is not always
numerically quantifiable but qualitatively described.

From the above arguments, the link between quality of service and quality of expe‐
rience is noticeable, however the degree of relationship between them is yet to be estab‐
lished. Although services are external to the customer and experiences are inherently
personal [9], it cannot be absolutely claimed that there is no subjectivity on how quality
of service is assessed by a customer. To some extent, assessment of both quality of
service and quality of experience are customer-dependent because the value of a service
and experience is typically based on customer’s satisfaction including individual differ‐
ences in perception, needs, and expectations; and that some customers maybe innately
easier to please than others.

Taking into consideration the nature of each service and experience, the very lean
difference leads professionals in the field to think of metrics to as much as possible
objectively measure both quality of service and quality of experience. As argued,
customer satisfaction has been adopted frequently as key performance indicator by those
that aim to achieve and maintain competitive advantages over their competitors [22].
Thus, companies develop feedback mechanisms to measure the quality of service they
offer. The Net Promoter Score (NPS), for instance, was designed to measure customer
satisfaction and loyalty to predict company growth [23]. Correspondingly, customers’
enthusiast to recommend the company is directly correlated with growth rates, and an
indicator that customers have received good economic value from the company.
However, critics challenged the predictive value of NPS for customer loyalty because
for them loyalty cannot be measured by a single number and requires further assessment.
Generally, feedback quality models are done through survey questionnaires to estimate
the gap between customer’s perception and expectations of a service. Models like
SERVQUAL and SERVPERF to quantitatively measure quality of service have been
conceptualized. Congruently, qualitative analysis is usually done to measure quality of
experience wherein the instrument’s format allows customers to express their opinions
in words. Calculation of a semantic mean of customers’ opinions could be one of the
approaches in the assessment of the quality of experience [10, 12, 16]. Moreover, it has
been noticed that recent quality assessment tools are a combination of both quantitative
and qualitative platforms wherein customers use both numbers and words to express
what they think and feel about the service and/or experience. Given these perspectives,
the necessity to continuously explore more profound approaches to measure quality of
service and quality of experience in order to understand what customers really value for
the improvement of processes on service design is highly respected, hence the direction
of this study.
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3 Quality of Service vs Quality of Experience in the Tourism Sector

Quality of service is considered as a standard used to assess the effectiveness of a partic‐
ular leisure service agency, including the tourism sector [24], thus the quality of service
involved with tourism plays an important role in the delivery process [25]. In some
earlier studies, service quality has been defined to the extent where the service fulfills
the needs or expectation of the customers [26] and conceptualized as the overall impres‐
sion of customers towards the service weakness or supremacy [27]. Therefore, service
quality has been viewed as the difference between the perceived services expected
performance and perceived service actual performance [28].

As mentioned in the previous section, SERVPERF and SERVQUAL models have
been widely utilized to measure the perceived service quality across service sectors
including tourism [29]. Researchers have adjusted the SERVQUAL model to fit with
their research agenda or identified alternative metrics to evaluate quality of service in
tourism at large. For instance, Pawitra and Tan used SERVQUAL in order to analyze
the image of Singapore from the perspective of tourists from Indonesia [30]. The authors
noted that the relationship between customer satisfaction and service attribute perform‐
ance is linear.

Tourism service providers aim to improve the quality of services and the level of
tourist satisfaction with the belief that this initiative will create not only a meaningful
customer experience but satisfied customers as well. Satisfied customers will lead to
loyal visitors who continuously repurchase the product or service and will further
recommend it to others [31]. Conversely, when the service provider fails to meet the
customer’s expectations, customers often switch to a different provider [32]. Empirical
studies recommend that customer satisfaction mediates the association between quality
of service and company performance [33, 34]. Accordingly, perceptions of quality of
service result from incidents of customer satisfaction [35]. Moreover, some research
findings suggest that satisfaction is an antecedent to service quality [36]. However, it
was revealed that service quality is related but not exactly the same with satisfaction
because perceived service quality is a global judgment or attitude relating to the supe‐
riority of service [31] while satisfaction is related to a specific transaction [35].

There are factors affecting service quality in tourism industry and destination is
considered as highly important. Accordingly, the destination facilities and accessibility,
and attraction directly influenced tourist satisfaction [37]. The geographical location
where the event takes place should be highly accessible, whether traveling by plane,
train, bus or automobile. Appropriate signage should also be displayed at various trans‐
portation modes to provide direction to points of interest [38]. Another factor is accom‐
modation – the place where tourists stay, whose location can be a source of satisfaction
or dissatisfaction for the tourists. For example, proximity from the hotel to the sporting
venue is an important factor for many travelers [39]. Hence, hotels that are not within
walking distance from the sporting venue often provide transportation services. Further‐
more, there are various accommodation options. One may choose from simple to a more
complex and luxurious accommodations. Regardless of the classification, service quality
will always be the providers’ priority.
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Moreover, tourists may judge accommodation based on several considerations,
including the evaluation of interactions, hotel environment and the value associated with
staying at the place. The interaction which takes place between the guest, the accom‐
modation provider’s personnel and/or other guests during the stay is considered neces‐
sary [40]. The accommodation’s environment such as facilities, surroundings and land‐
scapes are contributors of either good or bad comments from guests. Literature suggests
that physical evidences like noise level, odors, temperature, colors, textures and comfort
of furnishings may influence perceived performance in service. Such variations in phys‐
ical environment can affect perceptions of an experience independently of the actual
outcome [41]. Ambient conditions, facility design, and social conditions directly influ‐
ence the physical environment [40]. The guests’ perception of value associated with
accommodation is likewise given high importance in ensuring quality service. Guests
judging the value of the accommodation to be worth the cost are more likely to stay until
the end of the reservation.

Conventionally, experience refers to the sum of all interactions with people, place,
product, services, organizations, governments and culture. This construct has become
increasingly popular within tourism, hospitality and leisure sectors as well as marketing
[42]. Tourism industry has been a developing experience – based products through which
experiences become the product and provide visitors with distinctive, meaningful experi‐
ence as a unique attribute of the destination [43]. Tourism experience is essentially sequen‐
tial, which means that performance quality prompts experience quality. Experience quality
has a significant impact on customers’ loyalty, advocacy and satisfaction [44]. Tourists
usually participate in numerous activities and interactions, causing them to feel, react and
decide in different ways. Interaction and connection with local community further develops
individual’s sense of place, which promotes quality of life and sustainable tourism devel‐
opment, hence, high levels of quality tourism experience [43]. Tourist trips are life expe‐
riences, highly memorable for travelers both during and after the service. In tourism,
emotional reactions are particularly important because they influence tourists’ evaluation
of the service, and therefore their satisfaction [45]. The tourists’ quality of experience is
characterized by the tour as a whole which encompasses various tourism components such
as transportation, accommodation and most importantly the destination. Tourist satisfac‐
tion comes to the end of the process as a goal of the service provider. It is essential to
ensure that the guest will consider repeat of business therefore, the constructs of both satis‐
factions with trip experience and leisure life domain would influence one’s sense of well-
being and or revisit intention [46].

Quality of experience and service quality in tourism are undeniably associated
yet different from each other. The former is more complex than the latter, so one
cannot be directly derived from the other. This study aims to explore the relation‐
ship between both concepts in order to obtain information that can help a better
design of the tourist experience.
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4 Methodology

As in a previous work [12], reviews from TripAdvisor.com of the top eight frequently
visited provinces where the tourism destinations in the Philippines are located, based on
Department of Tourism website 2015, were used. Namely: Aklan, Bohol, Cebu, Davao,
Ilocos, Ifugao, Manila, and Palawan were considered. Only foreign tourists’ online
reviews were gathered from 2012 to 2015, with a total of 6371 reviews.

In each review the overall rating numerical score was registered (1 to 5). Also, the
verbal evaluation was downloaded, and it was analyzed with Bitext, a proprietary deep
linguistic sentiment analysis engine [47]. The sentiment analysis produced 44123 coded
lines in total.

The culture of the quality of services has mainly based upon numerical scores garnered
from a question or a statement. This study has understood that the scores that customers
give on web sites belong to this type (in this case, the single score that has been used is the
Tripadvisor.com “overall rating”, a simple score that the tourist performs before writing a
review). In contrast, it has been understood that verbal assessment, given that it is more
descriptive and that it is written using those terms that are part of the customer’s sematic
constellation, is closer to an assessment of the customer’s experience.

The analysis strategy attempted to find out if variables were related, that is, if the
overall perception of the service, measured as a number on a 1 to 5 scale, related to the
experience assessment, expressed as a verbal assessment. To do so, the sentiment anal‐
ysis engine was pivotal, given that this technology can transform subjects’ statements
into numerical scores.

5 Results

Table 1 provides the statistical descriptions of this study. As can be observed, in contrast
with the 1 to 5 range in the numerical variable, the verbal variable goes from –18.3 to
32 in the category of hotels, from –10.8 to 14 in the category of restaurants, and from –
18.8 to 20 in the case of attractions. Considering these ranges, it must be pointed out
that means are higher in the case of numerical than verbal scores, which seems to suggest
a higher positivity on the part of customers when it comes to assess the different
elements. In this way, in the case of hotels the numerical mean is 4.39 as opposed to the
2.087 verbal mean, in the case of restaurants, it is 4.189 in contrast with 2.001, and in
the case of attractions, it is 4.17 versus 1.862.

In order to test the relationship between the two mean groups, an ANOVA test was
carried out, and the results are shown in Table 2 (a previous test with a correlation matrix
was discarded because the excessive size of the sample caused false positives - signifi‐
cant correlations in close to zero values). As can be noticed, in the three cases one can
observe a linear effect of the numerical score on the verbal score.
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Table 1. Descriptive statistics

Hotels Restaurants Attractions
N V N V N V

Valid Na 30093 30093 3512 3512 8862 8862
Mean 4.39 2.087 4.189 2.001 4.17 1.862
Median 5 2 4 2 4 2
Mode 5 2 5 2 5 2
Standard
deviation

.891 2.475 1.00 2.594 .925 2.602

Skewness –
1.686

–.205 –
1.247

–.646 –.990 –.244

S. Standard
Error

.014 .014 .041 .041 .026 .026

Kurtosis 2.747 2.957 1.031 1.508 .515 3.198
K. Standard
Error

.028 .028 .083 .083 .052 .052

Minimum 1 –18.3 1 –10.8 1 –18.8
Maximum 5 32 5 14 5 20

aOnly cases with both a numerical and verbal score were considered.

Table 2. ANOVA

Sum of
squares

gl. F Welch

Hotels Inter 11430.47 4 496.94*** 420.58***

Intra 173018.91 30088
Restaurants Inter 2437.66 4 100.84*** 80.60***

Intra 21194.34 3507
Attractions Inter 2688.21 4 103.84*** 88.14***

Intra 57321.97 8857

***p < .000, **p < .010, *p < .050

Finally, in order to test the effect size between the means of the numerical and verbal
scores, a Cohen test was carried out; and the result is shown in Table 3. As can be
observed, although there is indeed a linear relation, the differences in the means show a low
magnitude. A moderate magnitude can only be observed between the means of the verbal
score in Level 3–4 of the numerical score in the assessment of restaurants (.59).
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6 Conclusions

The analysis of the results shows that, as expected, there is a linear relation between
numerical scores and verbal assessments. In other words, the positive assessments that
a customer makes of a hotel, a restaurant or an attraction, lead the customer to give a
high numerical score and also to make a positive verbal assessment. Obviously, it must
be pointed out that the opposite would not have made sense (a customer who is positive
when giving a numerical score and negative when verbalizing the assessment).

However, what is significant is that the differences in the means show a low magni‐
tude, underlining that the aforementioned linear relation is lower than expected. If we
accept that the numerical score is a means to study the assessment of the quality of a
service, and that the verbal assessment is a means to study the quality of the experience,
the result would certainly be that the variables are different and that the assessment of
one of them cannot be directly drawn from the other one, or vice versa. And without
accepting this assumption, yet it can be observed that customers are more positive in
their numerical scores than in their verbal assessment. A fact that is relevant because
the opposite could also have been true, that is, that the tourist used the verbal assessment
to be more positive than in the numeric score. More research is needed to clarify why
the direction of the assessment is of a greater positivity in the numerical scores and not
the other way round.

The natural question that arises next is which of them really responds to what the
customer values. The narratives reflect how the customer psycho-cognitively processes
the entire experience, thus a description of a deeper and internal state, which may result
difficulty to quantify for the human being. Given that in order to design experiences the
narrative is pivotal, using the verbal assessments would be more useful, because the
customer talks about the experience using his own words. Within this context, wondering
then what the use of the numerical score could be is interesting, above all if this does
not coincide exactly with the verbal assessment and if it is also more positive.

Another interesting aspect of this result is how to value the effect that a customer’s
numerical scores has on other customers, if these scores do not really reflect his assess‐
ment of the quality of the experience. In this sense, it might be useful to go deeper into
the concept of semantic mean, thus producing a verbal index that would be more reliable
when a customer comes to make use of other customers’ opinions.

In any case, an evident practical conclusion for a better design of the tourist expe‐
rience is to incorporate sentiment analysis technologies, since they do not only complete
the quantitative vision of the quality of the experience, but also provide vivid and precise
descriptions of what the customer really values.

Table 3. Cohen’s d effect size between numerical and verbal scores

Numerical score variable levels
1–2 2–3 3–4 5–6

Hotels .16 .22 .39 .22
Restaurants .29 .16 .59 .09
Attractions .21 .21 .29 .19
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Although the display of assessments is wide, this study is limited insofar as it only
includes opinions about one country. Verifying this same comparison in other destinies
would be very interesting. Besides, quite surely more accurate results could be reached
refining the sentiment analysis engine until it is completely linked to the analyzed context
and country. Although it was not the goal of this paper, it is also important to emphasize
that the use of qualitative or mixed analysis techniques (IPA, QCA) could shed more
light on this phenomenon.

In any case, and taking into account the analysis of the literature mentioned earlier
and the analyzed data, the key conclusion is that the growth of the economic value
evolves continually, and that we should transcend the classic assessment of the quality
of service in order to create models that would allow us to know more about what the
authentic epicenter of economy is, and this is knowing what the customer really values.

Acknowledgement. The authors of this paper would like to express their gratitude to Bitext for
providing the sentiment analysis technology that made possible the data exploration.
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Abstract. The paper analyses the evolution of convergence in higher education
during 2002–2013, based on previously used macroeconomic and transition
indicators: Gross Domestic Product (GDP) per capita, Research and Develop-
ment (R&D) investment level, government expenditure on education (% of
GDP), share of exports of high-tech in total manufactured exports, costs of
exploiting intellectual property. We resort to cluster analysis to identify and
characterize main groups of higher education systems in Europe. Using fore-
casting techniques for the 2014–2020 period, we foresee the dynamics of the
previously outlined clusters, and the perspectives of convergence in the near
future. We analyse the factors facilitating or inhibiting convergence, and the
necessary exchanges between groups of countries which are mostly prone to
harmonization. The paper integrates previous studies of the authors regarding
European level convergence, bringing together best practices and strategies to
achieve convergence not only regionally, but also within the European higher
education sector.

Keywords: European Union � Economic convergence � Higher education �
Multivariate analysis � Forecasting techniques

1 Introduction

The debates on European level convergence have not left apart, in the last years, the
field of higher education. On the contrary, in our opinion, they should stem from here,
from analysing the convergence perspectives, at European level, in a sector which is
genuinely future-oriented. We have focused, thus, on outlining the mechanisms
through which economic convergence and higher education systems convergence, in
terms of inputs, as well as outputs, influence each other, and we have forecasted the
perspectives of convergence in EU, in the horizon of year 2020. The analysis we have
performed is based on clusters perspective, starting from the assumption that, in various
sectors such as education and R&D, as well as at a macroeconomic level, countries
have common behaviour or converge in groups. We have analyzed the evolution of the
clusters, between the moment of the Lisbon strategy adoption and the 2020 milestone,
in order to interpret the effects of these evolutions, from both perspectives: economic
convergence and convergence in higher education. Our analysis revealed that the two
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types of convergence influence each other, in the sense that, for instance, investments
in R&D depend on economic growth and, on its turn, economic development depends
on patents and licenses, which are R&D products. Regardless of the level of conver-
gence, drawing especially on the education stream, higher education institutions need
to get thoroughly involved in service innovation, which has arisen from the growth of
service activities across various industries, in order to improve their position in an ever
competing market place [1].

2 Literature Review

Several concerns mark the future higher education landscape and among them are the
need for increased financial support, the shrinking population of young students, the
decline in the number of non-traditional students, and changes in the educational
process itself due to increased digital literacy of the students [2]. While the reshaping of
education in universities as public institutions is highly dependent on the evolution of
the forms of the mind [3] what happens with the economic systems is significant in
configuring the future of education. Traditionally, universities were repositories of the
past, perpetuating its cultural patterns and lessons learned [4]. Education, in this
paradigm, was transmitting images of yore. A major shift was Toffler’s approach [5]
“All education springs from images of the future and all education creates images of the
future. Thus all education, whether so intended or not, is a preparation for the future.
Unless we understand the future for which we are preparing, we may do tragic damage
to those we teach. Unless we understand the powerful psychological role played by
images of the future in motivating – or de-motivating – the learner, we cannot effec-
tively overhaul our schools, colleges or universities, no matter what innovations we
introduce.” [6]. Although economic forecasts may not prove sufficient for volatile
matters as digging into the future of mentalities, they are, however, necessary. The link
becomes more obvious in the case of universities of applied sciences, which are
shaping the future labour market, and are also being shaped by it, in the bi-univocal
relationship identified by Toffler.

The relationship between education and growth is a highly debated topic in the
literature, mostly analyzing “catch-up” or disparity reduction models and trying to
estimate factors and predict timing when CEE countries will get the level of most
advanced countries of the EU. Literature abounds in theories where education is a
critical factor of growth and economic development [7]. Thus, starting from the neo-
classical model of Solow [8], continuing with [9], and [10] who demonstrated that a
higher education level makes the labour force more able to deal with technological
innovations, education was seen as a motor for productivity [11], a directly productive
investment [12], a catalyst for regional cooperation and innovation [13] or simply a
condition for development, and, finally, a driving force for growth.

[14] reinforces the triple role of the education mechanism in the economy: edu-
cation stimulates the effectiveness of the individual in production, facilitates the spread
of innovations, and stimulates research and technological progress. However, the issue
of causality is a main concern among the empiricists: is higher education a driver/
influencing factor for GDP growth or is it the other way around? The same concern
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applies to the relationship between education and income inequality. Trying to over-
come these limits, the Walrasian model used by [15] tested various relations between
educational attainment, GDP and income inequality and suggested that this mechanism
is quantitatively more important than a causal relationship between inequality and
growth.

However, a considerable approach on the variation in countries’ experience of
growth remains unexplained by education. [16] remarked that countries where edu-
cational allocation is relatively unequal across individuals, they tend to perform rela-
tively poorly in terms of economic growth. Later on, [14] concludes that the quality and
distribution of education offer us some extra insight into the relationship between
education and growth.

The education impact is to raise the personal competences or to improve the per-
formances of the individuals [17]. Another effect of education is to increase the flex-
ibility of labour and its capacity to absorb new ideas, to adapt it to the new technologies
or to apply them at the working place. In the literature, human capital is an essential
element of innovation and research and development activities [18].

Many papers develop the idea that creativity contributes to innovation and other
organizational outcomes, principle applicable also to higher education institutions [19].
Moreover, on a broader sense, education for service innovation ensures the filling of
the current gap between the demand for and the availability of skilled workers while
placing enormous pressure on higher education institutions to deliver consistent results,
otherwise being discarded as irrelevant [20].

[14] suggested that it is important to understand how groups of countries get
formed into convergence clusters, and how different policy (investment in education,
R&D, etc.) can change the structure of these clusters, in order to stimulate the growth
and reduce economic disparities in time.

Researchers [21–25] analysed the convergence between de old EU member states
and new EU member states in terms of convergence of gross domestic product per
labour-unit. In reality, these studies confirm the theoretical expectations since the
integration process should bring transition economies some important advantages
aimed at accelerating the growth of real gross domestic product per labour-unit.

Underlying this disparities reduction was the recognition that higher education
institutions and systems were central to the achievement of Europe’s economic and
social goals [26]. For the less developed countries, education will be a key factor to
rapid absorption of technology and to catch up with the level of the most advanced
countries since in the last decades, the European Union has made remarkable pro-
gresses in designing and implementing measures for a greater European unity [27].

Ultimately, the added value of the convergence will bring additional investments in
infrastructure, human resources, modernization and diversification of regional econo-
mies. The social and economic convergence contributes finally to the improvement of
the institutional capacity and to the modernization of public administration, increasing
transparency and encouraging good governance [28].
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3 Research Methodology

We have selected five indicators relevant for higher education convergence, which link
economic conditions to outcomes in research and innovation: growth of GDP (annual
%), R&D investment level, government expenditure on education (% of GDP), charges
for the use of intellectual property, and high technology exports (% of manufactured
exports). These indicators are based on World Bank data, updated as of 2014. The first
indicator characterizes, broadly, the economic background against which future con-
vergence in education is assessed, while the following two indicators reflect economic
inputs into the educational system, and the last two economic outputs of the higher
education system.

Thus, we achieve a balance allowing us to analyse convergence in the input, as well
as in the output quadrant, and spot possible disequilibria. Our hypothesis is that con-
vergent outputs depend on convergent inputs, that is, economic convergence influences
and determines higher education convergence. However, as intellectual capital accu-
mulates, this relationship becomes non-linear, and achieved outputs will, in their turn,
impact economic convergence, speeding up its pace.

We hypothesise that the relation between input and output convergence may be
expressed as follows, in an inverse variation formula:

OutC ¼ k=InC ð1Þ

In other terms, the more the intellectual capital accumulates, the less output con-
vergence is dependent on input variables, and becomes self-sustaining.

To prove this, we have used a dynamic multiple correspondence analysis, outlining,
for the inputs, as well as for the outputs quadrants, on the background of the general
GDP evolution, the clusters of countries which are closer together. We see, on the
2002–2013 timeframe, which are the modifications and in which way inputs influence
outputs, and vice-versa. We then use forecasting techniques to assess the future evo-
lution of the selected indicators until 2020, and redo the multiple correspondence
analysis in order to diagnose further trends and their influence on the economic-
educational convergence binomial. Thus, our main purpose in this analysis is to com-
bine a highly visual tool, offering insights into how inputs, outputs and the relationship
between them modifies in real time, with a future-mapping tool, which outlines trends of
evolution, allowing a prospective analysis as well as the elaboration of strategies.

The forecasting analysis is an essential tool for national governments, which would
offer them valuable insights in real time, information that could be further used for the
correction of certain impact factors [29]. Our forecasting analysis is based on a
dynamic regression, assessing the future evolution of a variable as a consequence of
past and present evolutions of that variable and of other variables related to it, that is,
on a multivariate data set. We have used a single-equation model, taking output
indicators as relevant phenomena in the analysis, and the parameters influencing their
future evolution as explanatory variables.

While multiple correspondence analysis techniques are highly visual, allowing us
to see the disposition of countries in the bi-dimensional space, forecasting techniques
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offer us a more systematic perspective on how the EU system is likely to evolve, from a
convergence perspective. In the context in which the concept of convergence being
time-dependent, but also linked to entities coming together, we believe that the com-
plementary nature of the two sides of the analysis is beneficial to our goals which are
directed towards describing and visualising, as well as towards systematically under-
standing how convergence is likely to take place, in the future.

However, although we consider exports of R&D outcomes among our indicators,
the countries we analyse are not closed systems, especially in the higher education
field. Thus, mutual influences should be included in the model, in order to give a more
accurate overview of the co-evolution of the considered countries. Another limitation
consists of the lack of information on private flows of capital in the higher education
field, which would have given a more complete image of the factors driving
convergence.

4 Analysis and Interpretation

We have plotted the input variables – share of GDP allocated to education, share of
GDP allocated to R&D and GDP annual growth (%), on two dimensions, using
multiple correspondence analysis, at various moments in time. Dimension D1 is the
general financial allocation, representing R&D expenses and GDP growth, while
dimension D2 is the specific financial allocation, reflecting GDP share allocated to
education. The results are presented below (Fig. 1):

Figure 1 accounts for the visual representation of the multiple correspondence
analysis varies, over the 10 years considered, from a relative concentration of the
European countries, accounting for a more convergent state of their educational sys-
tems, to a dissipation of the educational systems, which is obvious especially as a
preamble of the economic crisis of 2008.

It may be seen that, at the initial moment of the analysis, there are two distinct
clusters, one represented by advanced European economies (Northern Europe, UK,
France, Belgium, Austria), the other one represented by aspiring, developing econo-
mies (Romania and Bulgaria). The first cluster is characterized by larger annual
increases in GDP and by larger investments in R&D, contrasting to their investments in
education. Consequently, developed countries become less interested in education as
such, and more oriented towards research achievements that will, on their turn, influ-
ence their productivity and economic growth. Our hypothesis is, at this point, con-
firmed. On the other hand, the countries aspiring, at the moment, to join the EU invest
very little in R&D, and not so much in education, thus not being able to achieve
performance in either of the sectors. At this instant, education and R&D are regarded as
‘luxury’ sectors, which are most likely to attract massive investments after other urgent
issues are solved, in other words, education and R&D are not perceived, by developing
countries, as sectors situated in the first line of convergence.

In 2005, we may see a reorientation of some of the developed countries, while the
developing countries’ investments in education incur a decrease. Some developing
countries, as UK, Austria, Germany, increase their investments in education and
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decrease their investments in research, on a trend of slowing down of their increase in
GDP. According to OECD data, as GDPs begin to fall, investments in education
increase, in developed European countries. This somewhat paradoxical situation can be
explained by a justified belief in the regeneration of the economy through a
well-developed and financed educational and research system.

In 2007, at the moment of their accession to the European Union, developing
countries exhibit an increase of their investments in research, to bridge the gap with
advanced industries, on the background of a moderate investment in education.

Fig. 1. The countries clusters dynamics (inputs level)
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Developed European countries, on the background of the crisis, limit their investments
in R&D, and invest moderately in education. Thus, possible convergence, at this point,
is mismatched, the two groups of countries being as far apart as in 2003, after a
potential of coming closer, in 2005. In 2009, the crisis again reorients all countries from
research to education, where investments are easier to sustain. Under these circum-
stances, an apparent convergence may be foreseen.

However, the trend is maintained in 2011, when the two groups of countries begin
to reinvest in both education and R&D, following similar tendencies. An alignment is
visible, between the developed and the developing countries clusters, which is likely to
perpetuate in the future. The increased absorption of European funds, which are, then,
used in the national systems, may explain the path towards convergence in the R&D
investment field. Also, the requirements of the Bologna process may trigger an
equalizing of funding initiatives in the higher education fields. Thus, countries
becoming more convergent in terms of inputs allocated to education and R&D,
according to our initial hypothesis, they should become more convergent in terms of
outputs, that is, more convergent from an economic standpoint.

Similarly, we have plotted the output variables, namely the costs with intellectual
property (dimension 1), and the share of high technology exports (% of manufactured
exports) – dimension 2. The results, using multiple correspondence analysis, at various
time moments, are presented in Fig. 2.

Figure 2 displays patterns of aggregation from 2003 to 2009, based on the avail-
ability of data. We may see that the patterns are roughly similar, in the case of outputs,
compared with previously analysed inputs. Although the funding initiatives are rather
heterogeneous, the outputs are somewhat stable, with groups of countries tending to
maintain their positions, over time. However, developed countries are more conver-
gent, and the gap between developing and developed countries is increasing, the latter
being oriented more towards exporting high-tech products, than towards exploiting
their intellectual property. Although there isn’t a noticeable misbalance between the
inputs and the outputs level, in the long run more convergent investments in education
and R&D do not necessarily lead to more convergent outcomes, thus correcting our
initial hypothesis. A conjunction of legal and political factors, besides the financial
aspect that we have analysed here, leads to a proper or improper exploitation of the
intangible goods, thus leading to their adequate selling, or not. The economic crisis,
however, leaves its marks on the outputs, as well as on the inputs, leading to countries,
even the developed ones, being less able either to sell their high tech products, or to
exploit their intellectual property. Contrarily, developing countries try to foster inno-
vation, and begin to take the fruits of investing in applied research, as their relation to
intellectual property improves, as of 2007. But it may be, as well, a relative
improvement, as compared to the slowdown of the developed nations, as 2009 features
a different picture, with developing countries coming back to exporting their intel-
lectual products, rather than exploiting them for their own economic good. The
interference of the economic crisis leads to an inconsistent pattern of evolution, for both
developed and developing clusters, which mismatches the initial separation between
the two axes: developed countries – exploitation of their intellectual property, devel-
oping countries – export of their high-tech products.
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We have further employed economic forecasting techniques, for both inputs and
outputs, for the 2014–2020 time frame, in order to assess potential convergence in the
near future. The results are presented in Fig. 3, where the horizontal axis represents the
time frame, while the vertical axis is the economic growth of the considered groups of
countries:

Figure 3 It may be seen that developed countries gradually slow down, in both
input and output indicators, a trend which was outlined also by the cluster analysis,
while developing countries are slightly catching up. In the absence of any crisis, the
two sides of the balance, the input and the output indicators, evolve similarly, with a
more pronounced gap in the case of developing countries, due to the previously dis-
cussed reasons. However, due to economic exchanges and competition pressure, as
well as legislative harmonization in the field of IP, convergence is faster in the field of
outputs, because of legislative tension, and European-wide competition between edu-
cational and research systems, that push to convergence, as in the field of inputs, where

Fig. 2. The countries clusters dynamics (outputs level)
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it involves similar financial resources, which is not easy to achieve. Convergence is
rather achieved, in the horizon 2020, on a divestment trend of rich nations, which
reorient form investing in education to investing in research and finding ways to gain
money out of research by engaging in different sorts of entrepreneurial activities,
allowing developing countries to catch up, without significantly augmenting their
investments in education, which has a clear impact on quality and competitiveness,
quality being also improvable through service innovation.

5 Conclusions

Our research aimed at linking inputs to outputs of higher education and research in the
EU, outlining similar or dissimilar future patterns of evolution. Also, we have checked
for the influence of economic convergence on education convergence, and vice-versa.
Our analysis showed that, although eclectic, due to various external factors, among the
most prominent is the economic crisis, patterns of evolution of financial inputs and
intangible outputs seem to be similar, across the clusters which are formed. Also,
economic conditions significantly impact the dynamics of future convergence in the
higher education area. At the times achieved, convergence is not a static phenomenon,
exhibiting sometimes significant variations every two years, as our mapping shows.
Further investigations should, then, be dedicated to ways to consolidate convergence,
or to avoid fake convergence, which appears due to economic conditions, making
developed countries to invest less in education and research, thus giving the impression
that developing countries are catching-up. However, our present analysis, by

Fig. 3. Forecasted evolutions of input and output indicators, for developed and developing
countries
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combining visual patterns and more analytical, forecasting techniques, gives a fair
overview of the links between the desirable convergence in higher education, and other
related economic and social moves.

Convergence within the European Union will enhance the solidarity principle
between EU member states. Also, it will contribute to the achievement of its funda-
mental objectives, namely, to support the aims of economic growth (higher education
R&D investments in certain regions of the EU are positively correlated to innovation
and ultimately to economic growth [30]), the improvement of the social and territorial
cohesion, disseminating the benefits of the single market within the European Union,
while enhancing the overall competitiveness of the EU economy [28].
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Abstract. The paper analyzes the way in which different attributes of the
community service are taken into consideration among the indicators used in
international university rankings. Also, the paper discusses the extent to which
these factors influence positioning of the university in the overall ranking. For
this purpose, eleven international rankings of world universities have been exam‐
ined to identify those indicators that address community service issues. These are
meant to measure how seriously a university takes its obligations to society by
investing in community. Furthermore, two main criteria form the basis of analysis,
namely social responsibility and regional engagement, as these include explicit
measures for community service. The results suggest that there is a positive
correlation between ranking in social responsibility and the overall ranking for
universities investigated, and between ranking in regional engagement and
overall ranking, but of different intensity.

Keywords: University · Community service · International rankings · Social
responsibility · Regional engagement

1 Introduction

There is a growing popularity of university rankings and the criteria used to assess
universities worldwide. International rankings of universities gain more and more
interest and priority from students, university administrators, academics, government
officials and businesses as well. A number of rankings are published internationally,
most of them aiming to identify the top universities in the world. The literature in the
field includes various discussions around what attributes form a world-class university
[1–5]. Being placed in one of these international rankings provides a strong publicity
for a university and offers guarantees for retention of high-quality students and
academics from all over the world.

As part of the higher education landscape, international rankings have a double
impact on university strategy. On one hand, there is a positive impact quantified through
the increased public awareness about the quality of education and research reputation,
transparency of the institution, degree of internationalization or overall competitiveness
[6]. On the other hand, the impact is negative because of the somehow exclusive nature
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of the methodologies used, bias in the number, choice and weighting of indicators, or
lack of consideration of the whole complexity of the higher education system [7].

Universities in developing countries are also interested in relevant rankings that could
assist them with developing appropriate policies to become more competitive worldwide.
Much criticism has been directed to the criteria used in rankings as the universities are
different to one another, fulfil various roles and have distinct strengths [8, 9]. Complexity
and multiple functions of higher education systems, the diversity of their missions, the lack
of a consensus on what constitutes the quality of an educational system, and the lack of
universally available, measurable indicators to reflect these functions and missions explain
criticism on university rankings [3]. Thus, more rankings for higher education institutions
are being developed to compete with the established ones.

The current paper analyzes the role played by the university’s community service in
international rankings. It is an attempt to distinguish those indicators, which measure
the community service role of a university, that are taken into consideration in university
rankings. The extent to which different aspects of the community service are reflected
among the criteria and indicators used for universities’ rankings is discussed. Also, the
paper analyzes the extent to which these factors affect positioning of the university in
the overall ranking. The paper starts with a review of how university community service
have progressively evolved. Then it explains the methodology used to assess the
community service role of university in international rankings. Finally, analysis is
conducted on several university rankings and conclusions are drawn based on results.

2 The Community Service Role of University

Universities have always been engines for the economy, in their triple role they play,
trying to adapt continuously to the environmental changes that are constantly evolving.
Not only they try to align their offerings with the current expectations of the students,
employers and society as a whole, but universities should also assume an active role in
the external community where they are present [10]. Therefore, they have to act as a
binder between academic and community actors, necessary to create new skills and jobs
required at the local or regional level. Moreover, universities have to discover the way
in which they will engage in community service, by either being part of it or starting it
from the scratch [11].

Currently, modern universities incorporate, as an integral part of their mission, the
contribution to the economic and social development of local and regional communities,
considering it a main function of their existence, besides the educational and research
purposes.

The existing literature defines community service as a process in which people from
all levels of the society unite their forces to improve living conditions and the level of
development in the community [12]. Community service resides in the idea that people
share common goals and values that help them build and develop in the same direction
and on common grounds. The values can be either humanistic values like care for others
and environment accountability or a sense of identity and belongingness based on social,
cultural or ideological aspects.
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Nowadays, universities can bring an enormous power in the changing process of the
society, as well as they play a leading role in helping communities develop a way of
sustainable growth. Capacity building of the professors and students seems to be one of
the main ways of working towards enhancing community service [13]. However,
building capacity becomes very hard and critical in current globalization era, where
resources are getting scarce and technology is ever changing [14].

Formal collaborations between community groups and academic institutions to
promote economic and social development have increased substantially over the
past 10 years. The bulk of research on community-university partnerships has
focused more on the experiences of institutions of higher education, leaving a gap
in the understanding of community experiences [15]. There has also been a strong
emphasis on partnerships or relations that the universities can develop with the
outside world, that lead to knowledge creation and a beneficial exchange [16, 17].
No real social or environmental problem can be solved or even simply understood
without these two groups working together.

Community service, as the third function of a university besides education and
research, has been central in any higher education discourse for many years [12, 15, 17,
18]. However, the concept is defined differently by various scholars. Some view it as a
university’s service to the community by knowledge dissemination and good practices
implementation [19], while others perceive it as part of the entrepreneurial culture of
the universities that can bring extra income necessary to support education and research
[20]. Also, the term is used simultaneously with other various terminologies for the same
scope, like for example community engagement, outreach or extension [21].

With the new competition, universities themselves had to create better connections
with the external communities in their areas, promote a more caring social image, and
supply constantly added value in order to attract students, academics, donors and
employers [22]. By doing so, many universities have developed partnerships and
networks with inside and outside communities, have invested in R&D departments that
promote social responsibility and have developed worldwide projects on social inno‐
vation. Certainly, universities have developed themselves as a more powerful actor on
the social map.

Sanderson and Watters (2006) argue that this recent change in the higher education
system refers to the “corporatisation” of higher education [23]. Thus, universities take
part of the environment as part of a loop. They are generators of skilled human capital,
they are relying on qualified human capital and afterwards, they improve the value of
the human capital generated. Since universities are part of many loops, not only this one,
they play a significant role on the scene of community service and its development, as
they have to be involved in educating people in this regard, in creating the responsibility,
as well as in sustaining businesses and communities to do so or they do it themselves.

3 Methodology

The main research questions to which the paper aims to answer are two-fold: How is
the community service role of university regarded among the indicators used for
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international university rankings? To what extent does university’s community service
influence its positioning in the overall ranking? The paper attempts to prove that the
university’s community service plays a key role in positioning of universities in inter‐
national rankings. Other scholars have also researched how the social role of universities
is taken into consideration in rankings to determine the quality and characteristics of a
university. For example, Lukman et al. (2010) developed a model, which enables a
comparison between universities with respect to their three missions: research, educa‐
tional and environmental [7]. The model enables inclusion of additional indicators (like
environmental performances) and allows for a better understanding of university devel‐
opment and for fostering improvement. Also, by referring to two European initiatives
(U-Map and U-Multirank), Boulton (2011) comments on how different roles fulfilled
by universities can be compared in meaningful ways [24].

Table 1. World university rankings investigated and their community service-related indicators

No. University international ranking Indicators linked to community service
1 Academic Ranking of World Universities/

ARWU
To some extent: per capita academic
performance of an institution

2 Center for World University Rankings/
CWUR

To some extent: broad impact

3 CHE University Ranking To some extent: town and university, job
market and career orientation, academic
studies and teaching

4 Leiden Ranking/CWTS N/A
5 Performance Ranking of Scientific Papers of

World Universities/PRSPWU
N/A

6 QS-Top Universities Ranking/QS To some extent: academic reputation
6a QS Stars University Ratings/QS Stars Social responsibility

To some extent: inclusiveness
7 Scimago Institutions Ranking/Scimago Societal impact (web size, domain’s

inbound links)
8 Times Higher Education–World University

Rankings/THE
To some extent: teaching reputation and
research reputation

9 University Ranking by Academic
Performance/URAP

N/A

10 U-Multirank Regional engagement
11 World’s Best Universities Rankings/US-

News
To some extent: global and regional research
reputation

For the purpose of this paper eleven international rankings of world universities have
been examined to identify those criteria/indicators that include community service aspects
(Table 1). These indicators are meant to measure how seriously a university takes its obli‐
gations to society by investing in community service as well as to assess the overall
performance of higher education institutions. The university rankings selected for investi‐
gation have been scrutinized to identify the extent to which different aspects of universi‐
ty’s community service are considered in their methodologies and successively measured.
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The rankings have been selected based on their relevance for the current research and,
mainly, based on their popularization and recognition worldwide.

Both deductive and inductive content analysis has been performed over all accessible
methodologies and list of criteria/indicators for each one of the university international
ranking researched. The choice for the method has been done based on its particular
usability in the context of emerging fields of research, where only some literature already
exists. The results of the analysis led to the list of indicators presented in Table 2, which
relate, to different extents, with community service aspects. Following this list of indi‐
cators and given the complexity of the data extracted, two university rankings have been
selected for further research, namely QS Stars University Ratings and U-Multirank, as
they include explicitly indicators which measure the university’s community service.
These indicators are further introduced in the coming section of the paper. As such, the
following criteria formed the basis of the current analysis: social responsibility (for QS
Stars) and regional engagement (for U-Multirank). However, future research should
analyze the impact of aligned indicators which measure community service in several
university rankings and compare their influence in those rankings.

To answer the two-fold questions, the paper relies on the data available on the online
platforms of the two university rankings. Data processed in the paper refers to QS Stars
University Ratings 2016 and U-Multirank 2016.

4 Discussion

Analysis of data was performed independently for each one of the two university rank‐
ings investigated. Comparisons are following and lessons are drawn successively.

4.1 Data Analysis for QS Stars Universities Ranked in Social Responsibility

The social responsibility role is often central to the university’s community service
mission. According to QS Stars methodology, social responsibility of a university is
measured against four criteria: community investment and development, charity work
and disaster relief, regional human capital development, and environmental impact. As
a result of this evaluation, universities are categorized in five groups by the number of
stars, starting from 1 to maximum 5 stars.

Nowadays, universities are key part of modern communities, aim to directly improve
and develop the areas in which they are present, and inevitably gain from the regions in
which they are based, both financially and in more intangible ways. Also, universities
invest in community by supporting charities and different national and international
social causes and by getting their students involved in the local or global environment
for the benefit of society [25]. Universities are interested in investing in their regional
human capital development as well. Additionally, impacting positively on the environ‐
ment is another aim of educational institutions focused on developing future generations
of professionals and leaders.

Our analysis conducted on QS Stars universities ranked in social responsibility
reveals that 88 universities across the globe are ranked in this category, out of which 41
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are 5-stars universities, 9 are 4-stars, 20 are 3-stars, 7 are 2-stars and 11 are 1-star
universities (Table 2). QS Stars ratings offer a good opportunity for universities to
compare themselves in different categories, like social responsibility, and learn from
good practices for other universities better ranked in the category.

Table 2. Distribution of QS Stars universities ranked in social responsibility, by country (Total:
88 universities ranked).

No. of stars 5 stars 4 stars 3 stars 2 stars 1 star
Total 41 out of which: 9 out of which: 20 out of which: 7 out of which: 11 out of which:
Social
responsibility

Mexico 6 Indonesia 2 Malaysia 3 Malaysia 2 India 2
Brazil 4 Egypt 1 Columbia 2 Chile 1 Kazakhstan 2
Australia 3 Jordan 1 Lithuania 2 Colombia 1 Netherlands 2
Indonesia 3 Malaysia 1 Mexico 2 Indonesia 1 Australia 1
UK 3 Peru 1 UK 2 Kazakhstan 1 Peru 1
USA 3 Russia 1 China 1 Russia 1 UK 1
Ireland 2 Spain 1 Costa Rica 1 United Arab

Emirates 1
Spain 2 UK 1 Ecuador 1
Chile 1 Netherlands 1
Columbia 1 Russia 1
Cyprus 1 Saudi Arabia 1
Ecuador 1 South Africa 1
Honduras 1 United Arab

Emirates 1
Iraq 1 Vietnam 1
Jordan 1
New Zealand 1
Pakistan 1
Peru 1
Philippines 1
Thailand 1
Turkey 1
Ukraine 1
Vietnam 1

A comparison of the extents to which the universities ranked by QS Stars in social
responsibility are found in other QS Stars ratings reveals interesting results. Thus, out
of the 41 5-stars universities ranked in social responsibility, 37 universities are found in
QS Stars overall ranking, 36 in ranking by employment, 9 in ranking by innovation and
31 in ranking by inclusiveness (Table 3). These findings demonstrate that there is a
strong positive correlation between rankings in social responsibility and employment,
on one hand, and rankings in social responsibility and inclusiveness, on the other hand.
Also, a better ranking in social responsibility corroborates with a higher overall ranking.
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Table 3. Frequency with which QS Stars universities ranked in social responsibility are found
in other QS Stars rankings.

Social responsibility
rating

Criteria No. of universities in each star category
Total 5 stars 4 stars 3 stars 2 stars 1 star

5 stars (n = 41) Overall ranking 39 10 9 19 1 –
Employment 39 27 8 3 1 –
Innovation 9 8 – 1 – –
Inclusiveness 31 26 4 1 – –

4 stars (n = 9) Overall ranking 9 1 1 4 3 –
Employment 9 4 2 2 1 –
Innovation 2 – 1 1 – –
Inclusiveness 6 4 1 1 – –

3 stars (n = 20) Overall ranking 20 – 6 9 5 –
Employment 19 8 3 2 5 1
Innovation 3 3 – – – –
Inclusiveness 14 11 2 1 – –

2 stars (n = 7) Overall ranking 7 – – 3 4 –
Employment 6 1 1 2 1 1
Innovation 2 2 – – – –
Inclusiveness 5 4 1 – – –

1 star (n = 11) Overall ranking 11 – 3 5 3 –
Employment 11 3 2 3 2 1
Innovation 3 1 – 2 – –
Inclusiveness 7 2 2 2 1 –

Similarly, out of the 9 4-stars universities ranked in social responsibility, 8 univer‐
sities are found in QS Stars overall ranking, 9 in ranking by employment, 2 in ranking
by innovation and 6 in ranking by inclusiveness. Also, out of the 20 3-stars universities
ranked in social responsibility, 20 universities are found in QS Stars overall ranking, 19
in ranking by employment, 3 in ranking by innovation and 14 universities in ranking by
inclusiveness (Table 3). Finally, out of the 7 2-stars universities, 6 are found in ranking
by employment and 5 in ranking by inclusiveness and out of the 11 1-star universities,
11 are found in ranking by employment and 7 in ranking by inclusiveness. Therefore,
the correlations found above are also confirmed for 4-stars, 3-stars, 2-stars and 1-star
universities ranked in social responsibility.

A comparison for each criterion by number of stars reveals also interesting results.
Thus, out of the 41 5-stars universities ranked in social responsibility, 24 are 5-stars
universities ranked in employment and 26 are 5-stars universities ranked in inclusive‐
ness. Therefore, we might conclude again that there is a positive strong correlation
between ranking in social responsibility and ranking in employment and inclusiveness.
Also, out of the 9 4-stars universities ranked in social responsibility, 6 are 5- and 4-stars
universities ranked in employment and 5 are 5- and 4-stars universities ranked in inclu‐
siveness. And, out of the 20 3-stars universities ranked in social responsibility, 13 are
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5-, 4- and 3-stars universities ranked in employment and 14 are 5-, 4- and 3-stars
universities ranked in inclusiveness.

These results suggest that the better the ranking of a university in social responsi‐
bility, the higher the likelihood of university is to be better ranked by employment and/
or inclusiveness. Also, a better ranking in social responsibility will increase the likeli‐
hood of the university to be better positioned in the overall ranking.

4.2 Data Analysis for U-Multirank Universities Ranked in Regional Engagement

U-Multirank introduces a multi-dimensional model of assessment of universities’ perform‐
ances that takes into consideration diversity of higher education’s mission, including the
community service role. According to the U-Multirank methodology, regional engage‐
ment is used to measure the university’s presence in the community by taking into account
indicators like: student internships in the region, bachelor and master theses with regional
organizations, regional joint publications, graduates working in region, and income from
regional sources. As result of this evaluation, a university is given scores from E (weak),
to D (below average), C (average), B (good), up to A (very good).

There are 1195 universities included in the ranking by regional engagement. The
distribution of universities by country and by top scores (from 5A up to 1A) is shown
in Table 4. The universities investigated cover all broad subject areas (from education,
humanities, arts and social sciences, to agriculture, health and engineering), offer bach‐
elor and master level of study programs and take consideration of all indicators for
regional engagement listed by U-Multirank.

The analysis reveals that out of 1195 universities included in the ranking, 2 univer‐
sities are ranked at the highest level of performance, which is 5A, 8 at 4A level, 54 at
3A level, 80 at 2A level and 332 at 1A level of performance (Table 4). The other levels
of performance that are following are ranging from 5B, 4B, 3B, 2B, 1B, where B stands
for good, to C categories (average), further to D categories (below average) and up to
5E, 4E, 3E, 2E, 1E, where E stands for weak. Data summarized in Table 4 suggest that
476 out of 1195 universities, which represent 39.83% manage to achieve a very good
level of performance in regional engagement, at least for one of the indicators measured
in this category. Also, it is worth to mention that about 35% of the universities included
in the ranking rank below average in regional engagement.

Our analysis of the extents to which university ranking in regional engagement
affects its positioning in overall ranking reveals interesting results. Thus, out of the top
30 universities ranked in regional engagement, 6 universities (20%) are found in top 100
overall ranking, 14 (46,6%) in top 200 overall ranking, 19 (63,3%) in top 300 overall
ranking and 24 (80%) in top 400 overall ranking. The left 6 universities are not included
in top 400 overall ranking (Table 5). These findings suggest that there is a positive
correlation between ranking in regional engagement and the overall ranking, but of low
intensity. Further research should investigate possible correlations and synergies
between rankings in regional engagement and other dimensions used in U-Multirank
(e.g., teaching and learning, research, knowledge transfer, international orientation) to
determine the extent to which they might affect positioning of a university in overall
ranking.
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Table 4. Distribution of U-Multirank universities ranked in regional engagement, by country
(Total: 1195 universities ranked).

Top scores 5A 4A 3A 2A 1A
Total 2 out of which: 8 out of which: 54 out of which: 80 out of

which:
332 out of which:

Regional
engagement

Australia 1 Russia 3 Russia 6 Spain 7 France ≥ 18
Lithuania 1 Spain 2 Ireland 4 Latvia 6 Italy ≥ 18

Latvia 1 Lithuania 4 Poland 6 Japan ≥ 17
Romania 1 Poland 4

Romania 4
Lithuania 5 China ≥ 16

Switzerland 1 Australia 3 Portugal 5 Korea ≥ 17
Italy 3 Portugal 3 Belgium 4 Spain ≥ 12
Belgium 2 Russia 4 Japan ≥ 11
Norway 2 Finland 3 Australia ≥ 10
Ukraine 2 France 3 Israel ≥ 10
Belarus 1 Italy 3 Russia ≥ 10
Brasilia 1 Australia 2 Taiwan ≥ 10
Bulgaria 1 Ireland 2 US ≥ 10
Canada 1 Romania 2 Poland ≥ 9
Ciudad de
Mexico 1

Slovenia 2 Germany ≥ 9

Cyprus 1 Egypt 1 Austria 1 Netherland ≥ 9
Germany 1 Belarus 1 Russia ≥ 8
India 1 Canada 1 Ukraine ≥ 8
Malaysia 1 Chile 1 Ireland ≥ 6
Panama 1 Columbia 1 Portugal ≥ 6
Spain 1 Croatia 1 Romania ≥ 6
Saud Arabica 1 Cyprus 1 Turkey ≥ 5
Slovenia 1 Czech 1 Belgium ≥ 4
Turkey 1 Denmark 1 UK ≥ 4
Uruguay 1 Egypt 1 Greece ≥ 3
Vietnam 1 Estonia 1 India ≥ 3

Hungary 1 Latvia ≥ 3
India 1 Lithuania ≥ 3
Iraq 1 Norway ≥ 3
Israel 1 Brasilia ≥ 2
Lebanon 1 Bulgaria ≥ 2
Luxembour 1 Canada ≥ 2
Malaysia 1 India ≥ 2
Moldova 1 Mexico≥ 2
Namibia 1 etc.
Netherland 1
South Korea 1
Slovakia 1
Ukraine 1
UK 1
US 1
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Table 5. Overall ranking of top 30 universities ranked in regional engagement.

U-Multirank
Top 30 universities ranked in regional
engagement

Country Overall ranking of the university
(in top 400 universities)

1 Edith Cowan U Australia 81
2 Lithuanian U Education Sci Lithuania 137
3 Aurel Vlaicu U Arad Romania 237
4 Autonomous U Barcelona Spain 213
5 Higher School Economics Russia 325
6 U AS & Arts Western Switzerland Switzerland 94
7 Don State Tech U Russia 199
8 Moscow Inst. Physics & Tech Russia 162
9 Riga Stradins U Latvia 346
10 U Barcelona Spain 104
11 Queensland U Tech Australia Not in top 400
12 U Ramon Llull Spain 49
13 U Salento Italy Not in top 400
14 Siberian Federal U Russia 260
15 South Ural State U Russia Not in top 400
16 Vilnius Gediminas Tech U Lithuania 78
17 Kaunas U Tech Lithuania 123
18 Lithuanian U Health Sci Lithuania Not in top 400
19 Lomonosow Moscow State U Russia 2
20 Sumy State U Ukraine 60
21 Polytech. Inst. Braganca Portugal 324
22 Indian Inst. Tech Kharagpur India 127
23 King Andulaziz U Saud Arabia 110
24 Polytech. Inst. Lisbon Portugal Not in top 400
25 Lobachevsky State U Russia 337
26 Nizhny Novgorod Tech U Russia Not in top 400
27 U Sherbrooke Canada 217
28 Swinburne U Tech Australia 159
29 Belarusian State U Belarus 274
30 U Ljubliana Slovenia 326

5 Conclusions

The paper brings new perspectives on the role played by the university’s community
service in international rankings and the extent to which indicators that measure the
university’s service in community should be defined and quantified in those rankings.
Our analysis revealed that there are several indicators already defined to a certain extent
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in the ranking methodologies, as well as measured in practice, which are meant to assess
the university’s community service.

The results of our investigation on QS Stars University Ratings and U-Multirank show
that the degree to which universities manifest involvement in community service is
strongly correlated with the university’s commitment to graduates’ employability and to
accessibility of the university to students. Also, the higher the university commitment to
community service, the better the positioning in the overall ranking. A number of implica‐
tions can be derived from this study, particularly for policy makers in developing coun‐
tries, who design policies and methodologies to assist universities becoming more compet‐
itive worldwide and to fulfil various roles and distinct strengths the universities have.

Our study, like most studies, is not without limitations. Thus, the research does not
compare all the rankings as there are not aligned indicators for community service to do
so. A future research should try to find indicators in the different university rankings
that could be aligned with the community service variables, which will allow for
comparisons and could prove the influence of those variables in different university
rankings. Also, further research could test possible correlations and synergies between
rankings in social responsibility and regional engagement, on one hand, and other
dimensions used in university rankings, like knowledge transfer, innovation, research,
quality of teaching, on the other hand.

Despite its limitations, this paper offers valuable insights for those academics and
government institutions who may want to review the effectiveness of current university
ranking methodologies of their country and make changes in order to foster community
service and to improve the university’s positioning in the ranking.
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Abstract. Digital transformation has become a priority for any organization and
Universities are not an exception. This paper deals with the digital transformation that
is being undertaken at the University of Porto (U. Porto). In order to understand its
major guidelines, it is important to clarify the term “digital transformation” and
“digital business strategy”, comparing these new concepts with prevailing views of
aligning the business strategy with the IT strategy. A newly created Shared Services
Center (UPSSC) is at the core of the digital business strategy of U. Porto. This
endeavor triggered a profound university wide re-engineering, that was enabled by a
new work management system, hereafter referred to as UPWMS. The discussion of
the distinctive characteristics of this work management system and how it copes with
the diversity and heterogeneity of the requests received by the Shared Services, is the
main objective of the paper. A discussion of the main cornerstones of the project in the
context of the digital transformation strategy finishes the paper.

Keywords: Digital transformation · Digital business strategy · Business process
management · Knowledge based services

1 Introduction

Digital transformation (DX) has become a priority for any organization. Nevertheless,
exploiting efficiently all the opportunities and potentialities open up by the wealth of
digital technologies available, redefining completely business models across the entire
value chain is not straightforward and, for sure, is a challenging task. This challenge is
more pressing for organizations that permanently try to assure its competitive posi‐
tioning in a global market, but the same concern is becoming pertinent for universities,
as competition to select the best students and researchers is increasing. This natural quest
for efficiency and quality improvement powered by technologies is a natural trend, and
institutions have to be able to rise above new challenges.

This paper deals with the digital business strategy of U. Porto, a large public Univer‐
sity in Portugal. This strategy encompasses multiple dimensions and actions, but this
paper will mainly focus in one of its core elements, called UPWMS – the U. Porto work
management system, designed to support the operation of the recently created Shared
Service Center (UPSSC).
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First, the terms “digital transformation” and “digital business strategy” are intro‐
duced and compared with the prevailing views of aligning the business strategy with the
IT strategy. Framing the concept according to literature is the focus of the first section
of this paper. After a brief introduction to U. Porto, the main directions of the digital
business strategy will be depicted in Sect. 3.

Section 4 will focus on the work management system UPWMS, as a key piece of
the digital business strategy, and Sect. 5 introduces the conceptual framework relating
the work taxonomy and the work lifecycle considered in UPWMS.

Finally, the paper finishes with a discussion of the main cornerstones of the project,
the implementation problems faced in this particular facet of the digital transformation
strategy, as well as prospective developments.

2 Conceptual Background

Over the past decades, strategic planning of information systems shed a light on the
importance of having an IT and IS strategy aligned with the business strategy, as IT
technologies and new applications boomed. The strategic information systems era that
started in the 80’s, after the so-called DP (Data Processing) and MIS (Management
Information Systems) eras, had the goal of improving competitiveness by changing the
nature or conduct of business, clearly stating that IS/IT investments were a source of
competitive advantage [1].

Digital transformation transposed the prior approach to an all-new level. In fact,
according to [2], a digital transformation strategy impacts a company more comprehen‐
sively than an IT strategy, by addressing potential effects on interactions across company
borders with clients, competitors and suppliers. As clearly stated by [3], the role of IT
strategy has passed from a functional-level strategy, to one that reflects a fusion between
IT strategy and business strategy. This powerful idea of fusion between IT and business
strategy, considering IT as essential to the overall business strategy, is also present in [4].

The key factors that characterize the strategic information systems approach are also
present in a digital transformation strategy, such as [1]: (1) an external, not internal focus,
(2) adding value, not cost reduction, (3) sharing the benefits, (4) understanding
customers and what they do with the product or service, (5) a business-driven innovation,
not technology-driven, (6) incremental development and (7) using the information
gained from the systems to develop the business.

In fact, a recent framework published by [5] to formulate a digital business strategy
recovered and redefined four of these dimensions, namely: (1) the use of technologies,
reflecting the capability of the company to explore new technologies, (2) changes in
value creation, reflecting the influence of digital transformation on a firm’s value crea‐
tion, (3) structural changes, referring to the modifications in organizational structures
necessary to exploit the new technologies and, finally (4) the financial aspects, namely
the ability to finance a digital transformation endeavor.

The transformational ability of technologies to re-define the company’s business
model is at the core of a digital business strategy [5].
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In summary, according to [3], the idea behind digital transformation and a digital
business strategy is simply that of an organizational strategy formulated and executed
by leveraging digital resources to create additional and differentiated value. The creation
of value is at the core, coming from elevating the performance implications of IT strategy
beyond efficiency and productivity metrics to those that drive competitive advantage
and strategic differentiation [3].

In the next section, the major guidelines of the digital transformation approach
adopted by U. Porto will be presented.

3 The Digital Transformation at U. Porto

The University of Porto is a public university founded in 1911, with a number of students
close to 30 thousand. The University integrates fourteen schools and fifty research
centers spread in three campus [6]. The schools were founded at different moments of
the long history of the university, therefore having different cultures and procedures.
Thus, we can say that within the University there is a recognized heterogeneity of
processes and practices, that if, in one hand, is a manifestation of its richness, is also
very challenging to manage. The Rectory of U. Porto oversees this federate organization,
balancing at every moment the righteous aspiration of autonomy of each of the schools,
with the need to improve the overall efficiency of the University as a whole [7].

The University has a consolidated management information system developed in the
past twenty years, a system that manages all the scientific and academic activities of the
University [8]. The information and management eco-system also integrates an ERP
that deals with the economic and financial processes, and several other modules for
human resources management, performance assessment of academic staff and library
management.

In summary, and for the sake of the work ahead, it is important to highlight the
following distinctive features of the University: (1) being geographically spread by three
different poles, in different locations of the city, (2) having several schools with heter‐
ogeneous procedures, due to different backgrounds and cultures and, finally, (3) having
a shared and consolidated management information system.

As U. Porto is a very active organization, always striving for a permanent quality
improvement of its processes and services, the principles of digital transformation have
been intensely discussed indoors – how to create that additional differential value in our
products and services, being recognized by our peers? In fact, public politics for
modernization and streamlining of administrative processes are already underway at a
national level, being a key concern of the central government; but, these generic guide‐
lines have to be consubstantiated in innovative and well thought approaches, that take
into account the capabilities of each organization. Due to the size of the University and
the hundreds of processes managed daily, re-engineering and certification of all the
processes and the de-materialization of document management, keeping at the same
time the agility of the technologic infrastructures, is a very exigent process, requiring
an innovative approach to succeed.
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A synthesis of the key digital transformation guidelines that resulted from this
internal discussion and from the main cornerstones of a DX is depicted in Fig. 1.

Fig. 1. Principal guidelines of the digital transformation at U. Porto

Digital transformation at U. Porto had a turning point in 2013 with the creation of a
new Shared Services Center (UPSSC), with the objective of improving the quality of
services delivered to the academy and reducing the overall costs. At that time, it was
decided that instead of having administrative units in each school, running similar, but
slightly different processes, it would be more efficient to centralize these services in a
Shared Service Center. In order to be successful, this new approach required a profound
re-engineering of all the supporting processes, a task that had to be dealt with profound
sensitivity and attention, in order to overcome the natural resistance to change of the
different schools. The main focus of this SSC is directly linked to guideline 3 of the
digital business strategy (Fig. 1), as the initial priority of this center was precisely to re-
engineer all current processes performed at an university level. Plus, the new center had
to quickly demonstrate its ability of providing superior quality services adapted to the
specific needs of each school. It was soon recognized that to accommodate this challenge
it was crucial to develop a management system that could streamline transversal
processes, supplying at any point in time all the required information to anyone involved
in a particular process, irrespectively of its physical location [7].

It has to be noted that, although the vast majority of processes were already digitally
processed at the time of the creation of the UPSSC, units such as Legal Support and
Human Resource often used email in its internal communications. With the UPSSC, the
process de-materialization became imperative, as process requests are now dealt either
at the central unit, or at the local schools.

Anyway, as clearly stated in Sect. 2, digital transformation goes well beyond de-
materialization of processes, encompassing an innovative use of new technologies
(cloud, social, mobile and analytics) as a way to promote new services, re-define busi‐
ness models and innovative interactions with its users. Thus, in summary, a digital busi‐
ness strategy at the university should:
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• Facilitate the communication, collaboration and co-creation of value in all the stake‐
holders (management, technicians, teachers, students and external community);

• Optimize process management within organic units and throughout all the Univer‐
sity;

• Speed up the development and adaptation of processes and services according to new
societal requirements and legislative and regulatory changes, as well as organiza‐
tional alterations;

• Improve data and information usage in all the decision support processes, either at
an operational or strategic level, allowing decisions to be taken based in data and real
data;

• Separate management and process execution from the physical place where the
process is carried out;

• Widen service’s offering at an University level;
• Allow a more effective knowledge sharing, fostering learning and quality improvement.

It was quickly perceived from the intended digital business strategy, that tradi‐
tional workflow engines couldn’t cope with the heterogeneity of processes and
cultures of the different schools [7]. The lack of flexibility of standard BPM suites
is widely documented in the literature [9, 10]. This fact lead the University manage‐
ment to decide to develop the UPWMS platform, an agile platform that could handle
adaptive and emergent processes. The objective was two-fold: (1) in a first phase,
achieve in a short-period, a successful de-materialization of processes with all the
associated documentation and integrating its multiple variants, and (2) in a second
phase, the developed system had to possess the agility to evolve, harmonizing and
consolidating procedures as they naturally arise.

The main features of the UPWMS platform as a critical component of an overarching
Digital transformation of U. Porto will be presented in the next section.

4 The UPWMS Work Management System: A Key Piece in the DX

As highlighted in the previous section, U. Porto engaged a profound organizational
transformation in 2013 with the creation of a Shared Services Centre UPSSC. This
movement made the full process dematerialization a mandatory and urgent issue as the
processes’ workflow travels across the different Schools of the University and the central
units.

Given the heterogeneity of the processes, it was assumed that conventional workflow
applications would not be an effective solution to support the operation of UPSSC, and
the Dean Office decided to engage on the development of an agile work management
platform. In the first stage, the platform should allow to dematerialize the full range of
business processes of the University (several hundreds) in a relatively short time and
accommodate the multiple variants in their procedures. In a second stage, the work
management system was expected to promote the harmonization, consolidation and
optimization of the working procedures.

This commitment resulted in the UPWMS - Administrative Process Management
System, a system that handles and manages all the requests directed by the academic
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community to the UPSSC, as well as all the internal processes triggered subsequently.
With the UPWMS, everyone involved in the fulfillment of the business processes works
together to ensure that requests are handled expeditiously, being in accordance with the
best interests of all the parties and in conformance with the legal framework. In
summary, the UPWMS assures that:

• using the front office virtual helpdesk, the members of the academic community
register their service requests to UPSSC and monitor their progress;

• in the back office, the area managers of the different units of UPSSC (Human
Resources, Accountability, Funding, Procurement, Law Office Units, etc.) plan,
assign and monitor the work to be done;

• the staff members manage the processes in “their hands”, recording the dates of the
tasks, archiving the documents produced, exchanging messages with other stake‐
holders in the processes, i.e. with colleagues and managers to inform and get informed
about what is required at every step of the process;

• the different school’s boards monitor the activity developed by UPSSC through
activity reports and service level indicators integrated with business intelligence
mechanisms, providing a comprehensive vision of the on-going business processes,
a critical view for effective decision making.

4.1 Work Taxonomy

The work to be done in organizations may be of a very different nature, but, for the sake
of simplicity, we will classify it in three major types: processes, projects and tickets.
Figure 2 shows a high level work taxonomy as described hereafter.

Fig. 2. Enterprise work taxonomy

Much like a project, a process also involves a sequence of tasks but executed
according to pre-defined standard procedure. Each time a trigger event occurs, a set of
tasks is executed according to that predefined procedure. Tickets consist of simpler work
items that normally do not justify to be further being decomposed into elementary tasks.

As far as business processes are concerned, several classification may be considered
ranging from structured workflows, to semi-structured and ad-hoc business processes [11].
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Hereafter, workflow processes, adaptive processes and emergent processes will be consid‐
ered. Workflow (or prescriptive) processes applies when there is a prescriptive workflow
that is fully known in advance, prior to execution start. The main limitation of these
processes is their low flexibility, since they are only able to deal with situations that have
been predicted a priori and that are contemplated in the process model. However, as
remarked by many authors [12, 13], many processes do not possess such a deterministic
behavior.

Fig. 3. Work item types workflow models

When process execution is subject to factors that are difficult to anticipate (such as
errors, delays, new data that questions earlier decisions), it is not feasible to represent
all possible flow paths in the process model. In such cases, only a template workflow
providing a reference for the course of action of the processes can be specified. This
template will then be further adapted at instance level, according to the events that may
occur at run time. These processes are labelled as adaptive processes as they are char‐
acterized by a continuous adaptation of the workflow [14, 15].
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In an emergent process [16] not even a reference exists for the process workflow.
The main stages of the process may be a-priori known, but the detailed work plan has
to be designed on the fly, case by case, as new information and data is being collected
during process execution. This is the case of knowledge intensive processes, whose
management highly depends on the judgement of a specialist, such as a doctor, a lawyer,
a design engineer or a top manager facing a complex problem.

Figure 3 summarizes all the work item types introduced and the workflow models
that apply to each of them and to their instances.

Adaptive and emergent processes are also known as knowledge based processes,
because the course of action depends on the judgement of the situation of the actors
involved in the process, and therefore, on their tacit knowledge. All these constraints
can hardly be externalized in a formal process model, as required in a standard workflow
application.

A wide selection of very specialized work management tools is available in the
market, typically targeted to a particular type of work: project management systems
suites, business process management suites, case and issues management systems and
collaborative platforms (Fig. 4).

Fig. 4. Widely available work management solutions

Very often, an organization may not find a solution addressing all its needs and has
to implement several disconnected work management tools. For sure, this is detrimental
to the overall business performance, because the resources (namely people) involved in
the different work items are the same, causing overload and inefficiency. UPWMS was
designed to overcome this difficulty, as it intends to provide an all-encompassing work
management environment, allowing to manage within the same platform the full range
of work items of the organization, from projects to knowledge based processes and
tickets.

4.2 Work Lifecycle Management

Irrespectively of its type, the lifecycle of a work management item involves a number
of standard stages, as sketched in Fig. 5.
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Fig. 5. Work item lifecycle

In order to be managed, any single piece of work should be registered and initialized
in the work management system by the requestor. Then, the back-office area manager
has to screen incoming requests and assign them for execution to a member of his team.
The next stage is task execution (orchestrated by the work manager) and control (by the
area manager). The close and validation stage deals with work completion and validation
by the interested parties (typically the area manager and the requestor). Finally, relevant
data produced along the lifecycle is logged in the performance management systems for
further calculation of key performance indicators (KPI’s) and assessment of compliance
to the service level agreements (SLA’s).

This lifecycle applies to each work instance. In a typical work management system,
multiple instances will co-exist in a given moment and dispute the set of shared resources
for execution. In order to plan, schedule and prioritize effectively the set of concurrent
wok items, an overall work management cockpit has to be put in place.

The main management tools belonging to the UPWMS’s cockpit are represented in
Fig. 6. Globally, these tools allow area managers to plan and control the set of work
items within his area, and individual staff to manage the set of tasks in their hands.

Fig. 6. Work management tools
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The design of the cockpit in UPWMS got inspiration in the “Getting Things Done
Methodology” [17, 18], namely on the fact that there should be a clear separation
between the incoming work that was not yet screened, the work in progress to be done
in the short term, the work to be done later that does not require immediate attention,
and the work that was already completed.

4.3 From Tasks to Documents and Messages

Looking at a typical process model as the one represented in Fig. 7, we see that besides
the tasks of the main workflow, the models contains two other main elements: messages
and documents.

Fig. 7. Typical process model representing tasks, documents and messages

This is particularly true in intensive knowledge based processes once these
processes always involve human interaction and collaboration (messages) and deal
with semi-structured information (documents) such as reports, contracts, proposals,
drawings, etc.

Therefore, a comprehensive work management platform such as UPWMS should
provide tools addressing three main dimensions:

• work management: dealing with plans, deadlines and tasks;
• information management: dealing both with structured and unstructured data (docu‐

ments);
• communication management: dealing with messages, notifications and alerts.

Figure 8 shows a high-level domain model representing the main entities involved
in the configuration of the work items, both at type and instance level required to support
the three management dimensions introduced above.
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Fig. 8. Work items configuration entities

For each work item type, there is a reference workflow specifying the main phases
(for processes) or work packages (for projects), and the set of tasks within each phase
or work package. When a new work item instance is created, the corresponding workflow
is also instantiated, thus allowing workflow at the instance level to be modified on the
fly during the execution. To each work item type there are also assigned typed messages,
a structured dossier to hold the documents produced along the process and a set of
reference documents, such as procedures, work instructions and documents’ templates.

The dossier template is instantiated for each work instance so that it can be modified
at instance level. A set of management rules assigned to the work item type specify the
kind of changes that are allowed, both in the workflow and in the documents folders. In
a prescriptive workflow process, no changes are allowed, whereas in an emergent
process both the workflow and the dossier may be fully re-designed for each instance
by authorized users granted with administrator permissions level, without needing any
support from the IT service.

This way, the set-up of a new work item type can be accomplished by non-technical
users that belong to the business units and are fully aware of their needs. Admin users
may also fine tune the permissions assigned to each staff member both in terms of access
to the content of the work items (status and documents), as well as in terms of the allowed
operations (sending messages, uploading and updating documents, changing the work‐
flow, etc.). They can also define milestones and reference delays for task execution. All
the data collected during the execution of the work is made available via web services
to external business intelligence applications, providing area and top managers with the
information they need to manage effectively their units.
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5 Discussion and Conclusions

Nowadays, UPWMS is an unavoidable reality in the daily operation of the University
and a key enabler of the on-going digital transformation. More than one thousand
processes are active and running, processes that are very heterogeneous. In fact, the
catalogue of the services provided by the UPWMS to the academic community includes
more than one hundred entries, each one corresponding to a different process type. Some
of these processes involve just a few tasks and may take just a couple of hours to be
solved, while other process types involve several tens of tasks and take months to be
concluded. Irrespectively of this, with UPWMS it is possible to know at any moment in
time the exact situation of each process, the expected milestones, as well as to access
all the data, documents and interactions that took place in its context.

As discussed in the previous section, UPWMS is highly flexible and has the ability
to evolve smoothly on time according to the pace of the digital transformation of the
University. In an organization such as the Service Shared Center of U. Porto, composed
of several business units quite different in terms of size, internal organization, nature of
the work to be done, this flexibility is a key factor for the success of the digital trans‐
formation of the University. In fact, a digital transformation is always a complex and
long lasting project that takes time (a lot of time, in fact). All along this transformation
process, the organization is constantly evolving, constantly seeking to improve the serv‐
ices provided. Thus, if the management systems do not have the required agility to adapt
to this transformation, instead of being an asset, it becomes a liability and a hurdle. This
fact was recognized from the start: the objective was always to have a system that

Fig. 9. The scope of UPWMS vs. BPM suites
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naturally evolves as the maturity of the organization evolves, instead of automatizing
existent processes, thus compromising immediate and small scale improvements.

It is important to fully understand this fundamental difference between the traditional
work management solutions, namely standard BPM suites widely available in the
market, and the more comprehensive UPWMS (Fig. 9). In fact, whereas the main focus
of the BPM suites is mostly on process automation at an operational level (task enact‐
ment and routing), UPWMS has a much broader scope, once it goes from (i) task
management to information and communication management, (ii) prescriptive work‐
flow processes to knowledge based processes and tickets and, finally (iii) operational
task level to performance management.

We believe that the UPWMS at its current state is clearly aligned with the major
guidelines of a digital business strategy: the key concern of constantly adding value to
its stakeholders and sharing the benefits, the preoccupation of fully understanding the
evolving requirements of very exigent customers, triggering incremental and small-scale
developments and, in the end, the cyclic improvement of the system fed by all its users
with the final objective of providing better services.

Regardless of all the features and functionalities of the system, we strongly believe
that the real DX occurs inside people’s minds, when they overcome the natural resistance
to change and manage to start working collaboratively, in the end continuously
improving work effectiveness. UPWMS has provided the right tools to foster such a
collaborative state of mind, which is the essence of a learning organization. As Claudio
Ciborra stated [19], the constant “trying out” and experimentation is the true hallmark
of organizational change. An idea that definitely applies here: in fact, there is not a single
right way of doing a process or an ideal process model, but truly an incremental
improvement process.

Although there is still a long way ahead, UPWMS has proved to be a determinant
factor for the success of the ongoing digital transformation at U. Porto.

Acknowledgments. The authors would like to thank N. Almeida and M. Fernandes for their
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Abstract. E-learning technologies represent important instruments for teaching.
New technologies play a big role in the financial education of citizens and
employees’ training activities. In recent years in the banking sector digital tools
for education programmes are available in growing numbers and play a significant
role. In fact, after the financial crisis, many banks have offered not only online
training to their employees but also to their clients, both real and potential. The
objective of this approach is to help banks’ customers to understand some funda‐
mental financial concepts and the risks of some financial operations. Given this
framework, the aim of this paper is to provide an exploratory research of the online
training courses and initiatives developed by the banking sector institutions and
addressed to both their employees and their real and potential clients. The paper
provides a preliminary analysis of the programmes based on the experience of an
Italian bank.

Keywords: Digital tools and platforms · Training programmes · E-learning ·
Financial education · Banking sector

1 Introduction

In recent years e-learning tools are being employed by companies of different sectors
and industries. A special demand for such technologies and solutions is noted in the
enterprises of the service sphere in general, and in the organisations of the financial and
banking sector in particular.

From the one side, we can speak about financial education as an emerging issue after
the recent financial crisis that has involved many countries. The lack of financial knowl‐
edge has been seen as one of the main reasons for the wrong allocation of individual
investments by citizens. Since then, many international institutions have defined prin‐
ciples for financial education in order to strengthen the knowledge of stakeholders’
financial issues. From the other side, many companies operating in the financial and
banking sector began to perceive e-learning technologies for the continuous training of
employees as a fundamental instrument for transformation and innovation of business,
as well as its sustainability. Thus, e-learning technologies and digital tools for training
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are an essential element to achieve two main goals: (1) to develop financial education
for external users, which is for real and potential clients; and (2) to increase knowledge
and skills of internal users, namely employees of an organisation.

Given this approach, the objectives of this paper are to systematise already existing
information about the use of digital and web-based tools for internal and external
learning by financial institutions, as well as to explore the online training initiatives
developed by bank organisations and dedicated to the two particular clusters of users
described above (customers and employees). Despite that the need for e-learning and
training innovation in the banking sector is relevant in the business communities of
different geographical and economic contexts and many countries throughout the world,
in this study the focus is on the Italian experience where an emerging need for general
financial education can be observed.

The paper provides a description of some digital and web-based initiatives and
actions for training addressed to internal and external users in the banking sector, based
on the analysis of a single case study related to a big Italian bank, UniCredit. Due to the
need of financial education in the Italian context, and the importance of online training
for the professional development of banking workers requested by the new business
environment in a digital economy, UniCredit has developed a specific approach to new
e-learning technologies, exploring new perspectives and creating new tools and plat‐
forms to perform the training.

The paper is organised as follows. Section 2 delineates the need for a new financial
education in the global context in general, and with a particular attention in Italy, starting
from the assumption that financial education can be described as a way to ensure stability
of the national and international financial markets. Section 3 analyses the use of e-
learning and web-based technologies for internal areas of a banking institution such as
staff development and knowledge management. Section 4 explores the initiatives in the
field of information and communication technology (ICT) and web-based training
through the presentation of the case of an Italian banking institution. The analysis is
based on the case study approach [1–3], taking into consideration the experience of
UniCredit Bank, one of the biggest European players in the financial market. Finally,
Sect. 5 presents the conclusion of the paper, highlighting the contribution of the authors
in this research area, as well as outlining managerial implications, limitations and some
directions for further research.

2 The Need for a New Financial Education

After the crisis that occurred in the financial markets a very big challenge is represented
by “financial education” that could be described as an instrument for providing effective
consumer protection, which can impact on the macroeconomic situation [4]. In recent
years, the governments and institutions of many countries have understood the importance
of financial literacy of their citizens: the lack of financial literacy is one of the main causes
of wrong investments [5], as well as over-confidence in financial literacy [6, 7].

As noted by some scholars [8–10] the population has aged and the new generation
has the mental attitudes such as “want it now” and “think, buy now, pay later”. For these
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reasons, financial education is considered a “pillar to ensure the stability of the financial
markets” [11] and an “essential component to enjoy the benefits of the European Single
Market” [12]. As demonstrated by the previously cited documents [11, 12], the European
Commission assumes that governments could help national financial markets by devel‐
oping a national strategy that integrates a methodology for evaluating the level of finan‐
cial literacy and promotes online educational programmes to increase low financial
literacy and reduce lack of transparency that affect enterprises’ and citizens’ access to
financial services.

According to the Policy Handbook created by the Organisation for Economic Coop‐
eration and Development (OECD) [13], the International Network on Financial Educa‐
tion (INFE) adopted the “High-level Principles on National Strategies for Financial
Education” in 2012 in order to solve the abovementioned problems.

Similar principles were also approved by the Group of Twenty (G20) in the prior
year [11]. Since financial literacy levels are quite low worldwide, the summit of the G20
has insisted on the elaboration of new policies to support general financial literacy
through the development of new models.

In April 2016 the OECD published a report [14] that explains that this requirement
is particularly pertinent to Europe, given the sophistication of the retail financial markets,
impact of the population ageing and reforms of public pension systems. European citi‐
zens lack the financial awareness and skills to face these changes. According to the
OECD, 21 of the 48 European economies covered in the report use the OECD/INFE
Principles, which are planning, developing, implementing or revising national strategies
for financial education. Five countries analysed in the report have already revised or are
revising their first national strategy; twelve countries are implementing their first
national strategy, while four European countries described by the OECD are in the
process of designing/developing their first national strategy. It is important to note that
some countries have not yet developed a national strategy.

Regarding Italy, financial education is very low and little has been done until last
year to develop a national strategy and promote financial education programmes.

Data from the Global Financial Literacy Excellence Center (GFLEC) [15] shows
Italy is the country with the lowest level of financial education among major advanced
economies. Only 37% of Italian people know the main financial principles. In BRICS
countries such as Brazil the level reaches 35% and in South Africa, 42%. The scenario
changes depending on age, and some data [16] explain that Italian teenagers are the least
prepared among peers in other OECD countries.

Moreover, the Italian Government began planning the implementation of a law (DDL
1196) on financial education and “economic citizenship” only in 2016 [17]. All the
financial institutions have been involved in this project: the Bank of Italy, the Italian
Securities and Exchange Commission, the Federation of Co-operative Banks and the
Ministry of Education. Schools also have undertaken programmes to improve financial
literacy as stated in the document of the Ministry of Education signed on 10 June 2015
[18]. Considering the particular emerging situation in Italy described above, financial
education in this country may present an interesting case through which to conduct an
exploratory research to understand the ways and effects of technological innovation of
training in the banking sector. The main elements of this innovation could be e-learning
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platforms and learning management systems (LMS), Web 2.0 learning environments,
as well as Massive Open Online Courses (MOOCs).

The use of MOOCs for financial education programmes can be studied as one of the
elements for training innovation. Open education in banking and finance is fundamental
and will have an increasing role in ensuing years. Many banks, after the recent crisis,
offer free e-learning courses to their clients. The Bank of Italy, in particular, offers an
e-learning course “The knowledge of Euro” [19].

Regarding the e-learning platforms and LMS, it should be noted that in most cases
we are talking about a closed internal system developed or applied within a single
organisation in order to perform some training programmes. Ellis’s Field Guide to
Learning Management Systems [20], describes LMS as a software application that
automates the administration, tracking and reporting of training events. The author
highlights that a robust LMS should integrate with other enterprise application solutions,
enabling management to measure the impact, effectiveness and overall cost of training
initiatives.

With regard to the Web 2.0 learning environment, according to Sigala [21], it can
be defined as an open learning environment or “…a social software or interactive
collaborative software that affords the development of learning environments with user-
centred activities and socially engaging tasks that require users to take an active role in
applying and enhancing knowledge by using such tools as weblogs; Wiki; RSS;
podcasts; tagging; social search; social gaming or metaverse environments…”

Thus, it can be concluded that the e-learning technologies, platforms, systems and
environments are fundamental not only for a general financial education but also for the
training of employees operating in a company or in a specific business unit.

3 E-learning and Web-Based Technologies for Staff Development
and Knowledge Management

E-learning technologies are not only fundamental modernisation instruments for European
universities, but also for enterprises and institutions. New technologies have a big role in
the ongoing training of employees and in business development and sustainability.

In particular, banks are increasingly using LMS for educational courses within the
organisation. The Interbanking Convention For Problems of Automation (CIPA) in
collaboration with the Italian Banking Association (ABI) provides annually an updated
report on the use of ICT in the Italian banking system.

In general, when studying the adoption and use of new forms of staff training/
learning, it is important to consider some specific features of the banking industry.

The banking industry, which a few years ago was highly protected, recently faced
significant changes relating to the competitive environment and technological innova‐
tion, as well as institutional changes that have driven companies to a high rate of strategic
and organisational transformation. The new competitive scenario requires highly
educated professionals within the banking institutions, especially those who have direct
contact with customers.
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As stated by Zimkova [22] the success of any bank in today’s business environment
depends upon the satisfaction of its customers, and therefore employees are requested
to be able to provide quality financial services. The technological changes (including
discussion forums and social networks, chats, e-mails, multimedia tools and Internet-
based applications) push the banking institutions to constantly update the service
delivery process, as well as to significantly diversify their business portfolios [23]. The
institutional changes, however, lead to a reconsideration of corporate strategies related
to the organisational structure and professional composition of a bank, as well as pres‐
sure on the recovery of efficiency and productivity [24].

One of the transformations, which occurred recently, is undoubtedly related to the
ways of implementing training courses aimed at skills development and professional
improvement of bank employees, as well as knowledge management within a banking
institution or network.

In fact, basing on the speech of Giuseppe Zadra [25], the former General Director
of ABI at the European Bank Training Network (EBTN) Conference, the e-learning
system in the banking system can be defined not only as a tool aimed at delivering
training courses but also and especially as a management tool of the company’s knowl‐
edge and an access tool to necessary information.

Comacchio and Scapolan [24] expound that the decision-making process related to
the adoption of e-learning among the banks can be impacted by various factors. Some
of them are as follows:

• Rationalisation and optimisation that comprises the fact that online courses and
modules are more flexible in delivery and use (anytime and anywhere) and lead to
sustainability of training related to economies of scale, and subsequently to cost
reduction [23, 27];

• Limitative thrusts [24];
• Cultural and institutional factors [23, 24];
• Connectivity, i.e. the ability to facilitate communication and dissemination of knowl‐

edge in a company [24].

In a recent article on e-front portal, Andriotis [27] argues that e-learning in a fast-
paced, knowledge-driven industry like finance is very important for various reasons:
cost factor; privacy and control; staying up to date; new employees on-board (training
for newly hired personnel); training insight (statistics about a single course’s progress
and a single employee performance).

Moreover, Comacchio and Scapolan [24] claim that e-learning can bring added value
to both the banking institutions and their employees. According to the authors, in the
former case, it derives from the improvement of the learning processes and the quality
of training integrated with work or networking, as well as from the saving of training
costs (travel, accommodation, training, rent, instructor costs, opportunity costs, etc.).
The added value for employees, however, comes from factors such as “self-service” of
training courses or personalisation of training programmes in accordance with individual
learning models. Karaaslan’s [26] study supports this statement, defining web-based
training as a new opportunity to create a harmonious labour force with new technology
and to increase the efficiency of business productivity.
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With regard to the level of e-learning adoption, Comacchio and Scapolan [24] veri‐
fied different types of pressure that can have a significant impact on the decisions for
introduction and development of an e-learning strategy in banking institutions. In this
regard, the authors highlight the following types of isomorphism that may emerge:

• Coercive isomorphism (e.g. policies of ABI, which, through ABIFormazione,
promotes the dissemination of e-learning culture within the banking industry, as well
as indications from public institutions dealing with training and education);

• Mimetic isomorphism (e.g. suggestions from colleagues working in the Human
Resources Management (HRM) area of other banks);

• Regulatory isomorphism (e.g. pressure exerted by legislation in the field of training
developed by ABI).

A recent research conducted by ABI, demonstrates that, in addition to the associa‐
tions’ initiatives, the majority of banks in Italy have also started to introduce and imple‐
ment e-learning experiences inside the organisations. The findings of the study highlight
that the main target groups studying in banks through online courses are employees of
the sales departments, bank operators, bank consultants, and, in some cases, branch
managers and staff of the Head office.

With regard to the content of the didactic modules for bank employees, we can claim
that, according to the EBTN conference proceedings, an extensive training process is
focused on the practical and operational aspects with a very strong commercial value.
This type of content allows credit companies to meet the specific needs of their clients,
obtaining personnel that are more qualified and strengthening their relationship with
customers. Some authors [23, 24, 28] argue that the content of the training modules in
banks are mainly aimed at the following areas:

• Introducing new products, and new banking services;
• Creating basic knowledge, as well as specialist (technical and operational) skills (e.g.

legal aspects of the Stock Market, Banking Quality, Civil Law, Distraint);
• Training on internal systems and business processes (e.g. Customer Service and

Customer Relationship Management);
• Training on informatics and new technologies (e.g. Microsoft Office, Business-

related Internet service, Basic Internet, Advanced Internet);
• Language and communication skills training.

4 Use of E-learning by UniCredit Bank

4.1 Case Study Description

The aim of this part of the paper is to explore the initiatives of an Italian Bank Institution
developed in the field of ICT and web-based training. The bank described in this study
is UniCredit.

UniCredit Group is an Italian global banking and financial services company. Its
network spans 50 markets in 17 countries, with more than 8,500 branches and over
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147,000 employees. Its strategic position in Western and Eastern Europe gives the Group
one of the region’s highest market shares.

As discussed in previous sections, all the initiatives realised by the Banking Group
have been divided into two particular areas:

• Internal training dedicated to staff and delivered through the most innovative learning
modes (ICT and web-based); and

• Educational programmes designed by the UniCredit Banking Group in the area of
financial education and addressed to external stakeholders (citizens, customers,
enterprises).

In order to examine the abovementioned training activities delivered by UniCredit,
data from secondary sources has been collected (corporate website, official documen‐
tation of the Banking Group, information published in third-party sources) and analysed
by means of the qualitative manual content analysis technique [29]. The content analysis
has started from analysis of the texts according to two content (subject) categories:
internal training and external educational programmes. Next, all the text units located
in these two groups have been analysed by the researchers involved in the study; the
definition of the research problem at the beginning of the study has allowed us to define
the main directions to data analysis, and the patterns to be examined (such as goals of
the internal and external education, content of the educational courses, main digital tools
and platforms used to achieve the educational goals, main effects and consequences of
the application of these initiatives).

4.2 Internal Education - Staff Training at UniCredit

The strategy of the HRM in UniCredit Bank is structured in such a way that it can allow
the organisation to adapt to the current regulatory and economic environment, increased
competition and technological innovation that have a significant impact on the activities
of the Banking Group.

Recently, UniCredit has seen the implementation of several initiatives aimed at
improving competitiveness and efficiency of the company. These initiatives have signif‐
icantly strengthened the Banking Group in the current market context, contributing to
the organisation’s sustainability.

One of the key areas in the process of adapting the company to new external condi‐
tions is definitely related to the development of HRM initiatives, including employee
development. Official data of the UniCredit reveals the initiatives in this area are divided
in three directions: (1) Talent attraction and development; (2) Increase of professional
skills and competencies; and (3) Investments in communication and dialogue.

In the last 3 years, the UniCredit Banking Group has continued to invest in training
and development with the aim of increasing the responsibilities of managers regarding
the development of their subordinates and promoting essential behaviours for the
achievement of business objectives, with a special attention to cooperation, synergy and
risk management.
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In this part of the paper, in fact, we are analysing the training initiatives for the
organisation’s staff, related to some of the areas mentioned above but carried out only
through the modalities based on new technologies, digital platforms and the Internet.

With regard to the development of professional skills, the priority of the Group over
the last few years has been to ensure the necessary balance between costs and quality in
defining the training approach. The attention to cost containment has led to an overall
decrease in training hours, providing, however, a mix of excellent and effective training
solutions, among which the key role is played by e-learning.

A recent agreement between the Banking Group and the Organization of Trade
Unions specifies the online training at UniCredit represents a large part of the training
provided by the company, including all mandatory training courses for the personnel of
the organisation.

In the Integrated Report [30], there are references to more than 76.800 h of online
training carried out from October 2014 to December 2015 for the employees of the
Group in the retail and corporate areas.

As stated by the Sustainability Report [31], the courses provided to the staff of the
bank are represented by three main macro-areas – technical training, management skills
training and language training (Fig. 1):

Fig. 1. Distribution of training hours by training type, % (Source: Sustainability Report [31])

The official documents of the Banking Group (Sustainability Reports, Integrated
Reports) indicate that one of the important areas of the technical training is to develop
the skills of the personnel to give necessary support to the customers – improving
knowledge on the products, understanding customers’ needs and strengthening sales and
relationship-building skills.

Another area of the technical training aims to improve risk management skills.
Thanks to the UniCredit Risk Academy and UniCredit Business Integrated Solutions,
an online training course aimed at providing all employees with basic knowledge on
concepts, goals and tools of operational risk management has been launched by means
of new methods of distance education.
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In addition, in the context of specific technical skills development, starting from 2012
the Banking Group created several workshops aimed at the workers from different
competence lines where they can learn also through new technologies and digital tools.

In view of the growing importance of social media and their potential influence on
business activities and reputation, in 2015, some of the employees participated in speci‐
alised workshops to explain to the company’s managers about their use of social media.
Based on their considerations, from 2016 an online mandatory training programme
should be designed to help the bank staff to understand how to use social media in relation
to UniCredit [30].

As regards managerial training, the Sustainability Report [31] states that in accord‐
ance with the company’s commitment to increase the accountability of its managers and
encourage them to use feedback in order to benefit their performance and their personal
development, UniCredit has invested heavily in programmes aimed at improving essen‐
tial skills for managers.

In 2015, special attention was paid to the implementation of the Leadership
Programmes for the development of key competencies associated with each banding for
current and future managers [29].

In addition to these global initiatives, the Group also invests in specific training in
the different geographical areas in correspondence to the activation of specific
programmes. Indeed, in recent years, training courses for the managers of the different
countries have been initiated:

• In Croatia, when a performance management process was launched, special
programmes for managers have been created. Training courses for managers through
e-learning in this area are aimed at improving the ability of assessment of teams in
order to promote professional development, also the strengthening of individual
responsibility in the phase of development needs definition.

• In Hungary, a programme of transformation for managers of the retail network has
provided them with guidance on how to manage employees’ development in the best
way. A particular emphasis has been given to the building of a culture of feedback
and promotion of collaboration among different divisions.

With regard to the development of knowledge and skills through internal commu‐
nication and dialogue, the UniCredit Group can boast of its new Intranet “OneGate” in
seven languages, which allows all employees to access all the necessary internal infor‐
mation. This tool is considered a key element for improving the effectiveness of internal
communication, facilitating access to information and managing knowledge within the
organisation. This digital platform is a centralised access point online to all the infor‐
mation of the Group. The Intranet offers different easy-to-use content, tools and widgets
to support the employees in their daily work. Some examples are as follows:

• Sharing of the Strategic Plan content with the staff to ensure commitment and
involvement;

• Publication of informative articles, video messages realised by the CEO, as well as
internal presentations aimed at illustrating updates related to the Strategic Plan 2015–
2018;

• Creation of a fruitful social dialogue between the bank and the employees;
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• Description of the examples and best practices to outline the best attitudes to adopt
in different situations.

4.3 External Education - Financial Education Delivered by UniCredit

In addition to investments in internal training programmes addressed to staff, UniCredit
has been investing for several years in training for actual and potential customers. These
initiatives are aimed at supporting the competitiveness of enterprises and the ability of
citizens to make economic choices sustainable over time, which ultimately will have a
positive impact on the sustainability of the Banking Group itself.

To strengthen the financial inclusion of individuals (young people, families, the
elderly and immigrants), UniCredit is implementing the training courses in different
modes (traditional, e-learning, blended), also thanks to collaboration with different
national and international stakeholders (consumer associations, schools, universities,
and trade associations). The aim of this training is to create courses on topics related to
banking and finance, designed for specific needs of participants, and delivered by highly
qualified staff of the bank.

With regard to the enterprises, UniCredit is engaged in the development of particular
programmes on various issues, including export and digitisation, or specific topics
regarding the hospitality sector, realised and taught by both recognised external partners
and highly qualified staff of the Banking Group. These training activities addressed to
the external environment are provided, at least partially, through the Internet and/or by
means of digital technologies.

The first initiative has been designed in collaboration with ADOC, Federconsumatori
and the National Union of Consumers for the project “La Banca è anche per me”. In the
framework of this initiative the educational video pills on various topics such as Multi‐
channel Bank, Current Account, Payment Cards, Money Remittance, etc. that have been
realised and subsequently distributed through the official channels of the partners.

The video, structured through info-graphics and text, with commentary in five
languages (Italian, English, French, Romanian and Chinese), aims to provide informa‐
tion on some precautions to be taken in consideration for a conscious and sustainable
choice, as well as promote access to the bank for citizens and immigrants and contribute
to their financial education.

Another initiative, developed by UniCredit and addressed to both citizens and enter‐
prises, is called “In-formati”. This initiative represents a financial education programme
that offers free courses to customers and non-customers over all Italian territory. The
programme is aimed at those who want to increase their knowledge on the topics of
banking and finance to make their financial activities more conscious and responsible.

In particular, the educational offer of this programme is aimed at three specific target
groups: (1) individuals (young people, families, the elderly, immigrants), (2) small and
medium enterprises (SMEs), (3) non-profit associations.

The trainers involved are the specialists of UniCredit who have decided to participate
in the programme as volunteers, “donating” to the Community in which they live and
work as part of their own free time, knowledge, desire of research and innovation, as
well as their own professional experience. The internal training school of the Group
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supports about 1,200 trainers through provision of an adequate training and a constant
update on the topics covered by the programme. Even if the training courses mainly take
place in traditional classrooms, the trainers in collaboration with the Oil Project – the
largest MOOC in Italy – have realised the educational videos on the main topics of the
course. These videos are freely available on the Internet for anyone who wants to acquire
basic knowledge in the field of banking and finance [32].

Another interesting project to be considered in this paper is Go International! This
project is the educational offer of UniCredit developed to allow companies that have
started or intend to start a process of opening up towards foreign markets to deepen
knowledge about international trade systematically. The training in the framework of
this initiative has been developed by the internal training school of UniCredit in synergy
with the structures of international business of the Banking Group, and with the best
professionals in the industry, to help the participants trigger two important levers [32]:

• Knowledge – a clear and complete framework regarding a specific international
context (standards, techniques, tools) to face the process of opening to foreign
markets in a better way, and to assess in advance the potential risks to be addressed;

• Action – analysis of operational and practical issues on the context and tools neces‐
sary to achieve the growth objectives.

The idea of UniCredit is to make available for SMEs the experience and know-how
of the whole Banking Group to help the companies to adequately face the opportunities
offered by international markets in a context that requires an in-depth and updated
knowledge of some aspects, points, critical issues and risks.

The Go International! training courses can be used by enterprises through five
different formats. This allows participants to access the format closest to their own
learning needs and available time. One of the most popular formats is that related to
distance education, entitled “Video Seminar”. The Video Seminar is a format delivered
throughout Italy that offers the possibility to follow live video seminars at a bank’s
headquarters or at one of the offices of local stakeholders. Moreover, during the live
broadcast, participants will be able to interact with the speakers through their own
devices – smartphones or tablets – by means of an online platform for instant
messaging [33].

#Cashlessgeneration is the last initiative of financial education that we are describing
in this study. This initiative, developed by UniCredit, involves 9,000 students from 130
high schools and 5 universities. The information on the corporate website of the Banking
Group shows that this initiative is part of the path traced by the Law on the Reform of
the national education system that has, among others, the aim of enhancement of knowl‐
edge regarding legal, economic and financial issues, as well as of education aimed at
entrepreneurship development. According to the Programme for International Student
Assessment (PISA) 2012 survey, Italian students are at the bottom of the rating among
OECD countries that assesses the level of financial knowledge and expertise. To over‐
come this gap UniCredit regularly organises events aimed at dissemination of informa‐
tion about certain topics. Among these is #Cashlessgeneration – a project dedicated to
the new non-cash payment instruments.
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After the 2015 edition of #Cashlessgeneration, realised by UniCredit in collaboration
with the Association of Consumer Protection and Orientation, it was decided to extend
the 2016 edition through cooperation with WeSchool (the Italian MOOC platform) to
improve the educational proposal and reach a wider audience of participants by using
the digital platform of the new partner [34].

5 Conclusion

Nowadays digital tools and platforms are being employed for various types of
training by different businesses and non-profit organizations. The contribution of the
authors to the scientific research in the field of e-learning application by the bank
institutions can be defined as the systematisation of information about the learning/
training initiatives performed in the banking sector for different goals and objec‐
tives. Moreover, the authors have attempted to explore the significance and role of
e-learning initiatives (both internal and external) for a bank or other financial organ‐
isations, by describing one of the “best practices” of online training implementation
in the example of UniCredit Bank. Based on the case analysed in this paper we can
confirm the applicability and usefulness of e-learning technologies and digital tools
for training realised by banking organisations in the two particular areas: (1) finan‐
cial education for external users (real and potential clients), and (2) knowledge and
skills development of internal users (employees of an organisation).

The initiatives realised by UniCredit Bank for the professional development of
human resources are mainly aimed at increasing competitiveness and contributing to the
sustainability of the enterprise. These initiatives have been developed in the three areas
of HRM: (1) Talent attraction and development; (2) Increase of professional skills and
competencies; and (3) Investments in communication and dialogue. With regard to the
content of the educational e-courses provided to the staff, it should be noted that the
bank has developed training initiatives in three main macro-areas such as technical
training, management skills training and language training. The main tool used by the
Bank in order to realise online training activities in this sphere is the Intranet digital
platform “OneGate” in seven languages, where different types of activities for the
personnel have been performed.

The programmes related to the financial education for external users are aimed at
supporting the competitiveness of enterprises and the ability of citizens to make
economic choices sustainable over time, which consequently will have a positive impact
on the sustainability of the Banking Group itself. Regarding the content of the
programmes, we can highlight that the topics of the educational initiatives are mainly
related to banking and finance, designed for specific needs of different clusters of partic‐
ipants (e.g. individuals, SMEs, non-profit associations) and delivered by highly qualified
staff of the bank. These training activities have been provided, at least partially, through
the Internet and/or by means of digital technologies. The main technologies used for
this type of education were tools such as educational video pills realised and distributed
through the official online channels of the programmes’ partners; online video seminars
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with the possibility to interact with the trainers through digital devices – smartphones
or tablets; online courses provided in collaboration with some MOOC platforms.

In comparison with other pre-existing studies on e-learning application by banks,
this work has the objective to demonstrate the relationship between two essential areas
of learning (financial education for external stakeholders and staff training in the internal
organisational environment) on which this paper is focused. The conclusion that could
be drawn is that only with the development and promotion of an integrated policy of
web-based and ICT-assisted training will bank organisations be able to start and success‐
fully perform the process of innovation and digital transformation, and to become more
competitive in the global arena of financial services.

Regarding the managerial implications of the present study, we should emphasize
the usefulness of this research in the framework of a possible application of some
elements of the “best practice” developed by UniCredit Bank and described above not
only by managers of other companies in the banking sector but also by organisations
operating in other areas of the service sector.

Some directions for further research in this scientific stream could be as follows:

• more in-depth study and comparison of initiatives on the example of different banking
organisations (multiple case studies) within the same country, as well as in different
national contexts and economic systems;

• comparative analysis of some organisational practices in the field of internal and
external e-learning in other areas of the service sector in order to identify the main
similarities and differences, depending on the characteristics and peculiarities of a
sector.
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Abstract. Telecom providers are losing tremendous amounts of money
due to fraud risks posed to Telecom services and products. Currently,
they are mainly focusing on fraud detection approaches to reduce the
impact of fraud risks against their services. However, fraud prevention
approaches should also be investigated in order to further reduce fraud
risks and improve the revenue of Telecom providers. Fraud risk mod-
elling is a fraud prevention approach aims at identifying the potential
fraud risks, estimating the damage and setting up preventive mechanisms
before the fraud risks lead to actual losses. In this paper, we highlight
the important requirements for a usable and context-aware fraud risk
modelling approach for Telecom services. To do so, we have conducted
two workshops with experts from a Telecom provider and experts from
multi-disciplinary areas. In order to show and document the require-
ments, we present two exemplary Telecom fraud scenarios, analyse and
estimate the impacts of fraud risks qualitatively.

Keywords: Fraud risk · Requirement elicitation · Fraud modelling ·
Service security · Telecommunication · Risk assessment

1 Introduction

Telecom providers are losing billions of dollars every year due to frauds. Accord-
ing to the Communications Fraud Control Association (CFCA), the global rev-
enue of Telecom providers was affected by almost $38.1 billion (USD) in the year
2015 [1] due to frauds. Fraud is the use of a Telecom service to gain money or
with no intention to pay. There are many types of Telecom frauds. The top five
types mentioned in the 2015 CFCA report are International Revenue Share Fraud
(IRSF), interconnect bypass, premium rate services, arbitrage and theft/stolen
goods. IRSF costed the Telecom providers almost $10.76 billion (USD) globally
in the year 2015 [1], which is almost threefold from the year 2011.

Telecom providers store subscribers usage behaviour - known as call data
records (CDR) - in a database. Telecom fraud detection systems (FDSs) usually
c© Springer International Publishing AG 2017
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use anomaly-based fraud detection relying on identifying anomalies through com-
paring the past and current or recent behaviour of subscribers [2–4]. Although a
FDS has advantages, it has also a problem of detecting frauds only once a fraud-
ster follows a predefined and/or behaviour-based pattern stored in the detec-
tion system – which increases the reaction time if it happens in a larger scale.
Given these and the (revenue-loss) figures above, it is not surprising that Tele-
com providers aim to reduce the damage. Thus, in order to predict fraud risks
beforehand and take preventive measures, a fraud risk assessment approach is
required as part of Telecom service security.

According to ISO/IEC 27005 [5] a risk assessment process starts from under-
standing the context and performing risk analysis. In terms of the Telecom
domain, the risk assessment process begins by understanding the Telecom service
under assessment, identifying the potential risks and estimating the consequences
of those risks. We believe this process substantially helps to reduce the level of
fraud risks before a given Telecom service is under attack. Basing on the general
risk assessment process, the first step for a usable and context-aware fraud risk
modelling approach is to elicit requirements necessary to develop the intended
approach. The main contribution of this paper is, therefore, eliciting the impor-
tant requirements for a context-aware and model-based fraud risk modelling at
different stages of the assessment.

The rest of the paper is organised as follows. Section 2 provides background on
the context of Telecom services and fraud risks. Section 4 describes the method-
ologies used in order to elicit the requirements of fraud risk modelling. Section 3
discusses the related work on security requirements in the Telecom domain. In
Sect. 5, two exemplary fraud scenarios are described. We also performed a risk
analysis on each scenario to show fraud enablers and document the initial require-
ments on fraud risk modelling. These requirements at different stages of fraud
risk modelling are discussed in Sect. 6. At last, Sect. 7 summarises and concludes
the important points in the paper and provides insights for future work on fraud
risk modelling approaches.

2 Background: Telecom Services and Types of Fraud

The core elements of Business Process Management (BPM) in a Telecom
provider involve “products” (actually services) and the infrastructures to “pro-
duce” them [6]. The other elements of the BPM are based on these core elements -
the operations, marketing and service delivery management [6]. Telecom services
include call services (mobile and fixed-line), roaming services [7], data services,
Internet services (e.g. VoIP service) and messaging services.

When taking a closer look, most Telecom services require a complex techni-
cal network architecture. This is due to a multitude of different interconnected
networks, network operators and service providers. At the same time, in most
cases, the underlying business models are tailored to compete in highly com-
petitive markets. This entails opposed financial interests of the participants and
very often even more complex services. Furthermore, this proves fertile ground
for fraud or misuse.
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Telecom frauds affect both fixed line and mobile services which could be
provided through either prepaid or post-paid contracts [4,8–10]. There exist
several categories of fraud in the literature, e.g. [11–14]. Some of the known
methods that fraudsters use to commit fraud include:

PBX hacking: A Private Branch Exchange (PBX) is a telephone network used
within a company to switch calls coming from outside the company rather than
installing individual telephone lines to each user in a company - which is very
expensive. Fraudsters identify the potential weaknesses of PBXs to forward calls
from the outside network, as PBXs provide the capability to remotely connect
to a central portal (voicemail) [15,16]. According to CFCA [1], the damage of
PBX hacking in the year 2015 is estimated to $3.93 billion (USD).

Subscription fraud: This is another typical method of committing fraud [3,4].
It happens through using users’ information illegally either through scamming
or other forms of social engineering attacks. According to CFCA [1], the damage
of subscription fraud in the year 2015 is estimated around $3.53 billion (USD).

Wangiri fraud: Wangiri fraud, originated in Japan, is also known as “one ring
and cut” fraud which makes everybody a target by making calls and waiting for
a reply [17]. When victims call back, they would listen to advertisements from
a premium internet service or calls. This will cause expensive bills to the users
who call back to the missed-call.

In the paper, we focus on business-related fraud risks and used the following
definitions.

– Telecommunications Service Provider (TSP): A TSP covers the different types
of providers of Telecom services, regardless of whether they operate a network
by themselves or just (re)sell services.

– Call termination: Call termination is a service of a TSP to route phone calls
from another TSP to customers of the first TSP. Call termination could hap-
pen for national and international calls.

3 Related Work

Ensuring the security of a system is a fuzzy challenge but through procedural
techniques, the level of system or service security can be improved. One way is
through “implementing” security requirements using security engineering meth-
ods. Unfortunately, traditional risk analysis and security engineering methods
have several limitations when applied to Telecom cases [18]. Zuccato et al.
[18] proposed a security requirement engineering method - SKYDD - includ-
ing infrastructure, business and information requirements based on checklists,
guidelines and expert knowledge. In continuation to this work, Zuccato et al.
[19] proposed an approach which is a step by step process to use service security
requirement profiles. They outlined four basic requirements for the approach:
economic feasibility, agility, multi-disciplinary and help without the need for
security experts. The approach is, therefore, intended to span all kinds of secu-
rity issues (mostly related to business related risks).
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Tian et al. [20] presented a requirement model not for the security domain
but for a solution domain in the Telecom field such as an SDP (Service Delivery
Platform). This domain requirement model allows producing a model that can
be easily navigated through its hierarchical structure to incorporate featured
and detailed requirements for stakeholders and developers respectively. In rela-
tion to the usage of Telecom services, Krogstie [21] highlighted the areas to focus
in order to cope with the technology shifts of mobile information systems. He
described the advantage of involving the concept of mobility and people’s involve-
ment (the context) in mobile information systems using requirement engineering
mechanisms.

In general, even though there is a limited amount of literature in the area of
Telecom service security, some of the papers above have some relation with secu-
rity and requirements engineering. Still, none of the papers focuses on preventive
risk modelling requirements to deal with fraud risks. Recently, we showed a risk
analysis using a value-based approach [22]. As a continuation to cover identifica-
tion, analysis and estimation of fraud risks, this paper highlights requirements
on fraud risk modelling for the case of Telecom services.

4 Methodology

To elicit the requirements on fraud risk modelling, we have conducted two work-
shops. In total, eleven experts have attended the workshops. Four of them are
experts from a TSP who have experience of Telecom fraud and seven of them
are security researchers from inter-disciplinary fields (information security, com-
puter science and mathematics). On first sight the number of involved experts
may look small. However due to the high secrecy requirements of anti-fraud mea-
sures it is actually quite difficult to conduct workshops like these, where several
experts in front of researchers discuss issues and even contribute different opin-
ions in a single session. Therefore, the workshop lead to results, that are novel,
even though the quantitative base is not the largest.

The first workshop was conducted with the experts from the TSP (seven
participants including the authors for three hours). The workshop was conducted
with a moderated discussion where the people from the TSP presented different
types of Telecom fraud (revenue-share fraud, roaming fraud, call selling fraud
and PBX fraud). In the discussion session, they also discussed the effects of
those frauds to the TSP. Through questioning and answering, they discussed
their expectations of fraud prevention approaches to reduce the effects of fraud
to the TSP. In this paper, we present two of the fraud scenarios to show how we
elicited the requirements on fraud risk modelling.

Taking their expectations, in the second workshop – where only security
researchers met with eight participants for three hours – we formulated prob-
lems of those example fraud scenarios, identified the potential fraud enablers,
estimated qualitatively the impacts of the fraud scenarios on the Telecom. The
main outcome of this workshop was a list of initial requirements for a risk mod-
elling approach. A risk modelling approach consists of three main components:
conceptual model, analysis and estimation. The requirements are covering all of
the three components.
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5 Analysis of Exemplary Fraud Scenarios
and Expectations of TSP

In this section, two exemplary revenue-share fraud scenarios are presented and
analysed to show how we have elicited the requirements on a risk modelling
approach for Telecom services. We also discussed the expectations of the TSP
expressed in the first workshop. We chose the two exemplary fraud scenarios
because they show very well: (1) the involvement of several actors and entities
to commit a fraud; (2) chain(s) of fraudulent activities in a simplified way;
(3) money flows (fraud risks) of fraudulent actors; and (4) the contribution of
technological weaknesses to fraud risks. Some other fraud scenarios can be found
in (e.g. [22]).

5.1 Exemplary Fraud Scenarios

Customers of TSPs in possession of insider knowledge could identify possible
arbitrage scenarios by combining TSP services and products (often involving
multiple TSPs). One prominent example is the use of flat-rate tariffs for call
termination. Another example is the involvement of weak identity checks for
new connections to enable a portfolio of usage scenarios that violate at least
the terms and conditions of the TSPs involved, which results in a profit for the
fraudster. We are using these two example scenarios to show how we documented
the requirements on the risk modelling. For both scenarios, even though the net
loss of a TSP resulting from a single customer’s usage pattern is not a problem
per se for the respective TSP, a large-scale systematic exploitation of such a
scenario however will add up to a critical level.

Fraud scenario 1 - Tariff misuse for call termination. Mr. Clever, a fraud-
ster, has (multiple) fixed, mobile or virtual IP connection points with TSP A.
These are billed either as flat-rate or in tariff schemes which include capacious
minute budgets. Also, Mr. Clever has (multiple) fixed, mobile or virtual IP con-
nection points with TSP B. Call termination fees are paid on a per minute basis
by TSP A when calls are delivered from TSP A to TSP B. TSP B passes a
part of the received call termination fees to Mr. Clever, thereby providing a
payout per minute for incoming calls as incentive to generate as much incoming
traffic as possible to the network of TSP B. This process is mostly done by an
intermediary company, whose main activity is bridging between the fraudster
and fraudulent TSPs. Mr. Clever makes calls from TSP A to TSP B in order to
maximise his profit from these payouts. The money flow is shown in Fig. 1. The
source of Mr. Clever’s profit is the call termination fee paid by TSP A to TSP
B, which is then partly paid out to Mr. Clever by TSP B (Mr. Clever’s costs at
TSP A are fixed due to the chosen tariff).

Fraud scenario 2 - fraud involving the false pretence of being willing
and able to pay. This scenario can be described in five sequential steps.

1. Mr. Clever obtains a high number of prepaid (pay as you go) SIM cards.
These SIM cards are either not (yet) registered or registered using fake or
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Fig. 1. Money flow for scenario 1 Fig. 2. Money flow for scenario 2

stolen IDs. Furthermore, these SIM cards are billed either as flat-rate, have a
very low price per minute, or have free minutes (upon activation). In addition
to these prepaid SIM cards, Mr. Clever manages to establish one post-paid
mobile contract with TSP A using a fake ID or forged identity and bank
card credentials. Thus, with respect to the post-paid mobile contract, this
scenario is a matter of fraud involving the false pretence of being willing and
able to pay.

2. Mr. Clever activates call forwarding on the post-paid mobile connection point
to a (foreign) external TSP B. He then makes the highest number of possi-
ble parallel calls to that post-paid mobile connection point using the above
prepaid SIM cards. All calls will be diverted to TSP B. Call termination fees
are paid on a per minute basis by TSP A when calls are delivered from TSP
A to TSP B.

3. The fraud detection system (FDS) of TSP A may detect the violation of
limits on the post-paid mobile connection contract and disconnect it within
the response time.

4. Mr. Clever does not pay the post-paid bill.
5. TSP B passes a part of the received call termination fees on to Mr. Clever,

thereby providing a payout per minute for incoming calls. The money flow is
shown in Fig. 2.

The source of Mr. Clever’s profit is the call termination fee paid by TSP A to
TSP B, which is then partly paid out to Mr. Clever by TSP B, while outstanding
receivables of TSP A will remain unpaid and become a bad debt.

5.2 Fraud Risks: Partial Risks from the Exemplary Scenarios

For the two scenarios presented in Sect. 5.1, we have discussed the (partial) risks
identified in the workshop which allow a fraudster to perpetrate the fraud. Risks
are named partial as their discrete or isolated occurrence would not necessarily
be relevant to the company while multiple risks constitute a (relevant) fraud
scenario. We have then estimated qualitatively the partial risks based on their
contribution to the occurrence of the fraud scenarios. For the sake of simplicity,
we decided to use a risk estimation scale with three values: High, Medium and
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Low. A High rating has a significant contribution to the occurrence of a fraud
and has impact at least on one of the dimensions (e.g. reputation, money, etc.).
Medium and Low means less contribution and impact. The identified partial
risks are described below.

R.1 Weak identity checks enable a fraudster to acquire a high number
of prepaid (pay-as-you-go) SIM cards using fake IDs: Sound identity and
credit checks are costly. Due to high pricing pressure in the Telecom market, the
economically reasonable level of effort is limited. This holds true especially for
prepaid (pay-as-you-go) SIM cards, leading to a higher risk of identity fraud.

– Impact: High
– Initial requirement: the risk modelling approach should model the processes of

acquiring different types of Telecom connections and identify fraud risks due
to weak identity checks.

R.2 A fraudster manages to mask fraudulent calls to simulate legiti-
mate traffic: Fraud detection systems (FDSs) are operated by TSPs to detect
excessive usage of their network resources. In a case of misuse, the FDS should
detect the violation of limits, e.g. multiple long-lasting connections of similar
length or to the same destination number. Distributing calls using multiple des-
tination numbers and a random duration would mask the fraudulent activity
making it much harder to detect.

– Impact: High
– Initial requirement: the risk modelling approach should model the possible

actions in the existing fraud detection mechanisms, identify the potential risks
against such mechanisms and analyse their impact.

R.3 A fraudster acquires a post-paid contract using fake IDs: Stolen
identity documents and bank account information enable fraudsters to sign up
for a post-paid contract. Factors which facilitate this are: Contract concluded
online, sloppy work of retail personnel, acceptance of copied identity documents.

– Impact: Medium
– Initial requirement: the risk modelling approach should model the processes

how customers or fraudsters acquire different types of connections (including
post-paid) and identify weak points that create fraud risks.

R.4 A fraudster manages to find a TSP B which provides payout:
There are different TSPs in the market offering payments and incentives to their
customers for incoming calls. These incentives need to be usable in a profitable
scenario with the products of a TSP A in order for the fraudster to make a profit.

– Impact: High
– Initial requirement: the fraud risk modelling approach should incorporate the

influences of external services. In reality, this might be difficult to achieve, but
with existing data about the external services, it is possible to estimate the
damage of the external influence.
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R.5 High response time of TSP A’s implemented fraud detection sys-
tem (FDS): Depending on the implementation of the FDS, response times may
vary between 15 and approximately 60 min.

– Impact: Low
– Initial requirement: besides modelling the possible actions, the fraud risk mod-

elling approach should model the response time of fraud detection mechanisms
in order to analyse and estimate the impacts of a fraud.

R.6 A new product thwarts the business model of existing products: A
TSP launches a product without properly considering its side-effects and inter-
dependencies with existing products and the resulting user behaviour.

– Impact: Low
– Initial requirement: the fraud risk modelling approach should incorporate

impact analysis of new products to the existing models.

5.3 Expectations of TSP Experts

New Telecom services usually have to be launched under significant time pres-
sure, e.g. to minimize the time-to-market or to react swiftly to a move of a
competitor. This leaves little time and space to account for potential misuse.
As discussed in Sect. 5.2, misuses could happen due to sloppy (service) design,
underestimation, or misjudgement of the extent of possible exploitation by fraud-
sters and their motivation to find combinations of different services often involv-
ing multiple providers. Based on the discussion in the workshop with the TSP
experts, they expect that a preventive approach to:

– identify as many misuse scenarios as possible to find out whether a service is
reasonably profitable;

– minimise potential risks associated with the service (and, as a result, potential
losses);

– work as a preventive solution or technique for dealing with potential fraud
related to Telecom services before it is exploited (in a large scale).

6 Requirements on Fraud Risk Modelling

Based on the outcomes of initial requirements and the expectations of the TSP,
we propose a fraud risk modelling approach (cf. Fig. 3). This fraud risk modelling
approach involves representation of service, identification and analysis of poten-
tial fraud risks and estimation of their impacts. The fraud risk assessment starts
with modelling the context of the TSP service under assessment in a conceptual
model – a model which represents the context of the target of assessment to the
intended level of abstraction. Through this conceptual model, a fraud analyst is
able to communicate, identify fraud risks and estimate potential damages. Tak-
ing this into consideration, the first three subsections in the following describe
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Fig. 3. Components in the fraud risk modelling approach

the requirements of each component in the fraud risk modelling approach (con-
ceptual modelling, fraud analysis and estimation) followed by supplementary
requirements (data management and visualisation).

The requirements at each component should generally be evaluated based on
the following criteria:

– context-awareness – the ability to include internal and external factors in the
analysis of a Telecom service;

– representativeness – the capability of representing essential elements of the
target of assessment;

– scalability – the ability to handle complex Telecom cases with a reasonable
performance;

– usability – the ability to support users efficiently and effectively. This includes
the ability to generate the potential fraud risk scenarios and prioritise them.
It also includes the capability of using different data formats in the assessment
process.

6.1 Requirements on the Conceptual Model

As shown in the example scenarios above, the context of a TSP service includes
several independent stakeholders, contract agreements between them, anti-fraud
agents, Telecom employees, hardware and software, virtual communications, and
network infrastructures.

The model needs to be able to represent a list of relevant properties of the
entities (products and services) involved, including ownership of entities and a
financial budget of the entities. The TSP service includes at least two parties
(from now on we call them actors): subscribers and one or more service providers
(TSPs). Subscribers receive a service with a short term or long term agreement
provided by a TSP. The model, therefore, should represent contractual agree-
ments and jurisdictional requirements.

For a roaming service, for instance, an additional external TSP is involved
to fulfil the goals of the home TSP. Both the subscribers and the home TSP
pay service fees. From the home TSP’s perspective, a subscriber pays money for
the service in different forms: prepaid, post-paid, or with some contractual agree-
ment. The home TSP pays for the service given to its subscribers while roaming.
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These transactions between several independent actors create chances for fraud-
sters to perpetrate frauds or misuse the service. Therefore, the model should rep-
resent relations between different entities, as interrelations between different par-
tial risks coincide and enable an attacker/fraudster to carry out an attack/fraud.

Depending on the type of a TSP service, the relevant entities should be iden-
tified and represented in the conceptual model, where the model serves as a
medium of communication between, for example, the modeller and fraud ana-
lysts. Therefore, the model is expected to have formal or semi-formal semantics.

The representativeness of the model with respect to the service under assess-
ment is in general the evaluation criterion to the requirements on the conceptual
model. The following summarises the high-level requirements on the conceptual
model. The conceptual model should represent:

– entities and their relevant properties, including ownership of entities and finan-
cial budget of the entities;

– the possible actions at each entity;
– relations between different entities, as interrelations between different partial

risks may coincide and enable a fraudster to carry out a fraud;
– contractual agreements and jurisdictional requirements; the processes of

acquiring different types of Telecom connections;
– the existing fraud detection mechanisms of the Telecom service in the model.

6.2 Requirements on the Analysis

Fraud analysis is the process of identifying the potential fraud scenarios and
estimating the related potential economic damage to the TSP. Given the relevant
entities in the contextual model of a TSP service, it should be possible to show
or generate damaging incidents from the model. Damaging incidents have a
damaging effect on the revenue of the TSP when implemented with a large
enough level of scale. The analysis has to predict the possible fraud within a
small amount of time before it amplifies the damage.

Depending on the type of a TSP service, the analysis process may leverage
necessary data in relation to the contextual model - for instance, CDRs to analyse
the fraud on fixed line call services. As the goal of the analysis is to predict
potential fraud risks and propose preventive measures, it might leverage the
usage-data in order to achieve this goal.

The analysis process should also incorporate the contractual and jurisdic-
tional requirements on the TSP service under assessment. In the TSP service
environments such as roaming, the jurisdictional requirements are crucial. In
some countries, the delay in providing service usage files to the home TSP pro-
vides a chance for fraudsters to perform the fraud undetected for an extended
time span. In some other countries, where Near-Real-Time Roaming Data
Exchange is applied, the delay of the data exchange is limited to only four hours
- if delayed the visited TSP is responsible for any kind of fraud detected after
those four hours. Additionally, there are contract agreements in place between
TSPs, covering subjects of interconnection fees and inter-operator charges.
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The fraud analysis, therefore, should consider both the contractual and juris-
dictional requirements in order to predict the potential fraud risks in a TSP
service.

Fraudsters use complex ways to perpetrate fraud in order to hide or legitimise
their acts. Depending on the TSP service, the analysis approach should iden-
tify complex correlations of partial risks (cf. Sect. 5.2) to estimate the potential
damage resulting from the fraud risks. The following summarises the high-level
requirements on the analysis component. The analysis component should:

– identify fraud risks by identifying fraud factors from the conceptual model;
different ways to identify fraud factors. To mention some: (1) by identifying
the weaknesses of the components in the contextual model; (2) by using fraud
patterns that fraudsters use as a guideline to identify fraud factors (e.g. due to
weak identity checks). Evaluation criterion: context-awareness and scalability ;

– consider contractual agreements and jurisdictional requirements in identifying
the fraud risks. Evaluation criterion: context-awareness;

– handle complex correlations of partial risks. Evaluation criterion: usability ;
– collect fraud scenarios identified due to fraud factors in a file format so that

other fraud risk modelling components would use it (e.g. the risk estimation
component to prioritise those fraud risks). Evaluation criterion: usability.

6.3 Requirements on the Risk Estimation

As explained in Sect. 5.3, new TSP products need to be launched under sig-
nificant time pressure resulting from strong competition in a dynamic market,
leaving little time and space to analyse and account for potential misuse of the
product. At the same time, there is a (natural) conflict between on the one hand,
the (marketing) department – responsible for product development and seeking
business opportunities with a tendency to put a gloss on business case figures –
and on the other hand, the misuse department – which has its focus on potential
misuse and avoiding risks. In many organisations, these two departments act
independently from one another and have different target functions.

Due to a persistent increase in product complexity, diversity on the feature
side, and margin pressure on mass products, risks cannot be eliminated, but
need to be assumed, estimated and accepted with some level of threshold, whilst
minimising their possible impact. Hence, the focus of the risk estimation process
should be on the question of calculability. The identified fraud scenarios should
be estimated from different impact dimensions, mainly based on their economic
impacts.

Basing on the types of the TSP services, the fraud risk modelling approach
should have a framework for estimating fraud scenarios – either a qualitative or
a quantitative estimation. TSP risks can qualitatively be represented in differ-
ent levels of magnitudes. These magnitudes are interpreted based on the conse-
quences of the fraud risk. As an example, High could be the loss beyond $10K,
Medium between $10K and $4K, and Low below $4K. In the example scenarios
(Sect. 5.2), we used three levels of qualitative measurement – High, Medium and
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Low to estimate the partial risks. Risk estimation using contextual models is
usually qualitative but when it is supported by statistical and usage data, it
could be expressed in terms of quantitative measurements. In general, a preven-
tive fraud risk modelling approach should estimate those risks identified in the
previous stage in either qualitative or qualitative measurements.

The following summarises the high-level requirements on the risk estimation.
The risk estimation component should estimate:

– the impacts of the identified fraud risks based on different dimensions (e.g. its
economic impact). Evaluation criterion: usability ;

– the fraud risks in either qualitative or quantitative scale. Evaluation criterion:
usability.

6.4 Requirements on Visualisation

In the course of fraud risk modelling, visualising inputs and outputs is necessary
for a usable approach to facilitate decision making. Decision makers (commercial
managers at the TSP) are interested in understanding the effect of fraud risks at a
larger scale. To satisfy the goals of TSP stakeholders, visualisation requirements
on fraud risk modelling are, therefore, important.

The approach should provide sufficient visualisation at different diverging
aspects. A model should visually represent actors (economically or technically),
assets, existing policies, the possible connections between actors, boundary
restrictions and potential fraudulent actors. It should also depict, which part
of the TSP service or product is vulnerable to a known type of fraud.

At the stage of fraud analysis, the approach should visually represent the
costs of damage produced by the fraud on a given TSP service - for instance, in a
graph where the likelihood of fraud is shown while the detection time increases or
when fraudulent actors increase in number. In addition to visualising individual
effects of some particular fraud, it should also be possible to visualise the correla-
tions of misuse scenarios within a TSP service that make up fraud. Mostly, fraud
is committed either through disguising as legitimate users or through leveraging
legitimate services. Thus, the approach should clearly depict accepted scenarios,
hidden transactions that could possibly happen between fraudulent actors, and
potentially unwanted fraud scenarios in a given TSP service.

The evaluation criterion of these requirements is usability. The following are
the high-level requirements on the visualisation component. In general the visu-
alisation component should visualise:

– the contextual model, the impact of fraud and the correlations of misuse sce-
narios;

– fraud scenarios of a given TSP service.

6.5 Requirements on Data Management

The core targets of the fraud risk modelling approach are TSPs and similar
service providers. A TSP has a lot of usage data of subscribers available for
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analysis, but their availability for processing may be legally restricted for e.g.
data protection reasons. Thus, the fraud risk modelling approach should consider
data management requirements.

The approach needs to provide performance scalability in order to be able to
cope with massive amounts of data if needed, e.g. billions of CDRs. It should also
be flexible to process data coming from different data formats as data sources
stem from the domain of the different Telecom partners. The following sum-
marises the requirements on the data management component. It should:

– be scalable to handle huge amounts of Telecom data. Evaluation criterion:
Scalability ;

– handle different data formats. Evaluation criterion: Usability.

7 Conclusion and Future Work

Fraud risks emerge due to single or combined individual risks against weakly
protected elements of a service. Fraud risk modelling helps to identify weak-
nesses in the elements of the service, analyse the potential individual risks and
estimate their impacts to the service provider. Even though the requirements are
elicited from a limited number of fraud cases, they provide a guideline to develop
a context-aware and usable fraud risk modelling approach besides improving the
state-of-the-art on fraud risk assessment. One way of developing such an app-
roach is by realising the requirements and apply the resulting approach to a list
of Telecom services one by one and iteratively improve the approach in each
development milestone. In this regard, the involvement of service providers is
undoubtedly important in the evaluation of the approach.

In future, we plan to use the requirements above to develop a context-aware
fraud risk modelling approach and refine it repeatedly based on feedback from
Telecom providers, so that the approach can be applicable to one or several types
of Telecom frauds. The other future research direction is to find detailed criteria
to evaluate the effectiveness and usefulness of the fraud risk modelling approach.
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Abstract. This paper investigates the application of new technologies, specifi‐
cally social networks, in the mega sporting events, adopting the value co-creation
perspective. We aim to evidence how, by adopting the co-creation value concept,
thanks to the new technologies, specifically the innovative communication chan‐
nels, the Olympic Games assume a greater value and are more successful in terms
of followers, as athletes, fans, participants, and so forth. Thanks to the spread of
social networks in the Olympic Games, the general consumers, mainly the fans,
are able to give feedbacks, opinions, suggestions, and evidence criticisms about
the same mega sporting events, by interacting directly with athletes, organizers
and all the actors involved in this very complex managerial and organizing
process. This study, conducted through a review of the literature and a compara‐
tive analysis of Summer Olympic Games editions during the period 1992–2016,
represents a research starting point that allows us to evidence the crucial role
played by the social networks in the mega sporting events improving their social
value in the co-creation value perspective. This paper may provide interesting
theoretical and managerial implications.

Keywords: Technology · Co-creation value · Mega sporting events · Social
networks · Olympic Games · Facebook · Twitter

1 Introduction

During the last decades the information technology (IT) and Internet are widely using
especially for the services industry, such as the sport field. The sport field has been now
recognized as a very significant business with a crucial role, compared to the past when
it was not considered relevant in terms of economic contribution to the overall society,
and it has been characterized by many changes also thanks to the use of technology,
especially the new social media like social networks, creating the conditions for
improving its social value, in the co-creation value perspective too. Due the growing
relevance of the sport field, scholars and practitioners tend to develop and adopt more
interesting analysis perspectives like the co-creation value approach.
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According to the co-creation perspective, suppliers and customers are, conversely,
no longer on opposite sides, but they tend to interact with each other for developing new
business opportunities. Co-creation can be defined as the added value providing from
the collaboration between organizations and customers, both materially and symboli‐
cally [1–3]. It is a form of marketing or business strategy that emphasizes the generation
and implementation of a corporate value shared with the customers, specifically, and
with all the partners involved, in general.

In this paper, we consider the co-creation as a more general concept which includes
all the specific aspects able to push business organizations and customers to generate
value through interactions [4], but with focus on mega sporting events, that is the
Olympic Games.

The phenomenon of co-creation has been seen as a phenomenon of significant change
in the corporate culture: a way to share ideas with the different actors, to open the overall
specific world, overcoming the limits related to the business or customer world to
understand what the real needs are. Nowadays, thanks to the use of more interactive and
diversified communication channels and tools, like social networks (Facebook and
Twitter), the organizations are getting more and more very close and frequent interac‐
tions with the customers, by receiving relevant support by the customers making them
the central player: an example of co-creation is the use of user-generated content. The
active contribution for the organization derives by people who voluntary participate,
perhaps because they are fans of a specific brand, to increase the value and the emotional
bond with the company. Therefore, organizations have to attract and engage users, that
is customers, relying on their emotional engagement, but also on their artistic and crea‐
tive skills.

In this study, we aim to investigate the influence of new technologies, in particular,
the digital social networks, Facebook and Twitter, for improving and making more
successful mega sporting events, the Olympic Games, through the involvement and
participation of customers, that is specifically passive participants or visitors. In the
recent years, mega sporting events, mainly the Olympic Games, have been receiving an
increasing attention and they are held everywhere in the world, thanks to media such as
television and internet. Of course, although mega sporting events present a deep message
related to the diffusion of equality and social values through sport activities, they aim
to generate a profit, above all for the event organizers and all the players involved in the
complex and wide planning and managerial process. However, the passion, the excite‐
ment, the audience expressed, the involvement play a key role in the implementation of
a mega sporting event, mostly Olympic Games, and, therefore, the co-creation of value,
involving all the players, public and private actors, and especially the fans (final
consumers) acquires more importance. In this frame, the adoption of new technologies,
especially digital social networks, can have a significant positive impact making
Olympic Games successfully, because they widely facilitate the interactions between
the players involved, mainly the customers, the athletes and the sport event organizers.

This exploratory study aims at investigating the Olympic Games, conducting a
comparative analysis of the Summer Olympics Editions in a period 1992–2016, for
analyzing the role played by the social networks, Facebook and Twitter, in contributing
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to improve the active participation and collaboration of all the actors, especially fans
and athletes, in the co-creation value perspective for Olympics management process.

This paper is structured as follows: in the Sect. 2 the focus is on the specific appli‐
cation area of mega sporting events, also briefly describing the main related challenges
in the perspective of co-creation value concept. The Sect. 3 briefly describes the co-
creation value concept with focus on Service Dominant Logic evidencing the main
contributions on this issue in the literature. The Sect. 4 provides the comparative analysis
of the Summer Olympic Games in the period 1992–2016 with focus on the role played
by the social networks, mainly Facebook and Twitter, in terms of their use and appli‐
cation and trends during the different editions. Finally, in the Sect. 5 some final consid‐
erations are provided about the phenomenon investigated.

2 Mega Sporting Events

The events generally refer to a composite and complex universe and it is not easy to
develop a comprehensive definition also because their numerous typologies. Otherwise,
in the literature on events there is a certain convergence of three key elements: the events
celebrate, communicate and make things and people interact. The dimension “celebra‐
tory event”, among others, is stressed by Getz [5], one of the most relevant authors in
the field, according to his approach the event can be conceived as “a public celebration
theme”, also according to the International Festival and Events Association [6].

Getz [5, 7, 8] argue that “the festivals, events and civic celebrations are the foun‐
dations of those characteristics that distinguish the community of human beings. The
development of such communities around the world will depend in part on the existence
of events celebratory” [5: 11–17]. The communicative aspect of the events is underlined,
among others “the event is an activity that allows you to reach a target audience in a
specific place and time, a meeting where you address the message and carry out activ‐
ities recreational” [5: 11–17]. Van Der Wagen [9], however, introduces the concept of
relationships between individuals believing that “the majority of events are in fact
reports within a community”; the event is “the thing in relation”, that is the object of the
subjects [10], it is ultimately human relationships and social communication [11, 12].

One of the first classifications of events has been developed by Roche [13: 11], who
distinguishes the events into four categories: Mega Events, Special Events, Hallmark
Events and Community Events. The mega events refer to events with a global involve‐
ment which is related to the target/market that the TV coverage; this category includes
the Olympics and Expo events. The special events are global or national target with an
interest of media conveyed mostly by international or national TV. The hallmark events
include such events or sports tournaments that cater to a national target, while the
community events have a target, a narrower scope, and catalyze the attention of the local
media (TV and print).

This taxonomy has some weaknesses as “not fit to prestigious events such as film
festivals and musical events high-profile recurring” [14: 7]. The events categories iden‐
tified are not adequately reflected even more high-level events, such as international
summits, or the network initiatives of cities in the network (the “educational city”, the
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“city of art”, the “European City of Culture”, and so forth) which also move journalists,
visitors, media, and play directly or indirectly a function in promoting the city and the
overall hosting community. Next types or taxonomies of events proposed by scholars
have increasingly integrated the previous categorization and expanded taxonomy of
Roche [13]; However, the events can also be classified according to some factors discri‐
minated, such as the participation, timing schedules, profit, the media attention, the
organization and the headquarters of conduct [15].

The complexity and the articulation of the events, in fact, show a variety of possible
situations; for instance, in relation to the participation of entities recipients, the events
can be characterized by an active involvement in case of races (for example, athletes)
or by a passive involvement in the case of performances (e.g. spectators). With reference
to the nature of the main event organizer, we are able to distinguish between events
managed by public bodies, private or mixed; the events will benefit from specially
established organizations or stable character structures; their management will be
centralized or decentralized.

The events can also establish a distinct relation to the unwinding of the seat event,
since it may be held in fixed locations or “carried around” repeating in more or less
similar ways in several locations. The organizing and managerial process of events can
generate media interest at national, international or local level, involving limited areas,
and, in reference to discriminating time, the manifestations may be bound or not to
predetermined schedules. Events can also be characterized with respect to duration (one
or more days) and the time rate (periodic events or occasional events). In the light of the
previous general considerations and focusing the attention specifically on the “mega
events”, we can define them as “events important, arranged one or more times, of limited
duration, which serve to raise awareness, image and economy of a tourist destination
short and/or long term.” The mega events have three distinctive features: although the
cyclical event is unique and unrepeatable [13: 11], moves a large deployment of
economic resources and exposes the media the place of development, so called the “the
big event space” [16: 861–894].

The complexity of a “Great or Big Event” configures these events (Olympics, but
the International Expo Summit also) such as real “systems” that require the presence of
several carriers of different objectives actors. A big event may be regarded as an
economic and social system, which takes part a multiplicity of actors and, more or less
explicitly, a substantial number of interlocutors really interested into the event. As part
of the planning of activities and the subsequent control of the results it is essential not
to overlook any “event relationship stakeholders”. The stakeholders of big events may
be divided into primary, i.e. individuals or groups of people without whose support the
event would cease to exist, and secondary, namely the actors who, though not directly
involved in the event, can seriously influence it or even prevent its success.

The relations established by the organizer/promoter of the big events with all of
supra-component systems in which the event is entered, as well as interactions with all
the elements and the resources necessary for its operational implementation, it influences
the probability of success and, therefore, the added value derived from the event for the
overall community. Moreover, one of the tasks the so-called event manager is precisely
to ensure that the big event able to interact functionally with the elements of the external
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environment, while ensuring the achievement of the goals considered priority, and
ensuring “respect” of the social climate and the communities in which exhibition/event
is being organized.

3 Co-creation Value and Service Dominant Logic (SDL)

Co-creation is the joint, collaborative, concurrent, peer-like process of providing new
value, both materially and symbolically. Prahalad and Ramaswamy [17] introduce the
co-creation concept by acknowledging the changing roles in the theatre of the market:
Customers and suppliers interact and largely collaborate beyond the price system that
traditionally mediates supply-demand relationships. They consider consumer and busi‐
ness markets, as well as downward (customers) and upward (suppliers) relationships.
Later, Prahalad and Ramaswamy [1, 18, 19] problematized and articulated the various
directions in which co-creation could and should provide benefits for organizations and
customers, such as improving consumption and usage experiences [20, 21] and stimu‐
lating product and service innovation [22, 23].

From the service science perspective, Vargo and Lusch [24] suggest that organiza‐
tions should not focus on products, but should just consider their offerings in terms of
the services they can offer to the customers. Co-creation is one of the constitutive
elements of this theory: it is through customer collaboration that the market offering is
realized and the required benefits (activities and services) are generated.

More generally, according to the literature, co-creation is inherent to service busi‐
nesses in which market offerings (quantity, quality, attributes) are actually created in
the service encounter [25, 26]. Recent developments in the service theory are grounded
in the co-creation debate and converge in this direction; they claim that the service
offered from organizations can be understood as “the application of specialist skills
(knowledge or skills) through actions, processes or services in favor of another entity
or the entity itself” [24: 1–17, 27: 43–56], which implies recognizing the value of the
service produced collaboratively through forms and ties of interactions between the
service systems oriented to mutual exchange and benefits. These systems are charac‐
terized by a network and/or own resources constellation, made available and integrated
with each other [28] and they clearly contribute to the co-creation of value.

In general, the study of service systems and methods of co-creation of value within
the scope of the Service Science can be briefly systematized and read thanks to the study
conducted by Ostrom and colleagues [29: 5], who define the phenomenon “as an
emerging interdisciplinary field of inquiry that focuses on fundamental science, models,
theories, and applications to drive service innovation, competition, and wellbeing
through co-creation of value”.

Through the study and analysis of the services systems, it is possible, on one hand,
to enhance and emphasize those factors that enable collaborative and adaptive co-crea‐
tion of value and, on the other hand, to define balanced framework and marked by mutual
logical benefit that allows access to and the sharing of resources. In addition, these
systems can be individual (individuals) or groups of individuals (families) who live and
evolve through an exchange and use of resources (such as knowledge and skills) to other
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systems. It is from this perpetual incremental and adaptive interaction between systems
that arises effective co-creation of value, the value of which is the opportunity for all
the players to survive and make growing the systems. It should also be pointed out that
the systems in relation to each other generate a network link that generates, in fact, a
macro system open to new ties with other macro systems whose ability to create value
is not given by the mere sum of the potential of every single element (quantitative factor),
but by the quality of the links and mode/coordination requirements and management of
flows in/out (quality factor).

This phenomenon of macro and micro services systems in the perspective of
networks is strongly related to service-dominant logic (SDL), even if there are critical
remarks about the way the SDL approach articulates the relationship between the actors
in the co-creation process [30, 31].

Indeed, relationships with customers, intangible property and the co-creation of
value with the customers form the basis of the production of services by businesses [24].
As expressed by Dalli [32: 325–339], “undertakings shall make available to consumers
the resources necessary for the generation of value. Under certain conditions, the
consumers can be considered manufacturers and even themselves suppliers of the
companies for the preparation of the necessary resources to provide the services required
by the market. Everything on the assumption that consumers do not ask for goods or
material objects, but functions, activities and, in general, services: these are services that
are the basis of the perception of value”. Hence, Vargo and Lusch [27: 43–56] point out
that “the customer is always a co-creator of value.” According to Grönroos [3], organ‐
izations, specifically service providers, only provide the resources or the means to make
possible to create value for customers. In this sense at least, when vendors and customers
interact, they are involved in co-creating value.

In this approach, the service (rather than the product) is what creates advantage for
the customer and, accordingly, the goods are interpreted as simple tools or mechanisms
of distribution of service provision. Therefore, the service is the general case, the
common denominator of the exchange process; in fact, the service is always exchanged,
while the goods when they are used, are the supports for the process of services delivery.
The customer is co-creator of value, in an interactive process with the service provider.
The latter is not able to create value by itself, but provides it collaboratively using
resources and contributes to the value following the acceptance by the customers of such
interaction offered.

Ultimately, the paradigm of Service Dominant Logic (SDL) proposed by Vargo and
Lusch [4, 24] shows the importance of consumers as “economic and social stakeholders
that interact within networks”. Thus, it argues that the value is the result of healthy
approach application operant resources which can sometimes also be guided through
goods or materials on which to act. The value is so co-created by the commitment inte‐
grated “systems” such as organizations, employees, consumers, social partners and all
the other parties with an interest in operationally share the resources available according
to their specificities and needs. When we follow and adopt SDL logic, the distinction
between producers and consumers, in fact, disappears and all the actors/participants
become active players in the co-creation of value for themselves and for others. It
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acknowledges the customers as integrated resources (as well as suppliers), in line with
the concept of co-creation value.

Considering sport events in the perspective of co-creation approach, they can be
described as services that are demanded by different reasons. For example, sport spec‐
tators experience good stadium service quality by different dimensions: perceived team
performance, stadium service quality and spectator induced atmosphere. Satisfaction is
led by fulfilling all three dimensions [10]. Thus, the value is created by different parties.
Furthermore, this value depends not only on the origin value creator, but it is spread
over several participants. Business drifting integrates the customer into the value crea‐
tion that leads the customer to an active role of value creation [1]. The interaction leads
to a cooperation for innovations within the networks [33]. Successful customer integra‐
tion needs two aspects: information about customer needs and information about how
to best solve these needs [34]. In this direction, in order to collect, manage and share
information and data between the players, organizations and customers for sport events,
technology play a significant role, because it could significantly facilitate these interac‐
tions.

In recent years, digital technology has led to the development of social networks
(e.g. Facebook, Twitter) which are an important resource for a wider dissemination of
sport events and support of the needed collecting, processing and management of infor‐
mation and data about the same sport events for the players involved. The social channels
provide the ability to “take out” the sport event, and given the immense contribution
they can make, should not be underestimated. Social media today are a way to create a
virtual reality on various platforms through which you can communicate and share
interests, opinions and any type of content. The combination of social and sport events
now not just about the promotional aspect, but many other factors related to the inter‐
activity of the sport event, and in general, the overall management process, the most
direct and immediate involvement of people (even distant) and the ability to extend the
life of the event.

Regardless of the choice of communication channels and the type and nature of sport
events, it is essential for almost all events to have a small presence or indirect social
media. To increase awareness of the public of an event and, therefore, the participation,
the sport event organizer should have a strategy and a well-designed communication
plan: it must start from the marketing objectives of the event organizer or entity organ‐
izer, from the analysis of the target audience to the choice of the media to be used. The
numbers, as the amount of “Like” or comments on a Facebook page, do not speak for
themselves, but provide important information if used to understand what people think
and want [35]. Social media are not vertical, such as advertising or public relations, but
they are a horizontal instrument that touches the entire business, from customer service,
acquisition or customer retention [36]. With social media you can “co-create value”
through direct communication with the public, for example, by taking actions such as:
“Respond to every comment and all questions that directly involve”; “Leave space on
their pages or those of others to post events that you find useful or interesting”; “Keeping
a blog, a section of the site, or a series of posts on themes dear to your target audience”.
With the power that social media give, people become important to pay attention to
small details, so it is crucial for the organizers to manage feedback. If anyone had
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negative impressions in a sport event for any reason, even from acting independently of
the organization, social media can represent the perfect medium to make their voices
heard and criticisms.

Ultimately, through social media, the sport event organizers can obtain significant
advantages, especially in terms of effective and efficient management of sport events,
as a part of one system composed of numerous and unlimited possibilities of commu‐
nication with participants. Underestimating the potential of social media can be an
unforgivable mistake, especially for those organizations involved in event management
process [37]. As shown by a survey carried out over 2000 XING event organizers, mainly
European actors, trust continues to be strong in social media. Almost all the event
organizing companies, especially the sport organizers, as shown in the last sport mega-
events like the Olympics, are planning an increase in social media activity for the future.
In 2014, in general, the event industry recorded an expansion of the online business,
following the trend of recent years. It will be interesting to see if the event organizers
are willing to continue to invest more and more resources, and if social media will
continue to evolve in this direction, developing new qualities and potential suitable for
this area.

4 Empirical Study on Mega Sporting Events and Social Networks
in the Co-creation Value Perspective

For the purposes of this study, we focused our analysis on the mega sporting events,
more specifically, on the Summer Olympic Games events that took place in the period
between 1992 and 2016. In Table 1 the dataset of our analysis has been shown.

The choice to start our investigation in 1992 is not random. The 1992 Barcelona
Olympics showed profound changes in the planning and organizing process of the
Olympic Games. For the first time, for example, the opening ceremony has a significance
that had not previously assumed ever had, becoming an important and almost autono‐
mous event and globally expected. The Olympic Games in Barcelona were those of a
profoundly different world from the one that had marched four years earlier in Seoul.
The Barcelona Olympic Games were the first since the fall of the Berlin Wall, with a
world completely changed. The fall of the Berlin Wall in 1989 led to the unification of
Germany, the release of Nelson Mandela in 1990 removed the embargo on South Africa,
and in 1991 the Soviet Union and Yugoslavia country ceased to be unitary nations. The
XXV edition of the Olympic Games that took place in Barcelona from July 25th to August
9th in 1992 assumed a special meaning by defining a kind of divisions of the games, in
fact, it was necessary to take into account the newly established independent states and
submit bids for a single team for the two German nations now working together, and
the readmission of South Africa. At the 1992 Barcelona Olympics, the independent
teams of Estonia and Latvia made their first apparition since 1936 and Lithuania sent its
first team since 1928. The other ex-Soviet republics participated as a “unified team”,
although the winners were honored under the flags of their own republics. The only
controversy concerned Yugoslavia, which was the subject of United Nations sanctions
because of its military aggression against Croatia and Bosnia-Herzegovina countries. In
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the end, Yugoslavia was banned from taking part in any team sports, but individual
Yugoslav athletes were allowed to compete as “independent Olympic participants”.
Croatia, Slovenia and Bosnia-Herzegovina competed as separate nations for the first
time. These geopolitical changes had positive effects on the number of countries
involved (169) and the participating athletes (9356, of which 6659 men and 2721
women).

Table 1. Synthesis of the Olympic Games editions. Period 1992–2016. Source: IOC -
International Olympic Committee – Olympics

Event Year Nation Number of
participants
athletes

Number of
participants
countries

Media

Olympic Games
Barcelona

1992 Spain 9356 (6659 men)
(2721 women)

169 13082 Media
(written press and
broadcasters)

Olympic Games
Atlanta

1996 U.S.A 10318 (6806 men)
(3512 women)

197 15108 Media
(written press and
broadcasters)

Olympic Games
Sydney

2000 Australia 10651 (6582 men)
(4069 women)

199 16033 Media
(written press and
broadcasters)

Olympic Games
Athens

2004 Greece 10625 (6296 men)
(4329 women)

201 21500 Media
(written press and
broadcasters)

Olympic Games
Beijing

2008 China 10903 (6294 men)
(4609 women)

204 24562 Media
(written press and
broadcasters)

Olympic Games
LONDON

2012 England 10568 (5892 men)
(4676 women)

204 21000 Media
(written press and
broadcasters)

Olympic Games
Rio de Janeiro

2016 Brazil 11303 (6213 men)
(5090 women)

207 25000 Media
(written press and
broadcasters)

Games of the XXVI Olympiad took place in Atlanta in the United States of America
from July 19th to August 4th in 1996. Countries that participated were 197 and 12 nations
of the former Soviet Union participated for the first time as independent states: Armenia,
Azerbaijan, Belarus, Georgia, Kazakhstan, Kyrgyzstan, Moldova, Russia, Tajikistan,
Turkmenistan, Ukraine, Uzbekistan. Because of that, and also due to the large number
of participants, 14 countries won for the first time an Olympic medal. The athletes who
took part in this edition of the Olympics was 10318 of which 6806 men and 3512 women.
The Atlanta Olympics are also known as the Centennial Olympics, as you perform
exactly one hundred years after the first modern Olympic Edition (Athens 1896).

The Sydney Olympics of 2000 are the XXVII edition of the Summer Olympic Games
of the modern era. The races are held in Sydney (Australia) from September 15th to
October 1st in 2000. 199 nations participated with 10651 athletes, of which 6582 men
and 4069 women in 28 sports and 300 disciplines. For the second time in the history of
the modern Olympic games, they are organized in the southern hemisphere of the planet,
after the Olympic Games in Melbourne (Australia) in 1956. Unlike the previous
Australian edition of 1950s, carried out between November and December, these
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Olympic Games are held in the Southern Hemisphere spring season to prevent damaging
the Western habit of attending the Olympic Games in the summer.

The 2004 Athens Olympics are the XXVIII edition of the Summer Olympics. The
races take place in Athens (Greece) August 13th–29th in 2004. 201 countries participated
with 10625 athletes of which 6296 men and 4329 women in 28 sports and 301 disci‐
plines, one more than the previous Olympics in Sydney. Athens hosted for the second
time the Olympic Games, the Greek capital has already hosted in 1896 the first edition
of the modern Olympics. The 2004 Athens Olympics are also the first to take place after
the attack of September 11th, 2001 and the first to have a high cost not only for the
realization of the event but also to ensure the safety of the public against the risk of
terrorism, about 10% of the total construction costs of the Olympiad.

The Beijing Olympics of 2008 represent the XXIX summer Olympic Games of the
modern era. The races take place in Beijing (China) from August 8th to August 24th in
2008. 204 countries participated with 11028 athletes of which 4637 women and 6305
men in 28 sports and 302 disciplines. The Beijing Olympics are the third Olympic edition
to be held in Asia after the Olympic Games in Tokyo in 1964 and Seoul also those of
the edition 1988. The Games brought many tangible and intangible benefits to China,
especially in terms of public infrastructure improvements. While some of the positive
benefits are immediately apparent, others will emerge in the future after the end of the
big event. The Chinese games, well organized but pressed by strict controls, have the
symbolic meaning of China’s entry among the Great Powers of the world.

The Games of the XXX Olympiad were held in London in United Kingdom, from
July 27th to August 12th in 2012. Thus, the British capital has become the first city to
have hosted the summer Olympics three times, after the editions of 1908 and 1948. 204
countries participated with 10768 athletes of which 4776 women and 5992 men.

Finally, the games of the XXXI Olympiad were held in Rio de Janeiro, Brazil, August
5th–21st in 2016 and Brazil became the first South American State (and The Second Latin
American) to host an edition of the Summer Olympic Games. 207 countries participated
(record in the history of the Olympic Games) with 11303 athletes of which 6213 men
and 5090 women. This edition of the Olympic Games hosted for the first time in history
10 athletes, including four women, fleeing their country which in fact represented the
team of political refugees. One in Rio de Janeiro is the first Olympics in South America,
the third in 120 years in the Southern Hemisphere (earlier editions were Melbourne in
1956 and Sydney 2000). The only continent that has never organized an edition of five
games circles, summer or winter, remains Africa.

The Games that were held in Rio de Janeiro mark, as already in the case of Tokyo
in 1964, Seoul in 1988 and Beijing in 2008, the full membership of a nation not European
or Western one of the stars of the international scene, not only in terms of sport, but also
in terms of image and its economic and productive relevance. The Rio Games celebrated
and showcased the sport, thanks to the beautiful surroundings of the city and a desire to
lift event presentation to new heights. At the same time, Rio 2016 was an opportunity
to deliver the broader aspirations for the long-term future of the city, the region and the
country, the opportunity to accelerate the transformation of Rio de Janeiro into an even
greater global city.

346 L. Varriale et al.



The various editions of the Olympic Games have had over the years a growing media
interest amplifying the advent in recent editions, and by daily use of social networks.
This is confirmed by the following data. For each edition of the Olympic Games,
accredited media, including the active role of journalists, photographers and cameramen,
had the following trend: 13082 for the edition of the Olympic Games of Barcelona in
1992; 15108 for the edition of the Olympic Games of Atlanta in 1996; 16033 for the
edition of the Olympic Games of Sydney in 2000; 21500 for the edition of the Olympic
Games of Athens in 2004; 24562 for the edition of the Olympic Games of Beijing in
2008; 21000 for the edition of the Olympic Games of London in 2012; 25000 for the
edition of the Olympic Games of Rio de Janeiro in 2016.

The web did not remain indifferent to the charm of the Olympic Games, there are in
fact hundreds of sites created to report events in streaming, publish news or provide the
results of real-time competitions. In fact, the last three editions of the Summer Olympics
were characterized by the use of social networks (mostly Facebook and Twitter) that
helped foster an interest and a greater involvement of the public. The usual television
broadcast of the Games was supported by a social media storytelling made in person by
athletes, commentators, celebrities, and not least by the public.

The Beijing Olympics in 2008 inaugurated the use of social networks in the world
of this event. It is known that in China there is a total prohibition about using social
networks and those prohibited are: Facebook, Twitter and Youtube. The only available
is Instagram. However, on the occasion of the Beijing Olympic Games the access to
social networks have been unlocked for hundreds of journalists who have been able to
use the network to tell the chronicles of the sport events.

For the first time in the history of the Summer Olympic Games, the International
Olympic Committee (IOC) has awarded the broadcast rights to the event also Internet
sites. According to a study of the Chinese Government Center, in spite of the massive
media coverage and TV, almost 80% of the 207 million users who have followed the
games has chosen before the internet to inquire. In addition, nearly 27 million users have
never turned on their television or read the newspaper to follow the competitions. This
study shows that thanks to the Olympics, internet has been recognized and accepted as
a medium for all purposes because it allows you to meet the needs of all target, and also
to niche interests, instead it was impossible to achieve these goals for television.

Thanks to the Olympics in London in 2012 there is the true consecration of the use
of internet and social networks by sport fans and not only. Two weeks after the end of
the Olympics official data were released on the use of Twitter during the competition.
Throughout the Olympics there have been more than 150 million tweets divided over
the 16 Olympic days. The moments in which Twitter has peaked is not, as you might
think, during the awarding of the medals but in the final moments of the accesses and
exciting matches. The events with the highest peak have been two, the final basketball
between the USA and Spain, and the women’s football final competition between the
USA and Japan.

From these statistics it is clear what the sports that have generated most of the
conversations on Twitter, were primarily football with 5 million tweets and then others
are swimming, athletics, gymnastics and volleyball. It is proper to make a separate
discussion for the impressive opening and closing ceremonies, also at the center of
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conversations with very important numbers. In the closing ceremony, one of the most
anticipated moments was the exceptional participation of the Spice Girls, the famous
singers group, pending all over the world and that of facts helped to create 116.000
tweets per minute. Those presented are important numbers, highlighting the centrality
of Twitter during sporting events.

About the Olympic Games in Rio de Janerio in 2016, these have inspired 187 million
tweets and generated 75 billion total impressions while the Olympic Games in London
had collected though it is proportionally fewer, considering subsequent platform growth
(back in 2012, Twitter only had around half the users it had now). Hence, even though
Twitter had 146 million monthly active users, there was only an increase of 37 million
total tweets. This shows the growth in the popularity of games but the same or may be
indicative of less commitment on Twitter over time; in fact, there was a more important
use of Facebook, competitive platform of Twitter. Regarding Rio de Janeiro 2016,
Facebook reported that there were 227 million posts and comments on the games while,
in London 2012, 116 million people interacted.

Between the two platforms, Twitter’s “impressions” stat and Facebook’s “interac‐
tions” are pretty closely related, which would suggest that Facebook came out well on
top in overall Olympics conversation volume. Regardless of the competition between
the two social networks, the data provided by them demonstrate the meaningful partic‐
ipation and involvement of users. Still with reference to the Olympic Games in Rio de
Janeiro, Facebook also reported that Instagram saw 916 million interactions from 131
million users on the games and that more than 15.2 million people used profile frames
to show their support for their favorite teams. Of these, frames were more popular among
users in India, the Philippines and Pakistan.

Facebook, Twitter, Instagram can be seen as relevant tools able to revolutionize the
way people watch the Olympics inaugurating an innovative communicative cut.

Thanks to contents, opinions, and ideas shared by users about events related to the
Olympics, the social networks are proposed as “a place to gather,” and in which everyone
can feel part of this great sporting event regardless of their geographical location. Social
accounts of the athletes have millions of followers (Usain Bolt for example, has nearly
18 million fans on Facebook and only the Indian tennis player SaniaMirza more than
11 million) following each shared moment from the preparation to break the race
moments. Social media allow all people to immerse themselves in the atmosphere of
the Olympic Games to 360° and experience exclusive moments. The data on social
networks provide more and more opportunities to witness these offerings at the events
and especially the enormous value covered by the contents in real time. The great objec‐
tive in the organization of future Olympic Games will be to convey the here and now of
the Games by making the community share in a collective storytelling, because it is now
recognized the active role played by customers (participants, visitors, fans) and all the
players in improve and make successfully the Olympics by interacting thanks to social
media in the co-creation value perspective.
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5 Concluding Remarks

All the users, that is the customers, as specifically visitors or passive participants of mega
sporting events, mostly the Olympics, have more freedom to interact with the organizers
of sporting events and the same athletes through the use of social networks, especially
Facebook and Twitter. Hence, the co-creation of value that determines the mega sporting
event positive impact, measured in terms of socio-economic benefits and the number of
participants who always show their satisfaction through social media. Therefore, co-
creation can be seen as a business strategy even in the case of mega sporting events sub-
field that emphasizes the creation of a corporate value shared with the customer/visitor/
fan. As already outlined, the idea behind this process is the vision of the market as a
place where the various actors involved (companies, consumers, employees, share‐
holders, suppliers) share, combine and renew together the resources and the ability to
create value through new forms of interaction, like the social media.

Thanks to the social networks, customers (visitors, participants, fans) can stay always
in touch with all the players directly or indirectly involved in the Olympic Games events,
giving continuous feedbacks and transforming themselves into participants-actors.
Certainly, the co-creation is not an innovation process that guarantees its success, there
is in fact no certainty that the ideas, and especially, the realization of Olympic Games
events will be successful, responding to effectiveness and efficiency criteria. But the
result is that the thought of the project value increases as it comes from personalized
and unique experience for the consumer, as well as a better perception of the Olympic
event by the actors. According to co-creation economic perspective, this can lead to an
increase in revenues and profitability because the co-created will meet more the fans/
costumers’ needs and requests in terms of standards and required services, which will
increase as a result of their participation, also considering the direct opinions of athletes
and active participants of the Olympics.

This process, in which organizations adopt different channels available to consumers
to allow them accessing to more direct and engaging experiences, can also be seen from
an opposite point of view. It is possible that the phenomenon of co-creation is perceived
as a form of free exploitation of ideas and “energy” external businesses. Also, we should
support a “mutual growth” for both parties involved, so that the Olympic event organizer
and users can develop in parallel, taking advantages of each other but respecting equity
criteria. It is important that both parties have benefits, including material as rewards
customers/co-creators with free products/services, because the collaboration to create
new ideas does not become a form of free exploitation, but an enrichment of mutual
value.

This explorative study have several limitations, mostly because of its nature, in fact,
it allows only to represent and describe still undeveloped ideas about the phenomenon
investigated, briefly describing how the Summer Olympic Games events acquire a more
relevant role and have been more successful thanks to the spread of the social networks
by all the users, mainly fans and athletes. In the future development of the study, we
might conduct a meta-analysis to identify in a wide research design the main variables
of the impact of social media, specifically the social networks, on the mega sporting
event management process adopting the co-creation perspective, and also considering
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theoretical frameworks and not easily providing descriptions of the main existing effects.
This exploratory study represents a research starting point, in fact, in the future we are
working on a mathematical analysis model to evaluate and measure the concrete impact
of social media on the effectiveness and efficiency of Olympics and all the other mega
sport events by adopting always the co-creation value approach.
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Abstract. The public transport service system provides safe and secure
urban mobility for all citizens. This paper describes work-in-progress
regarding its role in times of emergency, such as earthquakes, tornadoes,
or terrorist attacks. In order to deliver good and safe transport service, it
requires adequate resources such as information, staff, property, vehicle,
infrastructure, the set of operational rules, and governance. In this per-
spective, establishing a sustainable and smart transport model to cope
with transport services’ disruptions especially for emergency events is
vital. A general characterization of critical actions for public transport
Emergency Management Planning is provided. A new perspective on
designing sustainable public transport services in times of emergency is
introduced in order to support transport service company’s operational
activities based on sustainable institutions principles.

Keywords: Urban mobility · Emergency management · Public trans-
port · Sustainability · Information intensive processes

1 Introduction

One of the main criteria to define smartness in a city is urban mobility [1,2].
During the last decades, the subject of urban mobility and sustainable transport
has been taken into consideration by experts trying to solve neglected aspects
such as providing a clean and peaceful city with fast, secure transport services
and effective transportation service systems.

Transportation itself is evolving in the digital transformation era that
embraces cities and regions in all aspects of cultural, social, technological, and
economical changes. It is prone to the case of information intensive business
processes which are driven by the large scale integration of digital technolo-
gies into transportation infrastructure, traffic management systems, and trans-
portation means. Transport 2050 [3], European Commission’s initiative to define
c© Springer International Publishing AG 2017
S. Za et al. (Eds.): IESS 2017, LNBIP 279, pp. 355–369, 2017.
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major challenges and key measures to enhance the quality of transport services
with a major impact on people’s quality of life, acknowledges the role of digital
technologies for making transport safer, more efficient and inclusive. For greater
potential, these technologies must be well integrated in sustainable mobility con-
cepts for smart governance in the local digital ecosystem [4].

Reliability of the public transport service system needs to be strongly con-
nected to all public transport service systems’ stakeholders such as government,
transport operators, travellers, and public authorities. Reliability, the ability of
public transport service system to provide a solid transport service over a longer
period of time, is generally defined on several components like travel time, wait-
ing for time, arrival time, and punctuality [5]. Other authors asses reliability as
being a key level of service indicators where poor reliability leads to customers’
discomfort, dissatisfaction, and anxiety [6]. Several other studies propose on
improving service reliability in urban transit networks based on the relevancy
of strategic and tactical levels of transit planning on disturbance mitigation.
They claimed that changes in demand and supply such as a change in traveller’s
behaviour, infrastructure quality, availability, and operator’s performance may
eventually lead to service disruption [7,8].

The public transport service system is prone to many daily disturbances
which impact on delivered service to its users. Besides its impact on customers’
satisfaction, it also has a negative influence on companies’ financial situation.
Public transportation operators’ response to disruption differs based on the type
of event, time of the event, or location of the event.

Recent literature on public transport network management addresses disrup-
tion in several ways. In [7] disruption is mainly categorized in three dimensions
such as event’s frequency (frequent events, semi-frequent events, low frequent
events), event’s predictability (predictable events, unpredictable events), and
event’s regularity (minor quasi-continuous ongoing, major discrete). The trans-
port disruption ontology in [9] approaches a framework for modelling travel and
transport related events with disruptive impact on public transport. Aggregate
data exposing different variables of travel behaviour highlight disruption pat-
terns leading eventually to transport policy change [10].

Public transport operators are examples of forefront actors to maintain and
support citizens’ mobility which may be impacted by predictable or unpredictable
events [11]. As an inseparable part of public transport, these events have an impact
on service running time, service punctuality and service regularity [7].

Besides interruption of local public transport service, history of public trans-
port shows that it also plays a vital role as a quick response to emergency events.
The organized response of New York City and Washington DC’s public trans-
portation system [11], and failure of New Orleans’s public transport system after
9/11 terrorist attack and Hurricane Katrina [12] proves the role of developed and
sustainable public transport in case of emergency.

According to the above introduced perspective, this paper presents an app-
roach to define the main characteristics of the public transport service system
in times of emergency. In Sect. 2 some successful and unsuccessful transport
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operators’ responses during emergency events are briefly presented in order to
understand why some transport operations are prosperous in resource provi-
sion, allocation and appropriation. Identifying public transport system’s crucial
resources such as people, information, and properties help public transport oper-
ators to have a better understanding of vulnerable components which cannot be
lost by disruption. In Sect. 3 the public transport system is described as a service
system which provides for its users mobility, evacuation, and emergency mobility
services. Section 4 introduces the role of public transport service before and after
emergency events, and describes the application of Elinor Ostrom’s principles on
sustainable institutions in case of emergency events for public transport services.
Section 5 concludes the paper and draws further research directions.

2 Public Transport Response in Times of Emergency

In times of emergency, identifying involved organization, transport agencies and
the level of theirs resource is important. Authorities’ lack of coordination, uncer-
tainty, and confusion of primary responsibility may lead to avoidable problems.
Authorities’ action after Katrina and Rita is one of the best studied instances
[12]. For this reason, an emergency management plan should be prepared in
advance to make sure that all involved parties are protecting beings from threats
and hazards in their areas of responsibility.

Emergency Management Planning (EMP) for an organization can be seen
under the umbrella of Business Continuity Management (BCM). In BCM, critical
parts of a business which cannot be lost in case of disruption are identified
before this event occurs [13]. Its primary goal is to prevent or to minimize the
impact of the event on scarcity of resources (such as customer, information, staff,
properties) and to deliver a proper maintenance service after event [14].

Before designing a BCM action plan to assure sustainability in public trans-
port service delivery, the types of services the transport operators can provide
need to be defined for this specific case. This implies evaluating which are the
required resources, which kinds of risks threaten public transport activities, and
how the transport service can be maintained after a disruption happens.

In this respect, Table 1 introduces a classification of several types of critical
actions involved in the public transport emergency management planning. The
proposal follows the classification of emergency-based activities in the four-stages
of a disaster cycle: mitigation, preparedness, response, and recovery [15–17].

Recent literature reveals insight on successful and unsuccessful public trans-
port operators’ response during emergency events. This type of analysis is useful
when trying to understand why some transport operations are prosperous in
resource provision, allocation and appropriation.

The role of Port Authority Trans-Hudson Corporation (PATH) after Sep-
tember 11th, 2001 was remarkable. Round-the-clock service provided by PATH,
with more than 1000 trains a day, was the result of the development of a new
service plan and team working [11]. In the meantime, PATHs prevention plan
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Table 1. Critical actions for Public Transport Emergency Management Planning

Phase Purpose Public transport action

Mitigation All actions which public transport
does in order to prevent or
minimize the impact of emergency
events on its assets (People,
Information, Infrastructure) before
and after emergency event

– Risk reduction strategy
– Awareness and Training Programs
– Security Awareness
– Infrastructure and vehicle

maintenance, standard
infrastructure and vehicle design

Preparedness A set of plans which public trans-
port operators make in order to be
prepared for human-made or nat-
ural emergency events before an
emergency event

– Analysis of Hazard and Threats
assessment

– Communicating about risk
– Emergency procedures
– Coordinating with stakeholders
– Education, Training, and Evaluation

Response All emergency operations that
public transport operators does to
save people and animals’ life and
provide necessary resources such as
equipment, expert, authority,
policies, foods, and water to
threatened location during
emergency event

– Preservation and protection
– Responsibility of public transport

personnel
– Service restoration
– Inter-agency Coordination

Recovery All efforts taken by transport
operators in order to return the
transport service and citizens’ life
to the safe and normal level and
repair transport infrastructure in
order to support public transport
service

– Transport service continuity
– Maintenance of transport service
– Support employee involved in emer-

gency event
– Return to normal transport service
– Learn from experience to build a

robust public transport service

to pump water from train infrastructure, exchange place station and tunnel,
to prevent infrastructure water damage was exemplary. Cooperation of PATH
employees and Port Authority Police officers at a professional level led to a suc-
cessful evacuation of people in World Trade Centre Station. Transport service
to World Trade Centre Station was suspended due to a notification from Port
Authority Police. Information staff redirected passengers to a safe exit, PATH
station inside the World Trade Centre was coordinated by Police and the last
train did not stop at World Trade Centre station, being returned to New Jersey.
New York’s Metropolitan Transportation agencies’ quick reaction after 9/11 such
as moving trains to a safe place, discharging the passengers, halting the trips,
suspending the subway and rail services and closing all MTA bridges and tun-
nels based on an emergency plan ended up with no single dead. As a quick and
proper response to service demand and travel pattern they adjusted their service
to passengers [11].

On the morning of March, 22, 2016, Brussels airport and Maalbeek metro
station were attacked by ISIS. This attack, as an emergency event, impacted
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heavily on public transport service delivery. As a direct response all public trans-
port services were closed due to security purpose, but train service was resumed
after 4 pm [18]. As well, (a) all flights were suspended, (b) public transporta-
tion network was temporarily closed, (c) tramway and bus services were active
after 4 pm, (d) evacuation service was operational for public transport, (e) pub-
lic transport service disruption was localized. This disruption lasted one day
and extra vehicle were used in service to reduce the impact of disruptions. An
alarm application was offered by the Brussels Intercommunal Transport Com-
pany (STIB/MIVB) to inform citizens about disruption and online data. This
attack impacted on another part of country and caused closure of public trans-
port. After attack the public transport service experienced many disruptions in
service caused by operation security, clearing the backlog resulting from disrup-
tions caused by the attack, and reparation works [19].

New Orleans’s public transport response to 2005 hurricane can be the best
example of management failure during emergency response. The scarcity of pub-
lic transport resources, failure in resource allocation, and lack of establishment
of self-government of common pool transport resources led to failure in the emer-
gency plan and transit dependent residents’ evacuation from threatened areas.

Todd Litman enumerated inordinate dependence on cars, dearth of fuel and
traffic congestion as reasons of failure of evocation plan during Rita [12]. During
this disaster hundreds of thousand of people trapped in critical conditions. Before
the disaster, according to [20], it was proved that only 60% of citizens are able
to move during an emergency event and 40% of transit-dependent residents are
reliance on public transport. Authorities were aware of no-drivers statistics, but
the lack of adequate information about evacuation plan to transport users and
adequate stations to take people to the shelter in congestion with adequate water,
food, and medical service led to the humanitarian crisis.

For the point of view of public transport service system, some planning fail-
ures during Katrina and Rita can be highlighted [12]: (a) failure of enough
resource to fulfil public transport need such as drivers; (b) lack of effective emer-
gency plan especially for evacuation response; (c) failure to consider other beings
in rescue plans such as animals and pets; (d) mismanagement in enlisting of other
means of transport such as bus or train for evacuation plan; (e) failure in main-
tenance service such as fuel shortage; (f) lack of free ride for low-income people
or who lost their money; (g) failure of fire evacuation operation for people who
trapped in treated area; (h) failure of provision of up-to-date information for
public transport crews and people.

In Boston, however, METRO’s response to Hurricane Rita was exemplary
but ad-hoc arrangement left many stranded motorist on the highway [21].

These case studies of information-based response activities in case of emer-
gency shape the idea that transport operators need to gather insight on how citi-
zens’ demand behaviour changes after disasters in order to draw a proper supply
strategy as an immediate response to keep service sustainable. These responses
may vary from a nation to another. Many psychological patterns impact on
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commuter design-making after a disaster. Giuliano and Golob [22] studied on
citizens trip pattern after January 17th Northridge earthquake. The study shows
that citizens used their own car but changed the route, schedule or destination
instead of using public transport service.

Many elements are engaged in passengers’ reaction pattern, such as psy-
chological reasons, lack of sufficient capacity of public transport, road working,
reconstruction program, to name but a few. According to passengers’ behaviour,
suitable strategies can be made to avoid congestion in the first week of disas-
ters such as increasing the fuel price, decreasing transport fare, rescheduling of
school, universities or non-work trips in order to convince people to use public
transport service. However, several studies show that the main reason for con-
gestion in the highway is the business trip, and several adjustments can be made
by authorities, such as: (a) road closure and traffic detour; (b) operating of two
one-way parallel lanes in peak hours; (c) opening truck bypass lanes to public;
(d) construction program; (e) opening old road; (f) reopening of additional con-
nector; (g) adding additional stations; (h) additional parking space; (i) operating
additional train during rush hour; (j) fare discount up to 50%; (k) expansion of
service, local bus, and shuttle service; (l) providing express route [12,23].

Insights from these case studies of public transport response in case of dis-
ruptive events can be further used in order to characterize the public transport
system as a service system in time of emergency.

3 Public Transport Service Systems

The public transport system can be seen as a service system (SS) which pro-
vides for its users mobility services, evacuation and emergency mobility services,
and transportation of emergency resources such as equipment, technicians, and
authorities from/to critical locations in the time of emergency. In this paper
emergency service refers to above-mentioned activities provided by the public
transport service system. In order to provide a better understanding of public
mobility service and public transport service system characterization, some fun-
damental concepts can be identified as detailed in Tables 2, 3, 4, 5, 6 and 7,
following a service oriented line of thought [24,25].

Safe, fast, secured, clean, reliable and economical daily trip can be considered
as a value proposition offered to a customers’ segment to convince people to use
this service instead of using personal cars. Another critical value proposition
promised by public transport operations can be rescue and evacuation services
for citizens and other beings, providing also emergency resources to severed
locations. All entities such as public transport operators can interact together
in a complex value co-creation process in public transport service delivery.
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Table 2. Public transport provider as a SS in times of emergency

Service system description elements for public transport: Resources

Physical : Public transport provider, shelter providers, other emergency response
providers, emergency events first response providers, local transportation provider,
departments involved in public transport (human resource, finance, technical
department, safety department, local emergency management team), operating
and maintenance companies, transit staff, security providers, passengers, visitors,
contractor, vendors, community members, external information providers (state
and local agencies, other public and private organization and peer transport
agencies), local emergency medical service, employees and customer information
systems, vehicle identification systems, storage, passenger, and maintenance
facilities, computer system and communication equipment, internet providers,
transit threat alert systems, security advisor systems, telecommunication and
phone companies, emergency response team, personnel, legal counselling, risk
manager and executive staff, local and state emergency operation center, local
emergency planning committee, local transport department rail system, freight rail
dispatcher center, local hospitals emergency rooms, independent living center, local
media, emergency phone service provider, emergency management training
company, environment protection agencies

Conceptual : Operating polices, institutional roles, emergency management
policies and plan, mutual preparedness agreement, statistics, accident and vehicle
maintenance reports, insurance claim, human resource record, staff and passenger
records, information provided from social media, news and people, internal and
external contact information, local critical information, regular and after-hours
contact information, emergency public and sensitive information, incident planning
and information, reports, statistics and documentation about activities during and
after event

Table 3. Public transport provider as a SS in times of emergency (continuation)

Service system description elements for public transport: Entities

Service principal : Minister of transport, Federal transit administration,
department of transportation, transport provider, public transport authorities,
public transport operators, Emergency Management team;

Service producer : infrastructure maintenance companies, IT provider companies,
Technical department, Customer service department, Planning department, safety
department, Finance department, Telecommunication provider;

Service provider : Public transport operator, Private transport provider, Bus
school provider;

Service customer : Commuter, passengers, citizens, authorities, emergency
management team, police officers, fireman, Technician, authorities who needs to be
transported to the location of event with their devices, passengers, visitors,
contractor, vendors, community members;

Service object : citizens, beings, authorities;
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Table 4. Public transport provider as a SS in times of emergency (continuation)

Service system description elements for public transport: Access Rights

Open : Emergency transport service, transport of emergency devices and resource,
evacuation service;

Owned : Vehicle, infrastructure, assets, public, transport operators’ internal roles
and policies and protocols;

Leased : Loaned equipment, device and vehicle;

Shared : Infrastructure in common like stations, necessary information shared with
other stakeholders and passengers and citizens;

Privilege: Company’s internal information

Table 5. Public transport provider as a SS in times of emergency (continuation)

Service system description elements for public transport: Interactions

Value co-creation interaction : IT service support interaction, Instructional
service interaction, Emergency management team interaction, public transport
operator’s emergency management team interaction, use of vehicle, equipment and
devices

Governance interaction : Staff contract, mutual agreement with other parties,
authorities, stakeholders and entities, crew, vehicle and resources schedule during
emergency event, collecting information and statistic gathered from emergency
events for public transport association and internal use

Table 6. Public transport provider as a SS in times of emergency (continuation)

Service system description elements for public transport: Stakeholders

Customer : Community, commuter, passengers, citizens, other beings, other
service providers such as fire station, police, security companies, authorities,
technician, research centres and institutions

Provider : Public transport operators, bus school operators

Authority : emergency management team, public transport authority, public
transport operator’s authorities and staff

Competitor : Private transport operators (local/neighbourhood), other public
transport operators(local/neighbourhood), personal car owner

Table 7. Public transport provider as a SS in times of emergency (continuation)

Service system description elements for public transport: Networks

Local Public transport staff, crew and managers, local public transport technician,
emergency management team, emergency management control center, public local
transport emergency management control and center, neighbourhood and external
public transport operators, passengers
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4 Sustainability and Institutions in Public Transport
Services

This section proposes a new perspective on designing sustainable public trans-
port services in times of emergency, following the line of thought introduced by
Elinor Ostrom on institutions, as seen as “formal and informal rules that are
understood and used by a community” [26,27].

In a broader view, institution and institutional arrangements are proposed to
be introduced as a driver supporting service systems development in the Service
Dominant Logic perspective [28–31]. Recent literature reveals also new frame-
works for resource allocation in sustainable institutions such as computational
justice [32] leading to further investigation of interactions between humans, rules
and norms [33,34].

In the previous section, some case studies were reviewed to figure out why
some organizations were successful with the allocation of resources and provision
of service at a sustainable level after a disruption event occurrence. Considering
the given insight in developing economic activities in which “ordinary people
are capable of creating rules and institutions that allow for the sustainable and
equitable management of shared resources” [27], this section further elaborates
on the application of the first five from Ostrom’s eight principles for sustainable
governance [26] in the special case of public transport services.

1. Clearly defined boundaries in CPR evaluation. One of the vital parts of an
emergency response based on an emergency plan is stakeholders’ collaboration
and cooperation. Transportation system’s primary task in the time of emergency
is evacuation of vulnerable citizens to/from damaged area to safer areas, pro-
viding the sustainable transport service in another part of the city which is not
impacted by disaster, and transporting equipment, technicians, and resources to
damaged locations.

All duties, responsibilities, boundaries should be defined, clarified and clas-
sified during all four emergency management phases to save transit company’s
valuable assets. Public transport operation’s employees such as drivers, techni-
cian, and other personnel should be clearly informed and educated about their
responsibility during hiring, training, and operating processes. Responsibility of
stakeholders which are involved in emergency management planning should be
identified in the beginning of emergency management process to ensure proper
coverage on all phases. Figure 1 shows an example of responsibility chain for
emergency management in public transport service systems.

Sets of institutional rules are prepared as emergency plans in time of emer-
gency in developed countries prone to disasters, man-made or natural, in order
to clarify the primacy of state and local governments. Responses to disasters are
categorized based on a set of rules and operating conditions which define who,
where and when and how can appropriate the resources in order to have a quick
and emergency response.

The complexity of self-organizing in CPR (Common-Pool Resources) situa-
tions increase when the size of CPR increase with many appropriators. Hurricane
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Fig. 1. Chain of Responsibility - emergency management in public transport SS

Katrina and Rita demonstrated that appropriation of public transport resources
for the provision of evacuation service is difficult in the metropolitan area. Avail-
ability of resources in time of emergency is an important part of an emergency
planning. Contract agreement should be made between all organizations (inter-
nal and external) to ensure availability of the resources [21].

2. Congruence between appropriation and provision rules and local conditions.
Public transport response to emergency events differs per characteristic of the
urban area, characteristic of emergency, behavioural characteristic, resource, and
characteristic of the transit system. This plan includes [21]: area of evacuation;
place of shuttle service; route, destination, and mean for evacuation; identifying
location of that citizen; proper arrangement to return evacuee to their home.

Providing public transports service in large and populated areas is a chal-
lenging task because evacuation of a large number of the vulnerable population
relying on public transport may overwhelm local transport resources with too
many transit and bus station especially in limited ridership area. Geographical
properties of an area, its public transport network, geographical barriers, the
number of route and transit capacity effects on an emergency plan. The most
vulnerable places should be covered first.

3. Individuals affected by the operational rules can participate in modifying
them. People interacting inside the transport system can have a better vision
of a system as a whole. With knowledge on advantages and disadvantages of
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currentrules, they may make more effective modification on a system then exter-
nal authorities. The users in CPR who are interacting with each other for a
longer time can participate in the modification of current institutional rules to
make it more sustainable.

As mentioned, all stakeholders involved in the emergency management
process especially public transport system as a first responder are familiar will
their local resources, needs and obstacles according to past experiences and
learned lessons. In this case, regular meeting is mandatory to modify/enhance
local emergency management strategic and operational rules according to cur-
rent resources, capacity, and local condition.

4. Monitoring. The role of monitoring of public transport resources and
infrastructure appropriation in times of emergency is undeniable. Monitoring
of operation, maintenance, and tracking of staff and vehicles in order to ensure
sustainable usage of public transport resources takes place in control centre
by decision-makers. Beside the CCTV and monitoring devices, other strategies
should be used by operators such as a fence, guard, and silence alarm to control
passengers’ flow which lead to ordered and optimized resource appropriation.

However, when the scale and disaster impact is high, transport operations
send the managers, information staff and experts to the place of damage to
provide control centre with real information and provide them with their assess-
ment. For example PATH control centre was informed by Port Authority Police
and senior staff member to stop service into the World Trade Center station
after 9/11 attack [11]. After this alarm, those trains which were in the station
were rerouted or stopped because of security purpose. Other passengers were
assisted in finding the safe direction by PATH passenger information agent and
operation examiners.

Monitoring of public transport resource appropriation strongly relies on the
computer-based communication system. The risk of failure of internet based
communication and of the Internet network itself in the time of the emergency
event is high. Building a robust data communication infrastructure and an Inter-
net network in congestion with proper maintenance strategy needs to be taken
into consideration.

5. Graduated Sanctions and Penalties. A graduated sanction and punishment
strategy prevents appropriators of the public transport CRP from violating
rules and government policy to guaranty sustainability against rule’s violation.
Different kinds of penalties can be defined to ensure that companies will not
cross-government rules, will increase customers’ satisfaction, and they will pro-
vide proper standards for safety of journey especially during emergency events.
Besides these rules, there are some internal rules in public transport operators
regarding appropriation and provision regime in line with international and gov-
ernment rules.

Provision of public transport service in the time of emergency is one of the
most important factors for evaluation of a service performance. For this rea-
son, privately own firms are sensitive of being penalized or sanctioned by higher
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authority [35]. They penalize their drivers for late or early running, absence,
negligence of vehicle maintenance, or non-compliance for working or resting
hours [36,37]. In addition, the government punishes private public transport
companies who forced their drivers and infrastructure to cross government rules
like hours of service rules for drivers and infrastructure. Maintenance of vehicle
and other infrastructures for the safety of journey, passenger satisfaction and its
impact on the provision of appropriated resources is vital. Mainly in most pri-
vate transport companies technical crews will be penalized if they do not deliver
faulty infrastructures in scheduled time because of facing the failure of resource
provision. Infrastructures like roads will be maintained by other authority like a
municipality.

In this perspective, the response to disasters may be categorized based on a
set of rules and operating conditions which define who, where, when, and how
can appropriate the resources in order to have a quick emergency response.

5 Conclusions and Further Research Directions

Several national, policy, or industry initiatives, such as Transport 2050, Indus-
trie 4.0, l’Industrie du futur, Health 2.0, or Digital Europe 2.0, approached also
under the European Commission’s industry-related initiative of the Digital Sin-
gle Market package, are proposed today. Under this broader umbrella, address-
ing societal challenges based on the utilization of the latest digital technologies,
the scale and the impact of this changes on citizens, users, or consumers have
to be better understood. Transportation, as well as its related evolution con-
text, Smart Transport which is seen as an application domain of the Smart(er)
Cities concept, does not evolve by itself, but in a larger perspective of using
digitalisation for productivity and growth in manufacturing and services. The
role of the transport service customer as an active actor in triggering informa-
tion intensive business processes is redefined through process digitization. At the
same time, digital innovation in public transport service systems coping urban
mobility issues has to be closely aligned to strategic digital transformation in
transportation domain.

In this context, this paper presents work-in-progress describing a new app-
roach to support transport service company’s operational activities in times of
emergency based on sustainable institutions principles. Several research direc-
tions may be initiated following these inceptive ideas.

As people’s behaviour is heavily dependent on their culture and the location
they live, further studies on how this insight can help authorities to make a
proper adjustment and improvement of emergency management planning activ-
ities based on people’s reaction is recommended. Therefore, the definition of the
corresponding CPR problem for public transport service delivery and a deeper
evaluation of the application of Ostrom’s eight principles for sustainable gover-
nance in the special case of public transport services are further need. This aspect
closely relates to the definition of mobility as a service in times of emergency.
This activity requires information based design for improved interaction in ser-
vices. Therefore, a thoroughly analysis of information-intensive service processes
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to answer the hardest question of resource allocation in transport service deliv-
ery in times of emergency can be further developed. It would provide a better
understanding of public transport service systems by studying complex possible
entities interaction episodes and outcomes through improved service business
process models in times of emergency.
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Abstract. This paper presents a perspective related to information
service integration for pollution awareness evaluation. The proposed
methodology is based on indirect information analysis as retrieved from
available literature over time. A time series - type analysis highlighting
usage of pollution-related terms is employed. The displayed impact of
pollution is evaluated based on public awareness, exposed through dig-
italized available publications. Estimation techniques and tools are also
employed in order to evaluate the exact impact of pollution related events
on society. The proposed methodology fosters the design of improved
environmental monitoring smart services, specifically addressing the
development of data processing components in information sub-systems
of EISs (Enterprise Information Systems).

Keywords: Digital transformation · Business process digitalization ·
Digital information services · Pollution events

1 Introduction

Digital services and information-based intelligence define a major trend today
that strives towards a strategic transformation of a new generation of business
models that use technology paradigms supporting business process automation
and digitization [1–3]. The promises of novel utilization modes of existing tech-
nologies and the advance of new technologies bring to light increase awareness
on the role of “digitalization” as a vector for creating and delivering new value
to service customers, as well as improved digital service experiences [4–6].

The advent of digital platforms such as Google, Facebook, Uber, Skype
(to name but a few) emphasises the new modes of interactions for work, col-
laboration, and information management based on mobile, social, cloud, and big
data evolution [7]. They foster implementation of a special type of Internet-based
applications, the smart services supporting superior digital encounters between
humans and technology [8,9]. In this perspective, business process digitization
becomes a main driver for value co-creation through customer experience inte-
gration in the new digital transformation economy [10].
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Following this research evolution perspective, information-based design has
been recently acknowledged as a valuable tool driving IT-enabled innovation in
smart services [11,12].

In this respect, this paper addresses the development of data processing com-
ponents in information sub-systems of EISs (Enterprise Information Systems)
supporting the design of improved environmental monitoring smart services.
Pollution phenomena is a hot topic, exposed extensively in scientific publica-
tions and official documents, at different levels of detail about the phenomena
itself and about the underlying effects [13]. Unfortunately, most of the time it
is impossible to directly measure the effects of different - predictable or unpre-
dictable - pollution events. Therefore, experts are using various estimations to
evaluate the damages that were produced, for example in [14,15].

The working methodology proposed here is general and it can be used for
other kinds of events without any major modification. It consist of three main
steps that should be undertaken: (a) identify the relevant concepts for the
analysed event using either expert information or information extracted from
an ontology; (b) extract data as time series of the selected concepts from the
available corpora and identify their peaks; (c) perform analysis of the obtained
time series in order to identify relevant information.

In Sect. 2 the relevant concepts for the considered pollution phenomena are
identified. For this task, WordNet lexical database was used, and the relation-
ships between concepts were graphically represented with Visuwords. As pre-
sented in Sect. 3, for the identified concepts, data is required in order to build
their time series. The corpus provided by Google is used for this step, as this is
the largest publicly available corpus, comprising information for a large number
of concepts over a period of more than 200 years.

The last step of the proposed methodology is presented in Sect. 4. The con-
cept time series obtained in the previous step are analysed for peak detection
and the proposed algorithm is described. There are also other methods for peaks
detection, such as the one proposed in [16], but these methods are usually more
computationally intense and thus take a lot of time to do the required computa-
tion. Since the dataset which is used in this work is very large, it was opted out
for simpler algorithms in order to obtain the results in reasonable time. Even
thought similar methods have been proposed in the literature, they suffer from
a series of problems. For example, the algorithm presented in [17] has two main
drawbacks: first of all, it does not verify whether the current value is greater than
the one of its left and right neighbours. Therefore, it identifies as peaks points
that are present on the upward trajectory from one point to another which sat-
isfy the imposed condition. Secondly, due to this condition, it doesn’t distinguish
between smaller and larger peaks, being able to identify only the extreme ones.

Section 5 describes a perspective related to service integration for pollu-
tion awareness and identifies process activities, services, and resources towards
future automation of the service integration process. Section 6 concludes the
paper and draws possible further directions for improving the proposed working
methodology.
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2 Identification of Pollution Concepts

In order to identify the relevant concepts for the pollution phenomena, WordNet,
a large lexical database for English, is used. It contains parts of speech that are
organized into groupes of synonyms, called synsets [18,19]. Between such synsets,
relationships can be defined based on lexical criteria, thus creating an extended
network of interconnected terms.

A second visual tool, Visuwords [20], was used in order to browse this net-
work. Visuwords is an online graphical dictionary that maps the concepts from
WordNet, along with the connections between them. This graph-like represen-
tation shows how different words associate.

Using Visuwords tool, several concepts related to pollution events were iden-
tified, as presented in Fig. 1, such as synonyms, pollution types and semantic
categories to which pollution belongs. For instance, pollution is equivalent to:
deterioration, infection, decomposition, dirtying, impurity a.s.o. The study con-
sidered water, soil, noise, radioactive, thermal, light, visual, personal and other
types of pollution. Nonetheless, it was important to identify the groups of words
from the vocabulary, which contain pollution (such as environmental condition,
damage).

Fig. 1. The concepts related to “pollution” (WordNet representation). (Color figure
online)

Using the facilities provided by Visuwords search box, the word of interest is
specified by the user and then the concepts connected to it are displayed in the
diagram. There are several ways of representation; therefore different types of con-
nections may be present in such a diagram. As can be seen in Fig. 1, in the pollution
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related diagram, concepts that are not leaves in the graph may be further explored,
and they are presented in green. They may be further expanded, leaving the user
with the option to explore other elements of interest.

3 Extracting Pollution Data

After the set of concepts related to pollution was identified (as presented in the
previous section) the study continued with the search of these concepts within a
large volume of articles, books and conference proceedings that have been issued
by publishing houses all around the globe. The purpose was to determine how
often these concepts appear in these texts and, in this way, to assess the impact
carried out by them.

The study becomes even more difficult if we go back in time, first due to the
lower availability of publications, and second because, for the historical docu-
ments, the access is guarded by security authorizations. Therefore, we used for
this purpose the corpus of Google Books N-grams [21], archiving information
starting with 2010. First, it was created with the digital versions of more than
5 million books, totalizing 5 billion words and about 4% of all the books edited
during the centuries. A significant addition appeared two years later, when the
corpus overcame 8 million books, covering now about 6% of the entire existing
collection of published knowledge [22].

The corpus makes available two kinds of information: (i) how many of the
recorded concepts were published per year, and (ii) how many times each of
them appeared within the digitalized publications. The former may be used to
determine the frequency of a given concept, and to represent its variation in time
graphically.

This corpus was successfully used by researchers for a large variety of tasks,
such as: analyzing the transformation of words over the centuries [23]; identify-
ing relationships between the history of culture and the correspondent languages
[24]; recognizing the modifications of semantics for particular words [25]; identi-
fying the tendency to make use of terms that suggest emotions [26]; indicating
clusters for depicting topics important for the humankind and associating them
to given time intervals [27].

Although the corpus contains information about all the words that were
present in the indexed publications, the inputs used in our study were the pollu-
tion concepts previously identified from WordNet. For each of them, the study
identifies the number of times of usage in the books published during the speci-
fied year.

Figure 2 gives an example of graphical representation, for the 20th century,
for the general term called “pollution” - the starting point of our research. The
time series describing the pollution events comprises a series of time ordered
values representing, for each analysed year, the number of times a concept was
present in the publication during the specified time frame.

Each point of the graph in Fig. 2 represents the number of times the selected
concept(s) appeared in the documents written during a specific year. On the
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Fig. 2. Example of the “pollution” time series and its visualization.

X axis, years from the selected time range are represented. The Y axis corre-
sponds to the number of times the concept(s) appeared in the documents written
during the year corresponding to the values on the X axis.

However, since data is not uniform, as the number of books digitized for each
year was growing exponentially with time, instead of representing the concept
counts for each year, it was chosen to present the frequency. The appearance
frequency of each concept, c, denoted as freqc,y, was obtained by dividing the
number of times this concept appeared during a specific year, countc,y, by the
total number of concepts analysed for that specific year, Σcicountc,y (Eq. 1).

freqc,y =
countc,y

Σcicountc,y
(1)

Therefore, in reality, the Y axis expresses the frequency of the selected con-
cept(s) during each year and this is why most of the times the values are very
small. Moreover, since multiple concepts may be chosen for analysis, the time
series for each of these words are presented in different colours in order to be
easily distinguished.

The following steps describe how such a representation was built, based on
Google Books N–grams [21]:

– Select the concepts to be visualized. It is possible to visualize the time series of
one or more concepts chosen by the user (case-sensitive or not case-sensitive
search);

– Select the time range for visualization. Although the data can be represented
in a 1600–2008 year range, the corpus developers advice the users that more
reliable results can be obtained using the data extracted between 1800 and
2000;

– Select the corpus. Considering the multi-lingual character of data, the option
is of choosing from 22 different corpora in 8 different languages, plus a series
of variations (American English, British English, English Fiction, English One
Million, a.s.o.);
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– Select the smoothing factor. Considering the sparse character of data in the
corpora, it is advisable to use smoothed values of the data instead of the raw
data. The following moving average method was used in order to obtain the
smoothed values, using a window of size (2 ∗ w + 1) (Eq. 2):

smoothed countc,y =
Σi

k=−icountc,y+k

2 ∗ w + 1
(2)

where countc,y denotes the number of times the word c was found in the indexed
texts that were written in year y, while smoothed countc,y is the value that will
be used after smoothing instead of the countc,y value. Since the most important
factor in this formula is the range of the smoothing (2 ∗ w + 1), this value has
to be chosen by the user.

4 Pollution Events Identification

The idea of this service is to analyse the scientific literature on pollution events
along time, to assess the prevalence of concepts having relationship with pol-
lution and to evaluate the risk impact based on time series analysis. Typically,
after the normalization, the graphic of number of events vs. time should be hor-
izontal; yet, one notes that, for certain concepts, there are peaks or intervals
of higher values, corresponding to the years when the scientific world was more
interested about those words.

The interpretation is that their semantics leads to certain pollution events,
notorious and with great impact for the given time, thus influencing not only the
text of a specific article, but also the number of studies and therefore publications
that approached the “hot” topic of the moment. In fact, there is a slight delay
between the moment the event actually happened, and that when it started to
be the subject of scientific communications.

Table 1 specifies the steps of the peak detection algorithm applied to distin-
guish the moments when the word for which the graphic was drawn was more
frequently used. The parameters referring the time series values that are used
in the algorithm are: m, the mean; s, standard deviation; w, window size; h,
constant value influencing the application sensitivity for peaks recognition.

Considering Step 1 of the algorithm, there are multiple ways of computing
the peak score for different years. The simplest one is based on finding the points
having the shape of an arrowhead upward oriented, and the highest differences
between the top of the arrow and its right and left neighbours.

In Step 3, only the relevant peaks are considered, both in arrowhead and
magnitude forms. Small variations that are not statistical relevant must be elimi-
nated. Therefore, the variable h is adjusted to values ranging between 1 ≤ h ≤ 3,
in order to adjust the level of statistical relevance, based on the characteristics
of a normal distribution. The values ranging from [m − s,m + s] are normal
values that cannot be considered peaks, while values for which the distance to
the mean is larger than three standard deviations are very improbable, there-
fore they can be considered to be peaks or valleys. Thus, by imposing that the
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Table 1. Algorithm for peak detection of pollution concepts time series

Inputs: Normalized counts for the investigated concept countc,y
Outputs: Peak(s) from the analysed time series
Score: Vector of scores given to each year denoting how suitable that
year is to be a peak year.

Step 1. For each year y, compute the score, Score(y)

Step 2. For each positive value Score(y), compute mean m and
standard deviation s

Step 3. For each Score(y), eliminate values for which the condition
Score(y) > 0 and Score(y) − m > h ∗ s and Score(y) > Score(y − 1) and
Score(y) > Score(y + 1) is not fulfilled

Step 4. All Score(y) values are added to the Output vector

Step 5. For each consecutive pair in Output vector, Outputi and Outputi+1:
If the two values are too close to each other from the year’s point of view
(y1 for Outputi, and y2 for Outputi+1 being in the same window of size w),
eliminate the smaller value from Output vector

Step 6. Return Output, the peaks vector for the analysed time series

difference between the current value and the mean to be larger than a num-
ber of standard deviations, we are actually retaining only the improbable values
(33.33% in the case of one standard deviation - that accounts for smaller peaks -
and 3% for three standard deviations - for much larger peaks). Adjusting the
value of h in such a way gives the possibility to select less or more important
peaks, depending on the requirements.

Finally, the purpose of the Step 5 is to eliminate closely related peaks in
order to retain only the most important ones in a series of consecutive such
peaks. For defining how far must be two different peaks in order to be considered
independent, a window of size w is used. If the two peaks are not in the same
window, they are considered as being independent and they are returned at the
output.

4.1 Understanding the Pollution Threat

People have not been much aware of the pollution threat until the late sixties, nor
was the available literature oriented towards the study of this issue. This is visible
not only on the specific example from Fig. 2, but also in the multiple curves
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Fig. 3. Frequency of pollution-related concepts in books.

illustrated in Fig. 3, corresponding to noise, thermal, environmental, sound, and
biodegradable pollution, as well as to dust contamination.

However, air and water pollution have been hot topics almost two decades
earlier. During the time, the awareness progressively embraced more diverse
types of pollution. The most prominent peak is in 1974, the year when people
became concerned of the global pollution and its effects.

The study of WordNet revealed that pollution has multiple classifications,
and the evolution of their presence into the digitalized literature can be deter-
mined from the Google N-gram Corpus, by generating the correspondent time
series. Figure 3 illustrates them in different colors, in respect with pollution types.

Subsequently, we analyse the evolution of this conceptual diversification from
the chronological point of view.

4.2 Conceptual Diversification

Air and water pollution were present in the literature slightly after 1945, under
the influence of the World War II and its effects on the environment, but the
diversification began after 1965. The difference is also present if one takes into
account the next level classifications, like the waterbody types. For instance,
the writings record information about river pollution since 1870, and about lake
pollution since 1890, proving that there was a serious concern about this topic
even in the nineteenth century. In the twentieth century, the attention towards
the sea pollution has significantly increased since the 60’s, followed a decade
later by an increase of the perception of the ocean-related issues (Fig. 4).

A significant rise can be observed in 1974, due to the adoption of relevant
and novel regulations, both in UK and in USA. On the one hand, there was
the “Control of Pollution Act 1974” [28]; on the other hand, the United States
Environmental Protection Agency signalled that Hudson is polluted with poly-
chlorinated biphenyl, therefore fishing was interdicted [29].

Note that, for the same year, we also found multiple peaks in respect with
the classification of pollutants (Fig. 5), with a visible appreciation of the public
concern for radioactive, hydrocarbon, nitrate, and petroleum pollutions.
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Fig. 4. Evolution of the pollution awareness in respect with the waterbody types.

Fig. 5. Evolution of the pollution awareness in respect with the classification of pollu-
tants.

The underground nuclear test performed by India, also in 1974 [30], must also
have had its influence on the values obtained in these times series. Afterwards,
the interest on this type of pollutant diminished, with a possible cause identified
in the ratification of the Treaty on the Non-Proliferation of Nuclear Weapons,
progressively followed by the decline of the lobby on this topic.

More recently, in 1990 we also noticed another rise of the water pollution
concerns, and we associated it to the nuclear accident from Chernobyl, which
happened four years earlier. See Fig. 6, where the time series for water pollution
was overlapped with those related to other important terms, such as “war” and
“Chernobyl”. The frequency values for “war” were diminished a hundred times
to make the comparison possible, because the preoccupation for this concept is
far more significant all along time.

Since the number of times the word construction “Chernobyl disaster”
appeared in documents is extremely small (15E − 6%) compared to the number
of times the concept “war” appeared (0.055%), these values were multiplied by
100 in order to be able to visualize them on the same graph.
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Fig. 6. Relevant peaks of awareness for terms related to the disaster from Chernobyl.

Eventually, the analysis of multiple time series proved that there is generally
a delay between the occurrence of an event and its being reported intensively
into the literature, especially in books, whose publication cycle is less agile.
Nonetheless, the frequency was influenced by different factors, like disasters, war-
related activities, lobby effort, national and regional legislation, international
treaties.

5 Service Integration for Pollution Awareness

The previous chapters presented tools and statistics algorithms that are used
for analysing the available information about pollution and for correlating it to
real events. Based on this experience, specific process activities, services, and
resources were identified and presented in Fig. 7. They may further serve to
enlarge the analysis scope and may stand at the basis of future automation of
the service integration process [31], currently executed in an ad-hoc manner.

For realizing the first process activity, Identify Pollution Concepts, one needs
services related to a lexical database, lexical relationships, and a graphical dic-
tionary. For the Extract Pollution Data activity, it is necessary to integrate ser-
vices for concept search, but also for smoothing and viewing time series of data
related to these concepts. Eventually, for the Highlight Pollution Events activ-
ity, the required services concern peak detection for the obtained time series, the
history of pollution events, and consecrated classifications.

A similar process may be executed starting from another root concept except
pollution (as chosen in this study). For example, these services may be reused
for the analysis of natural hazards or epidemic diseases. In the present study, a
specific choice of resources was made, such as data stores, or search and visual-
ization tools: WordNet, Visuwords, Google Books N-gram Corpus.

Nevertheless, the implementation can be also realized based on other collec-
tions of data, or by migrating to other software services tools [32], owned by
various agencies for natural resource management and environment protection.
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Fig. 7. Service integration for emphasizing pollution phenomena.

6 Conclusions

The current technological paradigm shift highlights a more acute focus toward
the orientation on applying Artificial Intelligence (AI) technologies and tools
supporting digital transformation of information services along enterprise
processes for better assimilation, processing, and interpretation of information.

Dealing with a major concern topic of current years, this paper introduces a
working methodology aiming to evaluate the impact of pollution on the society
over the years.

The proposed approach highlights an inter-disciplinary perspective, involving
several specializations’ participation, such as computer scientists, hydrologists,
sociologists, service providers, and infrastructure providers. It requires also devel-
opment of hands-on support for technical skills’ formation supporting policies on
Digital Transformation, approaching knowledge engineering, requirements man-
agement for Systems of Systems (SoSs) integration, and business process digiti-
zation.

The main limitation of the current approach is related to the delays that
might appear between the moment when an event occurred and the moment
when it was reflected in press. Due to this fact, the identification of different
events might be delayed by a number of years that is somehow dependent on the
importance of that event: the less important events, the more delay they have
(important events are reflected almost simultaneous in press).

Another drawback is related to the fact that, depending on the chosen para-
meters, more or less important peaks might be detected. Thus, it might take a
little time to tweak the application in order to respond to the user’s needs.
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As the current work-in-progress reveals, there are immediate improvements
that can be taken into consideration for the proposed approach, such as finding
a better way to discriminate between different yearly events, and developing an
investigated event model suitable for predictions on the further evolution of that
event.

At the same time, it is envisioned that this proposed approach may be inves-
tigated in several other applications, such as stock prices, vehicle resell price,
gold price prediction, or predicting soccer games outcome.
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Abstract. The paper introduces a framework for designing flexible Environ-
ment Control Services (EServices) based on generic sensing, modelling and
control process specifications allowing the customization of distributed Facility
Environment Control Systems (HFES) in holonic approach. The representation,
assessment, configuring and implementation of these EServices by the inter-
acting holons using data structures models in different perspectives their type,
features, functionalities, interdependencies and usage: (i) the EService Type
perspective used to identify a requested type of service included in an existing
service-ontology; (ii) the EService Specification perspective allowing the client
(the environment conditioning application) to define the facility’s environment
needs as service properties; (iii) the EService Profile perspective in which the
resources publish their capabilities matching the requested EService Type,
exposing them to (iv) the EService Configuring and Implementation perspective.
In the resulting Service-oriented HFES (SoHFES), four types of processes:
environment monitoring, control, conditioning and production influencing,
represented in the service perspective either as simple or composite services
according to timing progression, granularity and concurrency of their operations
can be standardized into EServices which allows for flexibility, agility,
robustness and reusability of control solutions. A generic design framework and
experimental results are finally presented.

Keywords: Service oriented architecture � Facility environment control �
Holonic paradigm � Environment Services � Multi-agent framework

1 Introduction

System theory in environment control tasks is traditionally concerned with the design
of static control algorithms and laws for groups of nonlinear processes such as tem-
perature, pressure and relative humidity, represented by fixed control sequences and
timing for sensory data acquisition and command update. Fixed control laws and
sequences are selected, considering a priori known nonlinear models of closed space
HVAC processes (Heat, Ventilation and Air Conditioning), with stability and precision
of set point tracking. This applies for environment parameter conditioning in individual
closed spaces.
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In the case of multiple interconnected spaces environment parameter conditioning,
like radiopharmaceutical production facilities, there is need to additionally provide
flexibility to process control configuring; this means both the capability to dynamically
change room parameter ranges, control laws and timing in order to satisfy a global
facility environment model such as cascaded pressures, and to switch between control
modes and assigned resources (HVAC subsystems, redundant control units for fault
tolerance) in response to external conditions such as seasonal conditions or
breakdowns.

The holonic approach provides the above mentioned capabilities - openness,
flexibility, robustness and agile control in semi-heterarchical architecture in which a
centralized layer maintains the global facility model and a decentralized layer of
intelligent, autonomous entities - the holons cooperate to maintain local channel set
points updated according to a global facility model, in the presence of disturbances.
The holonic paradigm has been recognized in industry, academia and research, as
providing open, flexible and agile control attributes by means of a decentralized control
architecture composed by a social organization of intelligent entities called holons, with
behaviours and goals defined by reference architectures such as ADACOR, PROSA,
HABPA or CoBASA [1–4]. On the other hand, the service-oriented paradigm defines
the principles used for conceiving decentralized control architectures that decompose
computational processes into sub-processes called services, and then distribute them
among different available resources. Its focus is to leverage the creation of reusable and
interoperable function blocks in order to reduce the amount of reprogramming efforts.
Due to the fact that: [Holon] ← [Physical Asset] + [Agent = Information counterpart],
it becomes possible to treat at informational level four process types: environment
monitoring, conditioning, control and production influencing as services in an optimal,
while robust and agile to changes mode.

The holonic paradigm has been applied mainly in the manufacturing domain. The
main contribution of this research is applying the holonic paradigm to distributed
multivariable process control, exemplified here by environment parameter control of
interconnected rooms where radioactive materials are handled.

In the Information Systems domain, the service-oriented paradigm provides scal-
ability of computing solutions, systems interoperability and flexibility in reconfiguring
tasks by decentralized architectures that use componentization to split computational
processes into atomic sub-processes defined as services, which are then recomposed
according to particular tasks and assigned to available resources; reusable and inter-
operable function blocks reduce the reprogramming efforts. The SOA paradigm will be
applied in these terms to generic, multiple spaces environment parameter conditioning
systems leading to Service-oriented Holonic Facility Environment Control Systems
(SoHFES).

The paper introduces a framework for designing flexible Environment Control
Services (EServices) based on generic sensing, modelling and control process speci-
fications that allow the customization of a HFES control architecture function of the:
(1) facility layout, (2) temperature, pressure and relative humidity models of closed
spaces (clean room, production capacity, access space, personnel office), (3) global
facility environment model (if any), (4) heat and ventilation channel parameter model
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(HVAC process model), (5) imposed performances of automated systems (stability,
efficiency, robustness, response time, a.o.), and (6) control strategy, operating mode
and control law (linear, nonlinear, feed forward, observer) of the compensator. The
decomposition and encapsulation of process operations, identified as EServices which
are an extension of control services [7] provides process flexibility at the entire facility
level, because they are related to operations for environment parameter conditioning
defined by user-specific parameters and constraints.

The conceptual model of EService and control processes preserves the fractal
character of environment process conditioning, making possible the reutilization and
composition of sets of various sensing, computing, modelling, control and monitoring
operations.

The remainder of the paper is organized as follows: Sect. 2 defines a
service-oriented specification of environment conditioning processes. Section 3 intro-
duces the principles of modelling environment conditioning processes through ESer-
vices and proposes implementing solutions. Section 4 presents experimental results
obtained in the design of a SoHFES providing the necessary environment for the
production of radiopharmaceuticals.

2 Using Web Service Technology for Process Control
Specification

Process Conditioning Flexibility for environment control needs dual control topologies
in which set point values of individual closed space parameters are first computed from
the global facility model at centralized, hierarchical layer and then transposed in set
points of the resources’ conditioning parameters (air and cooling water flows of HVAC
units) by a set of active task holons and their information counterparts – the agents
updating on the heterarchical, decentralized layer of the distributed control system
HVAC process models, operating modes and sub-resource allocation.

According to [4], similarities existing in control class structures translate into
certain commonalities in the process domain. We introduce the Process Classes con-
cept related to environment monitoring and control applications. Such classes of pro-
cesses are:

• Heating/cooling coil processes with variable water flow admission;
• Variable fresh air changes/hour in clean rooms;
• Air flow admission (e.g., Variable Air Volume-VAV) and distribution (e.g., Vari-

able Frequency Drives-VFD) of supply and exhaust fans);
• Air humidification, air filtering.

It becomes thus possible to apply the concept of services to environment condi-
tioning process specifications, in the perspectives of: componentisation, representation
as services with main attributes: exposing, discovering, negotiating, assigning,
recomposing, standard interconnectivity and reusability.

The initiative taken so far to transpose Web Service Technology from the Infor-
mation Systems domain into industrial ones like process control and to integrate the
principles of SOA in the design of distributed control systems and agentification of
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activities, orders and resources is beneficial for the integration of the client’s require-
ments at business level with the technical planning, control and traceability of pro-
cesses and products at technical level. Once processes represented as services, it is
necessary to define their information counterparts, to classify them according to
capabilities, to describe and evaluate in real time the quality of the activities they
perform. This requires the definition of a framework for configuring, classifying, dis-
covering and allocating services to create new composite processes by establishing
relationships between atomic services in the control context [5].

Radiopharmaceuticals are produced in 4-stage manufacturing cycles: (1) radio
isotopes are produced in a particle accelerator (cyclotron), and then (2) transferred into
isolators for chemical synthesis followed by (3) portioning (vial dispensing) of the bulk
product, and (4) quality control of the final product by conformity tests on multiple
parameters.

During the production stages, special conditions must be permanently fulfilled;
these conditions are: radioprotection safety conditions (radioactivity doses, pressure
cascades and number of air changes per hour) and environment manufacturing con-
ditions (physical environment parameters) as defined by Good Manufacturing Practice
guides (GMP).

The cleanroom is a closed area inside a nuclear facility where radiopharmaceuticals
are being prepared and dispensed; the concentration of airborne particles is maintained
in strict limits to eliminate contamination. Processes below are strictly controlled:

• Permanent input and filtering of fresh air, air flow recirculation being forbidden;
• Cascades of negative pressure in closed spaces relative to the exterior, in order to

evacuate the potentially contaminated air from the production facilities;
• Cascades of positive pressures between adjacent closed spaces preventing the rapid

air penetration from one room to another at access doors opening and slowing down
the diffusion of air particles in the clean rooms;

• Monitoring temperature, pressure, humidity and radioactivity level in each one of
the three rooms: cyclotron, synthesis, and dispensing, with HVAC units [6].

The conditioning processes for key environment parameters are described below:

• Pressure (P): a minimum positive difference of 8–15 Pa is kept between any clean
room and its adjacent rooms; this imposes a global conditioning process described
by a “cascade pressure model”. Inside closed spaces surrounding production areas
(synthesis, dispensing) a negative pressure (−30–−70 Pa) must be permanently kept
to prevent inside air entering the clean-room. In the cyclotron vault, a negative
pressure cascade prevents the inside air spreading to the entire facility.

• Temperature, T: is kept in the range 18 °C–21 °C, to reduce microbial growth.
• Relative humidity, RH: must be kept between 35%–55%.
• Number of airborne particles, NPc: is continuously monitored in the dispensing

isolator box; if NPc exits the imposed cleanness value range, the dispensing process
is suspended for a maximum time of 20 min to allow the parameter to re-enter in
range; if it does, dispensing resumes, and delivery is delayed with the corresponding
time; otherwise production is abandoned and the current production order fails.

• Radioactivity level Hc*(10): ambient dose flow caused by radiation in clean rooms.
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For this type of production processes, two HVAC units are used inside the nuclear
facility tomaintain room environment parameters within the range of normal state values:
(1) one working in negative-pressure mode inside and around the cyclotron vault to avoid
spreading of the radioactive air in the building, and (2) the other working in over-pressure
mode inside clean rooms to avoid the penetration of the building air and deteriorating the
quality of the purified air inside production and dispensing closed spaces.

The two HVAC units are integrated into a Holonic Facility Environment Moni-
toring and Control System (HFES), which analyses environment data, and computes
accordingly the global facility environment control strategy and parameter set points in
centralized mode; the application of this strategy is then decentralized by distributing
intelligence in a multi-agent framework which implements: holons collecting envi-
ronment parameter data (T, P, RH, NPc, Hc*(10)) from room sensors, holons trans-
posing the global, cascade strategy in HVAC operating modes and control laws and
computing the reference values of HVAC parameters (environment tasks), and resource
holons executing environment tasks via HVAC process models for air flow and cooling
water conditioning [7].

For example, the rooms’ temperature conditioning processes are supervised by a
number of control processes performed by agents executing on twoHFES layers (Fig. 1):

1. The centralized, hierarchical control layer: a set of Expertize agents compute room
temperature set points from values read and pre-processed by local sensors (via
room agents) and compared with the prescribed temperature values; significant
events, like environment parameters exceeding limits are recorded in logs;
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Fig. 1. Generic agent-based control, distributed at room and HVAC channel level, tracking T, P,
H room set points computed at global facility environment level by the centralized HFES server
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2. The decentralized, heterarchical control layer: three sets of agents respectively
collect environment data, process the output of Expertize agents providing set
points for HVAC channels, and use the channel references to effectively regulate
the environment conditioning processes performed by the HVAC controllers.

• A set of Environment (Room) agents: process the data measured by the room
sensors T, P, RH, NPc, Hc*(10) and send it to the Expertise agents;

• A set of Environment Conditioning (Task) agents: compute the HVAC channel
set points (e.g., mass flow _mwater;r of the cooling water for temperature condi-
tioning) from the room environment conditioning models, e.g., Troom ¼ _mwater

and send these references to the resource agents;
• A set of Resource agents: use the HVAC set points computed by the Task agents

and compare them with the HVAC value _mwater;c computed from the model of
the channel conditioning process, e.g., _mwater ¼ f ðvalve posÞ – cooling water is
let in the cooling coil area function of the admission valve opening, valve pos.
Resource agents implement model-based channel control (see Fig. 2).

The control architecture in Fig. 1 includes the physical entities of HFES – the
holons. HFES has a semi-heterarchical topology, in which some computing processes
are carried out at centralized level such as set point calculation of environment
parameters and their history, whereas parameter sensing, conditioning, control and
computing HVAC channel models are distributed in the heterarchical, service-oriented

EService Model
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MAS composed by a network of intelligent and autonomous agents, each one exposing
its functionality as services; these services are published in a repository and can be
reached via discovery mechanisms.

The HFES paradigm is based on defining a main set of assets: resources (tech-
nology – HVAC units, sensors, control and computing systems), orders (environment
requirements reflecting the client’s needs) and control elements (control laws, algo-
rithms and tasks, operating modes, computational tasks, reflecting the business solu-
tions) – represented by holons collaborating in holarchies according to a set of rules to
reach a common goal.

3 Modelling Environment Conditioning Processes
with EServices

3.1 Representation and Assessment of Environment Services

Transposing the theory of services to environment conditioning processes and inte-
grating the principles of services into HFES leads to a new type of system: the
Service-oriented Holonic Facility Environment System (SoHFES), allowing repeata-
bility and reusability of control operations. By adopting the SOA model for HFES,
environment conditioning operations can be standardized into EServices exhibiting an
unambiguous identification and complete description of both the interactions between
the client (who ordered the production of radiopharmaceuticals) and the service pro-
vider (the facility ensuring proper environment parameters for production and
radio-protection safety), see Fig. 2.

The relational EService Model is subordinated to the concept of holonic control;
three basic types of holons interact in a holarchy derived from the PROSA reference
one: environment (room) holons, resource holons and environment conditioning (task)
holons [2]. Expertise (staff) holons, having a global image of the facility’s environment
conditions, requirements and control interdependencies process room parameter data
according to cascaded room models and assist the basic task holons in accomplishing
their activity.

Every oval and rectangle in Fig. 2 which uses the class diagram of UML (Unified
Modelling Language) represents an entity type in the system, respectively a holon type
and a data structure, whereas each line represents a relation. Depending on the symbol
on the line - diamond, full arrow, arrow (not present in Fig. 2) or no symbol, the line
refers to a different kind of relation. The aggregation relation (“has-a” relation) is
indicated by a line with a diamond; for example, any EService Type has associated one
model, a specification and a Task holon. The latter is created by selecting from the
Profile data the best capability of that resource that fulfils certain conditions (cost,
performances or utilisation time) better than any other resource, and best matching the
requirements of the EService. The association relation (“is-related to” relation) is
shown by a normal line; for example, the Environment holon type features a
client-provider association with the Resource holon type. The directed action relation
(“does-a” relation), indicated by a line with a full arrow, refers to a unidirectional action
undertaken by one entity relative to another; for example, the Task holon type uses a
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EService specification to configure that EService. The cardinality of a relation is
specified by numbers placed at both extremities of the line (0…*, 1…*, 0…1, 0, 1, or
unspecified), and represents the number of this type of entities that are involved in the
relation. The holon classes are defined below:

• Environment (Room) holons, EH: formulate EService requirements; they contain
the dynamic “safety & quality model” of the production environment as compliance
to cleanness and radioprotection. Room holons check against off-line prescribed
values the parameters T, P, RH, NPc, Hc*(10) measured in all closed spaces, send
data to the Expertise holon(s) and the request to perform the necessary EServices for
the facility.

• Environment conditioning (Task) holons, TH: configure the control EServices at
HVAC channel (resource) level; the tasks select and update control modes,
strategies and laws and compute the references for the HVAC channel controllers
that regulate the environment conditioning parameters. Task holons deliver to
Resource holons the parameter conditioning knowledge from updated environment
data.

• Resource holons, RH: implement EServices; hold the knowledge (operating modes
and control techniques) to activate the resources to maintain the updated set points.

• Expertise (Staff) holons, SH: coordinate EServices at global level; they correlate the
set of room parameter references by using their global image about the cascade
facility models, and deliver them to the Environment conditioning holons. Also,
they provide task holons recommendations on updating control modes (seasonal
changes) and tuning.

EServices embody validated operations in fractal mode; they can be reused to
integrate different conditioning processes carried out by resources from different
manufacturers or by legacy systems, based on the same ontology. In a SoHFES, the
service becomes the main element of negotiation and exchange among holons. Envi-
ronment conditioning and control operations are represented by EServices executed on
environment parameters.

In the multi-agent system (MAS) implementing this holarchy, the knowledge
exchange is performed in fractal mode based on three classes of reusable operations:

• Expose a service: specifying how EServices are presented to the SoHFES in terms
of richness of description and identification;

• Compose a service: offering strategies and methods to compose process workflows
by combining individual services to create new or composite EServices;

• Consume a service: making available procedures to access or invoke an EService
already created by the Task holon. In the environment control context, this type of
action allows implementing and executing simple or composite EServices.

In the centre of the class diagram in Fig. 2, the EService Type identifies a particular
type of service included in an existing service-ontology about environment condi-
tioning and control. This data structure lists the properties that characterize an instance
of that same service type, to further set up a certain EService Specification: name,
category, type of parameters, inputs, outputs. The EService Model instance specifies
the components of an EService. An EService Specification, defined by the client
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(the environment facility needs for the production process) is associated to an EService
Type providing information on the values of its properties, and this instance for making
service requests. The HVAC resources, as service providers, publish their control
capabilities in the EService Profiles data structure, thus exposing their transformation
capabilities to the Task holons in view of being assigned services. Hence, the EService
Profile of a resource specifies the set of field characteristics, range of parameter values
and performances for a certain EService Type that this resource can deliver according
to its design, technology, performances, and to its current state, wear, and availability.
The selection of the resource’s EService Profile best matching a unique set of needed
EService Specifications results from a many-to-one comparison of associations
between services that can be provided and the requested one.

The setup of an EService, i.e. configuring which resource and how it will be
executed - according to the selected EService Profile, is performed by an Environment
conditioning holon, whereas the implementation of this EService is done by the
Resource holon’s physical part (the HVAC channel) controlled by its agent. The Task
holon transposes the selected EService capabilities set into the necessary control mode,
law and parameters to produce the transformation described by the associated EService
Type.

3.2 Configuring and Implementing EServices

The EService Model includes the property fields that define environment conditioning
or control processes, assessed as services, in the client-provider perspective of global
facility environment monitoring and control. The EService structure is represented by
the model shown in Fig. 3. This model is specified for any EService Type used in
SoHFES tasks developed from environment control service-ontology, by specifying its
property fields.

The EService is identified by a ServiceID which is composed by four fields: (1) a
name, (2) the class to which it belongs (e.g. parameter conditioning, parameter control),
(3) its taxonomy, and (4) the service ontology in which it is referred. The second
property field describes in text file the Functions performed by the EService in terms
of: scope, context of execution and tasks to be realized. The third property field, Service
Properties features the list of parameters which specify completely the EService: the
actions or processes to execute, the execution timing (sampling frequency, duration)
and the information support used for execution (process models, operating modes,
computing results, etc.). Service Conditions denote the fourth property field of the
EService Model; it accounts for several attributes that must be satisfied by the provider
or other agents prior to service execution: (1) prerequisites, such as the existence of
updated process models, (2) relational conditions, such as data availability (e.g., set
point for HVAC channel parameters already computed by Task holons), and state
conditions, such as the provider’s operational state. The last of the property fields is
Service AttributesQoS which lists key performance indicators (KPI) to be initially
specified (at service request and offer) or computed at run time to evaluate the foreseen
quality of services (QoS), respectively that of delivered ones. For a SoHFES
service-ontology, KPIs will be defined both at global (rate of class cleanness
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maintenance during product making, rate of maintaining room environment parameters
in normal value range relative to the global model, a.o.) and local (accuracy of HVAC
channel parameters matching computed set point values, control loop asymptotic sta-
bility, a.o.) level.

The execution capabilities of service providers (HFES resources) are exposed by
means of their EService Profile data sets for a requested EService Type that defines
exactly the process to be realized as a simple or composite service, with a detailed
specification of its elements, characteristics and desired quality. The service-oriented
agents of the Resource holons analyse these specifications and, using the EService
Profile, write in the currently requested EService Type data structure the sets of their
capabilities) best fitting the desired specifications. This set of best available capabilities,
called “field profile”, depends on the current resource’s state too. The model of the
EService Profile is shown in Fig. 4.

The EService Profile announces the resource’s skills in response to a requested
service stored in the EService Type data structure retrieving information from its three
lists: (1) a list of field profile sets enumerating all transformation processes that
implement the client EService, each one documented with its sets of functional char-
acteristics and parameter values; (2) the performance specification set indicating for
each field profile set the list of KPI or attributes used to evaluate the quality of the
service delivered by the resource, and the KPI values; (3) the list of conditions needed
by the provider to execute the EService according to each field profile: relational
conditions, e.g., computation results produced by other information entities (agents),
and the real operational state of the provider (RH).

The first list provides information about what a resource can do in its workspace
which should ideally include the workspace of the ordered EService; each parameter
profile set represents, then, a resource’s capability subspace. The second list of spec-
ifications defines the properties to be used to evaluate the execution and the perfor-
mances of a service’s method, each attribute set being associated to a field profile set.
These properties are first expressed as sets of KPI as criteria to evaluate service

1…

EService Model (data structure)

+serviceID: <identifier>
+functions: <list<functions>>
+properties: <list<parameters>>
+conditions: <list<requirements>>
+attributesQoS: <list<criteria>>

1
Service ID

+typeName: <string>
+classDiv: <string>
+taxonomyCat: <string>
+ontologyEnv: <string>  

Service Functions

+descriptionFunc: <txt> 
- objectives
- context
- tasks included

Service Properties

+parameters: <list>par>>
- actions (monitor, ctrl.)
- timing (start, duration)
- models, modes, laws 

Service Conditions

+parameters: <list>par>>
- prerequis: ( ) models
- relational: data avail.
- state cond.: provider 

Service AttributesQoS

+QoScriteria: <list>kpi>>
- imposed by client
- offered by provider
- real at service tracking 

1… 1… 1…

Fig. 3. Components of the EService Model
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accomplishment and effectiveness, e.g. stability and precision of environment param-
eter control. The quality value of each KPI is then detailed by performance indexes,
e.g. steady-state error, overshoot, response time for HVAC channel control.

The third list contains for each field profile set conditions needed by the resource to
perform the EService according to a method in a given parameter range; these are either
external conditions involving proper functioning of other types of information entities
with which the service provider must collaborate to retrieve necessary data (Task
agents, Room agents) or internal conditions of proper setup, configuring, a.o.

Although EService Implementation is realized only by Resource holons, several
other types of information entities participate in EService Model’s instantiation stages
(Fig. 5):

(1) Integrating the EService specifications formulated by the client environment
application in the global, cascade environment parameter model of the HFES;

(2) Matching the functionalities of the requested service, given by its properties,
conditions and attributes, with the capabilities exposed by resources in their
EService Profiles;

(3) Assigning the resource with the best matching field profile set and confirmed
quality of already delivered services to implement the needed EService;

(4) Reconfiguring the service provider in the case of breakdown or degraded QoS.

A Task agent is created whenever a client environment application EService
request is issued at SoHFES initial configuring, from data progressively stored in the
EService Type structure: (i) client application data provided by Room agents, aggre-
gated according to the global model of the facility environment, and (ii) a number of
field profile sets provided by Resource agents; these sets could be possibly used to
implement the requested EService.

All field profile sets are a priori published by Resource agents in dedicated
repertoires of the EService Profile data base, from which, upon request only the subset
of profiles possibly matching the client EService is added to the EService Type data

1…

Field Profile Sets

+fieldSets: <list<sets>>
+characteristic: <list<char>>
+parameter: <list>par>>

Service Conditions

+conditionSet: <list>par>>
- relational: data availab.
- state cond.: provider

Performance Specif. Set

+attributeSet: <list>kpi>>
+performanceSet: <list<val>>

1… 1… 1…

EService Profile (provider’s skills)

+fieldProfileSets: <List<fieldProfiles>>
+characteristicProfileSet: <list<charProfile>>
+parameterProfileSet: <list<paramProfile>>
+performanceSet: <list<performanceSpecif>>
+condition: <list<requirements>>

EService Type

Specify 
capabilities

Fig. 4. Components of the EService Profile data structure
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structure. Each of these subset profiles contains detailed information on process
methods, laws, models implementing the transformations specified by client EService
Model and Specifications. Process methods describe a sequence of actions that
transform the environment parameter specified by that EService Type. A resource may
have more than one method achieving the same transformation which its agent pub-
lishes in the EService Profile data base.

The Task agent establishes the field profile in the subset offered from the EService
Profile best matching the specifications of the requested EService, informs all Resource
agents having participated in this bid about the decision taken and configures the selected
resource in view of implementing the EService with the chosen process method. The
decision support for this selection is granted in centralized mode by one Expertise agent.

The execution of EServices by the assigned resources is monitored by Task agents;
if the QoS delivered decreases, then the EService is reassigned to another available
resource.

4 Experimental Results and Conclusions

The research objective was to model and manage four types of processes: environment
monitoring, control, conditioning and production influencing, in the service perspective
as simple or composite services according to granularity and concurrency of their

Task agent Expertise agent Room agents
EService 

Type Resource agents
EService 
Profile

Send room 
environment 

data
Set EService 

Model

Set EService 
Specification

Use room 
& cascade 

models

EService request

Publish
capabilities

Selects field 
profile sets

Add possible 
EService profile sets

EService offers

Inform resources, assign EService
Implement 
EService

Continue execution

Track EService 
Execution

Normal

Select best 
matching 
profile set

Degraded 
resource QoS 

Selects new 
available 

field profile 
sets

Request new 
field profile sets 

Switch 
resource

Fig. 5. Agent-based resource selection and EService implementation
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operations set. The modelling technique is based on the holonic paradigm, imple-
mented in multi-agent framework, leading to a service oriented, semi-heterarchical
holonic control system, exemplified here by environment facility control SoHFES. The
centralized SoHFES layer updates room set points from measured room parameters
according to the global facility model, and stores these data during production in the
Environment Data Base (EDB) server for analysis, reports, audit and historical evi-
dence. In the decentralized layer, room sensors measure environment parameters, local
PLCs collect these parameters and compute HVAC channel set points, and HVAC
controllers condition the environment parameters. The production management system
(MES) is subordinated to the SoHFES.

The Environment Data Base is fed with production data gathered from the MES
during execution of a planned client’s order, respectively with information about the
environment parameters. EDB is organized in 15 parameter value tables: other types of
information are computed from data periodically input (max., min., weighted average
values over sets of fixed or variable size). The two categories of EDB data: [produc-
tion + product] and [environment] can be used in separate history reports or combined
to correlate production run or product features with the evolution of environment
parameters; these are composite decision EServices for production influencing.

The association of product and environment parameter values below allows eval-
uating the effect of reconfiguring channel environment parameters of EServices “VFD
airflow control for supply/exhaust fan and VAV control of air changes”, necessary to
bring back the number of particles NPc in its normal value range for class A cleanness:

Dispensing: [product & process data] + [environment data]

• Volume of bulk product received from synthesis: VBS [ml] dec

• Irradiation level of VBS: IRBS [Mbq/ml] dec

• Time at which IRBS was measured: TMIS [hh:mm:ss] int_string

• Irradiation level of final dispensed product: IRFD [Mbq/ml] dec

• Volume of final dispensed product: VFD [ml] dec

• Planned volume of diluter per vial: VDVP [ml] dec

• Start time of dispensing: TSD [hh:mm:ss] int_string

• Cleanness class imposed in dispensing area: CLDA [“#”] char

• No. of 0.5/5 mm particles measured: NPc_0.5/NPc_5 [#] int

• ID of NPc sensor: ID_ParticleCounter [#] int

• Type of NPc sensor: Type_PC [“#”] char_string (Lasair III 310C)

• NPc sensor location area: NPc_loc [“#”] char_string

• Sample period of sensor reading: SPR [sec] int (e.g., 6 sec)

• Time of cleanness alert at dispensing: TCA [hh:mm:ss] int_string

• Time of cleanness recovery, resume: TCR [hh:mm:ss] int_string

• Remaining volume of final product to be dispensed: VRD [ml] dec

• Irradiation level of bulk product at TCR: IRPR [Mbq/ml] dec

• Post recovery volume of diluter per vial: VDPR [ml] dec

• Real end time of dispensing: REOD [hh:mm:ss] int_string 

• Volume of wasted bulk product: VWBP [ml] dec

Service Orientation of Environment Control Processes 395



Future research aims at defining metrics for QoS performed by resources publishing
their capabilities, and usage of metrics in optimal resource allocation algorithms based
on multicriteria selection of best matching field profiles with requested property sets.
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Abstract. Service systems’ capabilities to generate (positive or negative) exter‐
nalities and their impact at the societal level has remained under-investigated so
far. This study addresses this gap and explores how an innovative organizational
architecture based on (i) a network of competent actors, (ii) an (ICT-enabled)
platform serving as a network commons and (iii) a shared institutional logic and
worldview enables the emergence and evolution of a service ecosystem with
strong positive externalities. It was conducted an in-depth longitudinal study
(2013–2016) on an ICT-enabled community of IT professionals, aimed to provide
unemployed professionals with employment opportunities while also providing
small and micro enterprises and non-profit organizations with affordable,
high-level IT services. The case-study shows that the presence of non-profit
organizations in the service ecosystem strongly influences the service ecosys‐
tem’s institutional logic and worldview and facilitates sustainability-oriented
self-organizing throughout the ecosystem.

Keywords: Service systems · Service ecosystems · Commons · Self-organizing
networks · IT professional employability · Social enterprise · Common good · Italy

1 Introduction

Service science and service-dominant logic provide management scholars with a sound
approach to explain and support value co-creation processes [1–3]. So far, this approach
has been mainly leveraged to investigate value co-creation in the producer-customer
relationship [4].

This special focus on producer- customer relationships led scholars to concentrate
on the benefits that service system can offer to actors that play the role of customer and/
or producer in the service system [5]. In other words, service science has so far developed
a somehow inward-looking attitude: the impact of the service system is usually measured
at the level of the service system itself or at the level of its components, especially
producers and customers. As a consequence, service systems’ capabilities to generate
(positive or negative) externalities [6] and their impact at the societal level has remained
under-investigated so far.
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This study addresses this gap and explores the organizational features that charac‐
terize a service system that systematically generates clearly identifiable positive exter‐
nalities.

To do so, it has been leveraged recent contributions in the service science and organi‐
zation studies literatures, and particularly Lusch and Nambisan [5] and Fjeldstad et al. [7].

These studies, in our opinion, converge in identifying the following organizational
features as key not only to support collective sense making and innovation, but also to
overcome traditional hierarchy-market schemes:

• a network of competent actors who are willing to self-organize as a community;
• an ICT-enabled platform that contributes to provide a commons where resources can

be developed, protected and shared by the community;
• an effective architecture of collaborative participation based on a shared institutional

logic and worldview.

Following Lusch and Nambisan [5] and Dougherty and Dunne [8], we label systems
with these organizational architecture as service ecosystems.

Leveraging the theoretical framework synthesized above, this study investigates how
an innovative organizational architecture based on (i) a network of competent actors,
(ii) an (ICT-enabled) platform serving as a network commons and (iii) a shared insti‐
tutional logic and worldview enables the emergence and evolution of a service ecosystem
with strong positive externalities.

Viewing the service ecosystem’s ICT-enabled platform as a commons allows us to
leverage the rich literature on the commons [9, 10] and new commons [11, 12] to explain
the social mechanisms that influence the evolution of the system. This constitutes an
innovative contribution to the service science stream.

It has been used this integrated and innovative theoretical lens to understand the
longitudinal evolution of an exemplary case, an Italian initiative in the IT consulting
industry.

The Italian business structure is highly fragmented, with a significantly higher rate
of small and micro enterprises than in other developed countries [13]. These small and
micro enterprises are the real backbone of the Italian labor market and business land‐
scape, but they are often specialized in traditional activities and display low innovation
attitudes. These firms have stagnated during the 2000s, while larger enterprises enjoyed
the positive effects of the digital revolution; in addition, micro and small enterprises
have suffered more severely than larger enterprises from the economic regression
following the 2008 financial crisis.

The IT consulting market has been negatively impacted by this situation: many small
and micro enterprises, severely hit by the crisis, reduced their IT budgets or even
renounced to consider the opportunity of ICT-based innovation. Many experienced IT
professionals lost their jobs, whilst many young graduates in IT disciplines remain
unemployed and are not given the opportunity to gain experience.

The competences of these two categories of unemployed people are highly comple‐
mentary. Older professionals have a lot of experience of the business world, but they
sometimes lack updated knowledge on the most recent technological solutions and
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approaches Younger IT experts are native of the web-based mobile world, but they lack
business experience and relational capital.

The “5020” (FiftyTwenty) organization arises from the idea of transforming this
problem into an opportunity. The 5020 initiative was launched in 2013 by integrating
the competences of unemployed IT professionals in their 50s and 20s, respectively, into
a non-profit organization. The 5020 organization selects, trains and hires unemployed
IT professionals, providing them with an ICT-enabled environment for knowledge
exchange, collaboration and team building. Thanks to this unconventional approach,
5020 offers high-quality, accessible IT consultancy services to business customers,
especially those (such as small and micro enterprises and charities) that are usually
excluded from the opportunity to leverage high-quality information systems to improve
their effectiveness and efficiency.

The 5020 system generates a community whose key actors are, along with 5020
itself: young and experienced IT professionals, especially unemployed, single or asso‐
ciated; non profit organizations, micro and small enterprises interested in accessible IT
services; larger enterprises and government bodies interested in IT services and corpo‐
rate social responsibility initiatives; system integrators; a cooperative that provides
administrative and fiscal services; universities, both as a pool of young people to whom
draw from, and as a partner in studies and researches; EthosIT, a network dedicated to
promote an ethical approach to IT.

The presence of non-profit organizations and EthosIT in the service ecosystem
strongly influences the service ecosystem’s institutional logic and worldview and facil‐
itates sustainability-oriented self-organizing throughout the ecosystem.

Since some of the key actors are more interested in value creation at the societal level
than value capture [6], strong positive externalities are actually generated by this service
ecosystem.

Our explorative study suggests that service ecosystems in which ethically engaged
actors play a pivotal role may enable the creation of highly innovative, sustainability-
oriented business models, which generate important positive externalities. Our results
encourage to further investigating the role of organizational factors in designing service
ecosystems for the common good.

2 Background

The Service Science literature views service systems as complex configurations of
resources in which one party applies its competences for the benefit of, and in conjunc‐
tion with, another party, thus enabling value co-creation through (a) interactions between
competent and interested actors, and (b) use of the resources exchanged within and
across systems [1].

In particular, the service-dominant logic [2, 3] focuses on (ICT-enabled) producer-
consumer interaction systems, which should be designed (or innovated) in order to create
value both for the provider and the customer. This focus on the producer-consumer
relationship is consistent with the disciplinary ground in which the service-dominant
logic is rooted, i.e. marketing studies [4].
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On the other hand, authoritative authors claim that the service-dominant logic does
not limit itself in explaining the pivotal role of customers in value co-creation processes;
the service-dominant logic can and should be leveraged not only for business, but also
for societal purposes [14]. These claims notwithstanding, the possible role of the service-
dominant logic for sustainability and the common good has actually remained quite
under-investigated so far. In particular, studies on the possible role of service system to
address social problems (such as employability or small businesses’ poor innovation
capabilities) are almost absent.

Fortunately, recent developments in service science literature are providing novel,
useful theoretical tools to leverage the service system approach also for societal chal‐
lenges. The organizational features that are emerging as typical of service systems are
particularly promising for scholars interested in identifying new approaches to system
sustainability.

Notably, Lusch and Nambisan [5] highlight the importance of overcoming the tradi‐
tional focus on the producer-consumer divide in service-dominant logic and suggest to
develop a broader view of service systems as service ecosystems. Service ecosystems
are understood as communities of interacting actors that are capable of mutual value
creation thanks to common organizational structures and institutions that allow
coevolving capabilities and roles, resource integration and service exchange. Thanks to
these common organizational structures and institutions, the actors interacting in the
community can co-evolve adaptively and the ecosystem can enable the pursue of the
actors’ goals [15]. According to this view, the key interactions are not necessarily those
occurring in the classical provider-customer relationship: the key interactions for value
co-creation could also occur, for example, within a network of voluntary organizations,
governmental bodies, and citizens.

According to Lusch and Nambisan [5], some key organizational and institutional
features are essential to a successful service ecosystem:

1. Effective actor-to-actor network, where all actors serve as resource integrators and
collectively create their environment or the service ecosystem through reciprocally
enabled learning and knowledge exchange;

2. Effective digital platform, maximizing resource sharing, mobilization and integra‐
tion;

3. Effective architecture of participation: shared institutional logics [16], i.e. the shared
rules and ethical beliefs that actors leverage to coordinate their value co-creation
actions, even without a strong command and control structure (as typical of actor-
to-actor networks), along with a shared worldview, i.e. a common set of cognitive
tools, assumptions, methods and frameworks enabling the service ecosystem
survival.

This view of service ecosystems is strongly consistent with some very recent
advancement in organization and management studies. For example, Fjeldstad et al. [7]
observe that new, successful organizational designs oriented to innovation and value co-
creation “are based on an actor-oriented architectural scheme composed of three main
elements: (1) actors who have the capabilities and values to self-organize; (2) commons
where the actors accumulate and share resources; and (3) protocols, processes, and
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infrastructures that enable multi-actor collaboration” (p. 734). This framework high‐
lights the role of commons, understood as common environments where the actors
develop, share and use common resources to co-create value. This “architecture of
collaboration” proposed by Fjeldstad et al. [7] is highly compatible with Lusch and
Nambisan’s [5] view of service ecosystem: in both models, coordination and control are
emergent capabilities that are accomplished primarily via self-organizing mechanisms,
i.e. direct interaction among competent actors that share rules, values, beliefs and tools,
rather than by hierarchical subordination or market forces.

In this light, the correspondence between the two models invites us to understand
Lusch and Nambisan’s [5] digital platforms as a possible solution to provide the network
of competent actors with Fjeldstad et al.’s [7] commons, i.e. environments for co-
creating, protecting and/or distributing value.

Self-organizing architectures are particularly effective in enabling adaptive and
participated innovation, including sustainability transitions. It is not surprising, then,
that these complex self-organizing ecologies of competent actors are growingly viewed
as the emerging organizational solution to address societal challenges [8].

3 Method

The research question proposed by this study focuses on how an innovative organiza‐
tional architecture based on (i) a network of competent actors, (ii) an (ICT-enabled)
platform serving as a network commons and (iii) a shared institutional logic and world‐
view influences the emergence and evolution of a service ecosystem with strong positive
externalities.

A qualitative research approach is the one most suited to handle this type of enquiry
[17], not only because this study revolves around a ‘how’ question, but also because
scientific research on the role of service systems in addressing societal challenges is still
in its infancy.

More specifically, a longitudinal, in-depth case study seems particularly suited for
addressing the research question [18].

It has been selected a representative success case [19] of a service system explicitly
designed to create three important positive externalities:

• dissemination of sustainable, ethical IT culture;
• up-skilling and employment of IT professionals that otherwise would have remained

excluded from the labor market; and
• access to advanced ICT-based innovation on the part of micro and small profit and

non-profit organizations, which in traditional market conditions would have
remained excluded from this opportunity.

Longitudinal data collection on this case took place from 2013 to 2016. During this
period, this researcher had regular contact with all of the initiative’s stakeholders and
participated in some relevant meetings for the development of related projects.

During the period of data collection, 6 semi-structured interviews (about 40 min
each) were conducted with the social entrepreneur who conceived the service system
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(two interviews) two IT professionals working in the service system (one interview
each), the owner of a small enterprise that has implemented ICT-enabled innovation
thanks to the service system (one interview) and a manager of the non-profit organization
that embeds the service system (one interview). The interviewees represent the entire
range of this initiative’s stakeholders. It has been also collected relevant documents,
web pages, reports and press clips to triangulate the data.

Through group work and discussion, it has been selected the most interesting and
relevant contents from the collected materials and transcribed these contents with a word
processor in order to build a homogeneous archive for the analysis. The resulting archive
of the contents deemed relevant to this study includes roughly 110 pages.

These selected contents were coded using the Atlas.ti software and three types of
codes stemming from Lusch and Nambisan’s [5] framework, in the light of Fjeldstad
et al.’s [7] organizational view: (a) actor-oriented architecture; (b) ICT platform as a
commons; (c) architecture of collaboration. Finally, all of the coded parts were further
coded for date (year) in order to facilitate the longitudinal analysis of this initiative’s
evolution.

4 The “5020 (FiftyTwenty)” Case

5020 is the brainchild of a group of IT managers, who worked in this area, for several
organizations, for over forty years; they realized that many ex-colleagues had lost their
jobs or could work only for a few days a month and they decided to study the phenom‐
enon. They soon realized that the Italian context is particularly unfavourable, because
the “body rental” model through large consulting companies results in high prices for
the customers, but low wages and employability for IT professionals. After data analysis
and especially observing the negative externalities of unemployment in younger and
older IT professionals, they created a start-up, with the help of a project manager with
specific expertise in social entrepreneurship, to curb the loss and waste of skills, trans‐
forming them in a generative resource.

The project consists, in summary, in an “intergenerational pact for work”; it is based
on the creation of IT specialist teams, each composed of people in their 20s - who often
are not recruited after qualifications because “inexperienced” - and people in their 50s-
old people, prematurely ejected from the labour market because of the crisis. In this way,
working together, young people can make available the latest knowledge gained in
university and the older people can share the experience that comes from working career,
combining management experience and innovation. Working together, younger
people’s and older people’s knowledge can be transferred and exchanged, thus enriching
both categories of workers and generating positive social impacts in terms of develop‐
ment of knowledge, innovation, employment and their consequences [20]. The 5020
team firstly analysed ICT market trends, indicated by Gartner (world leader in strategic
consulting, research and analysis in the field of Information Technology), and then
defined the thematic areas on which focusing: business process management, Big Data,
Agile Methodology and ad hoc developments (Java and Web).
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People were recruited, selected, trained and employed thanks to a dedicated IT plat‐
form that allows them do not move from the places of residence, for those who want it,
thus also resulting in environmental sustainability. If necessary, 5020 provides certified
on specific technologies; people are chosen not only if they already have skills about
these technologies (they are still growing and scarcely available in the market) but also
selections are based on the individual’s potential, and people are trained to increase their
skills. Vocational education is also conducted in “5020” logic, therefore always involves
mixed sessions between fifty-years-old and new graduates.

After education/training, 5020 allocates IT specialists at the customers’ establish‐
ments, suited to the demands. Finally organizes training sessions, based on real proto‐
types developments that may fit the market. 5020 pays particular attention to people who
have been expelled from the workplace who possess out-dated skills or master niche
technologies, difficult to ‘resale’, and organizes follow-up meetings, among people
already working at customers and those just formed, to facilitate knowledge exchange
and sharing, also in training.

Companies that need IT services, can choose 5020 as a supplier; besides getting a
qualified service, they pay even less of its value, given that the team members, in order
to work and be trained, can accept lower remuneration than that requested by the market
(Fig. 1).

Fig. 1. The 5020 project. (Source: Authors)

The project is a “win-win” model, because all the parties involved have an improve‐
ment:
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• people in their 50s can be reintegrated into labour market, can have an income and
upgrade and enrich their knowledge, adapting behaviours, tools and working methods
to the continuous technological innovation;

• people in their 20s can practice, trying a salaried work and especially learn something
by working in team with more experienced people;

• small and medium enterprises or non-profit organizations can access innovative IT
services with investments that can afford;

• big companies can purchase IT services making a concrete action of corporate social
responsibility;

• the government can obtain, from people’s employment, positive externalities, espe‐
cially in health care and social inclusion (such as confronting depression and flaking
of family ties, the increase in disposable income and so on).

The interaction among all players continues to produce new knowledge and gener‐
ates continuous innovation.

The activity is organized as a non-profit; many operators, including the founder, are
volunteers and all profits are reinvested in the development of the activity or divided
among the employees in terms of higher salaries. The project has always been self-
funded.

In these last years, the project has evolved from several points of view about both
strategy and dimension, also thanks to the continuous exchange of information. In 2013,
the foundation year, it was a simple model of cooperation between seniors and juniors
who addressed to SMEs who wanted to implement their processes and therefore their
information systems. It aimed at combining expertise and innovation to avoid the waste
of resources (i.e. the skills of junior and senior workers), thanks to capable and motivated
people, to an effective recruitment model, to a lean organization with “virtual” work‐
places, “local” for people. The organization consisted of two founders (volunteers) who
practice all functions; six people have been trained and one of them employed in an
activity of business process review and improvement, through Appian, of a multinational
company.

In the following year, in 2014, a business plan was developed, based on some
presentations to companies in Verona and Milan’s area (North of Italy), thanks to
received references. Other businesses were added to the first activity: a work of Java
(programming), to the Veneto Region that financed a software for a network of non-
profit organization operating in a project of food waste, a web-site for a social promotion
and management, also on Java (programming), for a cooperative company. Then, the
5020 project was embedded in the activities of the same cooperative, in order to have
administrative and financial support. Partnerships with software companies were
consolidated. Fifteen people have been trained and six of them were employed; they
could share and enrich their knowledge and skills.

In 2015, the project had the purpose to enhance the involved people’s horizontal
competence (customer relationships, clarity of argumentation, balance of activities,
project management, etc.), through the organization of dedicated training opportunities,
starting from the real cases that they are facing in that period. Eighteen people were
trained, seven employed. Compared to the initial platform, there were a lot of changes.
Originally, the platform provided mixed senior/junior teams, access to services on all
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platforms, a dynamic recruitment through “ads” published on 5020 platform, with
targeted questions to assess candidate’s correspondence to the needs of the project that
have to be developed, designed for people who meet the requirements even at a distance,
mainly training on the job, and customers founded through sponsorship in the Verona’s
area. Today, the platform confirms, if possible, the mixed senior/junior team, although
the number of unemployed in the over-50 group is greater than the junior’s and there is
also a significant presence of intermediate (40s); the fields of service are defined by
focusing on those which ask more employees and constantly growing (BPM and Busi‐
ness Analytics), to provide more employment opportunities and development to the
people; for the recruitment, ads are published on 5020 web-site, on the electronic bulletin
boards of the universities, on LinkedIn and other social networks, requiring CV and then
interviewing people. In this way, it was possible to better understand the real situation
of the job market and the people’s problems, analysing their mistakes, especially in job-
search, and trying to improve their situation through dedicated training sessions. Thanks
to knowledge exchange, it was clear that people’s potential capabilities are more impor‐
tant than their vertically specialized knowledge; proximity is preferable to the venue of
the projects. Customers are mainly found on Milan through the network of the coordi‐
nator of the 5020-project.

In 2016 the project, thanks to the continuous exchange of knowledge, focused more
on solutions/tools of Business Process Management, Business Analytics, Digital
Communication and to specific customers’ needs. For them, 5020 selects the most suit‐
able ICT platforms to their needs, based on the criteria of innovation, easy integration
with existing systems, reliability, adaptability, easy development and affordability,
mainly Appian and QlickView. The employed team are 6, one for each customer; 4
people are indefinitely employed. 5020, with other partners, created a network focused
on ethics in IT and the assumptions, for 2017, is to turn the project into a social enterprise.

5 Discussion

5020 is a project created to fight waste of knowledge and skills and unemployment of
50 and 20 yearsold people, but also to fight the lack of IT investments on the part of
SMEs and Social enterprises, which then suffer from decreasing effectiveness, efficiency
and competitive advantage.

This project co-creates value by leveraging the resources exchanged within and
across service systems, according to Vargo’s et al. theory [1]. In particular, thanks to
the dedicated ICT platform and instruments, in this case there are two kinds of interac‐
tions that co-produce and use resources: the interaction between service provider (5020)
and their customers (enterprises), that creates value both for the provider and the
customer, who obtain a good service at a low price; and also the interaction between the
two groups of people that work to produce those services, 50s and 20s. By sharing
knowledge effectively, people that compose the teams improve their expertise, thus
resulting in innovation, on the one side, and increased employability, on the other side.

If 5020 is observed through the lens proposed by Lusch and Nambisan [5], this case
is a successful service ecosystem. In fact, the 5020 system is an effective actor-to-actor
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network, where all actors serve as resource integrators and collectively create their
environment or the service ecosystem through reciprocally enabled learning and knowl‐
edge exchange. I addition, there is a digital platform, that maximizes resource sharing,
enables recruitment, training remote work and integration. Finally, there is an effective
architecture of participation: shared knowledge, procedures, rules and ethical beliefs are
key factors to coordinate the co-creation of value, and the only kind of command and
control is the loose coordination by volunteers or in team, emerging from a bottom up
process based on shared principles. In the light of Fjeldstad et al.’s work [7], 5020 is
based on 50s and 20s people who have the capabilities and values to self-organize.
Employment is a common good that people want to safeguard they can accumulate and
share resources through the digital platform. Protocols, processes, and the same platform
enable collaboration between the two groups for people involved in teams but also
between 5020 and their providers and customers to achieve common objectives. The
role of the platform, resulting from a wide range of IT tools used for recruitment, educa‐
tion, training and work, is a common environment where the actors develop, share and
use common resources to co-create value. Coordination and control are emergent capa‐
bilities that are accomplished primarily via self-organizing mechanisms, i.e. direct inter‐
action among competent actors – 50s and 20s on the one side, and 5020 and its providers
and customers on the other side - that is self- organized, through the sharing of rules,
values, beliefs and tools, rather than by hierarchical subordination or market forces.

This project, in this light, is a service ecosystem that may be a powerful engine to
generate positive externalities:

• introduces people in their 20s and reintegrates people in their 40s–50s into the labour
market, giving them an income and upgrade and enriching their knowledge, adapting
behaviours, tools and working methods to the continuous technological innovation;

• encourages knowledge transfer and learning, by letting people work in team with
more knowledgeable and/or experienced professionals;

• provides SMEs and social enterprises with the opportunity to access innovative IT
services even with low investments, thus innovating and adapting their instruments
and their knowledge to continuous change;

• provides large companies with the opportunity to purchase IT services by making a
concrete action of corporate social responsibility;

• provides the entire community with the opportunity to take advantage from people’s
employment, and its positive consequences, especially in health care and social
inclusion fields.

6 Conclusions

Our research question was how an innovative organizational architecture based on (i) a
network of competent actors, (ii) an (ICT-enabled) platform serving as a network
commons and (iii) a shared institutional logic and worldview influences the emergence
and evolution of a service ecosystem with strong positive externalities. This explorative
study suggests that service ecosystems in which ethically engaged actors play a pivotal
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role may enable the creation of highly innovative, sustainability-oriented business
models, which generate important positive externalities.

Our results, emerging from the analysis of the interviews and the occupational and
profitable data of the 5020 project, shows that this project can be considered a service
ecosystem for common goods.

Further studies are certainly needed to better investigate the issue, but we think that
the case presented by this study is particularly suitable for illuminating the logic and
extending the relationships of the key organizational constructs identified. Moreover,
the direct involvement of one of the authors enabled direct access to data, and then a
particular thickness of the analysis.

This encourages us to further investigating the role of organizational factors in
service systems conceived as self-organizing networks with strong positive externalities.
Next steps may include quantitative monitoring thorough questionnaires and structured
interviews, longitudinally repeated throughout time to all people involved: volunteers,
50s and 20s professionals, service providers, customers, associations, schools, univer‐
sities, and governmental bodies.
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Abstract. This paper examines the quality of municipal services within
inner-city services. It identifies the most important service quality dimensions
that determine citizen satisfaction. System dynamics approach is used to model
and analyze ways to improve citizen satisfaction. For that purpose, we devel-
oped questionnaires based on ServQual. 634 questionnaires were distributed to
respondents in a town neighborhood of about 16,000 citizens. The relevance of
the ServQual dimensions was validated. Three of the ServQual dimensions:
reliability, empathy and responsiveness, significantly predicted citizen satis-
faction. The paper discusses ways to guide practitioners to improve quality
attributes and enhance inner-city customer satisfaction.

Keywords: ServQual � Customer satisfaction � Service � Quality � Inner city

1 Introduction

It is well recognized that providing high quality services has a beneficial effect on the
performance of the organization. There is a an evidence indicating that providing top
quality services enhances profitability, improves productivity, spreading positive
word-of-mouth, increases market share and return on investment, and reduces costs [1].
Municipal authorities face various kinds of responsibilities than those of the private
services in their endeavor to deliver services that meet customer expectation.

Service quality is a critical to both business competition and customer satisfaction.
Efficient and effective service provision system become the main focus of the public
service in many countries due to society requirements for local authorities service level
that will meet quality standard as expected by the taxpayers [2].

The most important step in defining and delivering good quality service under-
stands precisely the citizen needs. The citizen feedback provides valuable insight into
how well the municipal authority meets their customers’ needs. The information can be
used in quality improvement programs to help municipal management to improve
services, and the creation of a positive perception among citizens. Service quality can
also identify gaps between citizens’ perceptions and expectations of local services.

This paper represents a preliminary investigation of municipal service quality and
its influence on citizen satisfaction. In particular, the study attempted to investigate how
satisfaction changes can be identified and analyzed by using a system dynamics
approach. Finally, the municipal representatives need to understand the important roles
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played by the quality of their services from the customers’ point of view. Quality
assessments of achieving good reputation within the relevant population can be used as
a strategic tool for marketing the municipal services.

The paper structure is as follows: Sect. 2 reviews the relevant literature on service
quality and customer satisfaction. A description of the methodology adopted in this
study is discussed in Sect. 3. Section 4 presents the results. Section 4.1 presents the
system dynamics model, and conclusion appears in Sect. 5.

2 Literature Review

2.1 Service Quality

Quality is a major concern of any organization as well as any consumer as it presents a
measure of value that consumers gain for their money, time, and endeavor, and since it
owns a direct impact on the short and long-term survival of any governing body. In fact
quality is recognized as a strategic tool for attaining operational efficiency and
improved business performance [3]. Despite its significance, defining quality is quite a
mission. For example, Bitner et al. [4] define quality as a product’s ability to satisfy a
customer’s needs or requirements. Crosby and Stephens [5] define it as ‘conformance
to requirements’, while other definitions include fitness for use. Quality may summarily
be viewed as “the totality of features and characteristics of a product or service that bear
on its ability to satisfy stated or implied needs” [6]. Any organization should strive to
support his customers with quality service to match or exceed customers’ needs most of
the time. In other words, there should not be any gaps or between customers’ expec-
tation and the organization’s deliverables.

Service quality is a concept that has attracted considerable interest and a lot of
discussion in the scientific literature because of the difficulties in both defining and
measuring quality. One of the commonly used definitions of service quality is the ability
of the organization to meet or exceed customer expectations. It is the result of the
comparison that customers make between their expectations about a service and their
perception of the way the service has been performed. If expectations are greater than
performance, then perceived quality is less than satisfactory and hence customer dis-
satisfaction occurs.

Most of the recent work on service quality in the service sector can be credited to
the pioneering work of Parasuraman, Berry and Zeithaml. In a seminal research study,
Zeithaml, and Berry [7] identified ten dimensions of service quality based upon a series
of focus group studies. These dimensions are: (1) tangible features, (2) reliability,
(3) responsiveness, (4) communication, (5) credibility, (6) security, (7) competence,
(8) courtesy, (9) understanding, and (10) access.

From this primary research, developed a service quality instrument called
SERVQUAL that consisted of 22 pairs of statements which measure customer expec-
tations and perceptions of service delivered on a seven or nine points Likert scale. For
each pair of statements, the gap difference between the two scores is calculated. The idea
is that the service is good if perceptions meet or exceed expectations and problematic if
perceptions fall below expectations. The scale combined ten components into five
generic dimensions of service quality.
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2.2 The SERVQUAL Scale

The foundation for the SERVQUAL scale is the gap model proposed by Parasuraman,
Zeithaml and Berry [8, 9]. The gap or difference between customer ‘expectations’ and
‘perceptions,’ service quality is viewed as lying along a continuum ranging from ‘ideal
quality’ to ‘totally unacceptable quality,’ with some points along the continuum rep-
resenting satisfactory quality.

SERVQUAL is based on a set of 22 variables/items covering five different
dimensions of service quality namely:

• Reliability: The ability to perform a promised service dependably and accurately
• Responsiveness: A willingness to help customers and to provide support services
• Assurance: The knowledge and courtesy of employees and their ability to inspire

trust and confidence
• Empathy: The caring, individualized attention a firm provides its customers
• Tangibles: The physical facilities, equipment, and appearance of personnel.

2.3 Customer Satisfaction

Customer satisfaction has been recognized as one of the most important elements of
contemporary marketing thought, particularly in the case of service sectors and one of
the main goals in marketing. Because satisfied customers tend to maintain their con-
sumption pattern or consume more of the same product or service, customer satisfaction
has become an important indicator of the future behavior [10]. Due to its centrality,
various theories and models have been developed in an effort to define the construct and
explain satisfaction in different products/services and consumption stages [11].

Some researchers believe that service quality leads to satisfaction [12] while others
think otherwise. Empirical studies regarding this issue support the assertion that service
quality is the cause of satisfaction [13]. Within this causal ordering, satisfaction is
described as a post-consumption evaluation of perceived quality. It is an emotional
state that results from experiencing a service quality encounter and comparing that
encounter with what was expected. Quality is one of the service dimensions factored
into the consumers’ satisfaction judgment. As a consumer perceives a widening gap
between expected and desired levels of service, a feeling of dissatisfaction will
increasingly develop [14]. One of the suggestions for improving satisfaction is an
emphasis on empathy in relation to the service providers [15].

The social side of service satisfaction is considered particularly relevant where
there are high levels of customer-employee contact [16].

Research about using the ServQual methodology within municipality citizens was
conducted in several countries. For example, the United Arab Emirates conducted such
a study in Al-Ain Municipality. The findings indicated that The customer satisfaction
indices and scores of customers’ trust were in the mid-eighties, indicating high levels of
satisfaction and client trust [17]. Another study was carried out on 256 participants who
live in Canakkale, Turkey, and pay their bills to the municipality. Overall, the quality
and satisfaction levels are average. The lesson learned for managers and service
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personnel is the main proposal for the improvement should be focused on consumer
satisfaction. Using the ServQual instrument was also reported in the Eskiåžehir
Municipalities [18] as well as in the Tehran municipality of Iran and in the munici-
palities of São Paulo state [19, 20]. It can be noticed that the reports of using the
ServQual instrument within municipalities are across the world [21–24].

The review of the literature so far has provided support for the idea that there is a
strong direct link between service quality and satisfaction. In this paper, we analyze the
relationship between the variables of municipal service quality and citizens’ overall
satisfaction [25].

The review of the literature so far has provided support for the idea that there is a
strong direct link between service quality and satisfaction. In this paper, we analyze the
relationship between the variables of municipal service quality and citizens’ overall
satisfaction.

3 Methodology

3.1 General Approach

The data in this study were collected by using a structured questionnaire, which consists
of two parts. Part A was designed to gather information about respondents’ contact to
the municipal service call center, an overall satisfaction with the services provided by
the municipal service center and 22 statements related to measuring respondents’
expectation towards the service quality of municipal service center. The SERVQUAL
scale that was designed by Parasuraman et al. 1988 was used in this study [26]. The
respondents were asked to rate their level of agreement with each statement using
five-point scale ranging from 1 (Strongly Disagree) to 5 (Strongly Agree). Part B
consists of 22 statements related to measuring respondents’ perception towards the
service quality of municipal service center with the same scale as part A. Section C
gathers information about the respondent’s demographic background, such as gender,
age, educational level, way of contact (Telephone, Website, Mobile app.), complaint
category and residential neighborhood.

3.2 Data Collection and Analysis

The questionnaires were distributed to 634 respondents in a local government contains
a population of about 16,000 citizens. A total of 520 respondents out of the 634
contacted the municipal service center. The goal was to choose independent respon-
dents from different neighborhoods in order to avoid imitation or repetition of views.
Descriptive statistics, t-test, Pearson correlation and regression were conducted to
analyze the data. A system dynamics model was designed to simulate the quantity of
incoming complaints vs. how many of them were solved within normal time and how
many delayed or not solved at all. The benefit of using such model is a way to perform
sensitivity analysis depends on statistic results.
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3.3 Perception Score as a Measure of Satisfaction, Loyalty and Retention

For the purpose of this study, the perception score of 3.7 out of 5 (*75% of the
maximum) as shown is the minimum score needed to measure true satisfaction for the
combined dimensions as well as each sub-category of the dimensions. For example, a
SERVQUAL respondent’s perception score of 4 in Responsiveness would indicate an
acceptable level of satisfaction for that category. The same would be true for each of the
subcategories of that dimension as long as each achieved at least a 3.7 perception score.
Conversely, a SERVQUAL respondent’s perception score of 3.5 in Tangibility would
indicate a non-acceptable level of satisfaction for that category [27]. Manufacturing
firms improve their service quality and customer satisfaction to gain and increase the
benefits for customer retention and customer loyalty, therefore, it is influenced by
various factors involved in the process of service delivery to customers, such as physical
facilities and behavior and quality of the service personnel [28]. A common approach to
identify and operate appropriate quality improvement strategies to enhance customer
satisfaction is to divide the service process into attributes and to elicit the opinion of
customers on the performance with respect to each of these SERVQUAL dimensions.

The relationship between customer satisfaction and loyalty can be classified into
three groups [29]. The first comes from service management literature and studies the
relationship at an aggregated, company-wide level. These studies consider satisfaction
to be an antecedent of customer loyalty, which in turn influences firms’ profitability [3,
27]. The second focuses on the individual level and has mainly studied customer
retention by customer repurchase intension which in this case study is the citizens’ will
to use the service again [30]. The third focuses on the satisfaction –loyalty link on an
individual level with real service purchasing [31]. However, overall satisfaction seems
to be a better predictor of citizens’ intentions and behaviors.

3.4 System Dynamics Simulation Model

This paper uses System dynamics (SD) as one of its main approaches. SD is a
mathematical modeling technique to frame, understand, and discuss complex subjects
and troubles. The following references are excellent sources for learning the SD
methodology [32–35]. Currently the SD methodology is being employed throughout
the public and private sector for policy analysis and invention [36–39].

The simulation model used in this research proceeds from the SERVQUAL results to
an analysis on the action that the municipality leaders should take to improve the service
quality. The model simulates the results of the survey and shows the overall service
quality dimensions that determine citizens’ satisfaction and ways to improve it by sen-
sitivity analysis. The modeling and simulation was performed by Vensim PLE software.

3.5 SERVQUAL Results

The following description presents this research SERVQUAL results.

Tangibility. The average unweighted gap score (P-E) for the tangibility dimension of
customer satisfaction is 0.028. When applying the tangibility weight score of 18.2% to
the gap score, the weighted gap score jumps to 0.501. The survey results show that the
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perception of the local citizens exceeds their expectations of the tangible appearance
aspects of the municipal service center.

The average SERVQUAL perception score is 3.827 out of 5 shows high (>75%)
satisfaction ratio in the tangibility dimension.

Reliability. The average unweighted gap score (P-E) for the reliability dimension of
customer satisfaction is −0.043. When applying the reliability weight score of 22.4% to
the gap score the gap score jumps to −0.966. The survey results show that the per-
ception falls below their expectations of the reliability aspects.

The average SERVQUAL perception score is 3.237 out of 5 shows low (<75%)
satisfaction ratio in the reliability dimension.

Responsiveness. The average unweighted gap score (P-E) for the responsiveness
dimension of customer satisfaction is −0.083. When applying the responsiveness
weight score of 19% to the gap score, the gap score increases to −1.569. The survey
results show that the perception falls below their expectations of the responsiveness.

The average SERVQUAL perception score is 3.409 out of 5 shows low (<75%)
satisfaction ratio in the responsiveness dimension.

Assurance. The average unweighted gap score (P-E) for the assurance dimension of
customer satisfaction is 0.004. When applying the responsiveness weight score of
20.4% of the gap, the gap score increases to −0.086. The survey results show that the
citizens’ perception exceeds their expectations of the assurance.

The average SERVQUAL perception score is 3.890 out of 5 shows low (>75%)
satisfaction ratio in the assurance dimension.

Empathy. The average unweighted gap score (P-E) for the empathy dimension of
customer satisfaction is −0.026. When applying the reliability weight score of 20% to
the gap score, the gap score increases to −0.523. In both cases, the survey results show
that the perception of the Oregon HIDTA drug task force supervisors and investigators
fall below their expectations of the empathy aspects of the Oregon HIDTA ISC
Analytical Unit’s customer satisfaction level.

The average SERVQUAL perception score is 3.651 out of 5 shows low (<75%)
satisfaction ratio in the empathy dimension.

3.6 Weighted and Unweighted Gap Scores

Figure 1 presents the overall perceived SERVQUAL score for the five dimensions of
customer satisfaction is 3.588. This indicates lower score than 75% as a minimum
value of satisfaction.

The overall service quality gap Q = f(E,P) is defined as the difference between
customer’s expectations of a service provision and the perceptions of the delivered
service. To determine if there is a gap we use the Eq. (1):

OSQ ¼
Xk

j¼1

Pjn � Ejnð Þ ð1Þ
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OSQ indicates the Overall Service Quality for the local municipal service center;
K = number of service items (which is 22); P = overall perception of respondents

with respect to the performance of a service; E = overall service quality expectations;
n = number of respondents. Therefore, we get the result is Eq. 2:

OSQ ¼
X22

j¼1

Pj520 � Ej520ð Þ ¼ �0:125 ð2Þ

This result indicates that the quality of service provided by the local municipal
service center is negative, lower than what customers expect and desire. Overall
therefore, there is a gap (−0.125) in the service offered.

With an overall mean of 3.588 for perception and 3.713 for expectation it is evident
that quality of service falls below citizens’ expectations (<75%).

Statistical analysis was performed on the SERVQUAL. The results show a paired
sample correlation results with coefficient of 0.56, indicates a statistically significant
medium relationship between the overall score for expectation and that of perception.

4 The Simulation Model

System dynamics, as mentioned previously, is a methodology to understand the non-
linear behavior of complex systems in various domains [40]. Researches of municipal
systems using system dynamics method show a ways of improvements of processes
within the municipal [41]. In this paper a SD simulation model was implemented to
examine the citizen’s satisfaction. Figure 2 shows a system block diagram which is
used to demonstrate the SD simulation that was used. The inputs to the system block
diagram are the survey results and all the data collected during the research about
citizens’ complains. The data contains number of complaints via phone, email or
mobile application. The total number of complaints sorted into three channels of which
they were being resolved vs. predefined respond time. The first channel is the resolved
complaints within the predefined respond time, the second is the complaints that were
not resolved within the predefined respond time by the in – house departments, and the
third channel includes is the complaints that were not resolved within the predefined

Fig. 1. Weighted and unweighted gap scores
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respond time by the outsourced departments. These inputs are being calculated to
determine citizens’ satisfaction and ways to improve it by using sensitivity analysis.

4.1 Simulation Results

The simulation results are presented in Fig. 3. Y-axis in Fig. 3a represents the number
of citizens’ complaints exponentially increasing in relation to X-axis that represents the
time frame which is 36 months. As seen there is a relatively growth in the complaints
from citizen due to city’s population growth. Figure 3b is the result of overall service
quality by the survey where Y-axis represents the quality of service that includes the
gap between perceptions and expectations from service and results of the SERVQUAL
survey. The results show a negative satisfaction from service given by the municipality
service center.

Fig. 2. System block diagram

ba

Fig. 3. Simulation results
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Three service quality dimensions, namely reliability, empathy and responsiveness
significantly predicted citizen satisfaction and as a result the overall service quality is
negative as shown in Fig. 3b. However if we change these dimensions the overall service
quality can be improved and will influence on the citizens’ satisfaction. Figure 4 rep-
resents the improvement of overall service quality (OSQ) if the three dimensions of
reliability, empathy and responsiveness will increased with future survey where the other
two dimensions will remain with the same values.

Figure 5a shows the change of the number of service complaints in a relation to
municipality population growth within 36 month time frame where Y-axis represents
the number of complaints and X-axis represents the time in simulation. Figure 5b
shows the difference between the overall service quality results described by the gap

Fig. 4. Overall service quality improvement

a b

Fig. 5. Simulation results
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between the perceptions and expectations with the survey result and a change from a
negative value of −6 to a positive value of +7 in the overall satisfaction which can lead
to a conclusion that using a system dynamics simulation tool can show changes in a
nonlinear system.

5 Summary and Conclusion

This study examines the quality of municipal services provided by local government.
For that purpose, the 22-item SERVQUAL instrument was used to measure citizen
perceptions of municipal service quality. This suggests that basing quality measure-
ment efforts on SERVQUAL is appropriate for the assessing municipal services. The
study has also attempted to identify the most important service quality dimensions that
determine citizen satisfaction with municipal services. This study provides managerial
implications for municipal councils by offering them practical guidelines to improve
quality attributes that would increase citizen satisfaction. From a strategic perspective,
municipal officials can determine the relative importance of the five service quality
dimensions in predicting citizen satisfaction. By doing so, municipal officials can
determine which service quality dimension(s) they should pay most attention to.

It is recommended that service quality be assessed on an annual basis. The initial
assessment provides a baseline for comparison with future assessments. This com-
parison is essential for monitoring the effectiveness of service quality improvement
efforts and identification of service quality trends as they emerge. The assessment
would also provide a broader picture of interest to local governments who would then
be aware of the potential areas of interest to their citizens, as an annual assessment can
help measure progress and would allow enough elapsed time between assessments for
improvement efforts to have an impact, while at the same time still be frequent enough
to identify emerging customer service trends.

This study also had certain limitations that must be considered when assessing the
outcomes of its findings and implications. The results pertain only to the respondents
and generalizations to a wider population or service sector should be done with caution.
Additional studies comparing service quality of citizens from different regions of Israel
or across different public service settings might produce interesting findings. Further-
more, the study could have been improved by conducting qualitative interviews with
individual customers to ascertain other influence factors not identified in this analysis.
Future work can also focus on developing a richer model that incorporates other
potential variables beyond the two used in this study.
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Abstract. In a service quality perspective, the animal behavior of humans (e.g.
human ethology) in queues has, to our knowledge, never been observed. This
paper provides an empirical exploratory enquiry with the scope to understand
skiers’ behaviors in cable cars queues in order to improve their overall satisfac‐
tion. We carried 82 immersions and 43 semi-directed interviews in the Swiss Alps
(Valais), during the scholar vacations of February 2016. Along with the literature
review, this research provides hypotheses to better understand the interface
between a human queue and a mechanical transportation system. To adjust to the
rigid system of the cable cars, our results show that a queue’s regulation is mostly
based on ethological behavior.

Keywords: Queuing theory · Human ethology · Exploratory study · Human
behaviors · Customer satisfaction · Emotional temperature · Preventive control ·
Cable cars management

1 Context of Research

Many physical services are related to a queue system (e.g. counters, entry points,
customs etc.). To our knowledge, no research in queue management has assessed the
possibility of early detection of queue-jumping due to such emotional factors as anxiety,
nervousness or restlessness. Similarly, very little is done from a practical point of view
to defuse conflict while individuals wait in queues. On the one hand, quantitative
approaches coupled with Monte-Carlo simulation techniques now allow computers to
calculate a series of indicators to manage the queue from essentially an operational point
of view. When, for example, waiting time in the queue is considered too long, these
models can accurately assess the number of additional counters that need to be available
to return to a reasonable waiting time. On the other hand, qualitative approaches make
it possible to understand behavioral aspects of the queue. The authors of this paper are
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particularly interested in these qualitative approaches and especially in the studies of
human ethology (the animal behavior of humans).

Ethology [1] is the study of the behavior of living beings (animals or humans) in
their “natural ecosystem.” This discipline is concerned with all factors that induce a
certain behavior (e.g. stimuli, innate, acquired, etc.). We are convinced that a human
ethology approach can enable us to better understand queues of consumers and users.
Human ethology can allow us to study innate human behaviors specific to queues, such
as nervousness, impatience and even boredom.

We therefore asked ourselves whether an ethological field survey could be used to
better understand skiers’ queuing system at cable cars (e.g. ski lifts, gondolas, etc.) in
order to develop a tool for managing inconveniences and for prevention of queue-
jumping. To answer this question, this article draws on ongoing research in Valais
dealing with management of queues in its ski resorts.

This paper is organized as follow. First, a brief literature review on the topic is
presented. Then, the methodology is explained. In Sect. 4, the results of our study are
summarized. Different hypotheses are discussed in Sect. 5. Finally, we conclude and
indicate further research.

2 Literature Review

2.1 Queuing Management

It was at the beginning of the 20th century that the Danish engineer Agner Krarup Erlang
(1878–1929) developed queuing theory. His mathematical models were applied for the
first time to handle the very long queues of white-collar men and women who wanted
to take the skyscraper lift to their offices in downtown Manhattan. Erlang was not only
interested in quantitative models to assess waiting time and queue length, but also in the
perception of time spent in the queue (qualitative aspects—such as talking to a colleague
or reading one’s journal—may give the impression that the perceived waiting time is
shorter than the actual waiting time). The field of queue studies did not remain solely
with mathematical considerations and calculations. Indeed, many researchers have
analyzed the marketing and psychological aspects related to queues. Below, we present
briefly some research whose contributions deal with the behavioral aspects of queues
and provide a better understanding of why this exploratory study of queues at cable cars
uses human ethology methods.

Maister [2] is one of the first authors to talk about the psychology of queues. In his
paper, he examines how waiting is perceived and experienced by clients, and arrives at
the observation that the experience of waiting is specific to the context of the queue. By
analyzing this context and improving it, it is then possible to have a significant impact
on customers’ satisfaction.

Naumann and Miles [3] emphasized the importance of the control process and the
announcement of waiting times in order to maintain a sense of justice in the queue.
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Nie [4] proposed various stress reduction mechanisms, such as providing clients with a
waiting time forecast, or offering clients fast-paced opportunities. These practical sugges‐
tions can help managers reduce perceived waiting times, improve the wait-and-see
experience of clients, and improve overall queue management.

Baker and Cameron [5] demonstrated that some elements, such as music or the
structure of the queue, if properly managed, could have a positive impact on perception
of expectation and satisfaction. Their paper concludes with a model that uses all the
elements that the authors believe will positively affect the perception of expectation.

McDonnell [6] showed that music or perfume could reduce the level of discomfort
during a wait. The overall satisfaction level of the service thus increases by the insertion
of external stimuli while in a queue.

Rafaeli et al. [7] highlighted the importance of the relationship between the structure
of the queue and the attitudes of clients. The authors of this article questioned the
perceived anxiety, whether the service would be delivered according to expectations,
and what questions could be asked of clients waiting in the queue.

Choongbeom and Atul [8] developed an econometric model to explain wait times in
services. They identified how some independent variables, such as the human factor and
visual elements, have a significant influence on the perception of expectations of clients.

Van Riel et al. [9] described waiting as a psychological experience. The authors of
this paper found that the traditional queue could produce a sense of injustice, even if
from an objective point of view there is no inequality.

Whiting and Donthu [10] examined the difference between real wait time and
perceived wait time, based on a case study. It emerged that there were different ways to
reduce this difference and that, depending on the emotional state of the client, the
perceived waiting time may be longer or shorter.

It is important to note that with the advent of new technologies and the Internet,
qualitative research has more recently focused on the perception of waiting for online
services. For example, Nah [11] studied the wait time tolerated when consulting
websites.

2.2 Human Ethology

Etymologically, ethology means the study of manners. The naturalist Geoffroy Saint-
Hilaire coined this term in 1856. Konrad Lorenz and Niko Tinbergen [12] developed
ethology as a scientific discipline at the beginning of the 20th century. Human ethology
is rarely used by management researchers. As Boris Cyrulnik [13] remarked in an article
published in the Express on September 30, 1993, “Man is a species that is part of the
living world. It has inevitable behaviors that can be made observable thanks to hypoth‐
eses and methods derived from naturalist observations.”

Human ethology offers definitely interesting potential to study managerial phenomena.
Unfortunately, this discipline is not very much employed in management science. Maybe
this is due to the fact that it considered to be a natural science and not a social science. It is
often called the biology of human behaviour [14]. Nevertheless, it is more and more recog‐
nized that in organization research, there is a need to better understand how humans behave,
think, feel and react with each other [15, 16]. As such, over the last years there has been a
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growing number of studies in management relying on human ethology. For instance,
Otubanjo et al. [17] have developed a theoretical corporate framework of corporate identity
based on ethology. Human ethology has also been recently used to study resource consump‐
tion [18]. Closer to our approach, Jones et al. [19] have developed an ethogram to analyze
the interactions in the operating rooms (OR).

Concerning the ethological aspect (animal behavior: innate versus learned) of the
queues, to our knowledge, no research of this type has yet been conducted.

3 Methodology

To carry out this study, the central focus was an ethological field research. There
are two types of approaches in ethology to collect data: naturalistic observation and
experimental manipulation. The first is conducted in a natural environment or in a
reconstitution of it, while experimental manipulation is carried out in a laboratory
environment. In this research, a naturalistic observation was chosen because it is
well suited to an exploratory approach with the aim of generating new research
hypotheses.

In order to conduct the fieldwork, an immersion guide (commonly called etho‐
gram in ethology) has been developed. According to Weisfeld et al. [20], “a human
ethogram is a list and description of the basic observable whole-body behaviors
[…]. It provides a framework for the study of human behaviour”. This ethogram is
composed of several sections, including the gestures and behaviors of the skiers, the
means of attenuations put in place by the provider (lift operator), and facial expres‐
sions. To allow the investigators complete freedom of observation, this ethogram
intentionally outlined general elements. Furthermore, an interview guide containing
four open-ended questions was used to do the semi-directed interviews. The latter
provided additional linguistic elements facilitating the interpretation of the etho‐
grams.

Data collection took place from February, 8th to March, 4th 2016. During that
period, Swiss, French, English, Dutch, German, and Austrian skiers spent their
holidays in the Alps. A total of 24 days were spent at eight different stations in
Switzerland. This research was conducted at the following ski resorts: Crans-
Montana, Grimentz-Zinal, Nax and Vercorin (for the Swiss French-speaking
regions) and Belalp, Bellwald, Bettmeralp and Saas-Fee (for the German-speaking
regions). Eighty-two immersion episodes lasting approximately a quarter of an hour
were carried out, and 43 semi-directed interviews were collected.

The ski resorts were selected geographically (near the Service Design Lab in
Sierre). A schedule was established and respected in order to cover all the parts of
the holiday period and the relative meteorological hazards.

The data were analyzed with RQDA software [21], and summary of the main
results is presented below. This synthesis, as well as the various readings carried
out on the subject of queue management, allowed us to generate our own hypotheses.
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4 Summary of Results

RQDA software was used to analyze the immersions and the interviews. There are four
essential findings relating to human behavior which serve as a basis for generating hypoth‐
eses of ski queues at cable cars. The four main themes are (1) the notion of proxemics (2) the
typical elements of queues and group structure (3) waiting time and (4) the principle of first-
in/first-out (FIFO) in relation to queue-jumping or not respecting the queue.

In order to fully understand all the terms used in this synthesis, it is important to differ‐
entiate the turnstile from the entry gate. The first is the structure that a skier must go through
by scanning his or her ski pass before boarding the cable car, while the latter is a small
barrier that opens automatically just before boarding.

4.1 The Notion of Proxemics in the Queue

Proxemics [22], in the words of its creator Edward Hall, means “the interrelated observa‐
tions and theories of man’s use of space as a specialized elaboration of culture.” During the
observations in the queues, two distinctive waiting moments were identified when skiers
approached one another: first before passing the turnstiles, and secondly at the start of the
cable car facilities. It can therefore be concluded that the closer the skiers are to the turn‐
stiles and or the lifts, the closer they are to each other. For example, during the same immer‐
sion, the distance between skiers ranged from 30 to 40 cm before the turnstiles, and 50 to
60 cm after. This occurred even when few people were present or when skiers were well
spaced at the beginning of the line. During the immersions, several other measures were
taken, unrelated to the tightening of the end of the line: when the line was compact, only 25
to 30 cm separated the impatient skiers. When skiers knew each other or were in a group, the
distance was approximately 30 to 40 cm between people. Thus, groups were relatively
tighter and stood out from each other in the queue. In addition, there was no contact between
different groups and individuals. It should also be noted that family members stood closer
to each other than within groups of friends.

Finally, queuing can induce jostling and (physical) contact between different people.
Some then develop techniques to avoid such contact, for example by detaching themselves
from the queue. It should also be noted that proxemics varies according to affluence: the
more people, the more the skiers tighten. In addition, proxemics can also be influenced by a
disruptive element, such as the opening of a barrier that forces people to tighten.

The notion of proxemics in the queue is therefore quite variable according to the situa‐
tion and affluence levels. It can lead to contact between skiers that some people will try to
avoid. This phenomenon affects negatively the skiers’ experience.

4.2 The Structure of the Queue and Groups

In introduction to this topic, it is necessary to explain, following the immersions, how a
queuing system is generally organized. First, at the end of the ski slope, a funnel is built with
physical elements (e.g. ropes). The funnel gets narrower in front of the turnstiles. After the
turnstiles, the skiers find themselves in a free space in front of a gate. The end of the queue
is at the gate. The latter opens automatically to allow skiers to board the cable car.
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In most of our observations, skiers often waited side by side in order to hold conversa‐
tions. The rows before taking the chairlift were formed automatically, either before the gates
or at the beginning of the queue. There is thus an aspect of automation although at certain
facilities, the very structure of the queue forces skiers to form a row using the barriers
installed before the gates. The queues are well-organized, two by two or in groups, as if it
were an innate movement for skiers to line up before taking the chairlift. However, some‐
times disruptive elements, such as poorly organized groups or queue-jumping, break this
organization.

When skiers are in group, members try to organize themselves to get on the chairlift
together, and need to communicate to make that happen. Often the members of the group
are separated by the turnstiles and regroup once past. Two types of groups of skiers taking
the lift were clearly identified: those who do not want to mix and those who will mix with
other skiers if they can remain grouped. Indeed, the separation of a group can become
stressful or annoying depending on the situation. The important thing for these groups of
skiers is to be together and for this, communication plays an essential role. Communication
is similarly important when groups get off the chairlift. Skiers arrive and depart in groups,
even if they have to cut in front in order to stay together and not slow down the rest of the line.

The structure of the line is therefore fairly linear: skiers often put themselves side by side
or in a very hermetic group, for which staying together is a priority.

Then, arriving at the cable car, the skiers form of themselves columns to adapt to the
turnstiles. However, disruptive elements can occur, such as poorly organized groups or
queue-jumping, and will therefore break this organization.

4.3 The Waiting Impression

The perception of time is a key factor in the management of queues. The immersions
revealed that most individuals have a limit to what they perceive as an acceptable wait time.
When skiers reach that limit, they begin to have negative feelings. For the majority of skiers
observed, a wait of less than 5 min was suitable and did not cause any negative feelings.
After 5 min, individuals began to experience impatience, nervousness, anxiousness, exas‐
peration, and even apprehension, and complained about the length of the line. Some expect‐
ations are caused by technical problems and others are driven by human origin. However,
it is interesting to note that when expectations about wait time are driven by human factors
(e.g. someone falling several times) nobody gets irritated, unlike when the wait time is
driven by technical issues (e.g. a cable car breakdown). In other words, the cause of expect‐
ations has a strong influence on resulting behavior.

The impression of wait time, as well as the actual wait time, are therefore important in
this study because wait time is one of the main causes of dissatisfaction. Some skiers take
waiting time at cable cars as a decisive criterion when choosing a ski resort.

4.4 Queue-Jumping Management

Several factors influence queue-jumping: the structure of the lane (e.g. funnel, barrier
free space, etc.), the type of cables cars (e.g. cabin, chair lift, etc.) and the arrival area
(e.g. uphill, in a turn, several possible arrivals according to the chosen track, etc.).
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Certain queue-jumping behaviors are made on the basis of a tacit or explicit agree‐
ment, such as when a skier passes a group to get into a cabin that is too small for the
group to join, or when a skier lets another skier pass out of politeness, even though it
may irritate the individuals behind them.

When skiers were observed jumping queues without tacit or explicit agreement,
skiers also in line did not say anything. Some forced a smile but in most cases, there
were few reactions, although these incivilities are suspected to be irritating. Only one
skier said something to the queue-jumping skier. People are therefore rather stoic when
queue-jumping takes places.

Intentional queue-jumping appears to be poorly perceived and displeasing to indi‐
viduals. There are, nevertheless, explicit or tacit agreements between skiers to allow
passing under certain circumstances. However, the more people there are, the fewer
agreements there are.

These four elements presented above are the central points that emerge from the
synthesis of immersion transcripts and interviews, and characterize the observed skiing
queues in the Canton of Valais.

5 Discussion

Based on the synthesis of the different immersions and on the literature review, we
generated four hypotheses directly linked to ethological elements observed in waiting
queues. A discussion follows each hypothesis.

5.1 Hypothesis 1: In Order to Stay Together, Skiers are Prepared to Wait Longer
Without Affecting Their Perception of the Quality of Service

For groups of skiers, staying together is essential. Because the number of seats on cable
cars are fixed while group sizes vary, groups have to adapt to this technical constraint
and are willing to let other skiers go in front of them. This intentional passing, which
causes a longer waiting time for groups, has no effect on global satisfaction of group
members. Indeed, the value of remaining with the group is higher than the value of a
shorter waiting time.

5.2 Hypothesis 2: A Queue Where Skiers do not Stop Moving Forward Reduces
Negative Feelings and Behaviors

In ski queues, several mechanical elements like turnstiles interfere with skiers’ progress
through the queue. Although these elements have a control and a statistical (count of
skiers) function, skiers perceive turnstiles and gates as barriers that slow down the queue,
bring skiers closer together (cf. discussion about proxemics in the results section), and
possibly separate groups. These three factors generate negative feelings and behaviors.
To keep the essential functions of this barrier while suppressing the negative effect that
this blockade causes, the structure of the turnstile could be modified: for example, by
removing the metal blades but keeping the component that scans the ski pass. Any
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modification of this sort must be powerful enough to read the ski pass without requiring
the skier to stop.

5.3 Hypothesis 3: A Structured and Fair Waiting Queue has a Positive Impact
of the Perception of Wait Time

Currently, the structure of ski queues varies for each ski resort and cable car facility.
Elements like gates or turnstiles are common, but they are not installed everywhere. This
lack of cohesive structure creates perceived injustices characterized, for example, by
passing (not respecting the line). Consequently, a consistent queue structure respecting
the first-in/first-out principle would likely reduce this negative impact. This reorgani‐
zation would require several ski resorts to install gates, waiting spaces, and some would
need a complete change of queue structure. For example, cable cars could turn to a new
model inspired by amusement parks with a serpentine queue to prevent passing. New
technologies could also better regulate ski queues.

5.4 Hypothesis 4: Separating Groups has a Negative Impact on Behaviors
and Group Members’ Feelings

Cable cars have a fixed throughput that groups of skiers have to learn. There is a conflict
between this rigid, industrial system and humans’ animal instincts that encourages skiers to
stay together in their group. When groups have to separate in order to follow the
throughput, this animal instinct surfaces and leads to irritation and other negative feelings.

6 Conclusion

This exploratory research was performed through 82 immersions and 43 semi-directed
interviews in Valais Ski in February 2016. This empirical research on human ethology
in waiting queues in cable cars is, to our knowledge, the first one in this field. Indeed,
most of qualitative techniques in queuing management do not distinguish innate human
behavior from acquired behavior. In this research, we revealed that most skiers’ reactions
aren’t driven by cultural traits, but rather by common ethological denominators. Specif‐
ically, this study demonstrates how to detect and evaluate the skiers’ reactions in order
to regulate them.

We have managed to generate new waiting queue hypotheses for skiers’ behaviors
on an ethological basis. In future research, these hypotheses could be addressed to
improve the queuing management of cable cars. For instance, a regulation based on
ethological behaviors happens naturally in the queue in order to comply to the cable
car’s logistic. A well-managed procedure of the waiting queue (e.g. physical barriers)
would certainly help this phenomenon to happen.

These hypotheses have to be validated by statistical inferences in order to define the
typical skiers’ behavior in the cable car waiting queues. This research could be
completed by using experimental manipulation techniques applied to a random sample.
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Thus, in future research we plan to develop an IT Process to control the “emotional
temperature” of waiting queues. By “emotional temperature”, we imagine a measure‐
ment of the state of a waiting queue who could become heated or nervous in case of a
special event like an unpredicted closing of a cable car. This process will be similar to
a Statistical Process Control (SPC). This process is based on five steps:

1. Definition of the normal behavior of the waiting queue within tolerance based on
the ethogram

2. Definition of the deviation of the normal behavior based on the ethogram analysis
3. Alert given by the IT Process
4. Diagnosis from human expertise
5. Mitigation of the situation through human intervention based on the diagnosis to

return to normal behavioral conditions

To move from evaluating to treating dissatisfaction of skiers in waiting queues, we
suggest to set up preventive controls [23] in a three steps process:

1. Setting up of the objective (e.g. fluidity of the queue)
2. Analyze indicators coming from the IT Process
3. Launch of mitigations in relation to the level of the indicators (e.g. supply of tea or

hot chocolate in order to reduce the “emotional temperature”)

Several preventive control options based on human ethology already exist and should
be considered. For example, a camera automatically analyzes a waiting queue in order
to detect individual behaviors like anxiety, anger, or impatience. Then an employee will
be alerted and will immediately take in charge the skier. Numerous possibilities exist to
aid in managing waiting queues and are necessary in order to prevent a decline of the
general satisfaction of skiers. Indeed, reducing waiting time in queue will improve
skiers’ satisfaction.
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