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Preface

Multidisciplinary Approaches to Neural Computing belongs to a book series
dedicated to recent advances in computational and theoretical issues of artificial
intelligence methods. In this volume, particular attention is given to the dynamics of
signal exchanges and the role played by artificial neural networks in giving
meanings to aspects of information processing and social information processing in
order to approximate noncomputable functions in the Turing exception of the term.
The content of the book is organized in sections and each edition affords and
discusses new ANN topics on the basis of their contributions in integrating algo-
rithms and procedures for the processing of dynamic signals, in anticipation of the
implementation of intelligent avatars, interactive dialog systems, and reliable
complex autonomous systems for facilitation learning, decision making, aging, and
improve the common well-being.

Each edition of the book is related to a long running International Conference,
WIRN (International Workshop on Neural Networks, currently at the 28th edition).
After the conference, the topics of major interest are selected and researchers
proposing these topics are invited to contribute to the book.

The current edition is composed of the following topics:

1. Introduction
2. Algorithms
3. ANN Applications
4. Industrial Applications of Computational Intelligence Approaches
5. Social and Biometric Data for Applications in Human-Machine Interactions

Given the multidisciplinary nature of the book, scientific contributions are from
computer science, physics, psychology, statistics, mathematics, electrical engi-
neering, and communication science. The contributors to this volume are leading
authorities in their respective fields. We are grateful to them for accepting our
invitation and making (through their participation) the book a worthwhile effort. We
would like to thank the Springer project coordinator for books production
Mr. Ayyasamy Gowrishankar, the Springer executive editor Dr. Thomas
Ditzinger, and the editor assistant Mr. Holger Schaepe, for their outstanding
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support and availability. In addition we would like to express our deep appreciation
and gratitude to the editors-in-chief of the Springer series Smart Innovation,
Systems and Technologies, Profs. Jain Lakhmi C. and Howlett Robert James,
for supporting our initiative and giving credit to our efforts.

Caserta, Vietri sul Mare, Italy Anna Esposito
Mataro, Spain Marcos Faudez-Zanuy
Reggio Calabria, Italy Francesco Carlo Morabito
Torino, Italy Eros Pasero
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Chapter 1
Redefining Information Processing
Through Neural Computing Models

Anna Esposito, Marcos Faundez-Zanuy, Francesco Carlo Morabito
and Eros Pasero

Abstract Artificial Neural Networks (ANN) are currently exploited in many sci-
entific domains. They had shown to act as doable, practical, and fault tolerant
computational methodologies. They are equipped with solid theoretical background
and proved to be effective in many demanding tasks such as approximating com-
plex functions, optimizing search procedures, detecting changes in behaviors,
recognizing familiar patterns, identifying data structures. ANNs computational
limitations, essentially related to the presence of strong nonlinearities in the data
and their poor generalization ability when provided of fully connected architectures,
have been hammered by more sophisticated models, such as Modular Neural
Networks (MNNs), and more complex learning procedures, such as deep learning.
Given the multidisciplinary nature of their use and the interdisciplinary character-
ization of the problems they approach, ranging from medicine to psychology,
industrial and social robotics, computer vision, and signal processing (among many
others) ANNs may provide the bases for a redefinition of the concept of information
processing. These reflections are supported by theoretical models and applications
presented in the chapters of this book.

Keywords Neural network models ⋅ Learning ⋅ Artificial intelligent methods
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1.1 Introduction

There are a number of theories on information processing that argue on different
meanings attributed to the concept of information and on different uses of it.
Information processing is a research branch of communication theory that attempts
to quantify how well signals encode meaningful information and how well
[receiving] systems process [it] [5]. The conventional approach (introduced by
Shannon [7-8] consider “information” as a probabilistic measure of the amount of
signals emitted by an information source (the information entropy) and transmitted
over a communication channel. This theoretical definition does not account for
signal’s meanings (emitted signals may be only noise), and rely on the receiver’s
subjective ability to decode the received information. In order to overcome these
limitations, alternative information theories have been proposed, such as the gen-
eralized information theory [6] which include theories of imprecise probabilities [2]
and fuzzification of uncertainty theories [10], and adaptive online learning algo-
rithms [9] which include independent component analysis [3] and unsupervised
factorial learning [4].

In this context ANNs are considered information processing systems consisting
of a network of elementary computational units distributed on different layers and
linked together, paralleling to some extent the structure of the human brain cortex.
The computation that takes place over the several hidden layers of the network
allows the implementation of complex learning algorithms (by examples, or asso-
ciations), and provide generalized representations and solutions even in the case of
nonstationary and nonlinear input-output relationships. Limitations due to the fact
that large and fully connected networks may never converge to a solutions because
they may develop nonsensical interactions among nodes are surmounted by new
biologically inspired models such as modular neural networks (MNN) which
exploit the concept of ANN modules “that have identifiable inputs and outputs from
other modules” [1]. ANNs, being equipped with specific communication abilities,
specific activation functions, and adaptation characteristics, as well as, offering the
freedom to complicate their structure for the generation of subnetworks, connec-
tions, and weights to satisfy specific constraints, are computing machines mim-
icking the human way to achieve information processing.

1.2 Content of This Book

The themes approached in this book are multidisciplinary in nature, even though,
they are all closely connected in their final aims to identify features from dynamic
realistic signal exchanges and invariant machine representations in order to auto-
matically identify, detect, analyze, and process real data. The content of book is
organized in sections, each dedicated to a specific topic, and including peer
reviewed chapters reporting applications and/or research results in neural

4 A. Esposito et al.



computing from different scientific disciplines. The book is a follow-up of the
International Workshop on Neural Networks (WIRN 2016) held in Vietri sul Mare,
Italy, from the 18th to the 20th of May 2016. The workshop, being at its 28th
edition is nowadays a historical and traditional scientific event bringing together
scientists from different countries, and scientific disciplines. Each chapter is a peer
reviewed extended version of the original work presented at the workshop and not
published elsewhere.

Section I introduces the concept of information processing under the neural
computing umbrella through a short chapter proposed by Esposito and colleagues.

Section II is dedicated to artificial neural networks algorithms adopting either
supervised or unsupervised learning approaches. The section includes 5 short
chapters discussing respectively on Unsupervised Learning Techniques for Hybrid
Seismic Events Discrimination (proposed by Esposito AM and colleagues), a Fuzzy
C-Means Clustering Algorithm for Multispectral MR Image Segmentation (pro-
posed by Rundo and colleagues), a Clustering Algorithm (QuickBundles) for
Tractography Representations (proposed by Cauteruccio and colleagues),
a Micro-Genetic Algorithm for Accurate Computation of Drude-Lorentz Coeffi-
cients (proposed by Sgrò and colleagues), and the Adam’s Algorithm Applied to a
Blind Source Separation of Signals (proposed by Scarpiniti and colleagues).

Section III is devoted to the effectiveness of neural networks in identifying and
discriminating desired patterns in the data. This section includes 10 short chapters
where ANNs are successfully applied to daily life problems. In particular, NNs are
exploited for Hand Pose Recognition (by De Felice and Camastra), detection of
Simple Juggling Movements (by Camastra and colleagues), modeling of Cortical
Phase Transitions (by Apicella and colleagues), Fall Detection (by Droghini and
colleagues), Transformation of Non-Linear and Time-Variant Signals (by Alippi
and colleagues), Data Mining for Distributed Medical Scenarios (by Scardapane
and colleagues), Rule Base Reduction Using Conflicting and Reinforcement
Measures (proposed by Anzilli and Giove), Internet Traffic Prediction (proposed by
Narejo and Pasero), Dimensionality Reduction of Nonstationary Data (proposed
Cirrincione and Randazzo), and Voice Activity Detection in a Multiroom Envi-
ronment (proposed by Vecchiotti and colleagues).

Section IV is a special session devoted to Computational Intelligent Approaches
to Industrial Processes. The section includes 7 short chapters dedicated respectively
to: NN-Based Classification in Industrial Context (proposed by Cateni and Colla),
Neural Networks Systems for Unbalanced Industrial Datasets (proposed byVan-
nucci and Colla), Quantum-Inspired Evolutionary Multiobjective Optimization
(proposed by Fiasché and colleagues), Neural Networks for Steam Turbine Mon-
itoring (proposed by Dettori and colleagues), Predictive Neural Networks for Fuel
Consumption (proposed by Aliev and colleagues), SOM-Based Analysis to Relate
Non-Uniformities in Magnetic Measurements to Hot Strip Mill Process Conditions
(proposed by Nastasi and colleagues), and Vision-Based Mapping and
Micro-Localization of Industrial Components in the Fields of Laser Technology
(proposed by Theoharatos and colleagues).

1 Redefining Information Processing Through … 5



Section V is a special session devoted to “Social and Biometric Data for
Applications in Human-Machine Interactions: Models and Algorithms”. The topic
is rooted in the current trends of Information Communication Technology (ICT) for
social information processing in order to develop ICT interfaces facilitating
learning, education, aging and well-being. The section includes 13 short chapters
describing perceptual, social, and behavioral data. In this context the 13 chapters are
dedicated respectively to: A Neural Network Analysis of ERP in Intimate Partner
Violence (Invitto and colleagues), EEG Signals’ Wavelet Coherence in Mild
Cognitive Impaired and Alzheimer’s Patients (Ieracitano and colleagues), EEG
Signal Classication by a SVM Based Algorithm (Saccà and colleagues), Automatic
Removal of Artifacts from the EEGs of Alzheimer’s Patients (proposed by Mam-
mone), An OERP Study on Smell and Meaning (Invitto and colleagues), Detection
of Depressive States from Speech (Mendiratta and colleagues), Effects of Gender
and Luminance Backgrounds on the Recognition of Neutral Facial Expressions (by
Capuano and colleagues), Semantic Maps of Twitter Conversations (Ciaramella and
colleagues), Cursive Handwriting Learning in Schools (Comajuncosas and col-
leagues), Implicit and Explicit Attitudes on Voting Behaviour (Di Conza and col-
leagues), Gambler’s Fallacy (Matarazzo and colleagues), Intuitive Decisions
Deliver Better Results than a Deliberate Approach (Maldonato and colleagues), and
How AI is Changing Human Evolution (by Maldonato and Valerio).

1.3 Conclusion

A number of different research communities within the psychological and com-
putational sciences have tried to characterize information processing in terms of
human neural behaviors, formal and informal social signals, communication modes,
hearing and vision processes, as well as, task optimization rules for detecting
environmental events, improving industrial processes, helping in decision makings.
There has been substantial progress in these different communities and surprising
convergence in the field of Neural Computing. This growing interest makes the
current intellectual climate an ideal one for the unveiling of this book devoted to
collect current progresses in dynamic signal exchanges, information processing and
social information processing by artificial neural networks. Key aspects considered
are the integration of algorithms and procedures for the recognition of dynamic
(faces, speech, gaits, EEGs, seismic waves) signals, in anticipation of the imple-
mentation of intelligent avatars, interactive dialog systems, and reliable complex
autonomous systems for facilitation learning, decision making, aging, and improve
the common well-being.
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Chapter 2
A Neural Approach for Hybrid Events
Discrimination at Stromboli Volcano

Antonietta M. Esposito, Flora Giudicepietro, Silvia Scarpetta
and Sumegha Khilnani

Abstract Stromboli volcano is considered one of the most active volcanoes in the
world. During its effusive phases, it is possible to record a particular typology of
events named “hybrid events”, that rarely are observed in the daily volcano activity.
These ones are often associated to fault failure in the volcanic edifice due to magma
movement and/or pressurization. Their identification, analysis and location can
improve the volcano eruptive process comprehension. However, it is not easy to
distinguish them from the other usually recorded events, i.e. explosion-quakes,
through a visual seismogram analysis. Thus, we present an automatic supervised
procedure, based on a Multi-layer Perceptron (MLP) neural network, to identify and
discriminate them from the explosions-quakes. The data are encoded by using LPC
coefficients and then adding to this coding waveform features. The 99% of accuracy
was reached when waveform features are coded together with LPC coefficients as
input to the network, emphasizing the importance of temporal features for dis-
criminating hybrid events from explosion-quakes. The results allow us to assert that
the proposed neural strategy can be included in a more complex automatic system
for the monitoring of Stromboli volcano and of other volcanoes in the world.
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Keywords Hybrid events ⋅ Explosion-quakes ⋅ Seismic waves ⋅ Volcano
monitoring ⋅ Neural learning ⋅ MLP network

2.1 Introduction

The volcanic activity of Stromboli, one of the most active volcanoes in the world, is
described by small to medium size explosions occurring at the eruptive vents on the
top of the volcano [11]. Usually, the explosion frequency rate ranges between 6 and
18 events per hour [4, 5]. This persistent eruptive activity is sometimes interrupted
by effusive phases which lead to the formation of lava flows on the Sciara del
Fuoco, the NW flank of the volcano characterized by lateral collapse structures
[16]. In recent decades, two major effusive phases occurred in 2002–2003 [3] and
2007 [24], after which the scientific community and civil protection authorities
made a big effort to improve the monitoring [6] and knowledge of Stromboli
volcano dynamics [1, 18]. Also the landslides, which caused the tsunami of 2002
[21, 26–28] and were precursors of the effusive phase on February, 2007 [24], were
investigated, in particular their detection and discrimination has been exploited by
using neural networks [8–10, 17]. Some minor episodes of lava overflow from the
summit craters occurred in later years [14].

Also hybrid events, typically recorded during Stromboli effusive phases, can be
considered significant signals as they provide important information on the volcano
status. Their sources are usually very shallow [12, 22]. Esposito et al. [12] sug-
gested a relationship between the formation of a fracture system at the summit of
the volcano (6–8 March, 2007) and the source of the hybrid events, recorded as
swarms in that period and located in the same position. Hybrid event waveforms are
hardly distinguishable from those of explosion-quakes which are characteristic of
the Stromboli wave-field. Thus, we propose an automatic system, based on a
Multi-Layer Perceptron network, to discriminate hybrid signals from the
explosion-quakes. In the following we introduce the seismic signals recorded at
Stromboli volcano, explain the parametrization chosen for the data encoding,
illustrate the adopted neural strategy, describe the MLP results and finally present
our conclusions.

2.2 Seismic Signals at Stromboli Volcano

The semi-persistent explosive activity of the Stromboli volcano produces the typical
explosion-quake signals (Fig. 2.1). The monitoring seismic network also records
regional and teleseismic earthquakes, which occur at a great distance from the
island, and local seismic transients due to volcano-tectonic events or landslides.
However, they are not investigated at this time.
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Hybrid events are also recorded, generally during volcano effusive phases and
rarely during its usual explosive activity. They can be considered a particular
typology of seismic events observed at several volcanoes. The left panel of Fig. 2.2
shows the location, with the geometry of the seismic network, of some hybrid
events recorded during the swarm occurred on March 6–8, 2007, while on the right
their representation on the seismogram is depicted.

The aim of this work is to discriminate hybrid events from explosion-quakes,
since they are not easily distinguishable only through a visual analysis of their
seismograms. Figure 2.3 shows, on the top panel, the seismograms of an hybrid
event (on the left) and of an explosion-quake (on the right) and their corresponding
spectrograms in the frequency domain, on the bottom panel. As observed in the
figure, the hybrid event (on the left) presents an initial part with a high frequency
content and a second part with a narrow frequency band, while the explosion-quake
signal (on the right) exhibits no distinct seismic phases and has a frequency range of
1–6 Hz.

Observing the hypocenters of the events of 6–8 March 2007 swarm (Fig. 2.2),
we can see that they are concentrated near the volcano surface, at an elevation
raging between 600–800 m a.s.l., indicating a shallow source of these signals. In
the same period, the formation of a fracture system at the summit of the volcano
was observed (Fig. 2.4).

Fig. 2.1 Examples of explosion-quakes at Stromboli volcano: the first three panels are photos of
explosion-quakes (courtesy of Rosario Peluso). Below, on the right, a 4-hour long recording
window of powerful explosion-quakes is depicted; while on the left the explosion-quake location
on the map of Stromboli island is visualized (small red points)
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2.3 Data Parametrization

The exploited dataset is of 884 events partitioned into two classes, i.e. 455 hybrid
events and 429 explosion-quakes. For both classes each record has a duration of
18 s i.e. a vector of 900 samples with a sampling frequency of 50 Hz.

In order to obtain a significant and discriminating data encoding, the following
plots of the signals have been performed and analyzed: the Amplitude v/s Time plot
(Fig. 2.5), the LPC [20, 23] Spectrum (Fig. 2.6) and the Spectrograms (Fig. 2.7)
both for an explosion-quake (on the left) that for an hybrid event (on the right)
respectively.

Fig. 2.2 A temporal window of the swarm of hybrid events recorded during March 6–8, 2007, on
the right, and the relative location of some of them, on the left (after Longobardi et al. 2012). The
black points in the left panel indicate the 13 seismic stations of Stromboli monitoring network

Fig. 2.3 The waveforms and the associated spectrograms of an hybrid event (on the left) and of an
explosion-quakes (on the right)
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From the above plots we can infer the following observations: first, the LPC
spectra of the explosion-quake (Fig. 2.6) shows some peaks and then a sudden and
consistent decrease; on the contrary, that of the hybrid event presents clear peaks
with no sudden decline. Second, looking at the spectrograms (Fig. 2.7), peaks of
amplitude are observed at low frequency for the explosion-quake, whereas at the
beginning of the hybrid event we can observe high frequency peaks. The same can
be noticed from the seismograms (Fig. 2.5). These remarks led us to use a data
representation that considers not only the LPC [20, 23] coefficients, but also the
waveform information obtained as:

Fig. 2.4 The fracture system at the crater terrace of Stromboli during the 2007 effusive phase
highlighted by the red dashed line (photo by Tullio Ricci)

Fig. 2.5 The amplitude v/s time plot of an explosion-quake (on the left) and of a hybrid event (on
the right) respectively

2 A Neural Approach for Hybrid Events … 15



Wi = Simax − Siminð Þ *N ̸Σ Simax − Siminð Þ ð1Þ

where:

Simax = is the maximum value in the i-th window,
Simin = is the minimum value in the i-th window,
N = is the number of windows

We use a window length of 90 samples (i.e. 1.8 s). Figure 2.8 visualizes the
waveform coefficients plotted in the mid-point of time windows for an
explosion-quake signal.

At the end of the preprocessing stage, each signal will be encoded by a vector of
LPC and waveform coefficients. The number of coefficients was not fixed in order
to test different representation and select the best one.

Fig. 2.6 The LPC spectrum of an explosion-quake (on the left) and of a hybrid event (on the
right) respectively

Fig. 2.7 The spectrograms of an explosion-quake (on the left) and of a hybrid event (on the right)
respectively
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2.4 MLP Technique

For the discrimination task we adopted a Multi-Layer Perceptron (MLP) [2] net-
work. Neural networks have proved to be effective in several applications and fields
[7, 8, 13, 15, 17, 25, 29, 30] thanks to their learning ability form the experience and
to be data-driven methods. Moreover, they are non-linear models and can represent
complex data relationships.

In our experiments, the dataset for each class of signals was partitioned into
training, validation and testing sets as shown in Table 2.1. In particular, the training
set was composed of 441 input vectors (227 hybrid events and 214
explosion-quakes). The same training set was used for all the experimental con-
ditions detailed in Table 2.2. The validation process is done in order to find the
optimal number of iterations to be used in the training process.

Then, the net parameters adjustment was realized taking into account previous
works [13, 17] and using a trial and error procedure. Regarding to the MLP
architecture, we used a variable number of hidden nodes, a nonlinear
hyperbolic-tangent function for the hidden nodes and a logistic sigmoidal activation
function for the output unit. The weight optimization was carried out through two
algorithms, i.e. the Quasi-Newton and the Conjugate Gradient [2]. Finally, during
the training, instead of the conventional mean square error (MSE) function,

Fig. 2.8 The waveform
coefficients of an
explosion-quake signal

Table 2.1 The dataset distribution for the MLP training, validation and testing

Training (50%) Validation (20%) Testing (30%)

Explosion-quakes (429) 214 85 130
Hybrid events (455) 227 92 136

441 177 266
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we minimize the Cross-Entropy Error Function [2]. Combining logistic output units
and this error function, the network response indicates the probability that a certain
input belong or not to one of two classes, providing a probabilistic interpretation.

2.5 Results

In the following we illustrate the results of the MLP discrimination on the testing
set by using the Conjugate Gradient and the Quasi-Newton learning algorithm
respectively (Table 2.2). The performances are obtained varying the number of the

Table 2.2 The MLP performances obtained varying the number of the hidden nodes (X) and the
input vector dimension expressed as the number of LPC coefficients (Y) with or without a fixed
number (i.e. 10) of waveform coefficients. The best performances are in cyan color

Conjugate Gradient

Quasi New
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hidden nodes and the input vector dimension. In particular, we first used only the
LPC coefficients, then we added a fixed number of waveform coefficients (i.e. 10).
The best performances are indicated in cyan color. In the Table 2.2, X indicates the
number of the hidden nodes, while Y is the number of the LPC coefficients.

2.6 Conclusions

A neural strategy is proposed in order to detect and discriminate hybrid events
recorded at Stromboli volcano from the typical explosion-quakes. Hybrid signals
are a particular typology of events often associated to fault failure in the volcanic
edifice due to magma movement and/or pressurization [19]. Their analysis can
improve the eruptive process comprehension. However, it is difficult to distinguish
them from the explosion-quakes by using only a visual inspection of their seis-
mograms. So, to accomplish this aim, first we encoded data by using their dis-
criminating features. In particular, we applied the LPC technique [20, 23] for
extracting the spectral content of both signals, and a waveform representation to
obtain their temporal features. Then, we selected a Multi-Layer Perceptron [2]
network to realize the discrimination task.

As visualized in Table 2.2, the best performances was obtained with an input
dimension between 22 (i.e. 12 LPC coefficients + 10 waveform coefficients) and 26
(i.e. 16 LPC coefficients + 10 waveform coefficients) and with a number of hidden
nodes between 4 and 6. Moreover, a sudden increase in accuracy, from 88–94% to
97–99%, was reached when the waveform features are coded together with LPC
coefficients as input to the network, emphasizing the importance of temporal fea-
tures for discriminating hybrid events from explosion-quakes.

The achieved results demonstrate that the proposed method, based on the MLP
network, well discriminate the two classes of signals. So, it could be included in an
advanced automated system for the monitoring of Stromboli and of other volcanoes
in the world.
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Chapter 3
Fully Automatic Multispectral MR Image
Segmentation of Prostate Gland Based
on the Fuzzy C-Means Clustering
Algorithm

Leonardo Rundo, Carmelo Militello, Giorgio Russo, Davide D’Urso,
Lucia Maria Valastro, Antonio Garufi, Giancarlo Mauri,
Salvatore Vitabile and Maria Carla Gilardi

Abstract Prostate imaging is a very critical issue in the clinical practice, especially
for diagnosis, therapy, and staging of prostate cancer. Magnetic Resonance Imaging
(MRI) can provide both morphologic and complementary functional information of
tumor region. Manual detection and segmentation of prostate gland and carcinoma
on multispectral MRI data is not easily practicable in the clinical routine because of
the long times required by experienced radiologists to analyze several types of
imaging data. In this paper, a fully automatic image segmentation method,
exploiting an unsupervised Fuzzy C-Means (FCM) clustering technique for multi-
spectral T1-weighted and T2-weighted MRI data processing, is proposed. This
approach enables prostate segmentation and automatic gland volume calculation.
Segmentation trials have been performed on a dataset composed of 7 patients
affected by prostate cancer, using both area-based and distance-based metrics for its
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evaluation. The achieved experimental results are encouraging, showing good
segmentation accuracy.

Keyword Fully automatic segmentation ⋅ Multispectral MR imaging ⋅ Prostate
gland ⋅ Prostate cancer ⋅ Unsupervised Fuzzy C-Means clustering

3.1 Introduction

Prostate imaging is a critical issue in diagnosis, therapy, and staging of prostate
cancer (PCa). The use of different imaging modalities, such as Transrectal Ultra-
sound (TRUS), Computed Tomography (CT) or Magnetic Resonance Imaging
(MRI), depends on the clinical context. More recently, MRI is emerging more and
more. For instance, PCa treatment by radiotherapy requires an accurate localization
of the prostate. In addition, neighboring tissues and organs at risk, i.e., rectum and
bladder, must be carefully preserved from radiation, whereas the tumor should
receive a prescribed dose [1]. This applies also for prostate tumor ablation using
High Intensity Focused Ultrasound (HIFU) [2]. CT was primarily used for treat-
ment planning, but increasingly MRI is used because of its superior soft-tissue
contrast and multispectral capabilities [3]. However, CT images are currently used
in prostate brachytherapy to locate the radioactive seeds.

Manual detection and segmentation of both prostate gland and prostate carci-
noma on multispectral MRI is a time-consuming task, which has to be performed by
experienced radiologists. In fact, in addition to conventional structural MRI pro-
tocols T1-weighted (T1w) and T2-weighted (T2w) MR images, complementary and
powerful functional information of the tumor can be extracted from: Dynamic
Contrast Enhanced (DCE), Diffusion Weighted Imaging (DWI), and Magnetic
Resonance Spectroscopic Imaging (MRSI) [4–6]. A standardized interpretation of
multiparametric MRI is very difficult and significant inter-observer variability has
been reported in the literature [7]. Therefore, automated and computer-aided seg-
mentation methods are needed to ensure result repeatability.

Despite the technological developments in MRI scanners and coils, prostate
images are prone to artifacts related to magnetic susceptibility. Although the
transition from 1.5T to 3T magnetic field strength systems theoretically results in a
doubled Signal to Noise Ratio (SNR), it also involves different T1 and T2 relax-
ation times and greater magnetic field inhomogeneity of inside organ and tissue of
interest [8, 9]. On the other hand, 3T MRI scanners allow to use pelvic coils instead
of endorectal coils, obtaining good quality images and avoiding invasiveness as
well as prostate gland compression and deformation.

Accurate prostate segmentation is a mandatory step in clinical activities. First of
all, prostate volume, which can be directly calculated from the prostate Region of
Interest (ROI) segmentation, aids in diagnosis of benign prostate hyperplasia and
prostate bulging. Prostate boundaries are then used in several treatments of prostate
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diseases: radiation therapy, brachytherapy, HIFU ablation, cryotherapy, and trans-
urethral microwave therapy [4]. Lastly, the computed prostate ROI is very useful
for focusing the subsequent processing for prostate cancer segmentation and
characterization [6].

In this paper, a fully automatic segmentation method, based on an unsupervised
Fuzzy C-Means (FCM) clustering technique, for multispectral MRI morphologic
data processing is presented. The proposed approach enables prostate segmentation
and automatic gland volume calculation. The clustering procedure is performed on
co-registered T1w and T2w MR image series. To the best of our knowledge, this is
the first work introducing T1w MR image information to enhance prostate gland
segmentation. Preliminary segmentation tests have been performed on an MRI
dataset composed of 7 patients affected by PCa, using both area-based and
distance-based metrics to evaluate the effectiveness of the proposed approach.

This manuscript is organized as follows: Sect. 3.2 introduces an overview of the
state of the art about MRI prostate segmentation methods; Sect. 3.3 describes the
MRI data as well as the proposed automatic segmentation approach; Sect. 3.4
reports the experimental results obtained in the segmentation tests; finally, some
conclusive remarks and possible future developments are provided in Sect. 3.5.

3.2 Related Works

In this section, the most representative literature works on prostate segmentation in
MRI are briefly outlined.

In [1] an automatic method, which relies on the non-rigid registration of a set of
pre-labeled atlas images, for delineating the prostate in 3D MR scans was pre-
sented. After co-registering each atlas image to the target patient image, the
resulting deformed atlas label images are fused to obtain a single segmentation for
the patient image. The method was evaluated on 50 clinical scans, previously
segmented by three experts. Dice similarity index (DSI) and the shortest Euclidean
distance between the manual and automatic ROIs were computed. In most cases,
the accuracy of the automatic segmentation method was close to the level of
inter-observer variability.

The authors of [10] proposed a fully automatic system for delineating the
prostate on MR images, by employing an Active Appearance Model (AAM) con-
structed from 50 manually segmented examples provided by the MICCAI 2012
PROMISE12 team [11]. Accurate correspondences for the model are defined using
a Minimum Description Length (MDL) groupwise image registration method, by
means of a multi-start optimization scheme to increase the generalization capabil-
ities of the system. DSI, mean absolute distance and the 95th% Hausdorff distance
(HD) were used to evaluate the performance. The model was cross-validated, using
the standard leave-one-out technique, on the training data obtaining a good degree
of accuracy and successfully segmented 30 test data.
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A Pattern Recognition approach to detect prostate regions was described in [12].
This method integrates three types of features (anatomical, intensity and texture), by
registering the T2w image and the quantitative Apparent Diffusion Coefficient
(ADC) map simultaneously, which can differentiate between the central gland and
peripheral zone. It was compared with a multiparametric multi-atlas based method
on 48 MRI series. DSI values showed good results in prostate zonal segmentation.

In [13] a unified shape-based framework for prostate extraction on MR images
was proposed. The authors represent the shapes of the training set as point clouds.
Accordingly, more global aspects of registration can be considered by using a
particle filtering scheme. After shape registration, a cost functional is defined to
combine both the local image statistics and the learnt shape prior (i.e., constraint for
the segmentation task). Satisfying experimental results were obtained on several
challenging clinical datasets, considering DSI and the 95th% HD.

Martin et al. in [14] introduced a semi-automatic MRI prostate segmentation
approach based on the registration of an anatomical atlas (generated from a dataset
of 18 MRI series) against a patient image. The authors employed a hybrid regis-
tration scheme, by combining an intensity-based registration and the Robust
Point-Matching (RPM) algorithm, for both atlas construction and atlas registration.
Statistical shape information is taken into account to increase and regularize the
achieved segmentation performance, by using Active Shape Models (ASMs). The
method was validated on the same dataset employed for atlas construction, through
the leave-one-out method. Better segmentation accuracy, in terms of volume-based
and distance-based metrics, was obtained in the apical and central zones with
respect to the base of the prostate. The same authors proposed a fully automatic
algorithm, based on a probabilistic atlas [15]. This anatomical atlas is computed
according to the transformation fields, which map a set of manually segmented
images to a given reference system. The segmentation is then performed in two
phases. First, the analyzed image is co-registered against the probabilistic atlas and
a probabilistic segmentation with a spatial constraint is carried out. Afterwards, a
deformable surface refines the prostate boundaries by combining the probabilistic
segmentation with both an image feature model and a statistical shape model. This
method including a spatial constraint was evaluated on 36 MRI series and achieved
more robust results with respect to a deformable surface employing an image
appearance model alone.

3.3 Patients and Methods

In the current section, firstly MRI data concerning the subjects are reported, and
then a novel fully automatic multispectral MRI segmentation approach is presented.
We exploit traditional methods in an original way, proposing an advanced clus-
tering application for prostate gland ROI segmentation.
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3.3.1 Patient Dataset Composition

The initial dataset is composed of 7 patients affected by PCa, who underwent
radiation therapy. The analyzed MR images were T1w and T2w Fast Spin Echo
(FSE) sequences scanned with 3.0 T MRI equipment (Philips Medical Systems,
Eindhoven, the Netherlands) using a SENSE XL Torso coil (16 elements
phased-array pelvic coil). Two examples of T1w and T2w MR images are shown in
Fig. 3.1. T2w and T1w MRI acquisition parameters are reported in Table 3.1.

3.3.2 The Proposed Prostate Segmentation Method

In this section, a fully automatic segmentation approach of the whole prostate gland
from axial MRI slices is presented.

T2w FSE imaging is currently the standard protocol for depicting the anatomy of
the prostate. These sequences are sensitive to susceptibility artifacts, for instance
due to the presence of air in the rectum, which may affect the correct detection of
tissue boundaries [1]. On the other hand, because the prostate has uniform inter-
mediate signal intensity at T1w imaging, the zonal anatomy cannot be clearly

Fig. 3.1 Instance of input MR axial slices: a T2-weighted MR image; b corresponding
T1-weighted MR image

Table 3.1 Acquisition parameters of the MRI prostate dataset

MRI
protocol

TR
(ms)

TE
(ms)

Matrix size
(pixels)

Pixel
spacing
(mm)

Slice
thickness
(mm)

Interslice
gap (mm)

Slice
number

T1w 515.3 10 256 × 256 0.703 3 4 18
T2w 3035.6 80 288 × 288 0.625 3 4 18
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identified on T1w series [16]. Nevertheless, we exploit this uniform gray appear-
ance, by combining T2w and T1w prostate imaging for clustering result
enhancement.

The overall prostate segmentation method is outlined in Fig. 3.2, and each
processing phase is described in the following paragraphs.

MR Image Co-registration. Although T1w and T2w MRI series are included in
the same study, they are not acquired contextually because of the different
employed extrinsic parameters that determine T1 and T2 relaxation times. Thus, an
image co-registration step on multispectral MR images is required. Moreover, T1w
and T2w images have different Field of Views (FOVs), in terms of pixel spacing
and matrix size (see Table 3.1 in Sect. 3.1). However, in our case a 2D image
registration method is satisfactory because T1w and T2w sequences have the same
number of slices as well as slice thickness and interslice gap values.

Image co-registration is accomplished by using an iterative process to align a
moving image (T1w) along with a reference image (T2w). In this way, the two
images will be represented in the same reference system, so enabling quantitative
analysis and processing on fused imaging data. We chose T2w MRI as reference
image to consider its own reference system during the possible subsequent pro-
cessing phases for differentiating prostate anatomy and for PCa detection and
characterization.

In intensity-based algorithms, the accuracy of the registration is evaluated iter-
atively according to an image similarity metrics. We used mutual information that is
an information theoretic measure of the correlation degree between two random
variables [17]. High mutual information means a large reduction in the uncertainty
(entropy) between the two probability distributions, signaling that the images are
likely better aligned [18]. An evolutionary algorithm with one-to-one optimization
strategy is utilized to find a set of transformation that yields the sub-optimal reg-
istration result. In this strategy, both the number of parents and the population size
(i.e., number of offspring) are set to one [19]. Affine transformations are applied to
the moving image to be aligned, consisting of a series of translation, rotation, scale,
and shear.

Pre-Processing. Some pre-processing operations are applied on T2w and
co-registered T1w input MR series concerning the same study. First of all, stick
filtering is applied to remove the speckle noise that affects MR images, due to the
MRI reconstruction procedure based on the inverse discrete Fourier transform of the
raw data [20]. By considering a neighborhood around each pixel, the intensity value
of the current pixel is replaced by the maximum of all the stick projections, which
are calculated by the convolution of the input image with a long narrow average
filter at various orientations [20]. Thereby, smoothing is performed on homoge-
neous regions, while preserving resolvable features and enhancing weak edges and
linear structures, without producing too many false edges [21]. Stick filtering
parameters are a good balance: the sticks have to be so short that they can
approximate the edges in images, but long enough that the speckle along the sticks
is uncorrelated. Thus, the projections along the sticks can smooth speckle noise,
without destroying the edges in the image. Experimentally, considering the
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obtained filtering results in order to be the most suitable input for the Fuzzy
C-Means clustering algorithm and enhance the achieved classification, the selected
stick filter parameters are: stick thickness = 1 pixel; stick length = 5 pixels.
Afterwards, a contrast stretching operation is performed by means of a linear
intensity transformation that converts the input intensities into the full dynamic
range.

The application of the pre-processing steps on the input images in Fig. 3.1 is
shown in Fig. 3.3. The image noise is visibly reduced in order to have a more
suitable input for the subsequent clustering, so extracting the prostate ROI more
easily.

Prostate Gland ROI Segmentation. Since the organ to be imaged is always
positioned approximately near the isocenter of the principal magnetic field to
minimize MRI distortions, the whole prostate gland is represented in the imaged
FOV center [22]. After dividing the entire image in 9 equal-sized and fixed tiles, we
considered the cropped image represented by the central one. Therefore, only a
cropped image, whose size is 1/9 of the initial input image size, is processed for
ROI image segmentation. Using this strategy, user input is not required and pro-
cessing time is certainly optimized. We only relied on the prostate position in the
FOV center, possible problems may be solved by using an interactive ROI selection
tool, such as a draggable rectangle. Considering the prostate ROIs imaged on
morphologic MRI, in terms of the segmented area in each slice, we observed that
the prostate gland can be suitably contained in a patch with size 1/9 of the initial
input image size.

Fig. 3.3 Pre-Processing phase: a T2w image and b T1w image after pre-processing steps

◀Fig. 3.2 Flow diagram of the proposed prostate gland segmentation method. The pipeline can be
subdivided in three main stages: (i) pre-processing, required to remove speckle noise and enhance
FCM clustering process; (ii) FCM clustering on multispectral MR images, to extract the prostate
gland ROI; (iii) post-processing, useful to refine the obtained ROI segmentation results
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In Pattern Recognition, features are defined as measurable quantities that could
be used to distinguish two or more regions. In fact, more than one feature could be
used to classify different regions and an array of these features is known as a feature
vector. Therefore, the feature vector is constructed by concatenating corresponding
pixels on T2w and T1w MR images, after the image co-registration step.

The goal of unsupervised clustering methods is to determine an intrinsic parti-
tioning in a set of unlabeled data, which are associated with a feature vector.
Distance metrics are used to group data into clusters of similar types and the
number of clusters is assumed to be known [4].

Fuzzy C-Means (FCM) cluster analysis is an iterative algorithm that classifies a
set of data (i.e., a digital image) into partitions (regions) [23]. The aim is to divide a
set X = x1, x2, . . . , xNf g of N objects (statistical samples represented by n-dimen-
sional vectors belonging to ℝn) into C clusters, identified by C centroids
V = v1, v2, . . . , vCf g [24]. A partition P is defined as a set family
P= fY1,Y2, . . . , YCg.

The crisp version (K-Means) assumes that: (i) the clusters must be a proper
subset X: ∅⊂Yi⊂X,∀i; (ii) the set union of the clusters must also reconstruct the
whole dataset: ⋃C

i=1Yi =X. Moreover, the various clusters are mutually exclusive:
Yi ∩ Yj =∅,∀i≠ j (i.e., each feature vector belongs to only one group). In the FCM
formulation, a fuzzy partition P is defined as a fuzzy set family
P= Y1,Y2, . . . , YCf g such that each object can have a partial membership to
multiple clusters. Let U= ½uik�∈ℝC ×N be the matrix that defines a fuzzy C-parti-
tion of the set X through C membership functions ui:X→ ½0, 1� whose values
uik: = uiðxkÞ∈ ½0, 1� are as the membership degrees of each element xk to the ith
fuzzy set (cluster) Yi and have to satisfy the constraints in (3.1).

0≤ uik ≤ 1

∑
C

i=1
uik =1, ∀k∈ f1, 2, . . . ,Ng

0< ∑
N

k=1
uik <N, ∀i∈ f1, 2, . . . ,Cg

8>>>><
>>>>:

ð3:1Þ

The sets of all the fuzzy C-partitions of the input X are defined by

MðCÞ
fuzzy = U∈ℝC ×N : uik ∈ ½0, 1�� �

. Computationally, FCM is an optimization
problem where the objective function in (3.2) must be iteratively minimized using
the least-squares method. The weighting exponent m controls the fuzziness of the
classification process. After the identification of the cluster containing prostate ROI,
during the defuzzification step, the pixels that have the maximum membership with
the ROI cluster are selected.

JmðU,V ;XÞ: = ∑
C

i=1
∑
N

k =1
ðuikÞm xk − vik k2 ð3:2Þ
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The clustering procedure is performed on the feature vector composed of cor-
responding T2w and T1w pixel values. The cluster number is always set to C=3,
by considering both structural and morphologic properties of the processed prostate
MR images. As a matter of fact, three different classes can essentially be seen by
visual inspection according to gray levels. This choice was also justified and
endorsed by experimental trials. Figure 3.4 shows the ROI segmentation results
achieved using the FCM clustering algorithm with three classes on three different
input MRI data. It is appreciable how the FCM clustering output on multispectral
MRI data (Fig. 3.4a) considerably enhances the achieved results. Especially, the
introduction of T1w imaging, in the feature vector construction step, yields a more
uniform overall clustering output by decisively separating the ROI from the other
surrounding tissues and organs (i.e., bladder, rectum, levator ani muscle).

Post-Processing. A sequence of morphological operations is applied to the
obtained ROI cluster, in order to resolve possible ambiguities resulting from the
clustering process and to improve the quality of the segmented prostate gland ROI.
According to Fig. 3.2, the post-processing steps are the following:

• a small area removal operation is employed to delete any unwanted
connected-components, whose area is less than 500 pixels, which are included
into the ROI cluster. These small regions can have similar gray levels to the
prostate ROI and were classified into the same cluster by the FCM clustering
algorithm. The areas less than 500 pixels certainly do not represent the prostate
ROI, since the prostate gland in MRI slices has always a greater area, regardless
of the used protocol. Thus, these small areas can be removed from the prostate
ROI cluster to avoid a wrong connected-component selection in the next pro-
cessing steps;

• a morphological opening, using a 5 × 5 pixel square structuring element, is a
good compromise between precision in the actual detected contours and capa-
bility for unlinking poorly connected regions to the prostate ROI;

Fig. 3.4 Prostate gland segmentation using FCM clustering with C=3 on the input images in
Fig. 3.1a, b: a result on the multispectral T1w and T2w co-registered MR images; b result on
T2w MR image alone; c result on T1w MR image alone. It is possible to appreciate the
multispectral MR imaging contribution with respect to the single series clustering outputs
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• connected-components are determined using a flood-fill algorithm in order to
select the nearest connected-component to the cropped image center, since
prostate is always imaged at the center of the FOV;

• prostate gland appearance is always convex. Considering this, a convex hull
algorithm is suitable to enclose the segmented ROI with the smallest convex
polygon that contains it, so considering possible adjacent regions excluded by
the FCM clustering output. Finally, a morphological opening operation with a
circular structuring element, is performed for smoothing ROI boundaries. The
used circular structuring element with 3 pixel radius allows for smoother and
more realistic ROI boundaries without deteriorating significantly the output
yielded by the FCM clustering. Accordingly, the value of the radius does not
affect the segmentation results and it is not dependent on image resolution.

Two examples of prostate gland ROI obtained by the proposed processing
pipeline are shown in Fig. 3.5.

3.4 Segmentation Results

Several measures (area-based and distance-based metrics) were calculated to
evaluate the accuracy of the proposed segmentation method [25, 26]. Supervised
evaluation is used to quantify the goodness of the segmentation outputs, by com-
paring the automatically segmented ROIs with the target volume manually con-
toured by an experienced radiologist (ground truth). As evidenced in Fig. 3.5a and
b, the proposed segmentation approach obtains accurate results even with inho-
mogeneous input data.

Fig. 3.5 Two examples of prostate gland ROI segmentation results on axial MR slices: the white
contours are superimposed on the corresponding T2w MR images
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3.4.1 Evaluation Metrics and Achieved Experimental
Results

Area-based metrics quantify the similarity between the segmented regions through
the proposed method (RA) and the “gold standard” (RT ). Thus, the regions con-
taining “true positives” (RTP =RA ∩RT ), “false positives” (RFP =RA −RTP), and
“false negatives” (RFN =RT −RTP) are defined. In our experimental trials, according
to the formulations in [25], we used the most important evaluation measures: Dice
similarity index DSI =2 RTPj j ̸ RAj j+ RTj jð Þ×100, Jaccard index
JI = RA ∩RTj j ̸ RA ∪RTj j×100, Sensitivity SE= RTPj j ̸ RTj j×100, and Specificity
SP= 1− RFPj j ̸ RAj jð Þ×100.

In addition, the spatial distance between the automatically generated boundaries
(defined by the vertices A= fai: i=1, 2, . . . ,Kg) and the manually traced bound-
aries (determined by T = ftj: j=1, 2, . . . ,Ng) was also evaluated. Accordingly, the
distance between each element of the automatic prostate gland A contour and the set
T must be defined: dðai,TÞ=minj∈ f1, 2, ...,Ng ai − tj

�� ��. The following measures were

calculated: Mean Absolute Difference MAD= ð1 ̸KÞ ∑
K

i=1
dðai,TÞ, Maximum Dif-

ference MAXD=maxi∈ f1, 2, ...,Kgfdðai, TÞg, and Hausdorff distance HD=
maxfhðT ,AÞ, hðA, TÞg (where hðT ,AÞ=maxt∈ T mina∈A dðt, aÞf gf g and dðt, aÞ=ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðtx − axÞ2 + ðty − ayÞ2
q

).

The values of both area-based and distance-based metrics achieved in the
experimental ROI segmentation trials are reported in Table 3.2. DSI and JI values
show overall good segmentation accuracy. Sensitivity and specificity average val-
ues prove the correct detection of the “true” ROI and the capability of not detecting
“false” parts outside the actual prostate, respectively. Distance-based metrics are
consistent with the area-based ones and corroborate the experimental findings.
Satisfying segmentation results are also observed when dealing with prostate glands
characterized by irregular cancer regions or inhomogeneous peripheral zone.

3.5 Conclusions and Future Works

In this paper, a fully automatic method for prostate segmentation based on the FCM
clustering algorithm on multispectral MRI morphologic data is proposed. This
approach can be used to support prostate gland delineation, such as in radiation
therapy. The main key novelty is that the clustering procedure is performed on
co-registered T1w and T2w MR image series. The FCM clustering results on
multispectral MRI anatomical data considerably enhance the achieved prostate ROI
segmentations. Our method uses an unsupervised Machine Learning technique,
without requiring a training phase. On the contrary, the other literature works are
based on atlases [1, 12, 14, 15], AAMs [10], or statistical shape models [13–15],
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which require manual labeling of a significant image sample set performed by
expert physicians. The implemented approach was tested on a dataset made up of 7
patients, considering T2w and T1w MRI series. Area-based and distance-based
metrics were calculated to evaluate the performance. The achieved preliminary
results are very encouraging, as confirmed by the previous section.

Future works will be aimed to a more selective segmentation technique, dis-
tinguishing between central gland and peripheral zone of the prostate anatomy [16].
The advanced segmentation method can be definitely employed in a two-step
prostate cancer delineation approach, in order to focus on pathological regions in
the central gland and in the peripheral zone.
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Chapter 4
Integrating QuickBundles
into a Model-Guided Approach
for Extracting “Anatomically-Coherent”
and “Symmetry-Aware” White Matter
Fiber-Bundles

Francesco Cauteruccio, Claudio Stamile, Giorgio Terracina,
Domenico Ursino and Dominique Sappey-Marinier

Abstract This paper presents a novel approach aiming at improving the White

Matter (WM) fiber-bundle extraction approach described in (Stamile C et al Brain

Informatics and Health: 8th International Conference, BIH, 2015). This provides

anatomically coherent fiber-bundles, but it is unable to distinguish symmetric

fiber-bundles. The new approach we are proposing here overcomes this limitation by

integrating QuickBundles (QB) into it. As a matter of fact, QB has features comple-

mentary to those of the approach of (Stamile C et al Brain Informatics and Health:

8th International Conference, BIH, 2015), because it is capable of distinguishing

symmetric fiber-bundles but, often, it does not return anatomically coherent fiber-

bundles. We also present some experiments showing that the Precision, the Recall

and the F-Measure of this new approach improve by 9.76, 3.08 and 8.96%, compared

to the corresponding ones of the approach of (Stamile C et al Brain Informatics and

Health: 8th International Conference, BIH, 2015), which, in their turn, were shown

to be better than the ones of QB.
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4.1 Introduction

In the investigation of brain, the capability of extracting and visualizing White Matter

(WM) fibers plays a key role. In fact, the analysis of WM structures can largely

benefit from the so called WM fiber-bundles. These consist of subsets of fibers that

belong to the White Matter region of interest [2]. The extraction activity is often

carried out manually by experts. These are required to define the regions of interest

by specifying inclusion and exclusion criteria [5]. However, in presence of a large

number of subjects to examine, this kind of approach cannot be adopted, and semi-

automatic or automatic approaches appear compulsory.

For this reason, researchers have striven to define (semi-)automatic approaches for

the isolation and the extraction of WM fiber-bundles [4, 7, 8]. These approaches can

be categorized in two groups. The former consists of atlas-based algorithms, which

operate by exploiting an a priori knowledge regarding the position of specific WM

regions [7, 8]. The latter comprises algorithms that do not require this information

[4].

The approaches based on a priori knowledge exploit pre-labeled atlases of WM

fiber-bundles belonging to the image of a subject into consideration. They are fast

and simple. Nevertheless, they present some problems. In fact, they can extract only

fiber-bundles conform to provided atlases. Furthermore, the quality of the fibers

returned by them is strictly connected to the atlas registration algorithm. We evi-

dence that these approaches may be integrated with enhancing techniques (think, for

instance, of clustering [8]), supervised by experts through the setting of some input

parameters.

The approaches not based on a priori knowledge formalize and, then, exploit some

specific measures of similarity and proximity in ℝ3
. These measures have been con-

ceived to help: (i) the assignment to the same set of the fibers having the same struc-

ture; (ii) the assignment to different sets of the fibers having different structures.

The most known approach belonging to this group is QuickBundles (QB) [4]. QB is

based on a very simple idea. In fact, at each iteration, it either assigns a given fiber

to a pre-existing cluster or generates a new cluster. Initially, it assigns the first fiber

to a first cluster containing only it. Then, it assigns a fiber to a cluster according to

a certain threshold 𝜃. If the distance between the current fiber and the centroid of at

least one cluster is less than 𝜃, QB assigns the fiber to the cluster with the minimum

distance. Otherwise, QB creates a new cluster and assigns the current fiber to it. QB

repeats this process until to each fiber into examination has been assigned to exactly

one cluster. The distance between two fibers is measured by means of a new metric

called Minimum Average Direct Flip (MDF). Differently from most clustering algo-

rithms, QB has no re-assignment or updating step. As a consequence, in QB, after a

fiber has been assigned to a certain cluster, it cannot be re-assigned to a different one.
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Thanks to its simplicity, QB returns good results in terms of fiber-bundle extraction

and execution time.

The totally unsupervised approach characterizing QB could cause the extraction

of anatomically incoherent areas. This because the fiber generation approach of QB

does not exploit prior information provided by neuroanatomists. Actually, this last

information could be extremely precious for leading to more satisfying results. As

a consequence, the results returned by QB could be biased in real cases, where the

knowledge of anatomical information might prove extremely precious for analysis.

Beside its quickness, one of the main positive features of QB is its capability of

distinguishing symmetric fiber-bundles.

It would be extremely interesting to design an approach that avoids the extraction

of anatomically incoherent regions and, at the same time, maintains the capability

of extracting symmetric fiber-bundles. In [6], we proposed a model-guided string-

based approach to extracting WM fiber-bundles. It provides anatomically coherent

fiber-bundles but it is incapable of distinguishing symmetric fiber-bundles.

Here, we are proposing a novel approach that integrates the one presented in [6]

and QB with the goal of extracting “anatomically-coherent” and “symmetry-aware”

WM fiber-bundles.

Our approach receives a set F = {f1, f2,… , fn} of WM fibers to cluster and a set

M = {m1,m2,… ,mk} of models. It performs the following steps: (i) it applies the

approach proposed in [6] and constructs a set T (resp.,V) of the strings corresponding

to F (resp., M); (ii) it constructs a matrix D whose generic element D[i, j] denotes

the dissimilarity degree between the string corresponding to fi and the one associated

with mj; (iii) it exploits D to assign each fiber of F to at most one model of M; in

this way, it produces a set B = {b1, b2,… , bm} of WM fiber-bundles; at this stage,

symmetrical structures cannot be distinguished; (iv) it applies QB for facing this last

problem.

We performed several tests aiming at comparing the performances of both our

approach and the one proposed in [6] (which, in its turn, showed better performances

than QB [6]). As we will show below, we obtained very encouraging results.

The rest of this paper is as follows. In Sect. 4.2, we describe our approach. In

Sect. 4.3, we illustrate the tests performed to evaluate it. Finally, in Sect. 4.4, we

draw our conclusion and have a look at the future.

4.2 Overview of the Approach for Extracting
“Anatomically-Coherent” and “Symmetry-Aware”
WM Fiber-Bundle

Our approach needs that one or more models of the WM fiber-bundles of interest are

provided as input. Each model can be considered as an approximation of the shape

the extracted fiber-bundle should conform to. This approximation can be obtained

either with a spline curve directly drawn by the user through a visual interface, or
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by exploiting pre-defined models corresponding to pre-elaborated or already known

sets of fiber-bundles.

In our approach, a key issue is that fibers (and models), originally represented

as ordered lists of voxels in 3D, must be expressed as strings. In order to explain

how this crucial task is carried out, let us first concentrate on one single voxel vr. In

particular, consider that vr is characterized by an orientation in the 3D space. If we

assign each axis of the 3D space to a color (e.g., Red, Blue, and Green), decompose vr
on its three axes, and assign a color intensity to each projection on the corresponding

axis, then a composite RGB color cvr can be obtained from the three basic intensities.

cvr will represent vr in all the subsequent steps. Now, let Σ be a set of symbols (with

|Σ| = s). It is easy to show that every cvr can be mapped by discretization onto one of

the symbols in Σ. As a consequence, since a fiber is a sequence of voxels, and since

each voxel can be represented by a symbol in Σ, each fiber can be represented as a

string on Σ. As pointed out in [6], there is no loss in generality if we assume that all

fibers are described by the same amount of voxels.

We are now able to describe our approach. Let M = {m1,m2,… ,mk} be a set of

models of interest for the user, and let F = {f1, f2,… , fn} be a set of fibers. Assume

that both M and F are expressed as strings, by using the transformation method out-

lined above. The following actions are carried out:

1. A matrix 𝛥, having n rows (one for each fiber) and k columns (one for each model)

is computed. 𝛥[i, j] stores the level of dissimilarity existing between fi and mj.

In order to compute this information, the SBED metric, defined in [6], can be

applied.

2. Models in M are exploited to group fibers in F through the following computa-

tions:

2.1 For 1 ≤ i ≤ n, compute 𝜇(i) = min1≤j≤k{D[i, j]} and j
𝜇
(i) = arg min1≤j≤k

{D[i, j]}.

2.2 For 1 ≤ i ≤ n, if 𝜇(i) < Th assign fiber fi to a model mj
𝜇
(i); if 𝜇(i) ≥ Th leave

fi unassigned.

2.3 Build the set of fiber-bundles B = {b1, b2,… , bk}, such that each bi stores

the fibers that have been assigned to mi.

3. Now, since SBED considers symmetrical fibers as similar [6], it is necessary to

refine the set B. We exploit QB to carry out this task. In particular:

3.1 Given a bundle bi ∈ B, apply QB to it. QB associates a setCS = {C1,C2,… ,

Cq} of clusters with bi. If q = 1, no symmetrical structures were present in

bi and no other actions must be carried out.

3.2 Otherwise:

3.2.1 Compute the set of distancesDS = {d1, d2,… , dq} as the average SBED

obtained by comparing fibers in Cm with bi (1 ≤ m ≤ q). Only the fibers

corresponding to the cluster C
𝜇

showing the lowest average distance are

eventually associated with bi.
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3.2.2 Let CS = CS − {C
𝜇
}, and let M = M − {bi}. Given a cluster C

𝛽
∈ CS,

derive the set DS
𝛽
= {d1, d2,… , dk−1} such that dl is the average SBED

between fibers in C
𝛽

and the model bl in M. Assign the fibers in C
𝛽

to

the model d
𝜈

showing the lowest distance in DS
𝛽
.

4.3 Experiments

In order to give an experimental proof about the capability of our method to improve

the algorithms already proposed in literature, we performed two different kinds of

experiment, namely: (i) algorithm parameter tuning, (ii) comparison of the perfor-

mances of the proposed algorithm with our previous approach described in [6]. For

these tasks we used simulated diffusion phantoms generated with Phantomas [1].

The comparison of the performances was performed by computing Precision, Recall,

F-Measure and Overall [3].

4.3.1 Tuning of Algorithm Parameters

In this section we focus our attention mainly on the study of the parameter Th
used by our algorithm. In order to have a golden standard to extract quantitative

performance measurements, we used the simulated diffusion phantom described in

Fig. 4.1a. Since the phantom contains 4 major populations of fibers, we manually

delineate those regions in order to generate our ground truth.

Identification of the best value, and the best range of values, for the parameter Th
was performed by running multiple tests using different values of Th. For each value

Fig. 4.1 Graphical representation of the simulated diffusion phantoms used for our experiments
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Fig. 4.2 Changes of performance measures with different values of the parameter Th. Each plot

shows performance values computed for each model of the phantom

of Th, the performance measures described in Sect. 4.3 were computed. We tested

our algorithm with values Th ∈ [0.20, 0.24, 0.30, 0.36, 0.40, 0.44, 0.50].
Performances obtained using different values of Th are visually reported in

Fig. 4.2. From the plots visible in this figure, it is possible to see how, in the range

0.20 ≤ Th ≤ 0.36, our method suffers from a large variability in the performances.

In particular, in this range, variations in Precision or Recall are visible when the

value of Th is modified. As side effect, the values of F-Measure and Overall, which

depend on the ones of Precision and Recall, change.

In the range 0.36 ≤ Th ≤ 0.50, our approach reaches its best performances. More-

over, in this range of values, the results are stable since the performances do not show

variations when the parameter Th changes. According to this finding, we decided to

set Th = 0.44, since it is the central value of this range.

4.3.2 Method Comparison

As a second experiment, we compared our approach with our previous one described

in [6]. For this comparison, we used the simulated diffusion phantom visually

described in Fig. 4.1b. Like the previous phantom, in order to obtain a ground truth,

we manually extracted 17 fiber-bundles, which represent the populations of fibers

visible in the phantom. Since the proposed method needs the definition of the para-

meter Th, we exploited the results obtained in the previous section. In particular, in

all the tests, we used Th = 0.44 (Table 4.1).
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Table 4.1 Table describing the performances reached by the proposed approach and the one of

[6], when applied on the phantom of Fig. 4.1a

Our approach Approach of [6]

Model Precision Recall F-Measure Overall Precision Recall F-Measure Overal

1 0.99 0.72 0.83 0.71 0.75 0.94 0.83 0.62

2 0.84 0.96 0.90 0.78 0.75 0.94 0.83 0.62

3 0.97 0.81 0.88 0.78 0.81 0.42 0.54 0.30

4 0.99 0.94 0.96 0.93 0.96 0.97 0.96 0.92

Avg

values

0.95 0.85 0.89 0.80 0.82 0.82 0.79 0.62

Table 4.2 Comparison of the performance metrics obtained with our approach and the one

described in [6]

Our approach Approach of [6]

Model Precision Recall F-Measure Overall Precision Recall F-Measure Overal

1 1.00 0.46 0.63 0.46 0.98 0.43 0.60 0.42

2 1.00 0.53 0.69 0.53 0.97 0.54 0.69 0.52

3 0.55 0.76 0.64 0.14 0.21 0.78 0.33 −2.15

4 0.65 0.62 0.63 0.29 0.41 0.63 0.50 −0.28

5 0.85 0.64 0.73 0.53 0.97 0.59 0.73 0.57

6 0.77 0.71 0.74 0.50 0.42 0.75 0.54 −0.29

7 0.94 0.68 0.79 0.64 0.94 0.66 0.78 0.62

8 0.99 0.56 0.72 0.55 0.95 0.53 0.68 0.50

9 0.83 0.92 0.87 0.73 0.73 0.92 0.81 0.58

10 0.78 0.68 0.73 0.49 0.58 0.67 0.62 0.18

11 1.00 0.54 0.70 0.54 1.00 0.46 0.63 0.46

12 1.00 0.55 0.71 0.55 0.95 0.52 0.67 0.49

13 1.00 0.63 0.77 0.63 0.94 0.63 0.75 0.59

14 1.00 0.49 0.66 0.49 0.96 0.52 0.67 0.50

15 0.99 0.77 0.87 0.76 0.95 0.75 0.84 0.71

16 1.00 0.62 0.77 0.62 0.99 0.61 0.75 0.60

17 0.94 0.70 0.80 0.66 0.92 0.70 0.80 0.64

Avg

values

0.90 0.65 0.73 0.54 0.82 0.63 0.67 0.28

The performances obtained for fiber-bundle extraction using the two methods are

reported in Table 4.2. From this table it is possible to see how the approach proposed

here outperforms the one of [6]. Indeed, the average values of Precision, Recall, F-

Measure and Overall reached by it are higher than the corresponding one of [6].

Moreover, it is important to underline how our method outperforms also QB. Indeed,

the approach described in [6] had already shown better average performance values

than QB.
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4.4 Conclusion

In this paper, we have proposed a new approach to extracting anatomically-coherent

and symmetry-aware WM fiber-bundles. We have shown that our approach inte-

grates the WM fiber-bundle extraction approach presented in [6] (which provides

anatomically coherent fiber-bundles but is unable to distinguish symmetric ones)

with QB (which, by contrast, can distinguish symmetric fiber-bundles but often

returns anatomically incoherent ones). Our approach maintains the strong points of

both the approach of [6] and QB and, at the same time, avoids the weaknesses of both

of them. We have also presented several experiments showing that the performances

of our approach are better than the ones of the approach of [6], which, in their turn,

were proved to be better than the ones of QB.

The approach presented in this paper could have several future developments. The

most immediate one consists of extending our tests from phantoms to real cases.

Then, we plan to investigate a possible improvement of QB in such a way as to make

it capable of correcting the assignment of a fiber to a cluster when this action, in

a second time, appears incorrect. Finally, we plan to optimize the usage of SBED

constraints in such a way as to favor the extraction of specific WM fiber-bundles.
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Chapter 5
Accurate Computation of Drude-Lorentz
Model Coefficients of Single Negative
Magnetic Metamaterials Using a
Micro-Genetic Algorithm Approach

Annalisa Sgrò, Domenico De Carlo, Giovanni Angiulli, Francesco Carlo
Morabito and Mario Versaci

Abstract Metamaterials are artificial materials having uncommon physical proper-

ties. For a fast and careful design of these structures, the development of simple and

faithful models able to reproduce their electromagnetic behavior is a key factor. Very

recently a quick method for the extraction of Drude-Lorentz models for electromag-

netic metamaterials has been presented [1]. In this work we improve that approach,

introducing a novel procedure exploiting a micro-genetic algorithm (𝜇GA). Numer-

ical results obtained for the case of a split ring resonator structure cleary show a

better reconstruction behaviour for equivalent magnetic permittivity 𝜇eff than those

provided by [1].
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5.1 Introduction

During the last decade, there has been a growing interest in the scientific commu-

nity on Metamaterials (MMs), this due to their revolutionary physical properties [2].

Broadly speaking, electromagnetic MMs can be defined as artificial materials show-

ing exotic electromagnetic properties (unfounded in nature) when excited by an outer

electromagnetic field.

They are designed by periodically embedding suitable metallic inclusions (usu-

ally identical to each other) into a dielectric medium, named as host medium
[2, 3]. Accordingly, a MM can be viewed as an ensemble of elementary unities

named as meta-atoms [3]. Since the wavelength of the outer excitation field is usu-

ally far more larger than the dimension of meta-atoms, MMs can be considered to

all intents and purposes as homogeneous dispersive media characterized by an effec-

tive electrical permittivity 𝜖eff (𝜔) = 𝜖
′
eff (𝜔) + i𝜖′′eff (𝜔) and a magnetic permeability

𝜇eff (𝜔) = 𝜇
′
eff (𝜔) + i𝜇′′

eff (𝜔) [2].

It is common practice to classify MMs on the basis on the sign of the real part of

their dielectric permittivity 𝜖
′
eff (𝜔) and magnetic permeability 𝜇

′
eff (𝜔), having thus

single negative electric MMs (𝜖
′
eff (𝜔) < 0), single negative magnetic MMs (𝜇

′
eff (𝜔) <

0), (named simply as single negative MMs (SN-MMs)), and double negative mag-

netic metamaterials (DN-MMs) (𝜖
′
eff (𝜔) < 0 and 𝜇

′
eff (𝜔) < 0) [3]. The design of a

MM, i.e. the implementation of a well specified behavior of 𝜖eff (𝜔) and/or 𝜇eff (𝜔)
as a function of the angular frequency 𝜔, is engineered working on the geometric

dimensions of its meta-atom and on the host medium characteristics [1, 3]. More in

detail, an iterative procedure involving a great number of full wave simulations is

carried out on the meta-atom, in order to evaluate its scattering matrix [1–4]. Effec-

tive parameters 𝜖eff (𝜔) and/or 𝜇eff (𝜔) are then extracted from this data and the meta-

atom geometry is tuned until the desired electromagnetic behavior for 𝜖eff (𝜔) and/or

𝜇eff (𝜔) is achieved. During the last years, the design process of a MM has become

increasingly time consuming due to the growing complexity of the desidered elec-

tromagnetic behaviors and by the arising interest in manufacturing inhomogeneous

and anisotropic artificial structures [5].

In order to lighten the computational burden involved in the MM design process,

an approach commonly adopted is to set up an analytical equivalent circuit model for

the meta-atom [6]. However, this method can only be applied to a narrow classes of

structures and is often unable to model accurately the behavior of the effective elec-

tromagnetic parameters of the MM at hand. Alternately, a more accurate approach

based on the extraction of the Drude-Lorentz model for the meta-atoms has recently

been developed in [1].

In this work, we employ for the first time an evolutionary optimization procedure

based on a micro-genetic algorithm (𝜇GA) approach in order to improve notably the

accuracy of the models provided by the method proposed in [1]. During the years,
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𝜇GAs have been fruitfully employed to solve a wide wariety of engineering problems

ranging from microwave energy harvesting [7] to electricity pricing signal forecast-

ing [8]. To demonstrate the effectiveness of the 𝜇GA approach, numerical results

relevant to the Drude-Lorentz model for a SN magnetic metamaterial, i.e. a split

ring resonator structure [4], are reported and discussed.

5.2 The Drude-Lorentz Model of a SN Magnetic
Metamaterial in a Nutshell

The electromagnetic response of a SN magnetic MM can be controlled by the knowl-

edge of the functional relationship existing between its effective magnetic permittiv-

ity 𝜇eff (𝜔) and the geometric parameters of the meta-atoms with which the SN mag-

netic MM is set up [4]. This functional relationship is usually built up numerically

from the computation of the scattering matrix of the meta-atom by using the Nichol-

son Ross Weird (NRW) method [1, 3, 4]. However, in this way, a lot of repeated time

consuming simulations are necessary to tailor the response of the SN magnetic MM

at hand.

To overcome this problem, a method based on the extraction of an analytical

model, named as Drude-Lorentz model, from the knowledge of the numerical data

for 𝜇eff (𝜔), has been introduced in [1]. The starting point for this result arises from

the observation that the majority of SN magnetic MMs are realized by using resonant

meta-atoms which shape for 𝜇eff (𝜔) can be analytically described as follow

𝜇eff (𝜔) = 𝜇̂0

(
1 −

Fu𝜔
2

𝜔2 + i𝛾u𝜔 − 𝜔
2
0u

)
, (5.1)

where 𝜇̂0 is the background permeability, Fu is the magnetic resonant intensity,𝜔0u is

the magnetic resonance frequency, and 𝛾u is the magnetic damping factor. The above

coefficients are unknowns that have to be evaluated for the meta-atom at hand.

In [1] a simple procedure to extract the tuple {𝜇̂0,Fu, 𝜔0u, 𝛾u}, has been intro-

duced. At the initial stage of this procedure, the coefficient 𝜇̂0 is setted equal to

unity. The term 𝜔0u is evaluated determining the angular frequency value for which

𝜇
′′
eff (𝜔) reaches its maximum value, whereas Fu is evaluated employing the following

approximate relation [1]

Fu = 1 −
(
𝜔0u

𝜔pu

)2

, (5.2)

where 𝜔pu is the angular frequency for which 𝜇
′
eff (𝜔) reaches its minimum value. The

coefficient 𝛾u is determined putting into Eq. (5.1), the values of 𝜔0u and Fu above
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calculated. Afterwards, the values of 𝜇̂0 and 𝛾u are refined by solving (considering

alternatively these parameters as an unknown) the following overdetermined linear

system

Fu𝜔
2
i =

(
1 −

𝜇eff ,i

𝜇̂0

)
(𝜔2

0u + i𝛾u𝜔i − 𝜔
2
i ) i ∈ (1,… ,M), (5.3)

until stable values for these coefficients are achieved.

5.3 Genetic and Micro-Genetic Algorithms

Genetic algorithms (GAs) are heuristic self adaptive global optimizing probability

search algorithms which mimic some of the natural evolution processes [9]. Thanks

to their characteristics they have demonstrated a great ability to treat and solve a

broad range of complex problems [9]. Unlike classical mathematical optimization

algorithms, GAs do not use any initial guess for the solution or derivatives for the

objective function to optimize.

Basically, for solving a given optimization problem, a GA operates creating a

population of individuals or chromosomes. This population evolves over multiple

generations, under specified rules (selection, crossover, mutation) which give more

chances to reproduce to those chromosomes which are the better candidates to solve

the optimization problem at hand, in order to find the individual that that minimize

the fitness i.e., minimizes the considered objective function [9]. The workflow of

a GA is depicted in Fig. 5.1. Usually, when a GA is exploited to cope with a high

dimensionality optimization problem, a large population has to be employed. This

involves a great number of objective function evaluations, which could result to be

too time consuming to reach convergence within a given margin of error. An alter-

native to overcome this issue is the use of Micro genetic algorithm (𝜇GA) [10].

A 𝜇GA [10] exploits a tiny population for solving an optimization problem, which

evolves as in a standard GA, converging in few generations, due its small dimen-

sionality, to a best chromosome. Keeping this best fit individual, a 𝜇GA generates

a new random population restarting the overall evolutionary procedure, avoiding in

this way the possibility of convergence to a local minimum in the search space and

evolving to the better solution in a small computational time [10].
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Fig. 5.1 The flow chart of a

GA

5.4 Improving the Drude-Lorentz Model for a SN Magnetic
Metamaterial by Using a 𝝁GA

The fitting of the meta-atom response provided by the Drude-Lorentz model defined

by Eq. (5.1) can show poor accuracy in some cases [1]. In order to improve its fitting

property, the Drude-Lorentz coefficients 𝜇̂0, Fu, 𝜔0u, and 𝛾u computed by means of

the procedure described in Sect. 5.2, can be quickly refined by using a suitable 𝜇GA

algorithm approach. The optimal coefficients 𝜇̂
′
0, F′

u, 𝜔
′
0u, 𝛾

′
u able to provide a more

accurate fitting for the effective permeability 𝜇eff of a SN magnetic meta-atom, can

be evaluated searching for the minimum the following objective function

||𝜇num
eff (𝜔) − 𝜇eff (𝜇̂0,Fu, 𝜔0u, 𝛾u)||2, (5.4)

where 𝜇
num
eff (𝜔) is the magnetic response obtained numerically by means of full-

wave simulations for the considered meta-atom, 𝜇eff (𝜇̂0,Fu, 𝜔0u, 𝛾u) is the magnetic

response described by the Drude-Lorentz model (5.1), now considered as a four-

variable function of its coefficients 𝜇̂
′
0, F′

u, 𝜔
′
0u, 𝛾

′
u (ranging on a suitable subset of

ℝ4
built by means of the values of 𝜇̂0, Fu, 𝜔0u, 𝛾u computed by using the procedure

described in Sect. 5.2) and ‖ ⋅ ‖2 is the standard euclidean norm.
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5.5 Numerical Results

The suitability and the effectiveness of the 𝜇GA approach to guarantee the minimiza-

tion of (5.4) with a small computational time, when compared to the standard GA

approach, have been investigated considering the Split Ring Resonator meta-atom

depicted in Fig. 5.2 (all dimensions and the operation frequency range are reported

in [4]).

The behavior of 𝜇
num
eff (𝜔) for this structure has been reconstructed by using the

Nicholson-Ross-Weird method on its S parameters data computed by means of a

finite element full-wave code. All genetic optimization experiments were executed

by using the MATLAB R2015a Global Optimization Toolbox running on a AMD(R)

ATHLON(R) 3.00 GHz machine equipped with 4 GB of RAM. The genetic para-

meters employed in our numerical experiments with GA and 𝜇GA algorithms are

reported in Table 5.1. In Table 5.2 are reported the results for the best values obtained

for the minimum of (5.4) (as a function of the genetic parameters) and the related

CPU time. They point out the suitability of 𝜇GA (see row #23 in Table 5.2) to min-

imize accurately the objective function (5.4) with a small CPU time than compared

with conventional GA. Figures 5.3 and 5.4 show the comparison among the effective

Fig. 5.2 A Split Ring Resonator (SRR) meta-atom

Table 5.1 Range for the GA and 𝜇GA parameters adopted in this study

Population size 10 ÷ 300

Elite count 1 ÷ 25

Mutation function Gaussian

Crossover function Scattered

Single point

Two point

Arithmetic
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Table 5.2 Minimum norm value for (5.4) an related CPU time for different GA and 𝜇GA parame-

ters

# Population Elite Mutation Crossover Fitness CPU Time

Size Count Function Function value [sec]

1 300 24 Gaussian Arithmetic 11.031109 2467

2 300 6 Gaussian Arithmetic 11.031112 1073

3 300 3 Gaussian Arithmetic 11.031128 337

4 300 3 Gaussian Two point 11.031145 280

5 300 6 Gaussian Scattered 11.031159 795

6 100 8 Gaussian Arithmetic 11.031175 1026

7 300 6 Gaussian Single point 11.031227 874

8 300 15 Gaussian Scattered 11.031249 1496

9 300 3 Gaussian Single point 11.031254 225

10 300 24 Gaussian Scattered 11.031256 2198

11 300 15 Gaussian Two point 11.031292 1746

12 300 15 Gaussian Arithmetic 11.031321 1860

13 100 8 Gaussian Single point 11.031335 957

14 100 2 Gaussian Single point 11.031358 376

15 300 24 Gaussian Single point 11.033136 2274

16 300 15 Gaussian Single point 11.031457 1594

17 300 24 Gaussian Two point 11.031457 2352

18 300 6 Gaussian Two point 11.031457 952

19 60 2 Gaussian Scattered 11.031555 179

20 60 2 Gaussian Arithmetic 11.031563 258

21 60 2 Gaussian Single point 11.031577 321

22 60 5 Gaussian Arithmetic 11.031574 608

23 30 1 Gaussian Arithmetic 11.031157 95

magnetic permeability calculated (i) by means of Nicholson-Ross Weird algorithm,

(ii) by means of Drude-Lorentz model [1], and (iii) by means of our 𝜇GA approach.

The value assumed by (5.4) by using the standard Drude-Lorentz is reduced of about

2.26 times by using the Drude-Lorentz model optimizated by means of a 𝜇GA. These

results clearly show the superiority of our approach. The final optimized coefficients

for the Drude-Lorentz model are reported in Table 5.3.
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Fig. 5.3 Real part of 𝜇eff versus frequency for the SRR meta-atom. Blue line: Nicholson-Ross

Weird method, purple line: Drude-Lorentz [1], black line: our method

Fig. 5.4 Imaginary part of 𝜇eff versus frequency for the SRR meta-atom. Blue line: Nicholson-

Ross Weird method, purple line: Drude-Lorentz [1], black line: our method
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Table 5.3 𝜇GA optimized coefficients (computed using the genetic parameters reported by row

#23 in Table 5.2)

𝜇0 Fu 𝜔0u [rad/s] 𝛾u [rad/s]

1.1063 0.3228 2𝜋 ⋅ 9.59 ⋅ 109 2𝜋 ⋅ 3.232 ⋅ 108

5.6 Conclusions

In this paper, we have introduced for the first time an evolutionay computation pro-

cedure based on a 𝜇GA for the accurate computation of the Drude-Lorentz model

coefficients of SN magnetic metamaterials.

The effectiveness of the proposed approach has been tested for the case of a

Split Ring Resonator meta-atom structure. Numerical results show as the Drude-

Lorentz model thus obtained is able to model more accurately than the standard

Drude-Lorentz model [1] the behavior of the numerically reconstructed Split Ring

Resonator magnetic permittivity 𝜇
num
eff (𝜔).

Future researches will be devoted to exploit the proposed technique to improve

the predictive capabilities of the generalized Drude-Lorentz models for MMs [1].
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Chapter 6
Effective Blind Source Separation Based
on the Adam Algorithm

Michele Scarpiniti, Simone Scardapane, Danilo Comminiello,
Raffaele Parisi and Aurelio Uncini

Abstract In this paper, we derive a modified InfoMax algorithm for the solution of

Blind Signal Separation (BSS) problems by using advanced stochastic methods. The

proposed approach is based on a novel stochastic optimization approach known as

the Adaptive Moment Estimation (Adam) algorithm. The proposed BSS solution can

benefit from the excellent properties of the Adam approach. In order to derive the new

learning rule, the Adam algorithm is introduced in the derivation of the cost function

maximization in the standard InfoMax algorithm. The natural gradient adaptation is

also considered. Finally, some experimental results show the effectiveness of the

proposed approach.

Keywords Blind source separation ⋅ Stochastic optimization ⋅ Adam algorithm ⋅
Infomax algorithm ⋅ Natural gradient

6.1 Introduction

Blind Source Separation (BSS) is a well-known and well-studied field in the adap-

tive signal processing and machine learning [5–7, 10, 16, 20]. The problem is to

recover original and unknown sources from a set of mixtures recorded in an unknown
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environment. The term blind refers to the fact that both the sources and the mixing

environment are unknown.

Several well-performing approaches exist when the mixing environment is instan-

taneous [3, 7], while some problems still arise in convolutive environments

[2, 4, 17]. Different approaches were proposed to solve BSS in linear and instan-

taneous environment. Some of these approaches perform separation by using high

order statistics (HOS) while others exploit information theoretic (IT) measures [6].

One of the well-know algorithms in this latter class is the InfoMax one proposed by

Bell and Sejnowski in [3]. The InfoMax algorithm is based on the maximization of

the joint entropy of the output of a single layer neural network and it is very efficient

and easy to implement since the gradient of the joint entropy can be evaluated simply

in a closed form. Moreover, in order to avoid numerical instability, a natural gradient

modification to InfoMax algorithm has also been proposed [1, 6].

Unfortunately, all these solutions perform slowly when the number of the original

sources to be separated is high and/or bad scaled. The separation becomes impossi-

ble if the number of sources is equal or greater than ten. In addition, the convergence

speed problem worsen in the case of additive sensor noise to mixtures or when the

mixing matrix is close to be ill-conditioned. However, specially when working with

speech and audio signals, fast convergence speed is an important task to be per-

formed. Many authors have tried to overcome this problem: some solutions consist

in incorporating a momentum term in the learning rule [13], in a self-adjusting vari-

able step-size [18] or in a scaled natural gradient algorithm [8].

Recently, a novel algorithm for gradient based optimization of stochastic cost

functions has been proposed by Kingma and Ba in [12]. This algorithm is based on

the adaptive estimates of the first and second order moments of the gradient, and for

this reason has been called the Adaptive Moment Estimation (Adam) algorithm. The

authors have demonstrated in [12] that Adam is easy to implement, computationally

efficient, invariant to diagonal rescaling of the gradients and well suited for problems

with large data and parameters.

The Adam algorithm combines the advantages of other state-of-the-art optimiza-

tion algorithms, like AdaGrad [9] and RMSProp [19], outperforming the limitations

of these algorithms. In addition, Adam can be related to the natural gradient (NG)

adaptation [1], employing a preconditioning that adapts to the geometry of data.

In this paper we propose a modified InfoMax algorithm based on the Adam algo-

rithm [12] for the solution of BSS problems. We derive the proposed modified algo-

rithm by using the Adam algorithm instead of the standard stochastic gradient ascent

rule. It is shown that the novel algorithm has a faster convergence speed with respect

to the standard InfoMax algorithm and usually also reaches a better separation. Some

experimental results, evaluated in terms of the Amari Performance index (PI) [6],

show the effectiveness of the proposed idea.

The rest of the paper is organized as follows. In Sect. 6.2 we briefly introduce the

problem of BSS. Then, we give some details on the Adam algorithm in Sect. 6.3.

The main novelty of this paper, the extension of InfoMax algorithm with Adam is

provided in Sect. 6.4. Finally, we validate our approach in Sect. 6.5. We conclude

with some final remarks in Sect. 6.6.
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6.2 The Blind Source Separation Problem

Let us consider a set of N unknown and statistically independent sources denoted

as 𝐬[n] =
[
s1[n],… , sN[n]

]T
, such that the components si[n] are zero-mean and

mutually independent. Signals received by an array of M sensors are denoted by

𝐱[n] =
[
x1[n],… , xM[n]

]T
and are called mixtures. For simplicity, here we consider

the case of N = M.

In the case of a linear and instantaneous mixing environment, the mixture can be

described in a matrix form as

𝐱[n] = 𝐀𝐬[n] + 𝐯[n], (6.1)

where the matrix 𝐀 =
(
aij
)

collects the mixing coefficients aij, i, j = 1, 2,… ,N and

𝐯[n] =
[
v1[n],… , vN[n]

]T
is a noise vector, with correlation matrix 𝐑𝐯 = 𝜎

2
v 𝐈 and

noise variance 𝜎

2
v .

The separated signals 𝐮[n] are obtained by a separating matrix 𝐖 =
(
wij

)
as

described by the following equation

𝐮[n] = 𝐖𝐱[n]. (6.2)

The transformation in (6.2) is such that 𝐮[n] =
[
u1[n],… , uN[n]

]T
has components

uk[n], k = 1, 2,… ,N, that are as independent as possible.

Moreover, due to the well-known permutation and scaling ambiguity of the BSS

problem, the output signals 𝐮[n] can be expressed as

𝐮[n] = 𝐏𝐃𝐬[n], (6.3)

where 𝐏 is an N × N permutation matrix and 𝐃 is an N × N diagonal scaling matrix.

The weights wij can be adapted by maximizing or minimizing some suitable cost

function [5, 6]. A particularly good approach is to maximize the joint entropy of

a single layer neural network [3], as shown in Fig. 6.1, leading to the Bell and

Sejnowski InfoMax algorithm. In this network each output yi[n] is a nonlinear trans-

formation of each signal ui[n]:

yi[n] = hi
(
ui[n]

)
. (6.4)

Each function hi(⋅) is known as activation function (AF).

With reference to Fig. 6.1, using the equation relating the probability density func-

tion (pdf) of a random variable p𝐱 (𝐱) and nonlinear transformation of it p𝐲 (𝐲) [14],

the joint entropy H (𝐲) of the network output 𝐲[n] can be evaluated as

H (𝐲) ≡ −E
{
ln p𝐲 (𝐲)

}
= H (𝐱) + ln det𝐖 +

N∑

i=1
ln ||h

′
i
|| , (6.5)



60 M. Scarpiniti et al.

A

InfoMax

W

h1

h2

hN

s1

s2

sN

x1

x2

xN

u1

u2

uN

y1

y2

yN

Unknown Mixing 
Environment

Fig. 6.1 Unknown mixing environment and the InfoMax network

where h′i is the first derivative of the i-th AF with respect its input ui[n].
Evaluating the gradient of (6.5) with respect to the separating parameters 𝐖, after

some not too complicated manipulations, leads to

∇𝐖H (𝐲) = 𝐖−T + 𝜳𝐱T [n], (6.6)

where (⋅)−T denotes the transpose of the inverse and 𝜳 =
[
𝛹1,… , 𝛹N

]T
is a vec-

tor collecting the terms 𝛹k = h′′k ∕h
′
k, defined as the ratio of the second and the first

derivatives of the AFs.

In order to avoid the numerical problems of the matrix inversion in (6.6) and the

possibility to remain blocked in a local minimum, Amari has introduced the Natural

Gradient (NG) adaptation [1] that overcomes such problems. The NG adaptation

rule, can be obtained simply by right multiplying the stochastic gradient for the term

𝐖T𝐖. Hence, after multiplying (6.6) for this term, the NG InfoMax is simply

∇𝐖H (𝐲) =
(
𝐈 + 𝜳𝐮T [n]

)
𝐖. (6.7)

Regarding the selection of the AFs shape, there are several alternatives. However,

especially in the case of audio and speech signals, a good nonlinearity is represented

by the tanh(⋅) function. With this choice, the vector 𝜳 in (6.6) and (6.7) is simply

evaluated as −2𝐲[n].
In summary, using the tanh(⋅) AF, the InfoMax and natural gradient InfoMax

algorithms are described by the following learning rules:

𝐖t = 𝐖t−1 + 𝜇

(
𝐖−T

t−1 − 𝐲[n]𝐱T [n]
)
, (6.8)

𝐖t = 𝐖t−1 + 𝜇

(
𝐈 − 𝐲[n]𝐮T [n]

)
𝐖t−1, (6.9)

where 𝜇 is the learning rate or step-size.
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6.3 The Adam Algorithm

Le us denote with f (𝜽) a noisy cost function to be minimized (or maximized) with

respect to the parameters 𝜽. The problem is considered stochastic for the random

nature of data samples or for inherent function noise. In the following, the noisy

gradient vector at time t of the cost function f (𝜽) with respect to the parameters 𝜽,

will be denoted with 𝐠t = ∇
𝜽
ft (𝜽).

The Adam algorithm performs the gradient descent (or ascent) optimization by

evaluating the moving averages of the noisy gradient 𝐦t and the square gradient 𝐯t
[12]. These moment vectors are updated by using two scalar coefficients 𝛽1 and 𝛽2
that control the exponential decay rates:

𝐦t = 𝛽1𝐦t−1 +
(
1 − 𝛽1

)
𝐠t, (6.10)

𝐯t = 𝛽2𝐯t−1 +
(
1 − 𝛽2

)
𝐠t ⊙ 𝐠t, (6.11)

where 𝛽1, 𝛽2 ∈ [0, 1) and⊙ denotes the element-wise multiplication, while𝐦0 and 𝐯0
are initialized as zero vectors. These vectors represent the mean and the uncentered

variance of the gradient vector 𝐠t. Since the estimates of 𝐦t and 𝐯t are biased towards

zero, due to their initialization, a bias correction is computed on these moments

𝐦̂t =
𝐦t

1 − 𝛽

t
1
, (6.12)

𝐯̂t =
𝐯t

1 − 𝛽

t
2
. (6.13)

The vector 𝐯̂t represents an approximation of the diagonal of the Fisher information

matrix [15]. Hence Adam can be related to the natural gradient algorithm [1].

Finally, the parameter vector 𝜽t at time t, is updated by the following rule

𝜽t = 𝜽t−1 − 𝜂

𝐦̂t√
𝐯̂t + 𝜀

, (6.14)

where 𝜂 is the step size and 𝜀 is a small positive constant used to avoid the division

for zero. In the gradient ascent, the minus sign in (6.14) is substituted with the plus

sign.

6.4 Modified InfoMax Algorithm

In this section, we introduce the modified Bell and Sejnowski InfoMax algorithm,

based on the Adam optimization method. Since Adam algorithm uses a vector of

parameters, we perform a vectorization of the gradient (6.6) or (6.7)
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𝐰 = vec
(
∇𝐖H (𝐲)

)
∈ ℝN2×1

, (6.15)

where vec (𝐀) is the vectorization operator, that forms a vector by stacking the

columns of the matrix 𝐀 below one another. The gradient vector is evaluated on

a number of blocks NB extracted from the signals.

At this point, the mean and variance vectors are evaluated from the knowledge of

the gradient 𝐰t at time t by using Eqs. (6.10)–(6.13). Then, using (6.14), the gradient

vector (6.15) is updated for the maximization of the joint entropy by

𝐰t = 𝐰t−1 + 𝜂

𝐦̂t√
𝐯̂t + 𝜀

. (6.16)

Finally, the vector 𝐰t is reshaped in matrix form, by

𝐖t = mat
(
𝐰t
)
∈ ℝN×N

, (6.17)

where mat (𝐚) reconstructs the N × N matrix by unstacking the columns from the

vector 𝐚. The whole algorithm is in case repeated for a certain number of epochs

Nep.

The pseudo-code of the modified InfoMax algorithm with Adam, called here

Adam InfoMax, is described in Algorithm 1.

Algorithm 1: Pseudo-code for the Adam InfoMax algorithm

Data: Mixture signals 𝐱[n], 𝜂, 𝛽1, 𝛽2, 𝜀, NB, Nep.

1 Initialization: 𝐖0 = 𝐈, 𝐦0 = 𝟎, 𝐯0 = 𝟎, 𝐰0 = 𝟎
2 P = NBNep
3 for t=1:P do
4 Extract the t-th block 𝐱t from 𝐱[n]
5 𝐮t = 𝐖t−1𝐱t
6 𝐲t = tanh

(
𝐮t
)

7 Update gradient ∇𝐖H
(
𝐲t
)

in (6.6) or (6.7)

8 𝐰t = vec
(
∇𝐖H

(
𝐲t
))

9 𝐦t = 𝛽1𝐦t−1 +
(
1 − 𝛽1

)
𝐰t

10 𝐯t = 𝛽2𝐯t−1 +
(
1 − 𝛽2

)
𝐰t ⊙ 𝐰t

11 𝐦̂t =
𝐦t

1−𝛽 t1
12 𝐯̂t =

𝐯t
1−𝛽 t2

13 𝐰t = 𝐰t−1 + 𝜂

𝐦̂t√
𝐯̂t+𝜀

14 𝐖t = mat
(
𝐰t
)

15 end
Result: Separated signals: 𝐮[n] = 𝐖P𝐱[n]
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6.5 Experimental Results

In this section, we propose some experimental results to demonstrate the effective-

ness of the proposed idea. We perform separation of mixtures of both synthetic and

real-world data. The results are evaluated in terms of the Amari Performance Index

(PI) [6], defined as

PI = 1
N (N − 1)

N∑

i=1

⎡
⎢
⎢
⎢
⎣

⎛
⎜
⎜
⎜
⎝

N∑

k=1

||qik||
max

j
|||qij

|||

− 1
⎞
⎟
⎟
⎟
⎠

+
⎛
⎜
⎜
⎜
⎝

N∑

k=1

||qki||
max

j
|||qji

|||

− 1
⎞
⎟
⎟
⎟
⎠

⎤
⎥
⎥
⎥
⎦

, (6.18)

where qij are the elements of the matrix 𝐐 = 𝐖𝐀. This index is close to zero if

the matrix 𝐐 is close to the product of a permutation matrix and a diagonal scaling

matrix.

The performances of the proposed algorithm were also compared with the stan-

dard InfoMax algorithm [3] and the Momentum InfoMax described in [13]. In this

last algorithm, the 𝛼 parameter is set to 0.5 in all experiments.

In a first experiment, we perform the separation of five mixtures obtained as linear

combination of the following bad-scaled independent sources

s1[n] = 10−6 ⋅ sin (350n) sin (60n) ,
s2[n] = 10−5 ⋅ tri (70n) ,
s3[n] = 10−4 ⋅ sin (800n) sin (80n) ,
s4[n] = 10−5 ⋅ cos (400n + 4 cos (60n)) ,
s5[n] = 𝜉[n],

where tri(⋅) denotes a triangular waveform and 𝜉[n] is a uniform noise in the range

[−1, 1]. Each signal is composed of L = 30, 000 samples. The mixing matrix is a

5 × 5 Hilbert matrix, which is extremely ill-conditioned. All simulations have been

performed by MATLAB 2015a, on an Intel Core i7 3.10 GHz processor at 64 bit

with 8 GB of RAM. Parameters of the algorithms have been found heuristically.

We perform separation by the Adam modification of the standard InfoMax algo-

rithm, with gradient in (6.6). We use a block length of B = 30 samples (hence

NB = ⌊L∕B⌋ = 1, 000), while the other parameters are set as: Nep = 200, 𝛽1 = 0.5,

𝛽2 = 0.75, 𝜀 = 10−8, 𝜂 = 0.001 and the learning rate of the standard InfoMax and

the Momentum InfoMax to 𝜇 = 5 × 10−5. Performance in terms of the PI in (6.18)

is reported in Fig. 6.2, that clearly shows the effectiveness of the proposed idea.

A second and third experiments are performed on speech audio signals sampled

at 8 kHz. Each signal is composed of L = 30, 000 samples. In the second experiment

a male and a female speech are mixed with a 2 × 2 random matrix with entries uni-

formly distributed in the interval [−1, 1] while in the third one, two male and two
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Fig. 6.3 Performance Index (PI) of the: second (a) and third (b) proposed experiment

female speeches are mixed with a 4 × 4 ill-conditioned Hilbert matrix. In addition,

an additive white noise with 30 dB of SNR is added to the mixtures in both cases.

We perform separation by the Adam modification of the NG InfoMax algorithm,

with gradient in (6.7). We use a block length of B = 30 samples, while the other

parameters are set as: Nep = 100, 𝛽1 = 0.9, 𝛽2 = 0.999, 𝜀 = 10−8, 𝜂 = 0.001 and the

learning rate of the standard InfoMax and the Momentum InfoMax to 𝜇 = 0.001.

Performances in terms of the PI, for the second and third experiments, are reported

in Fig. 6.3a, b, respectively, that clearly show also in these cases the effectiveness

of the proposed idea. In particular, Fig. 6.3b confirms that the separation obtained

by using the Adam InfoMax algorithm in the third experiment is quite satisfactory,

while the standard and the Momentum InfoMax give worse solutions.

Finally, a last experiment is performed on real data. We used an EEG signal

recorded according the 10–20 system, consisting of 19 signals with artifacts. ICA

is a common approach to deal with the problem of artifact removal from EEG [11].

We use a block length of B = 30 samples, while the other parameters are set as:

Nep = 270, 𝛽1 = 0.9, 𝛽2 = 0.999, 𝜀 = 10−8, 𝜂 = 0.01 and the learning rate of the

standard InfoMax and the Momentum InfoMax to 𝜇 = 10−6. Since we used real

data and the mixing matrix 𝐀 is not available, the PI cannot be evaluated. Hence,
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Fig. 6.4 Norm of the gradient of the cost function in the fourth proposed experiment

we decided to evaluate the performance by the norm of the gradient of the cost func-

tion. As it can be seen from Fig. 6.4, also in this case the Adam InfoMax algorithm

achieves better results in a smaller number of iterations with respect to the compared

algorithms.

6.6 Conclusions

In this paper a modified InfoMax algorithm for the blind separation of independent

sources, in a linear and instantaneous environment, has been introduced. The pro-

posed approach is based on a novel and advanced stochastic optimization method

known as Adam and it can benefit from the excellent properties of the Adam

approach. In particular, it is easy to implement, computationally efficient, and it is

well suited when the number of sources is high and bad-scaled, the mixing matrix

is close to be ill-conditioned and some additive noise is considered. Some experi-

mental results, evaluated in terms of the Amari Performance Index and compared

with other state-of-the-art approaches, have shown the effectiveness of the proposed

approach.
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Chapter 7
Depth-Based Hand Pose Recognizer
Using Learning Vector Quantization

Domenico De Felice and Francesco Camastra

Abstract The paper describes a depth-based hand pose recognizer by means of a

Learning Vector Quantization (LVQ) classifier. The hand pose recognizer is com-

posed of three modules. The first module segments the scene isolating the hand. The

second one carries out the feature extraction, representing the hand by a set of 8 fea-

tures. The third module, the classifier, is a LVQ. The recognizer, tested on a dataset

of 6500 hand poses, carried out by people of different sex and physical aspect, has

shown an accuracy larger than 99% recognition rate. The hand pose recognizer accu-

racy is among highest presented in literature for hand pose recognition.

7.1 Introduction

Humans use gesture as a means for transmitting information. According to Kendon

[1], the information amount conveyed by gesture increases when the information
quantity sent by the human voice decreases. Gestures can be divided in two big fam-

ilies: dynamic gestures and static gestures or hand poses. This work aims to develop

a hand pose recognizer based on a Kinect sensor [2] and a Learning Vector Quan-
tization (LVQ) classifier. The recognizer is formed by three modules. The first one,

whose input is the depth image acquired by Kinect, isolates the hand pose in the

scene. The second module is a feature extractor and it represents the hand pose by a

eight-dimensional feature vector. The third module, the classifier, is LVQ.

The paper is organized as follows: the hand pose recognizer is presented in

Sect. 7.2.1; Sect. 7.3 reports some experimental results; in Sect. 7.4 some conclu-

sions are drawn.
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7.2 The Hand Pose Recognizer

The hand pose recognizer is composed of three components, the segmentation mod-

ule, the feature extractor and the classifier.

7.2.1 Segmentation Module

The first component of the hand pose recognizer is the segmentation module. It

receives, as input, the depth image acquired by the Kinect and carries out the segmen-

tation procedure isolating the hand image in the scene. The segmentation procedure

has three different phases. During the first phase, the image of person body is identi-

fied in the scene, using a thresholding algorithm, and the background of the scene is

removed. In the second phase the hand image in the person body is isolated using a

K-means-based [3] clustering approach and finally, the depth image is transformed

in a binary image containing only the hand image (see Fig. 7.1b). In the last phase,

in order to remove the morphological noise, the hand image is gone through a mor-
phological opening followed by a morphological closure [4]. Both morphological

operations use as structuring element the circle of radius three and area of 37 pixels,

showed in Fig. 7.2.

7.2.2 Feature Extractor

The second component of the hand pose recognizer is the feature extractor. It

receives, as input, the binary image containing the hand and performs the feature

Fig. 7.1 The original image (a). The image after the segmentation process (b). The person in a is

the first author paper, who gives his consent to show his image in the paper
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Fig. 7.2 The structuring

element, in grey, used in the

morphological opening and

closure. The center of the

element is denoted by a cross

extraction procedure, representing, in this way, the hand image by means of eight

numerical features. The feature extraction procedure has the following stages. The

first stage computes the first seven features, represented by the respective Hu invari-
ant moments [5] of the binary hand image. In the second stage the convex hull1 of

the hand image is computed using Slansky’s algorithm [6]. In the third stage, the

eighth feature is extracted computing the number of convexity defects2
[7] in the

convex hull by OpenCV library [8]. Finally, in the last and four stage, all features are

normalized. It is worth to observe that the extracted features, by construction, are

invariant by rotation and translation in the plane of Kinect camera.

7.2.3 The Classifier

The classifier is the third and last component of the hand pose recognizer. Learning
Vector Quantization (LVQ) [9] has been used as classifier since it requires mod-

erate computational resources and, therefore it results very suitable for a real-time

implementation of the hand pose recognizer. Moreover, LVQ efficacy, as classifier,

is testified by its usage in many and disparate domains such as the classification of

nonstationary power signals [10], cursive characters [11], and arrythmias [12] and

the gesture recognition [13]. LVQ is a supervised vector quantizer that has the aim

of representing the input data by means of a much smaller number of vectors in the

1
The convex hull of an image is the minimum polygon enclosing the image itself.

2
A convexity defect is a point of the image contour where the contour is not convex anymore.
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input space, i.e., codevectors, minimizing, at the same time, the misclassification.

The set of codevectors is called codebook. LVQ resides in the consecutive applica-

tion of three diverse learning algorithms, i.e., LVQ1, LVQ2 and LVQ3. We limit

to describe them, in general, remanding the reader to [9, 14] for a comprehensive

description.

LVQ training is formed by two steps. The former consists in applying LVQ1, the

latter in using LVQ2, or alternatively LVQ3. LVQ1 is the first learning algorithm

to be used and adopts for classification the winner-takes-all rule. It compares the

class of the input vector with the class of the closest codevector. If the classes are the

same, the codevector is approached to the input vector, otherwise it is pushed away.

No rule is applied to the rest of codebook.

However, the continual application of LVQ1 rule pushes the codebook vectors

away from theBayes’ rule optimal decision surfaces [15], therefore a further learning

algorithm, LVQ2, must be applied to the codebook. LVQ2 approximates roughly

the Bayes’ rule by pairwise arrangement of codebook vectors belonging to adjacent

classes. Nevertheless, the repeated application of LVQ2 rule may generate instable

dynamics [9] in the codebook, in some cases.

To cope with these stability problems, Kohonen proposed a further algorithm,

LVQ3, that can replace LVQ2 since it is not subject to stability problems.

In practical applications, it is desiderable that the recognition of a hand pose, is

followed by the performing of a given action, e.g., the door opening or the the lamp

lightning in a domotic house. In this applicative scenario, the classifier must classify

a hand pose, only when the misclassification probability is negligible. When the

misclassification probability is significant, the classifier must reject the hand pose,

namely it does not classify. In the classifier a rejection scheme is implemented as

follows.

Let dE be the Euclidean distance between the input and the closest codevector,

the following rule is applied:

𝖨𝖿 dE ≤ 𝜃 𝗍𝗁𝖾𝗇 𝖼𝗅𝖺𝗌𝗌𝗂𝖿𝗒 𝖾𝗅𝗌𝖾 𝗋𝖾𝗃𝖾𝖼𝗍 (7.1)

where 𝜃 is a parameter, that has to be fixed properly, for managing the trade-off

between error and rejection.

7.3 Experimental Results

In the experimental validation of the hand pose recognizer it has been considered

the same 13 hand poses, used in [16]. The handposes, invariant by translation and

rotation and translation, are shown in Fig. 7.3. A handpose database was constructed

by performing each pose for 1000 times by people of different sex and constitution.

The database was divided randomly in training and test set. Each set had the same

cardinality, i.e., 6500.
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Fig. 7.3 Hand poses represented in the database

Table 7.1 Accuracy of LVQ

classifiers on the test set. In

knn, the number of neighbors

k was fixed, by

crossvalidation to 3

Algorithm Accuracy (%) Error (%)

knn 91.94 8.06

LVQ1 99.63 0.37

LVQ1+LVQ2 99.68 0.32

LVQ1+LVQ3 99.68 0.32

In the validation several LVQs were trained by using diverse set of training para-

meters and diverse number of codevectors. The number of classes was set equal to

the number of the different handposes, i.e., 13, present in the dataset. The best LVQ

net was chosen by cross-validation [17]. The number of classes used in the experi-

ments was 13, namely the number of the different hand poses in our database. LVQ

trainings were carried out by using LVQ-pak [18] software library. Table 7.1 reports

the classifier performances on the test set, measured in terms of accuracy. The best

result in terms of accuracy was 99.68% and it is among highest presented in literature

for hand pose recognition. Table 7.2 presents the confusion matrix for LVQ1+LVQ3

classifier.

Then, the rejection rule (see Sect. 7.2.3) was applied to the best classifier, namely

LVQ1+LVQ3. Table 7.3 shows the results achieved for different values of the rejec-

tion threshold 𝜃. It can observe that the hand pose recognizer, in presence of a neg-

ligible error, i.e., lower than 0.2%, can still provide an accuracy bigger than 90%.

The hand pose recognizer, implemented in C++, needs 62 CPU ms to recognize a

single hand pose on a PC with i5-2410M Processor 2.30 GHz, 6 GB RAM and 64

bit Windows 10 Microsoft operating system.
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Table 7.2 The confusion matrix of LVQ1+LVQ3 classifier, without rejection, on the test set. The

values are expressed in terms of percentage rates

A B C D E F G H L U W Y 4

A 100 0 0 0 0 0 0 0 0 0 0 0 0

B 0.40 99.60 0 0 0 0 0 0 0 0 0 0 0

C 0 0 100 0 0 0 0 0 0 0 0 0 0

D 0 0 0 99.60 0 0.40 0 0 0 0 0 0 0

E 0 0 0 0 100 0 0 0 0 0 0 0 0

F 0 0 0 0.40 0 99.60 0 0 0 0 0 0 0

G 0 0 0 0.20 0 0.60 99.20 0 0 0 0 0 0

H 0 0 0 0 0 0 0 100 0 0 0 0 0

L 0 0 0 0 0 0 0 0 100 0 0 0 0

U 0 0 0 0 0 0 0 0 1.20 98.80 0 0 0

W 0 0 0 0.6 0 0 0 0 0 0 99.40 0 0

Y 0.20 0 0 0 0 0 0 0 0 0 0 99.80 0

4 0 0 0 0 0 0 0 0 0.20 0 0 0 99.80

Table 7.3 Accuracy, Error and Reject rates on the test set of LVQ1+LVQ3 for different rejection

threshold 𝜃

𝜃 Accuracy (%) Error (%) Reject (%)

1 99.68 0.32 0.00

0.60 99.68 0.31 0.01

0.40 98.18 0.26 1.56

0.20 90.89 0.17 8.94

0.15 73.36 0.06 26.58

0.112 47.00 0 53.00

7.4 Conclusions

The paper has presented a hand pose recognition system based on a Kinect sensor

and a Learning Vector Quantization. The hand pose recognizer is composed of three

components. The first component isolates the hand image in the scene. The second

component carries out the feature extraction representing the hand pose image by 8

features, invariant by translation and rotation in the sensor camera plane. The third

component is Learning Vector Quantization that performs the hand pose classifica-

tion. The hand pose recognizer, tested on a dataset of 6500 hand poses, performed

by people of different sex and physical aspect, has shown an accuracy bigger than

99.5%: This accuracy is among highest presented in literature for hand pose recogni-

tion. The system needs an average time of 62 CPU ms for recognizing a single hand

pose. In the next future, we plan to investigate its usage in ambient assist living as a

tool for helping disabled and aged people.



7 Depth-Based Hand Pose Recognizer Using Learning Vector Quantization 75

Acknowledgements Domenico De Felice developed part of the work, during his M.Sc. thesis in

Computer Science at University of Naples Parthenope, with the supervision of Francesco Camastra.

The research was funded by Sostegno alla ricerca individuale per il triennio 2015–17 project of

University of Naples Parthenope.

References

1. Kendon, A.: How gestures can become like words. In: Crosscultural Perspectives in Nonverbal

Communication, Toronto, Hogrefe, pp. 131–141 (1988)

2. Zhang, Z.: Microsoft kinect sensor and its effect. IEEE Trans. Multimedia 19(2), 4–10 (2012)

3. Lloyd, S.: An algorithm for vector quantizer design. IEEE Trans. Commun. 28(1), 84–95

(1982)

4. Gonzales, R., Woods, R.: Digital Image Processing, 3rd edn. Pearson/Prentice-Hall, Upper

Saddle River (2008)

5. Hu, M.K.: Visual pattern recognition by moment invariants. IRE Trans. Inf. Theory 8(2),

179–187 (1962)

6. Slansky, J.: Finding the convex hull of a simple polygon. Pattern Recogn. Lett. 1(2), 79–83

(1982)

7. Homma, K., Takenaka, E.: An image processing method for feature extraction of space-

occupying lesions. J. Nucl. Med. 26, 1472–1477 (1985)

8. Bradski, G., Kaehler, A.: Learning OpenCV: Computer Vision with the OpenCV Library.

O’Reilly, Cambridge (USA) (2008)

9. Kohonen, T.: Learning vector quantization. In: The Handbook of Brain Theory and Neural

Networks, pp. 537–540. MIT Press (1995)

10. Biswal, B., Biswal, M., Hasan, S., Dash, P.: Nonstationary power signal time series data clas-

sification using LVQ classifier. Appl. Soft Comput. 18, 158–166 (2014)

11. Camastra, F., Vinciarelli, A.: Cursive character recognition by learning vector quantization.

Pattern Recogn. Lett. 22(6–7), 625–629 (2001)

12. Melin, P., Amezcua, J., Valdez, F., Castillo, O.: A new neural network model based on the LVQ

algorithm for multi-class classification of arrhythmias. Inf. Sci. 279, 483–497 (2014)

13. Lamberti, L., Camastra, F.: Real-time hand gesture recognition using a color glove. In: Pro-

ceedings of the 16th International Conference on Image Analysis and Processing, ICIAP 2011,

pp. 365–373. Springer (2011)

14. Lamberti, L., Camastra, F.: Handy: a real-time three color glove-based gesture recognizer with

learning vector quantization. Expert Syst. Appl. 39(12), 10489–10494 (2012)

15. Duda, R., Hart, P., Stork, D.: Pattern Classification. Wiley, New York (2001)

16. Camastra, F., De Felice, D.: LVQ-based hand gesture recognition using a data glove. Smart

Innov. Syst. Technol. 19, 159–168 (2013)

17. Hastie, T., Tibshirani, R., Friedman, R.: The Elements of Statistical Learning, 2nd edn.

Springer (2009)

18. Kohonen, T., Hynninen, J., Kangas, J., Laaksonen, J., Torkkola, K.: LVQ-PAK: the learning

vector quantization program package. Technical Report A30, Helsinki University of Technol-

ogy, Laboratory of Computer and Information Science (1996)



Chapter 8
Correlation Dimension-Based Recognition
of Simple Juggling Movements

Francesco Camastra, Francesco Esposito and Antonino Staiano

Abstract The last decade of technological development has given raise to a myriad

of new sensing devices able to measure in many ways the movements of human arms.

Consequently, the number of applications in human health, robotics, virtual reality

and gaming, involving the automatic recognition of the arm movements, has notably

increased. The aim of this paper is to recognise the arm movements performed by

jugglers during their exercises with three and four balls, on the basis of few infor-

mation on the arm orientation given by Euler Angles, measured with a cheap sensor.

The recognition is obtained through a linear Support Vector Machine after a feature

extraction phase in which the reconstruction of the system dynamics is performed,

thus estimating three Correlation Dimensions, corresponding to Euler Angles. The

effectiveness of the proposed system is assessed through several experimentations.

8.1 Introduction

Several social deep impact application domains, e.g., human health, robot design,

video games and virtual reality, just to name a few [15], involve the study of human

movements. Nowadays, thanks to technology, there is a plethora of sensing devices

for measuring and analyzing the human movements [2, 10]. Thus, an ever increasing

number of applications, in particular in the e-health domain, have been developing,

exploiting several kind of sensors (e.g., body sensor or wireless sensor networks). For

instance, they are devoted to the recognition of elderly activities in ambient assisted

living by using etherogeneous machine learning techniques [3, 6, 7, 20], involving
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generally simple and cheap sensors [11]. In this context, our paper is aimed at recog-

nizing simple arm movements basing upon a minimal set of parameters computed

by a proper feature extraction procedure. This procedure uses just the measurements

on the arm orientation, given by the Euler Angles, for reconstructing the underly-

ing system dynamics generating the movement of the arm, in order to express it in

terms of Correlation Dimensions, corresponding to the three Euler Angles of the

arm. The latter information is then used by a classifier, i.e., a linear Support Vector

Machine, in order to recognize the arm movement. To gather measurements of the

Euler Angles of the arm, we exploited the exercises performed by jugglers whose

wrist was equipped with a relatively tiny and cheap sensor. Juggling results particu-

larly suitable since it has uses beyond hobby and entertainment. The use of juggling

for scientific purposes is not new. Claude E. Shannon faced several studies on the

subject and formulated some theorems [1]. More recently, a system, based on vision

information, for classifying some movements, e.g., ball grasps [19], was presented.

Juggling is a fruitful application domain to study and recognize human arm move-

ment as will be discussed in the next sections.

To the best of our knowledge, there is only one work [18] where arm move-

ment recognition is based on the orientation information of the arm. Nevertheless,

the system uses a threshold-based IF-THEN classification algorithm, instead of the

usual and most powerful machine learning techniques. Regarding to the specific case

of juggling, there is only a previous work [19] that analyzes the dynamics of jug-

gler’s movement, using the only visual information. Therefore, this is the first work

where the recognition of juggling movement is performed using the only information

extracted from the reconstruction of the dynamics that has generated the movement.

In the following, the paper is structured as follows: In Sect. 8.2, is introduced the def-

inition of Correlation Dimension; In Sect. 8.3, the proposed approach is described,

while in Sect. 8.4 the experiments performed are illustrated; Finally, conclusions are

drawn in Sect. 8.5.

8.2 Correlation Dimension

Nonlinear Dynamics provides effective methods for the model reconstruction of the

time series, namely for reconstructing the underlying dynamic system that yielded

the time series.

Let t(s), with s = 1,… ,N be a time series, the method of delays [9] allows

the model reconstruction of the time series in the following way. Starting from

the time series, a dataset  = {T(s) ∶ T(s) = [t(s), t(s − 1),… , t(s −M + 1)]} in a

M-dimensional space can be created. The Takens-Mañé embedding theorem [17, 21]

states that if M is large, the manifold  , so generated, is a faithful reconstruction of

the attractor  of the dynamic system that created the time series. Hence the study

of  allows retrieving all information on  .
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Fig. 8.1 The log-log plot on

𝛼-Euler Angle Time series

The dimension is the most important geometrical characteristic of an attractor.

However, there is not an univocal definition of the dimension [5]. In the rest of the

paper, the Correlation Dimension is used for defining the attractor dimension, since

it can be easily computed.

The Correlation Dimension [12] of set  is defined in the following way. The

Correlation Integral C(𝜌) of set  is given by

C(𝜌) = lim
P→∞

2
P(P − 1)

P∑

i=1

P∑

j=i+1
𝛩(‖Tj − Ti‖ ≤ 𝜌) (8.1)

where P = N −M and 𝛩 is the Heaviside function that is 1 if the condition is ful-

filled, 0 otherwise.

The Correlation Dimension  of  is the limit, if exists, of the Correlation Inte-

gral, namely:

 = lim
𝜌→0

ln(C(𝜌))
ln(𝜌)

(8.2)

The most popular method to estimate Correlation Dimension is the Grassberger-
Procaccia algorithm [12]. As shown in Fig. 8.1, the algorithm resides in plotting

ln(C(𝜌)) versus ln(𝜌); the value of Correlation Dimension is given by the slope of

the linear part of the curve. For more details on the algorithm and its software imple-

mentation, the reader can refer to [4].

8.3 Juggler’s Arm Movement Recognition

The recognition of juggling movements is founded on the assumption that it can

classify the movements extracting the single orientation information of a juggler

arm. In physics, any orientation can be represented by composing the three elemental

rotations, called Euler Angles [16], indicated by 𝛼, 𝛽, 𝛾 (see Fig. 8.2). They provide a
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Fig. 8.2 Geometrical

representation of the Euler

Angles

sequence of three elemental rotations to the coordinate system axes. However, Euler

angle orientation representation suffers by the so-called gymbel lock, i.e., in some

cases the third rotation cannot be performed after having carried out the first two.

For this reason, some recent trackers, e.g., Kinect [23], prefer to represent the rigid

body orientation in terms of quaternions [22].

For measuring the arm orientation we asked the juggler, in his performance, to put

on his wrist the Colibri inertial tracker by Trivisio Prototyping GmbH. The model

of the tracker, shown in Fig. 8.3, represents the body orientation in term of Euler

Angles, with a refresh time of 5 ms.

Hence, the juggler, during his exercise, generates three different time series, each

measuring an Euler Angle, sampled every 5 ms.

8.3.1 Feature Extraction and Classification Phases

The input of feature extraction procedure are the 𝛼-Euler, 𝛽-Euler, 𝛾-Euler time series

generated by the tracker. The output are the Dimension correlations each associated

to a single Euler time series. Each juggling movement, considered in the experimen-

tation, has a duration of 30 s and therefore the tracker produces for each Euler Angle

6000 samples.

For each time series, the feature extraction procedure carries out the dynamics

reconstruction by means of the method of delays (see Sect. 8.2). Then, it is computed,

as output, the Correlation Dimension for each time series, namely 
𝛼

,
𝛽

,
𝛾

.

As shown in Fig. 8.4, the feature representation in terms of Correlation Dimen-

sions produces a linear separation between data. Hence, performing the classification

by the use of a linear classifier, e.g., a Linear Support Vector Machine (Linear SVM)

[8, 14] is quite appropriate.
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Fig. 8.3 The Trivisio

Colibri

Fig. 8.4 Juggler

Movements represented by

𝛼, 𝛽, 𝛾 Euler Angles

Correlation Dimensions. The

blue and the purple circles
indicate juggler movements

with three and four balls,

respectively. The Correlation

Dimensions, 
𝛼

,
𝛽

,
𝛾

,

associated to Euler Angles

𝛼, 𝛽, 𝛾 are denoted by x, y, z,
respectively

8.4 Experimental Results

For the validation of the proposed system, two diverse elementary juggling move-

ments have been considered. To this purpose, it is necessary to remark that in jug-

gling, elementary movements involving both hands, can be classified in two groups,

related to the number of balls involved in the exercise. If the movement involves

an odd number of balls, it belongs to the former category; otherwise to the latter.

Therefore, the proposed system has been validated considering juggling movements

with three and four balls. Exercises with two balls have been discarded involving
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Fig. 8.5 Juggling movements with four balls

only an arm; whereas, the ones with more than four balls cannot be performed by

an amateur juggler for an adequate time for reconstructing juggling dynamics and

computing reliable Euler Angle Correlation Dimension estimates.

Being that said, a database of 500 juggling exercises of duration of 30 s, performed

by jugglers
1

of different being (see Fig. 8.5) have been collected. Exercises with 3 and

4 balls are equally represented in the database. The database was randomly divided in

training and test sets, with 150 and 350 exercises, respectively. Many Linear SVMs

have been trained by using different values for SVM parameters and the best one

was selected by cross-validation [13]. Linear SVM has misclassified just a single

juggling movement on the whole test set.

8.5 Conclusions

The paper has described a system for recognizing the juggling movements by using

the single arm orientation information expressed in terms of Euler Angles. The pro-

posed approach implies that each juggler wears on his wrist a tracker that expresses

the juggler arm orientation, during the exercise, in terms of three Euler Angle time

series. The proposed system has two stages, i.e., the feature extractor and the classi-

fier. The first module uses the method of delay for the dynamic system reconstruc-

tion that has produced the arm movements and then, computes three Euler Angle

1
The juggler in the figure is Francesco Esposito, the second paper author, who gives his consent to

show his image in the paper.
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Correlation Dimensions. In the second stage, classification is performed by a Linear

SVM. Experimental results show that the system can discriminate, making only one

mistake, juggling exercises with three balls from the ones with four balls.

In the next future we plan to apply the system in the rehabilitation, for character-

izing the movement dynamics, of people suffered by strokes.
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Chapter 9
Cortical Phase Transitions as an Effect
of Topology of Neural Network

Ilenia Apicella, Silvia Scarpetta and Antonio de Candia

Abstract Understanding the emerging of cortical dynamical state, its functional

role, and its relationship with network topology, is one of the most interesting

open questions in computational neuroscience. Spontaneous cortical dynamics often

shows spontaneous fluctuations with UP/DOWN alternations and critical avalanches

which resemble the critical fluctuations of a system posed near a non-equilibrium

noise-induced phase transition. A model with structured connectivity and dynam-

ical attractors has been shown to sustain two different dynamic states and a phase

transition with critical behaviour is observed. We investigate here which are the fea-

tures of the connectivity which permit the emergence of the phase transition and the

large fluctuations near the critical line. We start from the original connectivity, that

comes from the learning of the spatiotemporal patterns, and we shuffle the presynap-

tic units, leaving unchanged both the postsynaptic units and the value of the connec-

tions. The original structured network has a large clustering coefficient, since it has

more directed connections which cooperate to activate a precise order of neurons,

respect to randomized network. When we shuffle the connections we reduce the clus-

tering coefficient and we destroy the spatiotemporal pattern attractors. We observe

that the phase transition is gradually destroyed when we increase the ratio of shuffled

connections, and already at a shuffling ratio of 70% both the phase transition and its

critical features disappear.
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9.1 Introduction

Thanks to recent experimental techniques, which allow to record the activity of many

neurons simultaneously (both in-vivo and in-vitro), it is easier studying the complex

collective dynamics emerging in highly connected networks of neurons, such as cor-

tical networks. Spontaneous cortical activity can show critical collective features,

such as the alternation between DOWN states of network quiescence and UP states

of neural depolarization, observed in different system and conditions (both in-vitro

[1–3] and in-vivo during slow-wave sleep, anesthesia and quiet walking [4, 5]).

Many recent works confirm the idea that brain operates close to a critical point

(or close to a spinodal point), at which information progressing is optimized [6–8],

so that it is interesting to investigate the role of criticality on cognitive activities or

brain diseases and so on.

In this paper we focus on the presence of phase transition between UP and DOWN

states; it should be important to emphasize that the power laws of avalanches size

and duration distributions in our model has been shown to agree with experimental

data of critical exponents of size and time avalanches distributions [9].

Many experiments both in-vitro [10, 11] and in-vivo [12–15] have demonstrated

that cortical spontaneous activity occurs in precise spatio-temporal patterns. In this

paper we study the spontaneous cortical dynamics of a neural network, in which

a phase transition between replay and not-replay of stored spatiotemporal patterns

emerges.

We call “UP state” the regime in which we have high firing rate with the replay of

one of stored patterns, index of high correlated activity. Instead the “DOWN state” is

the regime of quiescence without replay of pattern. Between this two states, a critical

regime exists, with the alternation of UP and DOWN states. In this regime there is

an intermitted replay of spatiotemporal pattern.

Noise level and strength of connections are the control parameters we change dur-

ing the investigation, then we calculate firing rate and normalized variance, defined

in next section.

As we shall see later an high firing rate doesn’t necessarily imply an UP state,

because if we change the topology of network we don’t always observe retrieval

pattern when firing rate is high and we can have uncorrelated Poissonian activity

even at high rates. This change of topology consists of shuffling the connections

thanks to a shuffling procedure discussing below. This procedure allows us to study

the spontaneous dynamics of network with different position of connections, keeping

unchanged their values, getting very different and interesting regimes of activity.

9.2 The Model

In order to simulate the spontaneous activity of a slice of brain cortex, we have a

network of N spiking neurons, modeled as LIF (Leaky Integrate-and-Fire) units and

represented by SRM (Spike Response Model) of Gerstner [16], in presence of a
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Poissonian noise distribution. Neurons are connected by a sparse connectivity with

the possibility to shuffle a fraction of the connections, in order to understand the role

of topology in spontaneous cortical dynamics.

If we label with index i the postsynaptic neuron and with the index j the presy-

naptic one, when the neuron i does not fire, the postsynaptic membrane potential

is:

ui(t) =
∑

j

∑

ti<tj<t
Jij(e−(t−tj)∕𝜏m − e−(t−tj)∕𝜏s ) +

∑

ti<t̂i<t

Ji(e−(t−t̂i)∕𝜏m − e−(t−t̂i)∕𝜏s ) (9.1)

The Eq. (9.1) has two contributions: the first one is related to the connections

strength, because Jij is the connection strength between pre- and postsynaptic neu-

rons; the second contribution is related to the noise of network, because Ĵi is extracted

from a Gaussian distribution with mean 0 and standard deviation 𝜎 =
√

𝛼∕𝜌
∑

j J2ij,
where 𝛼 is the “noise level” of the network and 𝜌 = 1 ms

−1
is the rate of Poissonian

distribution P(t) ∝ e−𝜌t. In the Eq. (9.1) 𝜏m is the characteristic time of membrane (in

this paper 𝜏m = 10 ms), 𝜏s is the characteristic time of synapse (in this paper 𝜏s = 5
ms), tj are the spike times of neuron j, t̂i are the times of noise events releasing a

random charge at some point of membrane of neuron i.
The (9.1) is the solution of a differential equation, describing a RC circuit, because

in LIF model each unit has a membrane capacity C and a resistance R in parallel, so

that we have for neuron i:

dui(t)
dt

= −
ui(t)
𝜏m

+
Ii(t)
C

(9.2)

with 𝜏m = RC and Ii(t) is the input current, given by Ii(t) =
∑

j
∑

ti<tj<t
Qij

𝜏s
e−(t−tj)∕𝜏s +

∑
ti<t̂i<t

Q̂i

𝜏s
e−(t−t̂i)∕𝜏s , where Qij is the total charge released at the synapse between

neuron i and j and Q̂i is a random charge released at some point of the membrane of

neuron i. Qij and Q̂i are related to Jij and Ĵi respectively by the relations: Jij =
Qij

C(1− 𝜏s
𝜏m

)

and Ĵi =
Q̂i

C(1− 𝜏s
𝜏m

)
. When the membrane potential ui(t) reaches the threshold 𝜃, the unit

emits a spike and then ui(t) is reset to zero, its resting value.

So far we have described the single unit. Since we want to investigate the effects

of topology on network dynamics we build a structured connectivity that gives rise to

a complex dynamics with a rich phases space, and then we shuffle the connections to

check if crucial changes happen also in the dynamics. In the next section we will talk

about the process of creation of the network connectivity, thanks to the “learning”

and “pruning” procedures, and then we will describe the shuffling procedure.
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9.2.1 Learning and Pruning Procedures

We set synapse strengths Jij at the beginning with the “learning” procedure, inspired

by STDP (Spike Timing Dependent Plasticity). Then, during the simulation we hold

fixed Jij, i.e. we don’t use short term plasticity for sake of simplicity. Note that the

sign of Jij represent the type of synapse: if Jij < 0 the synapse is inhibitory, while

if Jij > 0 it is excitatory. With this procedure we store 𝜇 = 1, 2,… ,P phase-coded

patterns in the network connections, i.e. periodic ordered trains of spikes t𝜇i with

period T𝜇
and with one spike per neuron and per cycle. Because of such periodic

spikes train, the strength of connection Jij changes:

𝛿Jij = Hi

∞∑

n=−∞
A(t𝜇i − t𝜇j + nT𝜇) (9.3)

where A(𝜏) is a function of time, called “learning window”, inspired to STDP, with

𝜏 = t𝜇i − t𝜇j + nT𝜇
. t𝜇j and t𝜇i are pre- and postsynaptic spikes time in pattern 𝜇 respec-

tively, Hi is a constant that sets the strength of the connections, depending on the

postsynaptic neuron. This learning procedure assures the balance between excita-

tion and inhibition, i.e.
∑

i Jij = 0.

To take into account the heterogeneity of neurons, we use two values of Hi: H0 for

“normal” neurons and Hi = 3H0 for “leader” neurons, i.e. neurons that with higher

incoming connection strengths amplify activity initiated by noise. In other words,

leaders are neurons the ones which fire more than others, and they give rise to a cue

able to initiate the short collective replay. They are chosen as a fraction of 3% of

neurons with consecutive phases, for each pattern 𝜇.

To improve the model’s biologically plausibility, we delete some connections to

make the connectivity sparse. With the “pruning” procedure we cut a fraction f +prune
(70%) of positive (excitatory) connections with the lowest value and a fraction f −,iprune
(depending on postsynaptic neuron) of negative (inhibitory) connections with the

lowest absolute value. As it happens before pruning, also after pruning still there

is a balance of positive and negative connections affering each postsynaptic unit,

i.e.
∑

i Jij = 0. In this way, only a part of connections survives: 27% of N(N− 1)

connections are negative, 12% of N(N− 1) connections are positive, the other ones

are equal to zero. In such a way we get a structured and sparse connectivity.

9.2.2 Shuffling Procedure

We investigate the effects of shuffling procedure on network dynamics. We start from

the structured and sparse connectivity coming from learning and pruning procedures,

and we apply a shuffling procedure. In such a way the network topology changes, but

the strength of connections is preserved. Let’s consider the connection Jij, picked

up randomly. Given the postsynaptic neuron i, we change the presynaptic neuron
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j with another one k, chosen randomly among other neurons of the network. We

use the strength of Jij for the new connection Jik, i.e. Jik = Jij and then we put the old

connection Jij to zero. We repeat this procedure for a fraction of connections or all the

connections of the network. Not only the strength of connections remains the same,

but also the balance between inhibitory and excitatory connections entering each

unit is preserved. In this way we have the possibility to investigate the spontaneous

dynamics of the same model but with different network topology, from a structured

connectivity to a random connectivity, with the same value of connections.

The key parameters are: the noise level 𝛼, the strength of connectionH0, expressed

in units of the threshold 𝜃 of the neurons, and the fraction of connections we change

cs, that is the ratio between the number of times we make the shuffling procedure and

the number of connections, so we can have different situations from cs = 0 (struc-

tured connectivity) to cs = 1 (when all the connections are shuffled). For each cs we

want to investigate, we change the value of 𝛼 and H0, and we calculate the spiking

rate and the normalized variance. The normalized variance is defined as 𝜎̂ = 𝜎

<r>
,

where r = ntot
N𝛥

is the rate, with ntot total number of spikes in the time interval 𝛥, and

𝜎 = N𝛥 < r2 > −N𝛥 < r >2
is the variance. Explaining r, the normalized variance

can be written as 𝜎̂ = <n2tot>−<ntot>
2

<ntot>
. Note that if neurons are uncorrelated and Pois-

sonian then < n2tot > − < ntot >2=< ntot >. As a consequence the normalized vari-

ance is equal to 1. Therefore if normalized variance is different from 1, this means

that or (1) neurons are not uncorrelated or (2) each unit is not Poissonian. To under-

stand the importance of topology in this dynamics we calculate the clustering coef-

ficient of the network. The clustering coefficient (C) of a node of the network is a

measure of the number of edges that exist between its nearest neighbors [17]. It is

defined as

C̄ =

∑N
i=1

[∑
j,k∈𝛥(i) 𝛤 (j → k)

]

∑N
i=1 zi(zi − 1)

(9.4)

where 𝛥(i) is the set of nodes j such that there is a connection from i to j, zi is the

number of nodes in 𝛥(i), and 𝛤 (j → k) is one if there is a connection from j to k, zero

otherwise.

Structured network has more clusters of directed connections which cooperate

to activate a precise order of neurons, respect with randomized network. A dense

local clustering coefficient we observe in the structured network (cs close or equal to

0) remembers the regular topology of a network, while the clustering coefficient is

close to 0, from a particular value of cs close to 0.7 up to cs = 1 (random network).

We calculate the normalized clustering coefficient, defined asC = C̄−C1
C0−C1

, whereC0 is

clustering for zero shuffling, andC1 is for randomized network and C̄ is the clustering

coefficient of other intermediate cases of networks.

So we have C = 1 for cs = 0, i.e. a network with structured connectivity and

C = 0 for cs = 1, i.e. a random connectivity (Fig. 9.1a). In the next section we will

show the main results we have got, focusing our attention in particular on three dif-
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Fig. 9.1 a Changes of Topology. Normalized clustering coefficient C = (C̄ − C0)∕(C1 − C0),
where C0 is clustering for zero shuffling, and C1 is for randomized network, as a function of shuffled

connections cs. From a value of cs close to 0.7 the clustering coefficient approaches to 0, as happens

for a random network. A non-equilibrium phase transition occurs in the spontaneous dynamics of a

network ofN = 3000 neurons with structured connectivity (cs = 0). The rate (b) and the normalized

variance (c) are shown as a function of noise intensity 𝛼 and synaptic strength factorH0. One can see

a sharp transition from a region of Poissonian quiescence, with low rate and normalized variance

close to 1 (yellow points in figure b and c) to a region of correlated high rate activity (red points
in figure b and magenta points in figure c), with high values of both rate and normalized variance.

Between them there is an intermediate region in which the rate gradually grows and the normalized

variance has a peak, index of a transition (in blue circle). d Rate and normalized variance are shown

as a function of H0 for fixed 𝛼 = 0.03 ms
−1

. Note that the transition between qiescience state and

high correlated activity occurs when the rate grows and the normalized variance has a peak, for a

particular value of connection strength, corresponding to the region in blue circle of figure b and

c. e Rate and normalized variance are shown as function of 𝛼 for fixed value of H0 = 0.3. Note that

also in this direction there is an abrupt growing of rate and a peak of normalized variance

ferent cases of topology: cs = 0 (structured connectivity coming from the learning),

cs = 1 (random connectivity, when all the connections are shuffled) and cs = 0.63
(an intermediate case, when only 63% of connections are shuffled). We will observe

three completely different behaviors.

9.3 Results

In order to study the spontaneous dynamics, we calculate the firing rate (number

of spike per neuron and time interval) and the normalized variance (defined above)

changing the value of noise level 𝛼 and strength of connections H0. For a network

with structured connectivity (cs = 0) results are shown in Fig. 9.1. In this case we

observe a transition from a regime of quiescence characterized by both low values
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Fig. 9.2 Raster plot is the graphic in which we have the index neuron on the y-axis and the firing

time on the x-axis. For each point (𝛼, H0) of the rate diagram we want to investigate, in figure a,

b and c we show three raster plot, in the first one (upper) the neurons are ordered according to

their own number, in the second one (in the middle) are ordered according to the pattern 1 and in

the third one (bottom) according to the pattern 2. a The raster plot shows a quiescence regime in

which few neurons fire and without a scheme, for 𝛼 = 0.03 ms
−1

and H0 = 0.18. b An intermitted

reactivation of pattern 1, for 𝛼 = 0.03 ms
−1

and H0 = 0.243. This values of 𝛼 and H0 don’t allow

the permanence of pattern. c We have the permanence of retrieval pattern 1, for 𝛼 = 0.03 ms
−1

and

H0 = 0.26. In this model the two patterns can’t be retrieve at the same time, so that if we observe

the perfect pattern 1, when neurons are ordered according to pattern 2 we observe a lot of neurons

fire, because of high firing rate, but in disordered way. In figure d, e and f we show the rate to time

(upper) and the distribution of rate (bottom) of the same point of figure a, b and c respectively. d
The quiescence regime is shown, few neurons fire during the investigated time interval, indeed the

distribution of rate has one peak at low value of rate, close to 0. e The bimodal activity and the

alternation of up and down states are shown. We observe in upper figure the alternation of high and

low values of firing rate in time. In the bottom, the distribution of rate has two peaks, one close to 0

and another one at higher value of rate. f An UP state. The rate always is high and the distribution

of rate is similar to a Gaussian distribution with the mean value at high value of rate (about 20)

of rate and normalized variance to a regime of high correlated activity, characterized

by high value of both rate and normalized variance. Between these two regime there

is the transition region (in blue circle) when the transition occurs. Indeed in figure

(d) and (e) we have respectively rate and normalized variance in function of H0 for

fixed value of 𝛼 = 0.03 ms
−1

and in function of 𝛼 for fixed value of H0 = 0.3. The

peak of normalized variance in correspondence of a growth of rate is the sign that a

phase transition occurs. While in the region of high activity (red points in Fig. 9.1b)

there is a replay of one of stored pattern (Fig. 9.2c, f), in the region with low rate (yel-

low points in Fig. 9.1b) there is uncorrelated Poissonian activity (see Fig. 9.2a, d).

Between this two regions there is an interval of parameters where both the high-rate

and low-rate states are metastable and the system switches between the two states

(Fig. 9.2b, f). Even if this is not an equilibrium phase transition, but a dynamical one,
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Fig. 9.3 Rate (a) and normalized variance (b) as a function of fraction of shuffled connections

cs, at 𝛼 = 0.05 ms
−1

and at different values of H0. When cs increases the transition goes to upper

values of H0, until to a particular value of cs close to 0.7 where the transition ends. Indeed before

this value of cs, for each cs we observe the gradually growth of rate and an abrupt increase of

normalized variance following by low values again. At upper values of cs = 0.7 the normalized

variance is always close to 1 (as we have said) even if the rate increases with H0

this is similar to a first order transition since effects of hysteresis have been observed

by preliminary investigations (not shown).

The raster plot (Fig. 9.2) confirms the idea that a phase transition between a high

rate replay regime and a quiescence regime occurs. In raster plots we can see which

neuron and when fires. We show three raster plot in order to point out the three dif-

ferent behaviors of the network dynamics: (A) quiescence state, that we call DOWN

state, for 𝛼 = 0.03 ms
−1

and H0 = 0.18, in which few neurons fires, (B) a critical

behaviors in which there is an intermitted reactivation of one of stored patterns, for

𝛼 = 0.03 ms
−1

and H0 = 0.243 (C) high correlated activity for 𝛼 = 0.03 ms
−1

and

H0 = 0.26, in which neurons fire, retrieving perfectly one of stored patterns.

The dynamics of this neural network with structured connectivity is radically

altered when its topology changes when we apply the shuffling procedure. It should

be emphasized that the strength of connections are the same, even if we shuffle them.

In Fig. 9.3 the rate and normalized variance are shown as function of strength of

connection H0 and fraction of shuffled connections cs, for fixed value of noise level

𝛼 = 0.05 ms
−1

. This two figures explain how the transition between the two differ-

ent regimes (from quiescence-DOWN state to correlated activity-UP state) moves to

higher values of H0 as long as cs increases, until it disappears for a particular value

of cs close to 0.7. Indeed for cs larger than this particular cs the normalized vari-

ance always is close to 1, index of dynamics dominated by Poissonian noise, so the

transition is ended.

In particular we analyze two cases, different from the previous one of structured

connectivity (cs = 0): the case near the end of phase transition, choosing cs = 0.63
(63% of connections are shuffled) and the case in which the network has a random

connectivity (cs = 1, i.e. all the connections are shuffled).

In Fig. 9.4 we underline the end of phase transition when we shuffle all the connec-

tions. The sign of the end of this transition is the disappearing of peak in normalized

variance and the gradual growth (very smooth) of firing rate when H0 increases.
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Fig. 9.4 Phase transition ends when we shuffle all the connections, keeping unchanged their values.

Three cases are analyzed: a cs = 0, structured connectivity. The rate increases abruptly and the

normalized variance has a peak in correspondence of this increasing of rate. b cs = 0.63, 63% of

connections are shuffled. The increasing of rate is less abrupt than the figure a and the normalized

variance has a smaller peak moved to higher values of H0, like as the transitions moves to higher

values of strength of connections but doesn’t disappear. c cs = 1, all the connections are shuffled,

but their values don’t change. The firing rate increases very smoothly with the increasing of strength

of connections, while the peak of normalized variance (seen in previous figures) disappears. The

normalized always is close to 1, index of absence of the transition

The intermediate case, cs = 0.63 is very interesting. The phase transition occurs

at high value of H0 and at low noise, while at high noise there is a region of high

rate but uncorrelated activity (normalized variance is close to 1). In particular at

fixed value of H0 = 0.8 (Fig. 9.5), for high value of noise (𝛼 = 0.2 ms
−1

) we have

high value of rate but low value of normalized variance, close to 1, like in the case

cs = 1 (see later). Indeed the raster plot shows a dynamics in which neurons fire a

lot, but without a particular order (see Fig. 9.5b, d). For low value of noise (𝛼 = 0.02
ms

−1
), the situation is similar to the case of cs = 0, because in this case we observe a

transition region with a peak of normalized variance. Indeed for this point the raster

plot shows a perfect retrieval pattern (see Fig. 9.5a, c). The phase transition moves

toward higher values of H0 and lower values of noise level, when we increase the

fraction cs of shuffled connections.

We repeat the same investigation for cs = 1. cs = 1 means that we shuffle all the

connection, getting a completely random connectivity (while the set of connection’s

strengths are preserved). In this case the figures of firing rate and normalized variance

are completely different from the case of cs = 0 (structured connectivity) and cs =
0.63 (intermediate case). While the rate shows a gradually growth (coming from

high values of level noise and strength of connections), the normalized variance is

always close to 1, even when the rate is high. It is the sign of a dynamics dominated

by Poissonian noise. Indeed the raster plot doesn’t show a particular scheme, even if

the rate is always high (see Fig. 9.6c).
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Fig. 9.5 The study of spontaneous dynamics for a network with cs = 0.63 (only a fraction of 63%
of connections are shuffled). a The firing rate shows a gradually growth when we increase the

strength of connections, but for high value of noise (in the blue circle) the normalized variance b
is close to 1, similar to the case of cs = 1, while for low values of noise (in the green circle) the

normalized variance shows a peak, similar to the case of cs = 0where we observe a phase transition.

b Normalized variance diagram, for the same values of 𝛼 and H0 of the firing rate diagram. c Rate

and normalized variance in function of H0 for fixed value of 𝛼 = 0.02 ms
−1

. We observe a peak of

normalized variance when the rate abruptly increases. d Rate and normalized variance in function

of 𝛼 for fixed value of H0 = 0.8. We note a peak of normalized variance at value of noise close to

0.04 ms
−1

, while for high value of 𝛼 the normalized variance is always close to 1 even if the rate is

high. e Raster plot of a network with cs = 0.63 and 𝛼 = 0.02 ms
−1

and H0 = 0.8 (point in the blue
circle of panel a and b. In this case we observe the perfect retrieval stored pattern with high firing

rate. f Raster plot of a network with cs = 0.63 and 𝛼 = 0.2 ms
−1

and H0 = 0.8 (point in green circle
of panel a and b). Even if the firing rate is high, the neurons fire a lot, but without a precise scheme

Fig. 9.6 The investigation of firing rate and normalized variance for cs = 1 (random connectivity)

changing noise level 𝛼 and strength of connections H0 gradually. a Rate in function of 𝛼 and H0.

We note a gradually growth of value of rate for high values of 𝛼 and H0, but this doesn’t mean

a transition occurs. Indeed in figure b we observe values of normalized variance always close to

1, index of dynamics dominated by Poissonian noise. c Rate to time (upper) and rate distribution

(bottom) for a network with random connectivity (cs = 1), with strength of connectionH0 = 0.8 and

noise level 𝛼 = 0.2 ms
−1

, i.e. a red point in panel a. The rate is always high during the investigated

time interval and the rate distribution is similar to a Gaussian distribution with a peak at rate close

to 20. In the raster plot we don’t observe a particular scheme according to which neurons fire
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9.4 Conclusion

With this work we have seen how, in a structured network with a phase transition

from quiescence state to a replay state, the spontaneous dynamics changes when we

shuffle the connections. The balance between excitation and inhibition are preserved

during shuffling. The clustering coefficient decreases when the fraction of shuffled

connections increases. The clustering coefficient reaches the value that we observe

for a completely randomized network when the shuffling fraction is about cs = 0.7.

This is also the value of cs at which the phase transition seems to disappear. We

can conclude that the transition and the rich dynamics in phase-space we observe

when the network has a structured connectivity is crucially related to the network

topology, induced by the learning procedure. The peak in the normalized variance

that we observe near the transition is the signature of a system with high fluctuations

as it is observed near a second order transition or near the spinodals of a first order

transition. Further investigations are in progress to understand the order of the phase

transition.
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Chapter 10
Human Fall Detection by Using an Innovative
Floor Acoustic Sensor

Diego Droghini, Emanuele Principi, Stefano Squartini, Paolo Olivetti
and Francesco Piazza

Abstract Supporting people in their homes is an important issue both for ethical

and practical reasons. Indeed, in the recent years, the scientific community devoted

particular attention to detecting human falls, since the first cause of death for elderly

people is due to the consequences of a fall. In this paper, we propose a human fall

classification system based on an innovative floor acoustic sensor able to capture

the acoustic waves transmitted through the floor. The algorithm employed is able

to discriminate human falls from non falls and it is based on Mel-Frequency Cep-

stral Coefficients and a two class Support Vector Machine. The dataset employed for

performance evaluation is composed by falls of a human mimicking doll, everyday

objects and everyday noises. The obtained results show that the proposed solution is

suitable for human fall detection in realistic scenarios, allowing to guarantee a 0%

miss probability at very low false positive rates.
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10.1 Introduction

The decreasing birth rate [1] and the contemporary increase of the life expectancy at

birth [4] in the majority of industrialized countries have been generating new chal-

lenges in the assistance of the elderly. The scientific community, companies and

governments are trying to face them by investing in the development of efficient

healthcare systems and solutions. The direction taken goes towards the development

of smart home capable of taking care of the inhabitants by supporting and moni-

toring them in their daily actions [8, 14]. Since falls are one of the main cause of

death for the elderly [11], several efforts have been devoted to the development of

algorithms for automatically detecting these events.

10.1.1 Related Work

There are two broad categories into which the fall recognition systems are divided:

the first comprises systems based on wearable sensors, the second the ones based

on environmental sensors. The former are mainly represented by accelerometers

and their main disadvantage is the obtrusiveness due to the necessity of continu-

ously wearing a device. Examples of environmental sensors are microphones, radar

Doppler, floor vibration sensors, pressure sensors, and cameras [17], and their main

disadvantages are the limited covered area and high installation costs.

Recently, several works appeared in the literature that use audio signals. In these

works, techniques originally developed in the speech processing community are

often employed with promising results. In [19] the authors used a single far field

microphone, then a Support Vector Machine trained with GMM supervectors is used

to classify audio segments into falls and various types of noise. Others researchers

have improved the results by employing multi-channel algorithms: in [16], the

authors used a source separation technique to remove the possible interferences from

background sound sources. A one class support vector machine (OCSVM) is then

applied and the Mel-Frequency Cepstral Coefficients (MFCC) features from non-

fall sounds are employed to construct the OCSVM data description model that dis-

tinguishes fall from non-fall sounds. In [9], the authors developed an acoustic fall

detection system which consists of a circular microphone array that captures the

sounds in a room.

Differently, fall detection systems based on wearable devices usually rely on

accelerometers. Being portable devices, they are battery powered and they cannot

be use while recharging. Additional disadvantages are that they can be forgotten by

the user and that it may be deemed annoying. In related works, the authors exploit

the information of the falling body acceleration identifying if there has been a fall if

the acceleration values exceed a threshold. In particular, the authors in [3] employ

tri-axial accelerometer sensors mounted on the trunk and on the thighs to determine

the peak accelerations recorded during different types of falls. In [5], the system con-

sists of a motion sensor network deployed on the ceiling to monitor motion and an
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electronic patch worn by the subjects to identify them and detect falls. More complex

algorithms have been used in [12] where several machine learning techniques have

been employed on data coming from tri-axial devices (accelerometer, gyroscope,

and magnetometer/compass).

10.1.2 Contribution

The fall classification system presented in this paper uses an innovative sensor which

belongs to the first category, i.e., it is placed on the environment. It is composed of a

microphone located inside a resonant cavity that amplifies the floor vibrations cap-

tured with the aid of a membrane placed in contact with it. As shown in [13], this

configuration makes the sensor particularly suitable to capture signals generated by

fall events and at the same less sensitive to environmental noises. As a result, simpli-

fied algorithmic pipelines can be employed, and the computational complexity can

be reduced, since it is possible to lower the sampling rates and a good performance

can be achieved with a single sensor. This means that the cost of the system is lower

compared to solutions that require multiple microphone and a more complicated

acquisition and signal processing hardware [9].

The classification algorithm is based on a previous work by some of the authors

[13]. It employs both low-level features, i.e., MFCCs [7], and high-level features, i.e.,

Gaussian Mean Supervectors which are then used by a Support Vector Machine to

distinguish falls from no-falls. Despite MFCCs were originally developed for speech

and speaker recognition tasks, they have been successfully applied also for acoustic

event classification [18] and fall detection [20]. Differently from [13], where the

algorithm discriminated falls of general objects, here the focus is specifically on

the classification of human falls. The classifier, thus, has been designed to discrim-

inate between two classes: human falls and generic sound events. In order to assess

the performance of the approach, the dataset presented in [13] has been augmented

with instances of everyday sounds (speech, footsteps, etc.), thus making the task

more challenging. As a reference, results employing the original dataset [13] are

also reported.

The outline of the paper is the following: Sect. 10.2 describes the proposed

acoustic sensor, while Sect. 10.3 outlines the main characteristics of the algorithm.

Section 10.4 presents the acoustic fall events dataset. The experiments conducted to

assess the performance of the system are described in Sect. 10.5. Section 10.6 con-

cludes the paper and proposes future developments.

10.2 The Floor Acoustic Sensor

As aforementioned, the Floor Acoustic Sensor (FAS, Fig. 10.1) is composed of a

membrane that goes in direct contact with the floor. The waves transmitted through

the ground are amplified by an inner container where the microphone is located.
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(a) Conceptual scheme. 1 - The outer con-
tainer. 2 - The inner container. 3 - The mi-
crophone slot. 4 - The membrane touching
the floor.

(b) Prototype used during the
recordings.

Fig. 10.1 The Floor Acoustic Sensor

This microphone is characterized by an hypercardiod directivity pattern, thus it

has been oriented so that the maximum gain is towards floor. Moreover, an outer

enclosure covers all the sensor and between the two enclosures can be put a sound-

absorbing material to minimize the possibility that environmental sounds reach the

microphone.

10.3 The Fall Classification Algorithm

The classification algorithm is composed of two main parts. The first is the features

extraction phase where we have extract the Mel Frequency Cepstral Coefficients

from all audio files that comprise the dataset. For doing this, the feature extraction

pipeline is the same used in [13]. In particular, the signal is segmented in frames

16 ms long overlapped by 8 ms, the parameter 𝛼 of the pre-emphasis filter has been

set to 0.97 and the number of filters which compose the filterbank has been set to 29.

At the end, after the Discrete Cosine Transform, 13 statics coefficients are extracted

that, together with their first and second derivatives, form the final feature vector of

a signal.

The classification phase is similar to that one adopted in [13]: first it uses a mixture

of Gaussians (GMM), trained on a large corpus of audio events with the Expectation

Maximization algorithm to model the acoustic space (Universal Background Model,

UBM). Then, for each audio segment, the Maximum a Posteriori (MAP) algorithm

is used to calculate the Gaussian Mean Supervector (GMS) from the MFCCs. In

contrast with the previous work [13], where we used a multi-class approach, here we

employ a binary SVM to discriminate the class “fall” from “rest” which allows to

distinguish human falls from the other types of sounds. In addition, the class decision

is usually performed by evaluating the sign of the SVM discriminative function,

which ultimately consists in deciding whether in example belongs to a class by setting
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a threshold equal to zero. However, in a human fall classification task, it is important

to minimize the probability of missing a fall event, i.e., false negatives. In order to

push the system towards this direction, we decided to consider the entire value of

the SVM discriminative function, and then to set an appropriate threshold in order

to minimize the occurrence of false negatives.

10.4 Dataset

The dataset has been created by the authors and is an enlarged version of the one used

in [13]. It includes audio events corresponding to falls of several objects recorded in

different conditions.
1

The fall events have been recorded in an isolated room par-

ticularly suitable for the propagation of acoustic waves through the floor. Each fall

has been registered with the FAS placed on the ground and an aerial microphone

(the same AKG 400 BL included in the floor sensor) located above the FAS, on a

table 80 cm high. A Presonus AudioBox 44VSL sound card connected to a laptop

has been used to record signals.

The sample rate has been set to 44100 kHz while the bit-depth at 32 bit. The

dataset is composed of falls of different daily use objects, i.e., a ball, a metal basket,

a book, a metal fork, a plastic chair, and a bag (Fig. 10.2a). Human falls have been

simulated by employing the “Rescue Randy” doll
2

(Fig. 10.2b), a professional equip-

ment employed in water rescues. The same type of doll has been used in many other

work related to fall detection [2, 20] and is a well established practice in addressing

this type of tasks. The doll has been dropped from upright position and from a chair,

both forward and backward, for a total of 44 events, all included in the “fall” class.

In order to further stress the system, a 20 min long recording session was carried out

in which 2 persons have produced everyday noises such as talking, walking, drag-

ging chairs, and playing with the ball. Then the track obtained in this session has

been divided in 665 sub-tracks. The lengths of these sub-tracks have been randomly

generated with Gaussian distribution. Mean value and standard deviation of this dis-

tribution have been calculated based on the lengths of the other files that form the

dataset. In order to compare the algorithm with previous works [13], results obtained

on the original dataset are also reported.

In addition to the clean dataset, a noisy version has been created to assess the

performance in noisy condition. The noisy dataset consists in a musical background

recorded with both sensors and digitally added to the clean events.

1
The dataset is available at the following URL: http://www.a3lab.dii.univpm.it/research/fasdataset.

2
http://www.simulaids.com/1475.htm.

http://www.a3lab.dii.univpm.it/research/fasdataset
http://www.simulaids.com/1475.htm
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(a) Objects. (b) Human mimicking doll
(Rescue Randy).

Fig. 10.2 Equipment employed for creating the fall events dataset

10.5 Experiments

In this section, the experimental procedure is firstly discussed and then the algorithm

performance is presented. In the experiments, the signals of the dataset described

above have been downsampled to 8 kHz and the bit depth has been reduced to 16 bit.

Both the choice of the sampling frequency and the choice of MFCCs are justified by

the analysis performed in a previous work by the authors [13], where it was shown

that the signals recorded with the FAS have the majority of the energy concentrated

at low frequencies (below 1 kHz). Indeed, the mel scale used in the feature extraction

pipeline has a higher resolution at low frequencies, that allows to better describe the

portion of the spectrum where the majority of the energy resides. In addition, the

algorithm has been evaluated using two features extraction pipelines:

∙ the first is the same described in the Sect. 10.3 and will be denoted as STD;

∙ the second pipeline does not include the pre-emphasis filter and will be denoted

with NOPRE.

The experiments have been conducted with a 4-fold cross-validation strategy and

a three-way data split in three different operating conditions:

∙ matched, where the training, validation and test sets share the same acoustic con-

dition, i.e., clean or noisy;

∙ mismatched, where the training set is composed of clean signals while the valida-

tion and test sets are composed of noisy signals;

∙ multicondition, where the training, validation and test sets contain both clean and

noisy data. In this case the sets have been divided so that they contain 1/3 of clean

data and 2/3 of noisy data.
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Fig. 10.3 Fall classification performance in matched condition with the dataset comprising every-

day noises

The tests have been conducted also without using the signals of everyday noises,

i.e., using the same dataset employed in [13]. The performance is evaluated in terms

of F1-Measure per class and the values have then been averaged to obtain a single

performance metric. To better describe the algorithm behavior, we have used the

Detection Error Trade-off (DET) curve, as defined in [10]. This graph allows evalu-

ating the false alarm probability when miss probability is equal to 0 (henceforward

named as FPM0), which is particularly relevant in a fall classification task.

10.5.1 Matched

Figure 10.3 shows the results obtained in the matched condition case study using the

enlarged version of the dataset. In Fig. 10.3a, the FAS achieves higher F1-Measures

both in clean and noisy conditions. In the first case, the floor sensor exceeds the

F1-Measure of the aerial microphone obtained with the standard MFCC pipeline by

0.11%. In the noisy condition case study, the FAS with STD features achieves an

F1-Measure greater than 0.3% with respect to the aerial microphone with NOPRE

features.

The DET curves are shown in Fig. 10.3b. Note that the lines relative to the FAS in

clean condition are both absent. This is because independently from the threshold,

either the miss probability or the false alarm probability is 0 and the DET curves

assume values towards minus infinite (in logarithmic scale). This means that the

FPM0 are 0 for both these configurations, while the lower FPM0 for the aerial micro-

phone in clean condition is 1.3%. Regarding the tests with noisy signals, the perfor-

mance difference between the two sensors increases, since the FPM0 is equal to 2.2%

with the FAS (NOPRE) and is equal to 12.5% with the aerial sensor (STD).
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Table 10.1 Fall classification performance in matched condition with the dataset excluding every-

day noises

STD NOPRE

F1-Measure FPM0 F1-Measure FPM0

Clean Aerial 96.29 9.85 93.11 4.95

FAS 98.81 0.00 100.00 0.00

Noisy Aerial 97.22 43.00 96.92 73.00

FAS 99.63 6.05 99.62 9.85

Table 10.1 summarises the results obtained with the dataset version presented

in [13], which does not comprise everyday noises. As it can be observed, with

respect to the previous results, the performance decreases in all tests and for both the

F1-Measure and the FPM0, although the gap between the FAS and the aerial micro-

phone increases.

10.5.2 Mismatched

The mismatched condition is the most difficult case for the classifier. As expected, the

performance decrease for both sensors. Focusing on Fig. 10.4a, the best F1-Measure

is obtained with the NOPRE pipeline for both the FAS and aerial microphone, and

is equal to 99.14% and 98.43% respectively. A consistent performance difference

between the two sensors can be observed in Fig. 10.4b, where the smallest FPM0 for

the FAS, obtained with NOPRE, is around 13% while for the aerial one is 95%, this

time obtained with STD.
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Fig. 10.4 Fall classification performance in mismatched condition with the dataset comprising

everyday noises
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Table 10.2 Fall classification performance in mismatched condition (a) and multicondition (b)

with the dataset excluding everyday noises. F1 denotes the F1-Measure

(a) (b)

% STD NOPRE % STD NOPRE

F1 FPM0 F1 FPM0 F1 FPM0 F1 FPM0

Aerial 96.20 87.50 95.44 76.00 Aerial 96.80 16.50 96.78 31.4

FAS 97.80 34.50 98.11 12.50 FAS 99.62 0.00 99.43 0.00

The results of the mismatched experiments obtained with the dataset without

everyday noises are reported in Table 10.2a. Regarding the F1-Measure, a perfor-

mance decrease can be observed compared to the results in Fig. 10.4a. Differently,

the aerial microphone FPM0 improves, but it is again below the FPM0 achieved by

the FAS with NOPRE MFCCs (12.5%).

10.5.3 Multicondition

Figure 10.5 shows the results in the multicondition case. The FAS superiority is con-

firmed, since it achieves an F1-Measure equal to 99.78% regardless the feature extrac-

tion pipeline, while the aerial sensor obtains an F1-Measure equal to 99.19% with

the STD pipeline.

Regarding the DET plot (Fig. 10.5b), an FPM0 equal to 2.9% is achieved by the

FAS, but differently from the previous cases, with the STD feature. The aerial micro-

phone achieves an FPM0 equal to 9.8% with the NOPRE pipeline.
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Fig. 10.5 Fall classification performance in multicondition with the dataset comprising everyday

noises
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In the last table (Table 10.2b) are shown the result of the multicondition tests

obtained by using the smaller dataset. Again there is an overall decrease for the F1-

Measure, greater for the aerial microphone, while the FAS exhibiting a FPM0 equal

to 0% contrary to the increasing FPM0 for the aerial sensor.

10.6 Conclusion

In this work, a human fall classification system based on an innovative Floor Acoustic

Sensor has been proposed. The sensor operates similarly to stethoscopes, with a

microphone embedded in a resonant enclosure and a membrane in contact with the

floor that captures the acoustic waves resulting from a fall. The classification algo-

rithm extracts MFCC features from the signal acquired with the FAS, and then dis-

criminates a fall from a generic event by using GMM supervectors and an SVM

classifier. Differently from previous works [13], here we specifically addressed the

human fall classification task by designing the classifier to discriminate human falls

from other events.

The performance of the system has been evaluated on a corpus containing record-

ings of several events: falls of a human mimicking doll, falls of common objects and

everyday noises (speech, footsteps, etc.). In order to assess the performance of the

solution in adverse acoustic conditions, a noisy version of the dataset has been cre-

ated. The experiments have been performed in three operating conditions: matched,

mismatched and multicondition, and the performance has been evaluated in terms of

average F1-Measure and false alarm probability when the miss probability is equal

to 0. The superiority of the FAS resulted evident in all the addressed conditions,

in particular with an F1-Measure equal to 100% and an FP0 equal to 0% in clean

matched conditions, and an F1-Measure equal to 99.14% and an FP0 equal to 13%

in noisy mismatched conditions.

As future works, the datasets will be expanded in order to evaluate the system

performance in case the falls occurs in a different room respect to the FAS one or

in different scenario as falls occurs in presence of furniture. In addition, the detec-

tion of the time boundaries of the fall event will be addressed and techniques origi-

nally developed for enhancing speech will be evaluated to increase the robustness to

acoustic distortions [6, 15].
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Chapter 11
An Improved Hilbert-Huang Transform
for Non-linear and Time-Variant Signals

Cesare Alippi, Wen Qi and Manuel Roveri

Abstract Learning in non-stationary/evolving environments requires methods able

to process and deal with non-stationary streams. In this paper we propose a novel

algorithm providing a time-frequency decomposition of time-variant signals. Out-

coming signals can be used to identify anomalous events/patterns or extract fea-

tures associated with the time-variance of the signal, precious information for any

consequent learning action. The paper extends the Hilbert-Huang Transform notori-

ously used to deal with time-variant signals by introducing (i) a new Empirical Mode

Decomposition that identifies the number of frequency modes of the signal and (ii)

an extension of the Hilbert Transform that eliminates negative frequency-values in

the time-frequency spectrum. The effectiveness of the proposed Transform has been

tested on both synthetic and real time-variant signals acquired by a real-world intel-

ligent system for landslide monitoring.
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11.1 Introduction

In recent years learning in non-stationary/evolving environments is becoming a hot

research topic [4]. Research aspires at addressing the problem of learning in those

scenarios where the process generating the data changes/evolves over time either

through the probability density function generating the i.i.d. inputs (no stationarity)

or the equations ruling the dynamical system (time-variance). Addressing this prob-

lem is fundamental in a plethora of applications since such changes affect the effec-

tiveness of the existing application relying on acquired data which, rapidly, might

become obsolete. When time-variance occurs adaptive solutions, e.g., those based

on active or passive approaches, must be considered to adapt the application and

track the evolution over time [1]. Relevant application scenarios requesting learn-

ing in non-stationary environments are those for which a data-driven application is

designed and sensors are present, as it happens in the monitoring and control of

industry systems, critical infrastructures, smart grids, water distribution networks,

and natural or physical environments.

Learning in non-stationary/evolving environments often requires the acquisition

and processing of signals from the system under inspection, e.g., in order to extract

features. However, most of the traditional signal processing techniques present in the

literature assume signals to be time-invariant [3, 6, 12, 13]. In order to weaken this

hypothesis, Wavelet analysis and Wigner-Ville distribution function [6] have been

proposed: they do not require the time-invariance assumption but request signals to

be linear. Recently, a new method called Hilbert-Huang Transform (HHT) has been

introduced in the literature to process non-linear time-variant signals [8]. The idea

of this method is to decompose the input signal into a time-frequency representation

so as to identify the occurrence of events or, more in general, information of inter-

est. This transform can be also considered part of a change detection mechanism

designed to analyse changes in stationarity/time variance.

The standard HHT requires the execution of two different phases: the Empiri-

cal Mode Decomposition (EMD) and the Hilbert Spectral Analysis (HSA). In more

detail, EMD aims at decomposing the input signal Y into various components repre-

senting a complete and orthogonal basis of the original signals (by means of repeated

sifting mechanism and computing the average of upper and lower envelops). The out-

come of the EMD is a set of functions {IMF1;… ; IMFn;R}, where IMF1;… ; IMFn
are the n Intrinsic Mode Functions (IMFs) representing the different oscillatory

modes of the signal, while R accounts for the linear component representing the

trend of Y . Subsequently, the HSA phase activates to provide the time-frequency

spectrum of IMFs by means of the Hilbert Transform (HT) [16] and marginal spec-

trum processing [8]. The HT computes the change of phase angle 𝜃 of IMFs to obtain

n Instantaneous Frequency (IF) components, i.e., {IF1,… , IFn}, namely the time-

frequency spectrum.
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Even if the HHT showed to be particularly effective in many application scenar-

ios, e.g., fault detection [5, 11] and medical diagnosis [14], it suffers from two major

problems as pointed out in several papers [9, 10]:

∙ the difficulty in identifying the proper number n of IMFs;

∙ the possible presence of negative frequency values in the time-frequency spectrum

due to finite precisions in the computation of HT.

Both problems negatively affect the overall quality of signal decomposition, hence

reducing the effectiveness of the envisaged applications relying on processed sig-

nals. In order to fix those problems, some works are recently proposed that only

mitigate but not solve them. A critical review of such related literature is presented

in Sect. 11.2.

The aim of this paper is to propose an extension of the HHT transform, called

HHT-C, able to conclusively solve both aforementioned problems. The key elements

of the proposed HHT-C pass through: an improved EMD algorithm (EMD-C) that

automatically identifies the proper number n of IMFs and an extension of the HT

algorithm (HT-NS) to eliminate negative frequency-values in the time-frequency

spectrum. The effectiveness of the proposed HHT-C has been tested on both syn-

thetic and real datasets.

The paper is organized as follows. Section 11.2 critically reviews the related litera-

ture. Section 11.3 details the proposedHHT-C, and Sect. 11.4 describes experimental

results.

11.2 Analysis of the Literature

None of the solutions present in the related literature [7, 9, 15] jointly addresses the

problems emerged in the previous section.

Among the solutions meant to address the first problem, namely identifying the

proper number n of IMFs, a modified version of the HHT is proposed in [8]. There,

the idea is to set a constraint on the standard deviation between two subsequent IMFs

(i.e., two IMFs that have been generated in the sequel). Unfortunately, this often

results in the generation of an unnecessary number of IMFs, as shown in [9]. A novel

‘S-number’ EMD method is proposed in [9]. There, the idea is to fix the number of

sifting operations by means of the user-defined parameter S-number introduced to

reduce the redundant IMFs. However, this method induces a fixed number n of IMFs

once the length of the original signal Y is evaluated. The solution proposed in [15]

relies instead on an ad-hoc figure of merit, which depends on the upper and lower

envelope curves, to control the number of IMFs. Unfortunately, the residual R might

still contain frequency components as also outlined in [15].
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The second problem, namely removing the possible presence of negative fre-

quency values in the time-frequency spectrum, is rarely investigated, though very

important. Huang [7] proposes a generalized zero-crossing algorithm whose goal is

to find all the zero-crossing and extreme points of IMFs and replacing them with

average values. However, the computed IF curves might be characterized by unusual

and not-smooth behaviours as shown in [7]. Rilling et al. [15] introduces a different

method to compute IFs (HT-R) that adopts a normalizing frequency mechanism to

generate each IF curve. Unfortunately, this solution does not guarantee IFs not to

contain negative values [15].

11.3 The Improved Hilbert-Huang Transform

In this section we introduce HHT-C, the proposed extension for the Hilbert-Huang

Transform designed to address the problems of the HHT highlighted in Sect. 11.1.

As presented in Fig. 11.1, HHT-C is characterized by:

∙ a novel Empirical Mode Decomposition algorithm (EMD-C) able to identify the

proper number n of IMFs to be considered;

∙ a Negative-Suppression Hilbert Transform (HT-NS) able to remove negative fre-

quency values in the time-frequency spectrum.

11.3.1 The New Empirical Mode Decomposition Algorithm

The proposed EMD-C algorithm, which is detailed in Algorithm 1, represents an

extension of the traditional EMD algorithm into two main directions: (i) a new

IMF is created when the magnitude of the vector representing the mean value

between the upper and lower envelope of the processed signal is below a user-defined

EMD-C HT-NS

Hilbert Huang Transform-C

Fig. 11.1 The workflow of the proposed HHT-C. The input signal Y is sifted into the n IMFs and

the residual R according to the novel Empirical Mode Decomposition algorithm (EMD-C). Sub-

sequently, the computed IMFs are transformed into the time-frequency spectrum (IFs set) through

the proposed Negative-Suppression Hilbert Transform (HT-NS)
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threshold. As described in [8], this condition is requested when a new IMF is cre-

ated; (ii) the iterative process of computing IMFs ends when the residual R does not

contain anymore frequency components. In fact, as described in [8], the process of

creating IMFs ends when all the frequency modes have been extended by the original

signal.

In more detail, each IMF is created as follows (line 7–12). The upperUe and lower

Le envelope curves of the processed signal as well as the mean signal M between Ue
and Le are computed (line 8 and 9, respectively). Afterwards, M is subtracted from

the original signal to get residual R (line 11). According to the definition of IMFs [8],

a new IMF can be created when the magnitude of M is close to zero, i.e., |M| ≅ 0.

This is verified by requesting the inner product 𝜎1 = M ⋅M to be smaller than a user-

defined parameter 𝜃1 (in our simulations 𝜃1 = 3E−5
). When 𝜎1 < 𝜃1 (line 7), residual

R as computed in line 11 represents the new IMF to be included into the IMF library

IMFs (line 15) that is initially empty (line 5). The number n of stored IMFs increases

accordingly (line 13). Otherwise, the processing at line 8–11 iterates.

Once a new IMF has been added to IMFs, the new residual R between the original

signal Y and the sum of all the n previously stored IMFs is computed (line 16). When

R does not contain any more frequency modes, the algorithm terminates [8]. In order

to test the ending condition a linear regression R̂ on signal R (line 17) is fitted and the

sum of squared error 𝜎2 between R and R̂ (line 18) is computed. When 𝜎2 is less than

an user-defined parameter 𝜃2, the process of generating IMFs terminates and IMFs
contains the final IMFs (in our simulations 𝜃2 = 6E − 2). Otherwise, R still contains

frequency components and additional IMFs must be extracted through the iteration

of lines 6–18.

An additional condition (line 4) verifies that the number n of stored IMFs does not

exceed the maximum number of IMFs MAXIMF as defined in [17], i.e., MAXIMF =
⌊log2(N)⌋. When this condition does not hold, the whole process of generating IMFs

is repeated by using a larger value of 𝜃1 as per line 19 (where 𝜂 = 1E − 6 in our

simulation).

According to the orthogonal condition of IMFs, once IMFs have been computed

in line 4–21, we have to verify that the inner product between any two IMFs i, j, i.e.,<

IMFi, IMFj >=
∑ |IMFi⋅IMFj|

(IMFi)2⋅(IMFj)2
, i < j, i, j = 1, 2,… , n, is close to zero. As proposed

in [17], to simplify the computation of this orthogonal condition, we rely on the

analysis of correlation coefficients (line 22), i.e., 𝜎
i,j
3 = covariance(IMFi ,IMFj)

SD(IMFi)⋅SD(IMFj)
, i < j, i, j =

1, 2,… , n. When 𝜎
i,j
3 is larger than the given parameter 𝜃3, IMFi and IMFj are added

together and the sum is stored in IMFi of IMFs (line 24), while the zero vector is

assigned to IMFj (line 25). In our simulations we set 𝜃3 = 0.3.
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ALGORITHM 1: Improved Empirical Mode Decomposition (EMD-C)

1 Input Y = {y(t), t = 1,… ,N}, 𝜃1, 𝜃2, 𝜃2, 𝜂;

2 𝜎1 = 1, 𝜎2 = 0, R = Y , MAXIMF = ⌊log2(N)⌋;

3 n = MAXIMF + 1;

4 while (n > MAXIMF) do
5 n = 0, insert blank space IMFs = {};

6 while (𝜎2 < 𝜃2) do
7 while (𝜎1 > 𝜃1) do
8 Compute upper Ue and lower Le envelopes of R;

9 Compute mean signal M = (Ue + Le)∕2;

10 𝜎1 = M ⋅M;

11 R = R −M;

12 end
13 n = n + 1;

14 IMFn = R;

15 IMFs = IMFs
⋃

IMFn
16 R = Y −

∑n
i=1 IMFi;

17 Fit a linear regression model R̂ on R;

18 𝜎2 = 1∕N ∗ (R̂ − R)2;

19 end
20 𝜃1 = 𝜃1 + 𝜂;

21 end
22 Compute 𝜎

i,j
3 = covariance(IMFi ,IMFj)

SD(IMFi)⋅SD(IMFj)
, i < j, i, j = 1, 2,… , n;

23 if (𝜎i,j
3 > 𝜃3) do

24 IMFi = IMFi + IMFj
25 IMFj = [0];
26 else
27 Output IMFs
28 end

11.3.2 Negative-Suppression Hilbert Transform

The second step of the proposed HHT-C is the novel Negative-Suppression Hilbert

Transform (HT-NS), an extension of the HT algorithm able to eliminate the presence

of negative frequency values in the IF curves.

HT-NS relies on the basic concept of HT, which is meant to analyse the change

of IMFs phase angle 𝜃(t) to compute the IF as described in [16], i.e., IF(t) = d(𝜃(t))
2𝜋dt

=
IMF(t+1)−IMF(t)

2𝜋dt
, t = 1, 2,… ,N, where IF(t) is the IF curve with time and IMF is an

IMF generated by the EMD. In some time points, the difference between IMF(t + 1)
and IMF(t) may be a negative value, hence generating negative frequency values in

IF(t).
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To avoid negative values, we propose the following algorithm. IF curves IF1,… ,

IFn are computed by applying the standard HT to IMFs. Then, for each curve IFi,

i = 1,… , n, the algorithm verifies whether negative values are present or not and, if

needed, correct them as follows:

IFi(t) =
⎧
⎪
⎨
⎪
⎩

0 if IFi(t) < 0 and t = 1
IFi(t − 1) if IFi(t) < 0 and t > 1
IFi(t) if IFi(t) ≥ 0

(11.1)

with t = 1,… ,N. This simple mechanism allows to guarantee the absence of nega-

tive frequency values in the IF curves.

11.4 Experimental Results

The aim of this section is to assess the performances of the proposed HHT-C by it

comparing with the standard HHT and the HHT-R algorithm (being composed by

EMD-R and HT). As a relevant tested we considered both simulated signals and a

time-variant signal acquired by an intelligent monitoring system for landslide fore-

casting deployed on the Italian Alps [2].

The figures of merit we considered to compare HHT-C, HHT and HHT-R are

the following: (1) the number n of IMFs; (2) the largest magnitudes MAXIP of the

generated IMFs; (3) the sum of squared difference 𝜎2 between the residual R and its

linear regression R̂, name 𝜎2 = 1∕N(R̂ − R)2; and (4) the largest amount of negative

values CIF present in the computed IFs.

The synthetic experiment refers to the following non-linear and time-variant

problem

Ys(t) = sin(6𝜋t) + cos(33𝜋t) + sin(77𝜋t) + t,

N = 500 samples have been extracted with a sampling frequency equal 1000Hz.
A comparison among HHT-C, HHT and HHT-R is shown in Table 11.1. As

expected, the proposed HHT-C outperforms the other methods in terms of MAXIP
and CIF meaning that (1) the generated IMFs guarantee the condition on the mean

signal M described in Sect. 11.3.1; (2) no frequency values are present in generated

IFs. HHT-H provides the lowest 𝜎2 value at the expenses of a larger number of gen-

erated IMFs and at larger MAXIP and CIF. In addition, Table 11.1 details the average

values of the IFs, i.e., AVGIF1, AVGIF2, etc., showing the high ability of HHT-C in

correctly modelling the 3 oscillatory modes present in the original signal.

The real dataset refers to data acquired by a clinometer sensor, as shown in

Fig. 11.2. Here the sampling period is 1 h, while the data length is 512 samples.

Experimental results are shown in Table 11.1. HHT-C, HHT and HHT-R decom-

poses 5, 8 and 7 IMFs, respectively. More specifically, MAXIP and 𝜎2 reveal the
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Table 11.1 Synthetic and real experiments: the results

Experiement HHT-C HHT-H HHT-R

Synthetic AVGIF1 38.5029 38.4995 38.5124
AVGIF2 16.4934 16.4921 16.5245
AVGIF3 2.9884 2.9819 3.6652
AVGIF4 − 1.6303 0.1645
AVGIF5 − 1.0243 –

AVGIF6 − 0.2501 –

n 3 6 4
MAXIP 0.0026 0.1411 0.0169
𝜎2 0.0637 1.8971 × 10−27 2.3116 × 103

CIF 0 626 453
Real-world n 5 8 7

MAXIP 0.1002 0.1195 0.1049
𝜎2 7.2992 × 10−8 1.8483 × 10−5 7.2403 × 10−5

CIF 0 85 79

Fig. 11.2 The considered

real-world dataset:

clinometer measurements

acquired by an intelligent

monitoring system for

landslide forecasting

deployed on the Italian Alps
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advantage of HHT-C in orthogonality and sifting residual. In addition, the values of

CIF show the ability of the proposed HHT-C to remove all the negative frequency

values from the IFs, while HHT and HHT-R do not.

11.5 Conclusions

The aim of the paper was to introduce an extension of HHT, called HHT-C, able to

address the two problems of the traditional HHT, i.e., finding out the proper number

n of IMFs and removing negative frequency values in the time-frequency spectrum.

The proposed HHT-C consists of two steps: a novel EMD algorithm to identify the

correct number of IMFs and Negative-Suppression Hilbert Transform (HT-NS) able

to guarantee the absence of negative values from IFs spectrum. The effectiveness of
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the proposed HHT-C has been tested on both synthetic and real-data coming from

an intelligent monitoring system. Moreover, experimental results show that the pro-

posed HHT-C outperforms the solutions present in the literature.

Hence, the proposed HHT-C could be considered as a precious tool for the analy-

sis of time-variant signals in solutions and mechanisms meant to operate in the field

of learning in non-stationary/evolving environments.
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Chapter 12
Privacy-Preserving Data Mining
for Distributed Medical Scenarios

Simone Scardapane, Rosa Altilio, Valentina Ciccarelli,
Aurelio Uncini and Massimo Panella

Abstract In this paper, we consider the application of data mining methods in

medical contexts, wherein the data to be analysed (e.g. records from different

patients) is distributed among multiple clinical parties. Although inference proce-

dures could provide meaningful medical information (such as optimal clustering

of the subjects), each party is forbidden to disclose its local dataset to a central-

ized location, due to privacy concerns over sensible portions of the dataset. To this

end, we propose a general framework enabling the parties involved to perform (in

a decentralized fashion) any data mining procedure relying solely on the Euclidean

distance among patterns, including kernel methods, spectral clustering, and so on.

Specifically, the problem is recast as a decentralized matrix completion problem,

whose proposed solution does not require the presence of a centralized coordinator,

and full privacy of the original data can be ensured by the use of different strate-

gies, including random multiplicative updates for secure computation of distances.

Experimental results support our proposal as an efficient tool for performing cluster-

ing and classification in distributed medical contexts. As an example, on the known

Pima Indians Diabetes dataset, we obtain a Rand-Index for clustering of 0.52 against

0.54 of the (unfeasible) centralized solution, while on the Parkinson speech database

we increase from 0.45 to 0.50.
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12.1 Introduction

Health care and biomedicine are two of the most prolific areas for the application of

data mining methods [15], with successful implementations ranging from clustering

of patients to rule extraction for expert systems, automatic diagnosis, and many oth-

ers. In this paper, we are concerned with one particular aspect of medical scenarios,

which hinders the use of standard machine learning techniques in practice. Specif-

ically, many medical databases are distributed in nature [13], i.e. different parties

may possess separate records on the process to be analysed. As an example, con-

sider the problem of training a classifier to perform automatic diagnosis of a specific

disorder (e.g. a cancer), starting from a set of standardized medical measurements.

In this case, different hospitals have access to historical training data relative to dis-

joint patients, and it would be highly beneficial to collect these separate sources in

order to train an effective classifier. At the same time, however, releasing medical

data to a centralized location (to perform training) generally goes against a number

of privacy concerns on sensible information, being subject to privacy attacks even if

identifiers are removed before releasing it [2]. So the question becomes, is it possible

to perform inference in a decentralized fashion (i.e., without the need for a central

coordinator), and without requiring the exchange of training data?

In the literature, this is known as the problem of ‘distributed machine learning’,

and many algorithms have been proposed to train specific classes of neural net-

works models, subject to the constraints detailed above. These include algorithms

for distributed training of support vector machines (SVMs) [4, 9], random-weights

networks [10, 11], kernel ridge regression [7], and many others, also considering

computing energy constraints [1]. Our aim in this paper is instead more general, and

starts from the known fact that a large number of learning techniques depend on

the input data only through the computation of pairwise Euclidean distances among

points. Examples of methods belonging to this category include kernel algorithms

(e.g. SVMs), spectral clustering, k-means, and many others. Thus, instead of solv-

ing the original distributed learning problem, we can focus on the equivalent prob-

lem of completing in a distributed fashion the full matrix of Euclidean distances

(EDM). Recasting the problem in this way allows us to leverage over a large number

of works on matrix completion and EDM completion [6], especially in the distributed

setting [3].

Particularly, we consider a distributed gradient-descent algorithm to this end,

originally proposed for SVM inference over networks [3]. The proposed algorithm

consists of two iterative steps, which are performed locally by every party (agent) in

the network. First, each agent performs a single gradient descent step with respect to

a locally defined cost function. Then, the new estimate of the EDM is averaged with

respect to the estimates of other agents connected to it, and the process is repeated

until convergence. Due to the way in which information is propagated, this kind of

iterative techniques go under the general name of ‘diffusion’ strategies [8]. Addi-

tionally, we reduce the computational complexity by the exploitation of the specific

structure of the EDM, by operating on a suitable factorization of the original matrix.
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Once all the agents have access to the global estimate of the EDM, many data

mining techniques can be applied directly (e.g. spectral clustering [14]), or by simple

in-network operations (e.g. SVMs), as we discuss subsequently. Additionally, if there

is the need of applying more than one technique, the same estimate can be reused

for all of them, making the framework particularly useful whenever data must be

used in an ‘exploratory’ fashion, without a particular predefined objective in mind.

In order to show the applicability of the framework, we present experimental results

for clustering of three well-known medical databases, showing that the solutions

obtained are comparable to that of a fully centralized implementation.

The rest of the paper is organized as follows. In Sect. 12.2 we provide our algo-

rithm for EDM completion. Since this requires the exchange of a small portion of

the dataset, we present in the subsequent section two efficient methods to ensure pri-

vacy preservation. Then, a set of experimental evaluations are provided in Sect. 12.4,

followed by some concluding remarks in Sect. 12.5.

12.2 Proposed Framework

Consider the application of a data mining procedure on a dataset of N examples

S =
(
𝐱i
)N
i=1 ∈ ℝd

, e.g. vectors to be suitably clustered. In a supervised setting, they

can also be supplemented by additional labels. We assume that the dataset S is not

available on a centralized location. Instead, it is partitioned over L agents (e.g. hospi-

tals), such that the kth agent has access to a dataset Sk and
⋃L

k=1 Sk = S. For general-

ity, we can fully describe the connectivity between the agents in the form of an L × L
connectivity matrix 𝐂, where Cij ≠ 0 if and only if agents i and j are connected. In

this paper, we assume that the network is connected (i.e., every agent can be reached

from any other agent with a finite number of steps), and undirected (i.e., 𝐂 is sym-

metric). Based on what we stated previously, we also assume that no coordinating

entity is available, and communication is possible only if two agents are directly

connected.

Suppose that the data mining procedure depends on the inputs 𝐱i only through

the computation of Euclidean distances among them (such as in the case of kernel

methods). In this case, the overall distributed data mining procedure can be recast

as the distributed computation of the Euclidean distance matrix (EDM) 𝐄, where

Eij =
‖‖‖𝐱i − 𝐱j

‖‖‖2. For unsupervised problems, knowledge of this matrix is generally

enough to solve the overall problem. In the supervised case, we would instead be left

with a distributed optimization problem where only labels are distributed, which can

be solved efficiently (see [3] for a fuller treatment on this aspect). To formalize this

equivalent problem, we note that with a proper rearrangement of patterns, the global

EDM 𝐄 can always be expressed as:
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𝐄 =
⎡
⎢
⎢
⎣

𝐄1 ? ?
? ⋱ ?
? ? 𝐄L

⎤
⎥
⎥
⎦
, (12.1)

where 𝐄k denotes the EDM computed only from the patterns in Sk. This structure

implies that the sampling set is not random, and makes non-trivial the problem of

completing 𝐄 solely from the knowledge of the local matrices. At the opposite, the

idea of exchanging the entire local datasets between nodes is unfeasible because of

the amount of data which would need to be shared. Starting from these considera-

tions, based on [3] we propose the following distributed procedure:

1. Patterns exchange: every agent exchanges a fraction p of the available Sk with its

neighbours. This is necessary so that the agents can increase the number of known

entries in their local matrices. How to ensure privacy in this step is described in

the following section.

2. Local EDM computation: each agent computes, using its original dataset and

the data received from its neighbours, an incomplete approximation ̂𝐄k ∈ ℝN×N

of the real EDM matrix 𝐄.

3. Entries exchange: the agents exchange a sample of their local EDMs ̂𝐄k with

their neighbours (similarly to step 1).

4. Distributed EDM completion: the agents complete the estimate ̃𝐄 of the global

EDM using the strategy detailed next.

To formalize this last step, define a local matrix 𝜴k as:

𝜴k =

{
1 if ̂Eij ≠ 0
0 otherwise

. (12.2)

We aim at finding a matrix ̃𝐄 such that the following (joint) cost function is mini-

mized:

min
̃𝐄∈EDM(N)

L∑

k=1
Jk( ̃𝐄) =

L∑

k=1

‖‖‖‖
𝜴k◦

(
̂𝐄k − ̃𝐄

)‖‖‖‖

2

F
, (12.3)

where ◦ denotes the Hadamard product, and EDM(N) is the set of EDMs of size

N × N. To solve problem (12.3) in a fully decentralized fashion, we use the algo-

rithm introduced in [3], which in turn derives from the framework of diffusion adap-

tation (DA) for optimization [8] and on previous works on EDM completion [6]. In

particular, we approximate the objective function in Eq. (12.3) by:

Jk(𝐕) =
‖‖‖‖
𝜴k◦

[
̂𝐄k − 𝜅

(
𝐕𝐕T

)]‖‖‖‖

2

F

k = 1,… ,L , (12.4)

where 𝜅(⋅) is the Schoenberg mapping, which maps every positive semidefinite

(PSD) matrix to an EDM, given by:
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𝜅(𝐄) = diag(𝐄)𝟏T + 𝟏diag(𝐄)T − 2𝐄 , (12.5)

such that diag(𝐄) extracts the main diagonal of 𝐄 as a column vector, and we also

exploits the known fact that any PSD matrix 𝐃 with rank r admits a factoriza-

tion {𝐃 = 𝐕𝐕T}, where 𝐕 ∈ ℝN×r
∗ = {𝐕 ∈ ℝN×r ∶ det (𝐕T𝐕) ≠ 0}. This allows to

strongly reduce the computational cost of our algorithm, as the objective function

is now formulated only in terms of the low-rank factor 𝐕. The diffusion gradient

descent for the distributed completion of the EDM is then defined by an alternation

of updating and diffusion equations in the form of [3]:

1. Initialization: All the agents initialize the local matrices 𝐕k as random N × r
matrices.

2. Update of V: At time n, the kth agent updates the local matrix 𝐕k using a gradient

descent step with respect to its local cost function:

̃𝐕k [n + 1] = 𝐕k[n] − 𝜂k[n]∇𝐕k
Jk(𝐕) . (12.6)

where 𝜂k [n] is a positive step-size. It is straightforward to show that the gradient

of the cost function is given by:

∇𝐕k
Jk(𝐕) = 𝜅

∗
{
𝜴k◦

◦
(
𝜅

(
𝐕k [n]𝐕T

k [n]
)
− ̂𝐄k

)}
𝐕k [n] , (12.7)

where 𝜅

∗(𝐀) = 2
[
diag (𝐀1] − 𝐀) is the adjoint operator of 𝜅(⋅).

3. Diffusion: In order to propagate information over the network, the updated matri-

ces are combined according to the mixing weights 𝐂 ∈ ℝL×L
:

𝐕k [n + 1] =
L∑

i=1
Cki

̃𝐕i [n + 1] . (12.8)

where Cki > 0 if and only if agents k and i are connected, in order to send infor-

mation only through neighbours.

The above process is repeated for a maximum of T iterations to ensure convergence

(see [8] for a general introduction on DA algorithms).

12.3 Techniques for Privacy Preservation

The algorithm in the previous section is extremely general, but its efficient imple-

mentation requires the distributed computation of a small subset of distances (step

1 in the algorithm). In this section, we show two techniques which are able to pre-

serve privacy (i.e., avoid the exchange of the original data), during this phase.
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The first is the random projection-based technique developed in [5]. Suppose that

both agents agree on a projection matrix 𝐑 ∈ ℝm×d
, with m < d, such that each entry

Rij is independent and chosen from a normal distribution with mean zero and vari-

ance 𝜎

2
. We have the following lemma:

Lemma 1 Given two input patterns 𝐱i, 𝐱j, and the respective projections:

𝐮i =
1

√
m𝜎

𝐑𝐱i, and 𝐮j =
1

√
m𝜎

𝐑𝐱j , (12.9)

we have that:
𝔼
{
𝐮Ti 𝐮j

}
= 𝐱Ti 𝐱j . (12.10)

Proof See [5, Lemma 5.2].

In light of Lemma 1, exchanging the projected patterns instead of the original ones

allows to preserve, on average, their inner product. A thorough investigation on the

privacy-preservation guarantees of this protocol can be found in [5]. Additionally, we

can observe that this protocol provides a reduction on the communication require-

ments of the application, since it effectively reduces the dimensionality of the pat-

terns to be exchanged by a factor m∕d.

The second technique is the k-anonymity presented in [12]. In this case, we

assume that the pattern 𝐱i is composed by both quasi-identifier fields (e.g., age) and

sensible fields (e.g., diagnosis). We say that a dataset is k-anonymous if, for any

pattern, there exist at least k − 1 other patterns with the same quasi-identifiers. It is

possible to preserve k-anonymity by performing what is called “generalization” on

the dataset [12], wherein the quasi-identifiers are binned in a set of Q predefined

bins, and only the information on the corresponding bins is included in the dataset.

Different values for Q correspond to different privacy values for k, with an inverse

relation [12]. In this paper, we only wish to analyse the influence of this operation on

our framework. For this reason, we choose to perform generalization artificially on

the full dataset, while a decentralized implementation would require a sophisticated

procedure going outside the scope of the paper.

12.4 Experimental Results

12.4.1 Experimental Setup

In this section, we evaluate the performance of the proposed algorithm for decen-

tralized spectral clustering [14] with the privacy-preserving protocols described in

Sect. 12.3. Note that spectral clustering can be achieved directly with the use of the
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Table 12.1 Detailed description of each dataset

Dataset Features Instances Classes

Pima Indians Diabetes 8 769 2

Breast Cancer Wisconsin 32 569 2

Parkinson Speech 26 1040 6

EDM, so no additional distributed step is necessary after completing the matrix. We

consider three different (medical) public datasets available on the UCI repository,
1

a schematic description of which is given in Table 12.1. The number of attributes is

always greater than three and depends on the specific features of the dataset. In all

cases, for clustering the optimal solution is known beforehand for testing purpose.

Below we add some additional information on each dataset.

∙ Pima Indians Diabetes Dataset: It is a classification dataset composed by 768

instances. The task is to identify whenever the tests are positive for diabetes or

negative. Eight attributes are used for this purpose.

∙ Breast Cancer Wisconsin Dataset: It is a binary classification dataset of 569

instances composed by 32 attributes. The features describe the characteristics of

the cell nuclei present in the image. The task is to identify the correct diagnosis

(M = malignant, B = benign).

∙ Parkinson Speech Dataset: The dataset contains data of 20 Parkinson’s Disease

patients (PD) and 20 healthy subjects for which multiple types of sound recording

are taken. Globally 1040 instances composed by 26 attributes are used to identify

the correct type of sound recording (6 in total).

Five different runs of simulation are performed for each dataset which is preven-

tively normalized between−1 and 1 before the experiments and randomly partitioned

among the agents. A network of 7 agents is considered, where every pair of nodes is

connected with a fixed probability p = 0.5 according to the so-called “Erdos-Rènyi

model”. The only requirement is that the graph is connected. We compare the fol-

lowing strategies:

∙ Centralized: this simulates the case where a dataset is collected beforehand on a

centralized location (for comparison).

∙ No-privacy: the dataset is used with no privacy protocol applied to the data;

∙ Randomization protocol: the privacy of the data in step 1 is preserved by com-

puting the distance on the projected patterns according to (12.9); parameter d is

chosen in k = [2,… , 8] to minimize RMSE;

∙ K-anonymity: the privacy of the data is preserved by generalization on the quasi-

identifiers of the dataset. We use 4 bins for each quasi-identifier.

1
https://archive.ics.uci.edu/ml/datasets.html.

https://archive.ics.uci.edu/ml/datasets.html
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All experiments are carried out using MATLAB R2013b on a machine with Intel

Core i5 processor with a CPU @ 3.00 GHz with 16 GB of RAM. All parameters of

the algorithms are set according to [3].

12.4.2 Results and Discussion

We begin by evaluating the results of the framework with the randomization pro-

cedure. Three quality indexes are computed for both the privacy-preserving pro-

tocols and the privacy-free algorithm, namely the Rand Index, the Falks-Mallows

index (F-M Index) and the F-measure. All of the indexes range in [0, 1], with 1 indi-

cating a perfect correlation between the true label of the cluster and the output of

the clustering algorithm, and 0 the perfect negative correlation. In Table 12.2 we

report the mean and the standard deviation of each quality index averaged over 10

k-means evaluations and over the different agents in the distributed case. The best

result for each index is highlighted in bold. The results of the three approaches are

reasonably aligned; for all of the datasets they are very similar and in some cases the

algorithm with privacy-preservation outperforms the traditional one. For evaluating

the k-anonymity, we use the Pima Indians Diabetes Dataset described in Sect. 12.4,

where the first and the eighth feature, that are respectively the number of pregnancies

and the age of the subject, are used as quasi-identifiers. In Table 12.3 we computed

the three quality indexes for the k-anonymity protocol, the randomization and the

no-privacy transformation strategy. As shown in Table 12.3, we can obtain a com-

parable performance with respect to the privacy-free algorithm, additionally in the

k-anonymity protocol the results are even better.

Table 12.2 Experimental results for the randomization. We show the average and the standard

deviation of the indexes. Best results for each algorithm are highlighted in bold

Dataset Algorithm F-Measure Rand-Index F-M Index

Pima Indians

Diabetes

Centralized 0.511 ± 0.000 0.542 ± 0.005 0.721 ± 0.014

No-privacy 0.682 ± 0.106 0.505 ± 0.000 0.711 ± 0.000

Randomization 0.679 ± 0.050 0.523 ± 0.004 0.723 ± 0.003
Breast Cancer

Wisconsin

Centralized 0.785 ± 0.000 0.543 ± 0.004 0.728 ± 0.004

No-privacy 0.772 ± 0.330 0.624 ± 0.169 0.779 ± 0.086

Randomization 0.609 ± 0.389 0.682 ± 0.106 0.815 ± 0.041
Parkinson Speech Centralized 0.665 ± 0.001 0.450 ± 0.000 0.705 ± 0.000

No-privacy 0.674 ± 0.0.047 0.504 ± 0.000 0.710 ± 0.000
Randomization 0.672 ± 0.027 0.501 ± 0.003 0.708 ± 0.002
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Table 12.3 Experimental results for the k-anonymity. We show the average and the standard devi-

ation of the F-Index, Rand Index, F-M Index for the Randomization, k-anonimity and privacy-free

protocols. Best results for each algorithm are highlighted in bold

Dataset Algorithm F-Measure Rand-Index F-M Index

Pima Indians

Diabetes

No-privacy 0.682 ± 0.106 0.505 ± 0.000 0.711 ± 0.000

Randomization 0.679 ± 0.050 0.523 ± 0.004 0.723 ± 0.003

K-anonymity 0.779 ± 0.167 0.561 ± 0.031 0.749 ± 0.021

12.5 Conclusion

In this paper, we presented a general framework for performing distributed data min-

ing procedures on medical scenarios. The algorithms rely on the distributed compu-

tation of a matrix of distances, which is obtained via an innovative gradient descent

procedure. Preliminary results on a clustering application show the feasibility of the

approach, which is able to reach almost-optimal performance with respect to a fully

centralized implementation. Additionally, we have investigated two different tech-

niques allowing to preserve privacy even during the exchange of patterns among

agents. Future research direction will involve designing more efficient procedures

for the distributed computation of the EDM, together with an analysis of the differ-

ent customizations of the framework for multiple algorithms.
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Chapter 13
Rule Base Reduction Using Conflicting
and Reinforcement Measures

Luca Anzilli and Silvio Giove

Abstract In this paper we present an innovative procedure to reduce the number

of rules in a Mamdani rule-based fuzzy systems. First of all, we extend the simi-

larity measure or degree between antecedent and consequent of two rules. Subse-

quently, we use the similarity degree to compute two new measures of conflicting

and reinforcement between fuzzy rules. We apply these conflicting and reinforce-

ment measures to suitably reduce the number of rules. Namely, we merge two rules

together if they are redundant, i.e. if both antecedent and consequence are similar

together, repeating this operation until no similar rules exist, obtaining a reduced set

of rules. Again, we remove from the reduced set the rule with conflict with other, i.e.

if antecedent are similar and consequence not; among the two, we remove the one

characterized by higher average conflict with all the rules in the reduced set.

Keywords Fuzzy systems ⋅ Rule base reduction ⋅ Rule base simplification ⋅
Conflicting and reinforcement measures

13.1 Introduction

The number of rules in a fuzzy system (FIS, Fuzzy Inference System) exponentially

increases with the number of the input variables and the number of the linguistic

values that these inputs can take (antecedent fuzzy terms) [1, 2]. Several approaches

for reducing fuzzy rule base have been proposed using different techniques such

as interpolation methods, orthogonal transformation methods, clustering techniques

[3–8]. A typical tool to perform model simplification is merging similar fuzzy sets

and rules using similarity measures [9–14].
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In this paper we propose a new procedure for simplifying rule-based fuzzy sys-

tems. Starting from similarity measures we introduce two new measures of conflict-

ing and reinforcement between fuzzy sets. Then we develop a simplification method-

ology using the introduced conflicting and reinforcement measures to merge similar

rules and to remove redundant rules from the rule set.

The paper is organized as follows. In Sect. 13.2 we briefly review the basic notions

of fuzzy systems. In Sect. 13.3 we define conflicting and reinforcement measures. In

Sect. 13.4 we present the merging methodology and, finally, in Sect. 13.5 we illus-

trate our rule-base reduction method.

13.2 Fuzzy Systems

The knowledge of a FIS can be obtained from available data using some optimization

tool as a neural approach, or by direct elicitation from one or a group of Experts. In

the latter case, the Experts represent their knowledge by defining a set of inferential

rules. The input variables are processed by these rules to generate an appropriate

output.

In the case of a FIS with n input variables, x1,… , xn and a single output y (miso

fuzzy system, [2]) every rule has the form

Ri ∶ IF x1 is Ai,1 and ,… , and xn is Ai,n THEN y is Bi i = 1,… ,N

where Ai,j is a fuzzy sets of universe space Xj and Bi is a fuzzy set of universe space

Y , and N is the number of rules. The fuzzy set Ai,j is the linguistic label associated

with j-th antecedent in the i-th rule and Bi is the linguistic label associated with the

consequent in the i-th rule. We recall that a linguistic label can be easily represented

by a fuzzy set [15]. The rule i, Ri, can be represented by the ordered couple Ri =(⋂n
j=1 Ai,j(xj),Bi

)
, being Ai,j(xj) the j-th component of the antecedent and Bi the

consequent, i = 1,… ,N, and
⋂

is the conjunction operator. Every Rule Ri in the

data base is characterized by a confidence degree ei (or rule weight), with ei > 0 (see

[8, 16])). Rule weights can be applied to complete rules or only to the consequent

part of the rules [16]. In the first case, the weight is used to modulate the activation

degree of a rule, and in second to modulate the rule conclusion.

13.3 Conflicting and Supporting Rules

13.3.1 Similarity Measures Between Fuzzy Sets

We denote by Sim(A,B) the similarity between fuzzy sets A and B with respect to a

similarity measure Sim. Different similarity measures for fuzzy sets have been pro-

posed in literature [17–23]. They can be classified into two main groups:
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geometric and set-theoretic similarity measures. Axiomatic definitions of similarity

can be found in [18, 23].

An example of a geometric similarity measure based on distance between two

fuzzy sets is

Sim1(A,B) =
1

1 + D(A,B)

being D(A,B) a suitable distance among the two fuzzy sets A and B.

An example of a similarity measure between two fuzzy sets, based on the set-

theoretic operations of intersection and union, is (see [15])

Sim2(A,B) =
M(A ∩ B)
M(A ∪ B)

(13.1)

where

M(A) = ∫
+∞

−∞
A(x) dx . (13.2)

is the size of fuzzy set A. Details for computing (13.1) are given in [4, 14].

13.3.2 Similarity Measures Between Rules

Let us consider a fuzzy system with n input variables (= number of antecedents of

each rule) and N rules

Ri =

( n⋂
j=1

Ai,j(xj),Bi

)
, i = 1,… ,N

being Ai,j(xj) the j-th component of the antecedent and Bi the consequent. Each Rule

Ri in the data base will be characterized also by a confidence degree ei.

Definition 13.1 Following measures will be considered (see [11, 14]):

(1) Similarity between the antecedent of two rules, Rk, R𝓁 (k,𝓁 = 1, 2… ,N)

𝜇k,l = Sim(Antk,Ant𝓁) = Tn
j=1 Sim(Ak,j,A𝓁,j)

where T is a t-norm (in [11, 14] T = min);

(2) Similarity between the consequent of two rules, Rk, R𝓁

𝜈k,l = Sim(Consk,Cons𝓁) = Sim(Bk,B𝓁) .
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13.3.3 Conflicting and Reinforcement Degrees

Definition 13.2 Based on the two above measures, 𝜇k,𝓁 and 𝜈k,𝓁 , we can propose the

following conflicting and reinforcing degrees:

(i) Conflicting degree, a measure of the conflict among a couple of rules:

c(k,𝓁) = 𝜇k,𝓁 (1 − 𝜈k,𝓁) f (ek, e𝓁) ; (13.3)

(ii) Reinforcement degree, a measure of the agreement among a couple of rules:

r(k,𝓁) = 𝜇k,𝓁 𝜈k,𝓁 f (ek, e𝓁) (13.4)

being f (ek, e𝓁) a suitable aggregation function, symmetric and idempotent, not

decreasing in both its two arguments.

Proposition 13.1 Conflicting and reinforcement degrees satisfy the following prop-
erties: for any k,𝓁 = 1, 2… ,N

(i) 0 ≤ c(k,𝓁) ≤ 1, 0 ≤ r(k,𝓁) ≤ 1
(ii) c(k,𝓁) = c(𝓁, k), r(k,𝓁) = r(𝓁, k)
(iii) c(k, k) = 0, r(k, k) = f (ek, ek) = ek
(iv) c(k,𝓁) = 1 ⟹ r(k,𝓁) = 0
(v) r(k,𝓁) = 1 ⟹ c(k,𝓁) = 0
(vi) 0 ≤ c(k,𝓁) + r(k,𝓁) ≤ min{𝜇k,𝓁 , f (ek, e𝓁)} ≤ 1
(vii) if the aggregation function f is such that f (ek, e𝓁) = 0 only if ck = 0 or c𝓁 = 0,

that is the only annihilator element (see [24]) of f is 0, then:

𝜇k,𝓁 > 0 ⟹ c(k,𝓁) + r(k,𝓁) > 0 .

Proof Property (ii) holds since similarity measure is symmetric. Property (iii) fol-

lows taking into account that 𝜇k,k = 𝜈k,k = 1 since Sim(A,A) = 1 (assuming that Sim
is a normal similarity measure). Properties (vi) and (vii) follow from the relation

c(k,𝓁) + r(k,𝓁) = 𝜇k,𝓁 ⋅ f (ek, e𝓁)

and observing that, since e𝓁 > 0 for any 𝓁, we have f (ek, e𝓁) > 0. □

We observe that both c(k,𝓁) and r(k,𝓁) can be equal to zero, but if one is close

to one the other is close to zero.
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13.4 Merging Methodology

13.4.1 Merging Fuzzy Sets

Different shape of membership functions exist in the specialized literature. Among

them we recall trapezoidal, triangular, bell-shaped fuzzy number. A trapezoidal

fuzzy number is defined
1

by the 4-ple A = (a1, a2, a3, a4), with a1 < a2 ≤ a3 < a4,
and has membership function

A(x) =

⎧
⎪⎪⎨⎪⎪⎩

0 x ≤ a1 or x ≥ a4x − a1
a2 − a1

a1 ≤ x ≤ a2
1 a2 ≤ x ≤ a3a4 − x
a4 − a3

a3 ≤ x ≤ a4

More in general, if the (continuous) fuzzy number A is characterized by the member-

ship A(x), its 𝛼-cuts are by the intervals A(𝛼) = {x|A(x) ≥ 𝛼} = [a1(𝛼), a2(𝛼)], with

𝛼 ∈ [0, 1]. The size M(A) of fuzzy set A, as defined in (13.2), can be computed using

𝛼-cuts by

M(A) = ∫
1

0
M(A(𝛼)) d𝛼

where M(A(𝛼)) is the size of 𝛼-cut A(𝛼). We extend this concept by defining

Ml(A) = ∫
1

0
M(A(𝛼)) l(𝛼) d𝛼

being l(𝛼) a suitable weighting function, l(𝛼) ∶ [0, 1] → [0, 1] (see [25, 26]). Then

we introduce the following extended version of the similarity (13.1)

Siml
2(A,B) =

Ml(A ∩ B)
Ml(A ∪ B)

.

In order to compute the similarity, we observe that a discrete representation of A can

be done through a finite subset of its 𝛼-cuts, see [15]. Particularly useful is an equally

spaced grid for 𝛼, as 𝛼i =
i
T

, i = 0, 1, ..,T , with step size
1
T

. For a discretized fuzzy

number A we have

Ml(A) =
T∑
i=1

∫
𝛼i

𝛼i−1

M(A(𝛼)) l(𝛼) d𝛼 ≈ 1
T

T∑
i=1

M(A(𝛼i)) l(𝛼i) .

1
A triangular fuzzy number is a sub-case of a trapezoidal one, with a2 = a3, while a bell-shape

recalls a gaussian distribution.
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Then, taking into account that (A ∩ B)(𝛼) = A(𝛼) ∩ B(𝛼) and (A ∪ B)(𝛼) = A(𝛼) ∪
B(𝛼), we get the following formulas

Ml(A ∩ B) = 1
T

T∑
i=1

M((A(𝛼i) ∩ B(𝛼i)) l(𝛼i)

Ml(A ∪ B) = 1
T

T∑
i=1

M((A(𝛼i) ∪ B(𝛼i)) l(𝛼i)

where M((A(𝛼i) ∩ B(𝛼i)) = max{min(a2(𝛼i), b2(𝛼i)) − max(a1(𝛼i), b1(𝛼i)), 0} and

M((A(𝛼i) ∪ B(𝛼i)) = M(A(𝛼i)) +M(B(𝛼i)) −M(A(𝛼i) ∩ B(𝛼i)). As a consequence, the

similarity degree among two discretized fuzzy numbers A and B is given by

Siml
2(A,B) =

∑T
i=1 M((A(𝛼i) ∩ B(𝛼i)) l(𝛼i)∑T
i=1 M((A(𝛼i) ∪ B(𝛼i)) l(𝛼i)

.

Two fuzzy sets A and B can be merged into a fuzzy set C = 𝜆A + (1 − 𝜆)B,

where 0 < 𝜆 < 1 is a suitably selected parameter. If A = (a1, a2, a3, a4) and B =
(b1, b2, b3, b4) are trapezoidal fuzzy numbers, the merged (trapezoidal) fuzzy number

C = (c1, c2, c3, c4) is given by
2

c1 = 𝜆 a1 + (1 − 𝜆) b1
c2 = 𝜆 a2 + (1 − 𝜆)b2
c3 = 𝜆 a3 + (1 − 𝜆)b3
c4 = 𝜆 a4 + (1 − 𝜆) b4 .

13.4.2 Merging Rules

Let us fix a pre-specified antecedent-similarity threshold 𝜇̄ > 0. If 𝜇k,𝓁 > 𝜇̄ then we

can merge Rules Rk,R𝓁 into a single rule R(k,𝓁) with confidence degree ek,l given by

ek,l = h(c(k,𝓁), r(k,𝓁)) ⋅ f (ek, e𝓁) . (13.5)

We require that function h ∶ [0, 1]2 → [0, 1] satisfy the following properties:

(i) h(c, r) is decreasing with respect to c
(ii) h(c, r) is increasing with respect to r

2
Alternatively, in [9] the following merging procedure is proposed: if A = (a1, a2, a3, a4) and

B = (b1, b2, b3, b4) are trapezoidal fuzzy numbers, the merged (trapezoidal) fuzzy number

C = (c1, c2, c3, c4) is obtained by c1 = min(a1, b1), c2 = 𝜆2a2 + (1 − 𝜆2)b2, c3 = 𝜆3a3 + (1 − 𝜆3)b3,

c4 = max(a4, b4), where 𝜆2, 𝜆3 ∈ [0, 1].
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(iii) h(1, r) = 0
(iv) h(0, r) = r.

Examples of functions h(c, r) are:

(a) h1(c, r) = r(1 − c)
(b) h2(c, r) = T(n(c), r), where T is a t-norm and n is a fuzzy complement (that is a

decreasing function n ∶ [0, 1] → [0, 1] such that n(0) = 1 and n(1) = 0).

We observe that h1 is a special case of h2 with the product t-norm T = TP and

the standard fuzzy complement n(c) = 1 − c.

(c) h3(c, r) =
r

c+r
(we may set h2(c, r) = 1 if c + r = 0; note that for 𝜇k,𝓁 > 𝜇̄ > 0

we have c(k,𝓁) + r(k,𝓁) > 0). We observe that h3(c, r) = 𝜈k,𝓁 .

13.5 Rule Base Reduction Method

We now present a reduction algorithm to perform a rule base simplification of a

Mamdani fuzzy system [15]. The main idea is the following: if two rules have similar

antecedents and similar consequents we merge them into a single rule; if two rules

have similar antecedents but dissimilar consequents we remove the rule which have

the greater conflict. Our method consists two steps.

First step. We merge two Rules characterized by a value of similarity 𝜇k,𝓁 greater

than a pre-specified threshold 𝜇̄ and a value 𝜈k,𝓁 greater than a pre-specified threshold

𝜈̄ in a single rule. The antecedent (consequent) of the merged Rule will be obtained

merging together the antecedents (consequents) of the two Rules using a suitable

averaging operator. The confidence degree of the merged Rule will be increased in

the case of reinforcement, but decreased in the case of conflicting. The merging

algorithm thus will proceed considering every couple of Rules, selecting the most

antecedent-similar couple and merge the two Rules into a single one, consequently

modifying the aggregated confidence. The merging procedure will continue until two

Rules with antecedent-similarity and consequent-similarity greater that a specified

threshold exist in the data base.

Second step. We consider the reduced rule set R. If two Rules Rk,R𝓁 have a value

of similarity 𝜇k,𝓁 greater than a pre-specified threshold 𝜇̄ then we compute the total

conflicting degrees

ck =
∑

Rm∈R
c(k,m) , c𝓁 =

∑
Rm∈R

c(k,m)

and remove the Rule having the greater conflict degree. The removing procedure

will continue until two Rules with antecedent-similarity greater than 𝜇̄ and different

total conflicting degree exist in the data base.
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The previous methodology can be formalized in the following algorithm:

1. calculate 𝜇k,𝓁 and 𝜈k,𝓁 for k,𝓁 = 1,… ,N;

2. calculate the values of c(k,𝓁) and r(k,𝓁) for k,𝓁 = 1,… ,N;

3. for each k,𝓁 = 1,… ,N, k ≠ 𝓁: if 𝜇k,𝓁 > 𝜇̄ and 𝜈k,𝓁 > 𝜈̄ then we merge Rk and R𝓁
and assign to merged Rule R(k,𝓁) a confidence degree e(k,𝓁) computed according

to (13.5);

4. let R = {R1,… ,Rp}, p ≤ N, be the new (reduced) rule set;

5. for each k,𝓁 = 1,… , p, k ≠ 𝓁: if 𝜇k,𝓁 > 𝜇̄ (and thus 𝜈k,𝓁 ≤ 𝜈̄) then

∙ if ck > c𝓁 we remove Rk,

∙ if ck < c𝓁 we remove R𝓁 .

13.6 Conclusion

In this paper we proposed a novel methodology for Rule base reduction of Mamdani

fuzzy systems based on conflicting and reinforcement measures. The reduction is

achieved by merging antecedents and consequents of two Rules and assigning to the

merged Rule an increased (decreased) confidence degree in the case of reinforcement

(conflicting).

As a future development, we intend to investigate the properties of conflicting and

reinforcement measures and, moreover, to apply the proposed simplification proce-

dure to Takagi-Sugeno fuzzy systems.
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Chapter 14
An Application of Internet Traffic
Prediction with Deep Neural Network

Sanam Narejo and Eros Pasero

Abstract The advance knowledge of future traffic load is helpful for network
service providers to optimize the network resource and to recover the demand
criteria. This paper presents the task of internet traffic prediction with three different
architectures of Deep Belief Network (DBN). The artificial neural network is cre-
ated with the depth of 4 hidden layers in each model to learn the nonlinear hier-
archal essence present in the time series of internet traffic data. The deep learning in
the network is executed with unsupervised pretraining of the layers. The emphasis
is given to the topology of DBN that achieves excellent prediction accuracy. The
adopted approach provides accurate traffic predictions while simulating the traffic
data patterns and stochastic elements, achieving 0.028 Root Mean Square Error
(RMSE) value on the test data set. To validate our choice for hidden layer size
selection, further more experiments were done for chaotic time series prediction.

Keywords Deep learning ⋅ Deep belief networks ⋅ Internet traffic prediction ⋅
Restricted boltzmann machine

14.1 Introduction

In this contemporary era, the world of internet is facing an increasing challenge to
design more reliable and robust strategies for network communication. The rapid
changes in the network topologies bring abundant changes in data traffic. Internet
Service Provider (ISP) is an organization that provides services for accessing the
internet. Figure 14.1 shows the infrastructure of an ISP. Quality of Service (QoS) is
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the concept in which error rates, transmission rates and other physical character-
istics of the network can be measured, improved, and, to some extent, guaranteed in
advance. Analysis of the network traffic load plays a crucial role in optimization of
resources, design, management and control of network services [1]. The ATM and
high speed networks provide integrated services of voice, video and data. These
types of services need a good congestion control mechanism on the network while
maintaining the maximum network utilization, optimizing the resource allocation
such that the service provision imitates with quality of service constraints. There-
fore, internet traffic prediction is very important for the progress of more proficient
traffic engineering and anomaly detection tools. On the other hand, the models
developed for future traffic forecasting do support the detection of anomalies
residing in the data networks. Moreover, irregular amount of spam elements and
other security attacks can be identified by comparing the actual traffic with the
predictions of forecasting models.

Traffic modeling is fundamental to the network performance evaluation. Traffic
measurement studies have demonstrated the nature of network load as nonlinear
and self-similar [2, 3]. The transportation data is demonstrated as time series with
nonlinear and chaotic characteristics [4, 5]. The traffic data in time series is found to
be correlated over both short and long time scales. Hence, most of important
correlations and bursting properties are often ignored when traffic is characterized
using simple models. Consequently, our model follows the approach of deep
Artificial Neural Network (ANN).

The purpose of our work is to address an approach for time series prediction by
using the essential attributes of deep learning and its significant strategies for
architectural topologies. The proposed models in our approach investigate the
structure of internet traffic time series to grasp the accuracy in predictions. The
models are based on stacking of Restricted Boltzmann Machines (RBMs) to create
a deep architecture of neural network. The layers of an RBM are first trained in an
unsupervised fashion. Each layer extracts the nonlinear representation of data. The
abstractions of the top hidden layer form highly nonlinear hierarchal features as
input set for predicting the network traffic load. In this manner, the estimated future
traces of traffic load are predicted at the output layer which is trained in a supervised
manner at the fine tuning step of the whole model.

Fig. 14.1 Infrastructure of an
ISP
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14.2 Theoretical Background

The use of ANN is encapsulated in a wide area of applications on the grounds of its
generalization capability to unforeseen situations. ANN is trained on a set of inputs
to reach a specific target output using an appropriate learning algorithm until the
outcomes of the network tend to match the given targets. This way the parameters
of the network are selected, which are able to deduce the nonlinear relation between
given inputs and outputs. To this extent, the trained model estimates the predictions
on unseen input samples. In order to increase the efficiency of ANN, its compu-
tational capacity requires more neurons per layer or increasing the number of
hidden layers. This results in the deep architecture of neural computational model,
in which the intermediate layers or hidden layers perform as multiple layers of
abstraction. Massive research is taking place as far as deep architectures of ANN are
concerned.

Deep ANNs are achieving encouraging improvements over previous shallow
ANN architectures [6]. Deep ANNs contain numerous levels of non-linearities
depending on the depth of hidden layers. The deep hierarchical architecture allows
them to efficiently represent highly nonlinear patterns and highly-varying functional
abstractions. Although, it was not clear how to train such deep networks, as the
random initialization of network parameters appears to often get stuck in poor
solutions [7]. In [8] a learning algorithm was introduced that greedily trains, one a
layer of network at a time. Deep architectures can be formed either by stacking
autoencoders or Deep Belief Networks (DBNs) of RBMs [8].

DBN is the most common and effective approach among all deep learning
models. DBN is formed by stacking of RBMs. RBM is a bipartite graphical, energy
based, probabilistic model and it is interpreted as stochastic neural network. RBM
relies on two layer structure comprising on visible and hidden nodes as shown in
Fig. 14.2.

These nodes are binary units which means h and v ϵ {0, 1}. These nodes are
conditionally independent given one another. Therefore, the probabilistic repre-
sentation of these hidden and visible nodes with sigmoid activation function i.e.
σ xð Þ=1 ̸ 1+ e− xð Þ is given as in Eqs. (1) and (2). Wij is a weight associated with
the edge between units Vj and hi. Whereas bj and ci are real valued bias terms
associated with the jth visible and the ith hidden variable, respectively. Sampling in
an RBM is obtained by running a Markov chain to convergence, using Gibbs

Fig. 14.2 Graphical structure
of RBM with 3 hidden units
and 4 visible units
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sampling. The weight parameter is updated with the rate of change as shown in
Eq. (3) [8].

p hi=1jvð Þ= σ ∑
m

j=1
wijvj + ci

 !
ð1Þ

p Vj=1jh
� �

= σ ∑
n

i=1
wijhi + bj

� �
ð2Þ

Δwij= ∈ ⟨vjhi⟩data − ⟨vjhi⟩modelð Þ ð3Þ

14.3 Related Work

The literature review reveals the presence of various models available for time
series analysis, prediction and forecasting. Specifically focusing on the internet
traffic predictions, internet traffic has been empirically studied by conducting sta-
tistical analysis [9]. The traditional statistical approaches include Box-Jenkins,
Autoregressive Moving Average (ARMA) and its variational models. In another
research work, the traffic load is also modeled using filtering of non-stationary
components and applying the nonlinear threshold autoregressive model [10]. These
models are based on discrete linear stochastic processes. Therefore, these models
only capture the linear correlation structure present in the time series irrespective of
identifying any nonlinear patterns.

Most statistical methods are parametric models that need a great deal of statis-
tical information, whereas ANNs are non-parametric, data-driven and self-adaptive
models. The experts in [11] applied the nonlinear time series prediction models for
internet traffic prediction and evaluated their effectiveness. These models included
Radial Basis Function (RBF) and Support Vector Machine (SVM). A comparative
study of Time Series Forecasting methods was conducted on the basis of TCP/IP
traffic [12]. Their proposed neural assembled technique as an online forecasting
system produced the lowest error as compared to other models.

Recent studies demonstrate the implementation of deep ANN models for time
series prediction and forecasting [13–15]. The deep learning model is implemented
for internet traffic prediction problem [16]. The stacked autoencoder approach is
followed as deep architecture in above mentioned research problems. In [17] a DBN
model is developed for the road transportation problem. However, to the best of our
knowledge, the research on deep belief network and stacked RBMs for time series
prediction is still in its initial stages.
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14.4 Formulation of Proposed Models

As it is outlined in the introduction, deep learning is followed as the basic structure
for developing a new neural predictive model for our work. In this work, we present
three different architectures of the deep learning model. The proposed deep neural
models perform the time series prediction of internet traffic data. The general
construction of the input/output variables and structure for hidden layers of deep
ANN for the prediction task is shown in Fig. 14.3.

14.4.1 Dataset Description

The internet traffic dataset is taken from the Time Series Data Library. The time
series dataset consists of a total of 1657 samples recorded hourly from an ISP. The
data show aggregated traffic in the United Kingdom academic network backbone
from 2004 to 2005. The dataset contains two attributes, one is traffic load values
recorded in bits and the other one is a particular time interval of each record. In
order to increase the accuracy of the predictions the input set is further segmented
as an hour, month, day, internet traffic at time t, t−1 and t−2. The number of lag
terms included as input parameters are calculated by the autocorrelation function.
Each input variable is normalized in the range of (0, 1). Among the normalized
data, the first 1200 samples are chosen to train the model and the rest of the data is
used as a test set.

14.4.2 Models Description

As mentioned in earlier sections, our task is to implement a deep ANN model which
forecasts the traffic load for the next hour. The deep hierarchy of the model converts

Fig. 14.3 The architecture of DBN based Model I
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the input feature set into nonlinear higher level abstractions to extract more crucial
patterns and trends available in the data set. As can be seen in Fig. 14.3, the model
is implemented with DBN of 4 hidden layers of size 300–200–100–10, an input
layer of 6 neurons for input variables and an output layer of 1 neuron to predict
future traffic load. One cannot choose the topology of the network, i.e. the depth of
the network and the hidden layer size on an arbitrary basis. The researchers in [19]
have given emphasis to three different topologies for model development while
considering the width selection of hidden layers. This suggests that the preferable
choice of model topology is keeping the width of the hidden layers either constant
throughout the model or in increasing/decreasing order of size. Therefore, the
architecture of our model is based on decreasing the hidden layer size from bottom
to top. The number of neurons in the first hidden layer is calculated through Monte
Carlo simulation from the range (100–600).

Each layer of the DBN is independently trained as an RBM with the sigmoid
activation function. The preferred settings for the DBN are shown in Table 14.1.
Initially the first hidden layer next to the input layer is trained in an unsupervised
manner, framing an initial set of parameter values for the first layer of the neural
network. Afterwards the outputs obtained from this layer are used as a new feature
set which is given as input to the next level layer. The layers are added constructively
and are trained independently one by one. This procedure is known as greedy
layerwise pretraining. The procedure is repeated an arbitrary number of times in
order to obtain more nonlinear representations. This provides the parameter ini-
tialization of the neural network. Once the layers of RBM in DBN have been trained,
an output layer is added with a cost function. Thus the network is globally fine tuned
with a supervised algorithm to predict the targets. The total number of 500 iterations
was implemented to train the network with the added linear output layer.

In order to conduct comparative analysis of the deep architectural ANNs, two
more DBN models were developed and investigated during the study. The second
model was also created with constant width size of 300 nodes in each hidden layer
and the third model with fewer hidden neurons in the higher layers, but the depth
and parameter settings of both models for pretraining and fine tunning were the
same as the first model I. Whereas the difference of model relies only in the size of
hidden layers. The topology of the hidden layers for model II and model III is
presented in Fig. 14.4.

Table 14.1 Parameter
settings of DBN

Parameters Value

Max iterations 100
Initial momentum 0.5
Final momentum 0.9
Learning rate 0.1
Batch size 5
Dropout rate 0.0
Transfer function Sigmoid
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14.5 Results and Discussion

To identify the best topological structure of deep ANN for internet traffic predic-
tion, the three different models of DBN were developed as discussed earlier. The
performance measure of each deep ANN model is given in Table 14.2 in terms of
Mean Square Error (MSE) and Root Mean Square Error (RMSE). All of the models
achieve appreciable performance, but comparatively the first model produces more
accurate predictions. This indicates that even for deeper architectures of ANN the
proper selection of the number of hidden neurons on each layer is important,
otherwise searching for the proper parameter space to initialize the network model
may become difficult.

As it is seen in the Table 14.2, the values of performance measures specify the
worst results obtained from model III. The test error is larger than the training error.
This is because of the small size of the top hidden layers. There should be enough
neurons in the top hidden layers to bring the training error closer to 0 as imple-
mented in the model I. Consequently, due to unsupervised pretraining the test errors
are lower than the training errors in the model I and model II, this observation
indicates consistency with previous research [18, 19]. It is clearly visible from the
measures of Table 14.2 values that, the estimated error values of model I and II are
quite close to each other. This justifies the fact that with the appropriate hidden
neurons in deeper networks, unsupervised pretraining works as a data-dependent
regularizer.

Fig. 14.4 Topological view of hidden layers for Models II and III

Table 14.2 Performance measures of models I, II and III

Deep ANN (DBN) RMSE MSE R
Training Test Training Test Test

Model I (300–200–100–10) 0.0300 0.0286 8.9e-04 8.1e-04 0.987
Model II (300–300–300–300) 0.0319 0.0310 0.0010 9.5e-04 0.984

Model III (300–200–10–3) 0.0331 0.0427 0.0011 0.0018 0.976
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It is important to reiterate that the topology of the DBN implemented in the
model I was found to perform better than the other two. Henceforth, the outcomes
from this model are focused in this paper. Figure 14.5 presents the structure and
nonlinear trend present in the internet traffic data series. Figure 14.6 illustrates the
RMSE performance during the unsupervised pretraining of each layer, starting with
the input layer.

The feature learning at multiple levels of abstractions allows a neural network to
absorb complex function mappings of input distributions, with the exception of any
hand-engineered features. Figure 14.7 presents the learnt features on each hidden
layer of the model. It is evident that these learnt features are distributed represen-
tations of raw input.

Figure 14.8 presents the distribution of errors estimated by model I on the
training data set in form of histogram. It can be seen that the histogram is sym-
metric, and the errors are mostly centered near 0. The predictions of traffic load

Fig. 14.5 Internet traffic data

Fig. 14.6 Unsupervised
pretraining of layers
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estimated by model I, along with the original traffic values are drawn in Fig. 14.9.
The model resulted as RMSE of 0.0286 on test data for 457 samples. Thus the
equivalent MAPE efficiency is 7.4% on test set. The regression value of R obtained
on test data by model I is 0.98, as given in Table 14.2.

To validate our strategy for hidden layer width selection of deeper neural net-
works, we conducted two more experiments on Lorenz and Mackey-Glass chaotic
time series. Two different models, one for Lorenz and other for Mackey-Glass were
developed and trained on both series respectively. The hidden layer width of both
the models is similar 600–200–100–10, 4 lag terms as input variables to input layer
and 1 output. The results are shown in Table 14.3. These outcomes estimated from
both models demonstrate that, our followed strategy for the topology of deep
networks specifically DBNs is capable to produce outstanding predictions.

Fig. 14.7 Nonlinear representations as learnt features of hidden layers of Model I a h.1 b h.2 c h.3
d h.4

Fig. 14.8 Histogram of
errors for training data
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14.6 Conclusion

The paper presents an application of internet traffic prediction with DBN, also
investigating the selection criteria of hidden layer width in deep neural networks. In
order to identify the suitable topological structure, three different prediction models
of deep architecture were developed. Depending on their comparative analysis, it
was found that the number of neurons in the hidden layers is crucial for deeper
networks. The model with the decreasing width of hidden layers, albeit with suf-
ficient hidden units in higher layers were found to be a proficient predictive model.
The results indicate that Model I and II are capable to accurately capture the salient
characteristics of the network traffic. To further justify the feasibility of our
approach for hidden layer size strategy, experiments were performed for chaotic
time series prediction which also produced promising results. Further extending the
adopted model to produce long term forecasts is intended as a future work.
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Chapter 15
Growing Curvilinear Component Analysis
(GCCA) for Dimensionality Reduction
of Nonstationary Data

Giansalvo Cirrincione, Vincenzo Randazzo and Eros Pasero

Abstract Dealing with time-varying high dimensional data is a big problem for
real time pattern recognition. Only linear projections, like principal component
analysis, are used in real time while nonlinear techniques need the whole database
(offline). Their incremental variants do no work properly. The onCCA neural
network addresses this problem; it is incremental and performs simultaneously the
data quantization and projection by using the Curvilinear Component Analysis
(CCA), a distance-preserving reduction technique. However, onCCA requires an
initial architecture, provided by a small offline CCA. This paper presents a variant
of onCCA, called growing CCA (GCCA), which has a self-organized incremental
architecture adapting to the nonstationary data distribution. This is achieved by
introducing the ideas of “seeds”, pairs of neurons which colonize the input domain,
and “bridge”, a different kind of edge in the manifold graph, which signal the data
nonstationarity. Some examples from artificial problems and a real application are
given.
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15.1 Introduction

Data mining is ever increasingly facing the extraction of meaningful information
from big data (e.g. from internet), which are often very high dimensional. For both
visualization and automatic purposes, their dimensionality has to be reduced. This
is also important in order to learn the data manifold, which, in general, is lower
dimensional than the original data. Dimensionality reduction (DR) also mitigates
the curse of dimensionality: e.g., it helps classification, analysis and compression of
high-dimensional data. Most DR techniques work offline, i.e. they require a static
database (batch) of data, whose dimensionality is reduced. They can be divided into
linear and nonlinear techniques, the latter being in general slower, but more
accurate in real world scenarios. See for an overview [1]. However, the possibility
of using a DR technique working in real time is very important, because it allows
not only having a projection after only the presentation of few data, but also
tracking non-stationary data distributions (e.g. time-varying data manifolds). This
can be used, for example, for all applications of real time pattern recognition, where
the data reduction step plays a very important role: fault diagnosis, novelty
detection, intrusion detection for alarm systems, computer vision and scene analysis
and so on. Working in real time requires a data stream, a continuous input for the
DR algorithms, which are defined as on-line or, sometimes, incremental (synonym
for non-batch). They require, in general, data drawn from a stationary distribution.
The fastest algorithms are linear and use the Principal Component Analysis
(PCA) by means of linear neural networks, like the Generalized Hebbian Algorithm
(GHA [2] and the incremental PCA (candid covariance-free CCIPCA [3]). Non-
linear DR techniques are not suitable for online applications. Many efforts have
been tried in order to speed up these algorithms: updating the structure information
(graph), new data prediction, embedding updating. However, these incremental
versions (e.g. iterative LLE [4]) require too a cumbersome computational burden
and are useless in real time applications. Neural networks can also be used for data
projection. In general they are trained offline and used in real time (recall phase). In
this case, they work only for stationary data and can be better considered as implicit
models of the embedding. Radial basis functions and multilayer perceptrons work
well for this purpose (out-of-sample techniques). However, their adaptivity can be
exploited by either creating ad hoc architectures and error functions or using
self-organizing maps (SOM) and variants. The former comprises multilayer per-
ceptrons trained on a precomputed Sammon’s mapping or with a backpropagation
rule based on the Sammon’s technique and an unsupervised architecture
(SAMANN [5]). These techniques require the stationarity of their training set. The
latter family of neural networks comprises the self-organizing feature maps
(SOM) and its incremental variants. SOM is inherently a feature mapper with fixed
topology (which is also its limit). Its variants have no topology (neural gas, NG [6])
or a variable topology and pave the way to pure incremental networks like growing
neural gas (GNG [7]). These networks, in conjunction with the Competitive
Hebbian Learning (CHL [8]), create a graph representing the manifold, which is the
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first step for most DR techniques. NG plus CHL is called Topology representing
network (TRN [9]). The approach is called TRNMap [10] if the DR technique is a
multidimensional scaling (MDS); here the projection follows the graph estimation,
which results in the impossibility to track changes in real time. If the graph is
computed by GNG, then the DR can be computed by OVI-NG [11], if Euclidean
distances are used, and GNLG-NG [12] if geodesic distances replace Euclidean
distances. However, from the point of view of real time applications, only the
former is interesting, because it estimates, in the same time, the graph updating and
its projection. For data drawn from a nonstationary distribution, as it is the case for
fault and prefault diagnosis and system modeling, the above cited techniques
basically fail. For instance, the methods based on geodesic distances always require
a connected graph. If the distribution changes abruptly (jump), they cannot track
anymore. Recently, an ad hoc architecture has been proposed (onCCA [13]), which
tracks nonstationarity by using an incremental quantization synchronously with a
fast projection based on the Curvilinear Component Analysis (CCA [14]). It
requires an initial architecture provided by a fast offline CCA.

The purpose of this paper is the presentation of an improved version of onCCA,
here called growing CCA (GCCA), which, by using the new idea of seed, does not
need an initial CCA architecture. It also uses the principle of bridges in order to
detect changes in the data stream. After the presentation of the traditional (offline)
CCA in Sects. 15.2 and 15.3 introduces the new algorithm and discusses both its
basic ideas and the influence of its user-dependent parameters. Sect. 15.4 shows the
results of a few simulations on artificial and real problems. Sect. 15.5 presents the
conclusions.

15.2 The Curvilinear Component Analysis

One of the most important nonlinear techniques for dimensionality reduction is the
Curvilinear Component Analysis (CCA [14]), which is a non-convex technique
based on weighted distances. It derives from the Sammon mapping [1], but
improves it because of its properties of unfolding data and extrapolation. CCA is a
self-organizing neural network. It performs the quantization of a data training set
(input space, say X) for estimating the corresponding non-linear projection into a
lower dimensional space (latent space, say Y). Two weights are attached to each
neuron. The first one has the dimensionality of the X space and is here called
X-weight: it quantizes the input data. The second one, here called Y-weight, is
placed in the latent space and represents the projection of the X-weight. In a sense,
each neuron can be considered as a correspondence between a vector and its pro-
jection. The input vector quantization can be performed in several ways, by using,
for instance, classical neural unsupervised techniques. The CCA projection, which
is the core of the algorithm, works as follows. For each pair of different weight
vectors in the X space (data space), a between-point distance Dij, calculated as
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Dij = xi − xj
�
�

�
�. The objective is to constraint the distance Lij of the associated

Y-weights in the latent space, computed as Lij = yi − yj
�
�

�
�, to be equal to Dij.

Obviously, this is possible only if all input data lay on a linear manifold. In order to
face this problem, CCA defines a distance function, which, in its simplest form, is
the following:

FλðLijÞ= 0 if λ< Lij
1 if λ≥ Lij

�

ð15:1Þ

That is a step function for constraining only the under threshold between-point
distances Lij. In this way, the CCA favors short distances, which implies local
distance preservation. For each pair i, j of N neurons, the CCA error function is
given by:

ECCA =
1
2
∑
N

i=1
Ei
CCA =

1
2
∑
N

i=1
∑
N

j=1
Dij −Lij
� �2Fλ Lij

� � ð15:2Þ

Defining as y jð Þ the weight of the j-th projecting neuron, the stochastic gradient
algorithm for minimizing (15.2) follows:

y jð Þ←y jð Þ+ α Dij − Lij
� �

Fλ Lij
� � y jð Þ− y ið Þ

Lij
ð15:3Þ

where α is the learning rate.

15.3 The Growing CCA (GCCA)

The growing CCA is a neural network whose number of neurons is determined by
the quantization of the input space. Each neuron has two weights: the first in the data
space (X-weight) is used for representing the input distribution, the second in the
latent space (Y-weight) yields the corresponding projection. The neurons are
connect-ed by links which define the manifold topology. The original concepts are
the idea of seed and bridge. The seed is a pair of neurons, which (except in the
network initializa-tion) colonize the nonstationary input distribution, in the sense
that they are the first neurons representing the change in data. Seeds are created by
the neuron doubling explained in Fig. 15.1. The bridge is a qualitatively different
link, which indicates a non-stationarity of the input. Hence, there are two types of
links: edges, created by CHL, and bridges. Each neuron is equipped with a threshold
which represents its receptive field in data space. It is estimated as the distance in
X-space between the neuron and its farthest neighbor (neighbors are defined by the
graph) and is used for determining the novelty of input data. GCCA is incremental
both in the sense that it can increase or decrease (pruning by age) the number of

154 G. Cirrincione et al.



neurons and the quantization and the projection work simultaneously. The learning
rule is the soft competitive learning (SCL [13]) except in neuron doubling, which
requires the hard competitive learning (HCL [13]). The projection is based on (15.3),
which, as a consequence of the choice of (15.1), implies the idea of λ-neurons.

15.3.1 The Algorithm

The initial structure of GCCA is a seed, i.e. a pair of neurons. The X-weights are
random. However, a good choice is the use of two randomly drawn inputs. The
associated Y-weights can be chosen randomly, but it is better that one projection is
the zero vector, for normalization purposes.

The basic iteration, represented in the flowchart of Fig. 15.1, starts at the pre-
sentation of a new data, say x0 ϵX. All neurons are sorted according to the Eucli-
dean distances between x0 and their X-weights. The neuron with the shortest
distance (d1) is the winner. If its distance is higher than the scalar threshold of the
neuron (novelty test), a new neuron is created. Otherwise, there is a weight adap-
tation and a linking phase.

Neuron creation The X-weight vector is given by x0. The winner and the new
neuron are linked by a bridge (this link does not respect CHL). The new neuron
threshold is d1. The associated projection (Y-weight) in latent space requires two
steps:

1. Determination of the initial values of the projection (y0): a triangulation inspired
by [15] is used, in which the winner and second winner projections are the
centers of two circles (in the first two dimensions of the latent space), whose

Fig. 15.1 The GCCA flowchart
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radii are the distances in data space from the input data, respectively. There are
two intersections and the initial two components are chosen as the farthest from
the third winner projection. If the latent space is more than two-dimensional, the
other components are chosen randomly.

2. One or several CCA iterations (15.3) in which the first and second winner
projections are considered as fixed, in order to estimate the new y0
(extrapolation).

Adaptation, linking and doubling If a new neuron is not created, it is checked if
the winner, whose X-weight is x−1, and the second winner, whose X-weight is x−2,
are connected by a bridge.

1. If there is no bridge, these two neurons are linked by an edge (whose age is set
to zero) and the same age procedure as in [13] is used as follows. The age of all
other links emanating from the winner is incremented by one; if a link age is
greater than the agemax scalar parameter, it is eliminated. If a neuron remains
without links, it is removed (pruning). X-weights are adapted by using SCL
[13]: x−1 and its direct topological neighbors are moved towards x0 by fractions
α1 and αn, respectively, of the total distance

Δx− i = α1 x0 − x− ið Þ i = 1 ð15:4aÞ

Δx− i = α1 x0 − x− ið Þ otherwise ð15:4bÞ

and the thresholds of the winner and second winner are recomputed. Then the
neurons whose Y-weights are within the sphere of radius λ centered in the first
winner are determined, say λ-neurons (topological constraint). One or several
CCA iterations (15.3), in which the first winner projection is fixed, are done for
estimating the new projections of the λ-neurons (interpolation).

2. If it is a bridge, it is checked if the winner is the bridge tail; in this case step 1 is
done and the bridge becomes an edge. Otherwise, a seed is created by means of
the neuron doubling:

(a) A virtual adaptation of the X-weight of the winner is estimated by HCL
(only (15.4a) is used) and considered as the X-weight of a new neuron
(doubling).

(b) The winner and the new neuron are linked (age set to zero) and their
thresholds are computed (it corresponds to their Euclidean distance).

(c) The initial projection of the new neuron (Y-weight) is estimated by the same
triangulation as before.

(d) One or several CCA iterations (15.3) in which the projections of the two
neurons of the bridge are considered as fixed, in order to estimate the final
projection of the new neuron (extrapolation).
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15.3.2 Considerations

The algorithm requires very few user-dependent parameters. They are needed for
the CCA projection, the competitive learning and the pruning. The CCA projection
requires the learning rate α and the λ parameter, which determines the choice of the
neurons for the projection step. The selection of this parameter is very important,
because a too small value could imply a collection of local projections without any
coordination. Indeed, the accurate setting of λ is the way GCCA creates its global
projection. Instead, the network is not very sensitive to the choice of the number of
iterations for each projection. The neuron pruning requires setting the value of
edgemax, i.e. the maximum value of the age before pruning: a too low value implies
a smaller number of neurons. The constant learning parameters α1 for the first
winner (for CHL and HCL, see (15.4a)) and αn: constant learning rate for the first
winner neighbors (for CHL, see (15.4b)) are needed for the X-weight adaptation.

Bridges are fundamental in tracking nonstationary data. They are links between a
neuron and a new data (new neuron). As a consequence, they point to the change in
data. They have two basic characteristics: the length and the density. A long bridge,
whose new neuron has doubled, represents an effective change in the input distri-
bution; instead, if the new neuron has no edges, it represents an outlier. The density
yields further insight in the time-varying distribution. In case of abrupt change in
the input distribution (jump), there are a few long bridges. In case of smooth
displacement of data, the density of bridges is proportional to the displacement
speed of the distribution. In case of very slow displacement, only the border
(frontier of the distribution domain) neurons win the competition and move in
average in the direction of the displacement. The other neurons are static. Very slow
displacement implies no bridges. Bridges appear only if the learning rate of SCL is
not constant.

15.4 Examples

Two examples, showing a two-dimensional projection (for visualization) follow:
the first one deals with a static unidimensional manifold embedded in the
three-dimensional space, the second one, instead, with nonstationary data in a fault
diagnosis.

All the simulations have been implemented on MATLAB®. The first deals with
data drawn uniformly from a spiral distribution of 30,000 noiseless points (see
Fig. 15.2 left). The parameters of GCCA are the following: ρ = 0.07, α1 = 0.4,
αn = 0.1, agemax = 2, λi = 20, λf = 0.6, epochsi = 5, epochsf = 1, αcca = 0.001.
The results are shown in Fig. 15.2 right after 30,000 instants. It can be deduced that
the quantization spans the input domain uniformly and the projection unfolds data
correctly.
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The second example deals with a more challenging problem: data drawn from a
dataset coming from the bearing failure diagnostic and prognostic platform [16],
which provides access to accelerated bearing degradation tests. Here, the dataset
contains 2155 5-dimensional vectors whose components correspond to statistical
features extracted by measurements drawn from four vibration transducers installed
in a kinematic chain of an electrical motor. In particular, this test deals with a
nonstationary framework which evolves from the healthy state to a double fault
occurring in the inner-race of a bearing and in the ball of another bearing. The
parameters of GCCA are the following: ρ = 0.01, α1 = 0.05, αn = 0.005, age-
max = 2, λi = 20, λf = 0.6, epochsi = 1, epochsf = 1, αcca = 0.01. The GCCA
learns the chain behavior and tracks it, by adapting in real time the data projection.
Figure 15.3 shows the motor life-cycle, from the initial transient phase, through the
healthy state, towards, first, a prefault (characterized by an increasing bridges
density), and, finally, the two faults which are clearly identified in the figure by the
longer bridges.

Fig. 15.2 3D-Spiral (left); 2D projection (right)

Fig. 15.3 GCCA edges and bridges for the bearing diagnostic experiment
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15.5 Conclusion

The GCCA neural network is the only method able to track a nonstationary input
distribution and to project it in a lower dimensional space. In a sense, GCCA learns
a time-varying manifold. The algorithm is based on three key ideas: the first is the
seed, a pair of neurons which colonizes (start of the new vectorization) a change in
the input distribution domain; the second is the bridge, which not only allows the
visualization of data changes, but also discriminates the outliers and yields
the possibility (by its geometry and density) to infer more information about the
nonstationarity; the third is the locality of the projection, given by the selection of
the λ-neurons for the CCA iterations. The global coherence of the projection is
obtained by modulating λ.

Future work will deal with the implementation in this network of other pro-
jection techniques, a deeper analysis of bridges and a minor change in the com-
putation of the short distances for approximating the geodesic distances.
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Chapter 16
Convolutional Neural Networks with 3-D
Kernels for Voice Activity Detection
in a Multiroom Environment

Paolo Vecchiotti, Fabio Vesperini, Emanuele Principi,
Stefano Squartini and Francesco Piazza

Abstract This paper focuses on employing Convolutional Neural Networks (CNN)

with 3-D kernels for Voice Activity Detectors in multi-room domestic scenarios

(mVAD). This technology is compared with the Multi Layer Perceptron (MLP) and

interesting advancements are observed with respect to previous works of the authors.

In order to approximate real-life scenarios, the DIRHA dataset is exploited. It has

been recorded in a home environment by means of several microphones arranged

in various rooms. Our study is composed by a multi-stage analysis focusing on the

selection of the network size and the input microphones in relation with their number

and position. Results are evaluated in terms of Speech Activity Detection error rate

(SAD). The CNN-mVAD outperforms the other method with a significant solidity

in terms of performance statistics, achieving in the best overall case a SAD equal to

7.0%.

16.1 Introduction

In the recent years, the research on automatic-assisted home environments has been

an active area for study, with particular attention to the processing of audio sig-

nals [4, 15, 20]. Typically, to increase the quality of the audio signal and improve
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the performance of the successive audio analysis stages in complex systems, pre-

processing algorithms are employed [6, 9, 16]. Hence, the Voice Activity Detection

(VAD) element is considered fundamental in these systems, since the speech signal

exhaustively characterizes the human activity. In a multi-room domestic environ-

ment, Automatic Speech Recognition (ASR) engines can use the information of both

the speech segments time boundaries and the room in which the speaker is located

in order to improve the word recognition performance. In this context, completely

data-driven approaches have been investigated in our precedent works, due to recent

success of deep learning approaches, especially regarding the case of multiple audio

signals [3, 21]. In this paper we focus on the use of three-dimensional kernels for

Convolutional Neural Networks (CNN), taking advantage of an arrangement of the

input data to the network rarely used in the audio field. Thus, due to speech signal

degradation caused by background noise and reverberation, a multiple sensor (i.e.,

microphone arrays) deployment is necessary, leading to a rapid increase of data to

process.

The state-of-the-art VADs require many processing-stages to obtain the final deci-

sion, including the computation of typical characteristics of the acoustic wave or

signal statistical descriptors [5]. In recent times, promising VAD approaches take

advantage of deep neural networks. A speech/non-speech model based on a Multi-

Layer Perceptron (MLP) neural network is proposed in [1], while in [13] multiple

features are feed to a Deep Belief Neural Network (DBN) to segment the signal in

multichannel utterances. CNNs have been recently employed in VAD tasks [11, 18]

with encouraging results. In [14], the authors use a CNN to relabel training examples

for a feedforward neural network, obtaining relative reductions in equal error rate of

up to 11.5%.

A multi-room domestic scenario requires the room localization and the time

detection of speech events. For this purpose we propose the investigation of a 3-

D Convolutional neural network (CNN-mVAD) for multichannel audio processing.

A similar architecture employed in image classification was presented in [7] with

remarkable performance. Our interest goes to the exploitation of the peculiarities of

this technology compared to a typical neural network architecture, the Multi Layer

Perceptron (MLP-mVAD). This paper contribution is on the choice of a CNN with

3-D kernels. They lead to the possibility of jointly processing simultaneous infor-

mation from different audio channels, similarly to what occurs in image processing

with RGB channels. In addition, CNNs are able to exploit the temporal evolution of

the audio signal, and this is an useful feature for the VAD purpose [22].

The outline of the paper is as follows. A general description of the mVAD algo-

rithm and the key features of the two different neural network classifiers are given in

Sect. 16.2. Dataset information are presented in Sect. 16.3. In Sect. 16.4 experimen-

tal setup is described, then we report and discuss the achieved results for the different

number of employed audio channels. Finally, Sect. 16.5 concludes this contribution.
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16.2 Neural Network Multi-room VAD

The algorithm proposed in this work is suitable for speech detection in a n room con-

text. In Fig. 16.1 the block diagram of the NN-mVAD is depicted. Initially, features

are extracted from the input audio signals. Successively, the Neural Network adopts

a multi-class strategy in order to perform the classification task. In particular, the NN

has an output layer of K = 2n units, where e.g., n = 2 due to the chosen rooms in our

case of study. This leads to 4 output classes, one for each condition of speech/non-

speech in the 2 considered rooms. Due to softmax behaviour, the 4 classes mean the

joint probability of the 4 different events. Marginalization is then applied, obtain-

ing separated probabilities for each room. Finally, the outputs are processed by a

threshold block and a hangover scheme, with the focus on handling isolated speech

detections.

16.2.1 Feature Extraction

The feature extraction stage operates on signals sampled at 16 kHz. The used frame

size is equal to 25 ms and the frame step is equal to 10 ms. For our purpose, we

exploit LogMel as feature set, following results obtained for acoustic modelling and

music structure analysis in [12, 19]. LogMel features are extracted from the spec-

trogram of an excerpt of the signal, where 40 mel-band filters are applied, taking

the logarithm of the power spectrum for each band. The range of feature values is

then standardized to have zero mean and unitary standard deviation. LogMel coef-

ficients are correlated, being the result of a filtering process of the spectrum. On

the contrary, features such as MFCCs, which are the result of a Discrete Cousine

Transform of the LogMel features, are not correlated, due to spatial compression

performed by DCT itself. The choice of LogMel as unique features set was moti-

vated these aspects, differently from what we did in previous works. In particular,

in the convolution process performed by kernels, we focus on features with intrin-

sic correlation and their ability to highlight repetitive patterns. Due to multi-channel

approach, features are structured in a specific order. For the MLP case, features of the

C1

Room 1

Room 2

Features
Extraction Marginalization

P(S1=1)

P(S2=1)

Decision &
Hangover

Speech/Non-Speech
Room 1C2

C3

C4

Speech/Non-Speech
Room 2

Fig. 16.1 Block diagram of the proposed Neural Network Multi-room VAD in a 2 rooms applica-

tion. Several microphones can be exploited for each room, consisting in the multi-channel approach.

Analysed classifiers are MLP and CNN



164 P. Vecchiotti et al.

different microphones and rooms are concatenated for each frame, resulting in a vec-

tor. For the CNN case a temporal context is exploited [18]. In particular, considered

the current feature vector 𝐱[t] at the frame index t and a context size equal to C, the

feature vector 𝐱[t] is concatenated with the previous and successive feature vectors

{𝐱[t − c],… , 𝐱[t − 1], 𝐱[t + 1],… , 𝐱[t + c]}, with c = 1,… ,

(C−1)
2

. This procedure

leads to a 2-D feature matrix for each microphone. Finally, the 2-D matrices are

stacked together, resulting in a 3-D matrix, where the dimensions correspond to the

length of the feature set, the context and the number of selected microphones.

16.2.2 Neural Network Classifier

The Convolutional Neural Network is compared to a Multi Layer Perceptron. In this

section a brief description of the two networks is reported.

Multi-layer Perceptron. The MLP artificial neural network was introduced in 1986

[17]. The main element is the artificial neuron, consisting in an activation function

applied to the sum of the weighted inputs. Neurons are then arranged in layers, with

feed forward connections from one layer to the next. The supervised learning of the

network makes use of the stochastic gradient descent with error back-propagation

algorithm.

Convolutional Neural Network. CNN is a feed-forward artificial neural network

inspired by the animal visual cortex, whose neurons elaborate overlapping regions

of the visual field [8]. CNN consists in the arrangement of three different layers:

convolutional layers, pooling layers and layers of neurons. The convolutional layer

performs the mathematical operation of convolution between a multi-dimensional

input and a fixed-size kernel. Successively, a non-linearity is applied element-wise.

The pooling layers reduces the dimensions of the input matrix, in our case max-

pooling is applied. This process deals with translations of the input patterns. Finally,

one or more layer of fully connected neurons acts as a classifier, exactly as a MLP.

A particular attention goes to the 3-D convolutional kernel. It processes a 3-D

input matrix, as depicted in Fig. 16.2. Convolution is performed along x and y axis.

In z axis, the input matrix and the kernel have both the same number of layers. As

result, for each z layer, a 2-D convolution is evaluated, leading to a number of feature
maps equal to the number of layers. Finally, a 2-D output matrix is obtained by sum-

ming the feature maps in the z axis. As conclusion, for our case, the 3-D convolution

process is suitable only for the first convolution layer of the CNN, successively, a 2-D

convolution is performed in the following layers. Since we focus on audio applica-

tion, it is interesting to analyse a signal excerpt which is extended in time. Thus, we

make use of strides combined with frame context. In particular, this operation does

not merge adjacent frames in order to obtain the input matrix, but it selects frames

with a jump equal to the stride value.
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Fig. 16.2 Convolution

process for a 3-D kernel

(red) over a 3-D input matrix

(light blue). The result is a

2-D matrix (blue)

16.2.3 Marginalization

The joint probabilities of the two rooms are marginalized by summing the conditional

probabilities related to a specific room:

P(S1 = 1) = P(S1 = 1, S2 = 0) + P(S1 = 1, S2 = 1), (16.1)

P(S2 = 1) = P(S1 = 0, S2 = 1) + P(S1 = 1, S2 = 1). (16.2)

denoting with Si = 1 the presence of speech in the room i and with Si = 0 its

absence. A threshold is then applied to the marginalization probabilities, leading to

a binary signal. A smoothing step handles errors produced by the classifiers.

16.2.4 Decision and Hangover

We exploit a hangover technique, which relies on a counter. In particular, for two

consecutive speech frames the counter is set to a predefined value. On the contrary,

for each non-speech frame, the counter decreases by 1. If the counter is negative, the

actual frame is classified as non-speech. The value of the counter is set to 𝜂 = 8.

16.3 DIRHA Dataset

The dataset we used for our experiments was provided by the DIRHA project [2], it

contains signals recorded in an apartment equipped with 40 microphones installed

on the walls and the ceiling of each room.
1

The whole dataset is composed of two

subsets called Real and Simulated, but we used only the latter since it contains more

1
http://dirha.fbk.eu/simcorpora.

http://dirha.fbk.eu/simcorpora
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data, it is characterised by higher noise source rate and a wide variety of background

noises. The Simulated dataset counts 80 scenes 60 s long consisting in localized

acoustic and speech events in Italian language (23.6% of the total time), on which

different real background noise with random dynamics are superimposed. It is arti-

ficially built: the signals are convolved with some available measured room impulse

responses, simulating the acoustic wave propagation from the sound source to each

single microphone.

16.4 Experiments

The analysis of proposed mVADs relies on a two-stage strategy: a network size selec-

tion and a microphone combination selection. The experiments are conducted by

means of the k-fold cross-validation technique to reduce the performance variance.

In this case we choose k = 10, a validation set is also employed during the training,

thus, 64-8-8 scenes respectively compose the training, validation and test sets. The

performance has been evaluated using the false alarm rate (FA), the deletion rate

(Del) and the overall speech activity detection (SAD) defined as follows:

Del =
Ndel

Nsp
, FA =

Nfa

Nnsp
, SAD =

Nfa + 𝛽Ndel

Nnsp + 𝛽Nsp
, (16.3)

where Ndel, Nfa, Nsp and Nnsp are the total number of deletions, false alarms, speech

and non-speech frames, respectively. The term 𝛽 = Nnsp∕Nsp acts as regulator term

for the class unbalancing. Two different GPU-based toolkits have been employed for

the experiments: a custom version of GPUMLib [10] for MLP-mVAD and Keras
(Theano-based)

2
for CNN-mVAD. The MLP networks were trained with a fixed

momentum of 0.9, learning rate equal to 0.01 and a Gaussian distribution with zero

mean and standard deviation of 0.1 for weight initialization. For the CNN networks

we used a fixed learning rate of 2.5 × 10−3 and a random weight initialization.

16.4.1 Results

In this section, the obtained results in terms of SAD are discussed and compared for

the two different architectures of neural network. The analysis of proposed mVADs

relies on a multi-stage strategy, where the best network size and microphone channel

combination are searched. The steps are the following:

1. one network per room, one microphone per room;

2. one network per two room: one, two and three microphone per room.

2
http://keras.io/.

http://keras.io/
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Regarding network size selection, MLP-mVAD network topologies are explored

by means of 1 or 2 hidden layers with respectively 4, 8, 10, 15, 20, 25, 40 units per

layer and all their combinations. For CNN-mVAD, due their greater number of

hyperparameters and increased training time, a comprehensive grid search was not

reasonable, thus we adopted a progressive strategy, based on intermediate results.

Concerning audio channels selection, we initially selected a subset of 9 micro-

phones: 4 in the kitchen (i.e., K2L, K1R, K3C, KA5) and 5 in the living room (i.e.,

L1C, L2R, L3L, L4R, LA4). In the experiments with one microphone per room, we

evaluated the performance for all of them, successively, in the following stages we

analyse only combinations obtained with the best performing ones.

One network per room, one microphone per room (1R 1MxR). In this step we

evaluated the performance considering two different VADs, one for the kitchen and

one for the living room. In the network size selection, the best MLP-VAD resulted

to have one layer with 10 units and 8 units respectively for the kitchen and the living

room. In the second stage, the best performing microphone for the kitchen was the

KA5, while for the living room the LA4: both of them are placed at the center of the

room ceiling and the averaged SAD was equal to 12.5%. The two networks exploited

for the CNN-VAD are reported in Table 16.1. As for MLP-VAD, best microphones

are KA5 and LA4, with an average 9.9% SAD.

One network per two rooms, one microphone per room (2R 1MxR). From this

step we started to evaluate the performance of properly mVAD, using both in training

and in test audio channels coming from the two rooms. First of all we used only one

channel per room: the best MLP-mVAD has one layer with 15 units and the audio

captured by the pair KA5, LA4 (confirming the result of the previous step), leading

to a SAD equal to 11.7%. For the CNN-mVAD, SAD equal to 9.3% is again obtained

with the pair of microphones KA5 and LA4. CNN topology is reported in Table 16.1.

One network per two rooms, two microphones per room (2R 2MxR). We pro-

gressively introduced one more audio channel per room, primarily by repeating the

network topology selection. Compared to the previous step, the best configuration

for MLP-mVAD has only one hidden layer with 8 neurons. In the microphone selec-

tion, on the basis of the above analysis we evaluate the 12 combinations of double

pairs of channels, achieving with the couple KA5, K1R (from the kitchen) and LA4,

L2R (from the living room) an absolute improvement of −2.9% of SAD in respect

to the case with one microphone per room. Settings of the CNN-mVAD are shown

in Table 16.1. Again, best microphones are the same of the MLP-VAD: KA5, K1R,

LA4, L2R. The resulting SAD is 8.1% (Fig. 16.3).

One network per two rooms, threemicrophones per room (2R 3MxR). In the last

step experiments we evaluate the performance of mVADs that process three audio

channels per room. For the MLP-mVAD the network topology remains the same

as in the case with two microphones per room and the best result (SAD = 7.4%) is

obtained with the combination K1R, K2L, KA5, L1C, L2R, LA4. The CNN-mVAD

achieves 7.0% SAD with topology shown in Table 16.1, selected microphones are:

K1R, K3C, KA5, L2R, L4R, LA4.
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Table 16.1 Network topology parameter for CNN- and MLP-mVAD

CNN

1R 1MxR 2R 1MxR 2R 2MxR 2R 3MxR

Kitchen Living

room

Input Params Strides 8 10 8 8 8

Context 17 23 25 23 23

First convolutional

layer

N Kern 16 16 32 128 256

Size 6 × 6 6 × 6 4 × 4 4 × 4 4 × 4
Pooling 2 × 2 2 × 2 2 × 2 – –

Second convolutional

layer

N Kern 24 16 64 64 32

Size 4 × 4 4 × 4 3 × 3 3 × 3 3 × 3
Pooling – – – – –

Third convolutional

layer

N Kern 24 16 128 32 32

Size 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3
Pooling – – – – –

Fully connected

layers

Num. of

units

100 100 500 250 500

20 20 100 100 100

SAD min (%) 9.0 10.7 9.3 8.1 7.0

MLP

Fully connected layers Num. of

units

10 15 10 8 8

– – – – –

SAD min (%) 11.8 13.3 11.7 8.8 7.4

Fig. 16.3 Box-plot of the

resulting SADs for the

microphone selection

experiments in the different

steps. Evident is the

improvement given by

increasing the microphone

number, and, for the

CNN-mVAD, the related

statistical robustness

1R 1M×R 2R 1M×R 2R 2M×R 2R 3M×R
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16.5 Conclusion

A neural network approach for voice activity detection in a domestic environment is

presented in this paper, paying specific attention to a smart use of the input features.

In particular, a multi-channel strategy is implemented, consisting in the usage of mul-

tiple microphones as input of the algorithm. Two networks are investigated, which

are MLP and CNN. The latter was recently exploited for audio task, with remark-

able results. Moreover, due to the suitable CNN structure for multi-channel inves-

tigation, we make use of 3-D convolutional kernel, whose dimensions correspond

to frequency, time and used microphones. In detail, LogMel features are chosen to

represent the frequency domain, in order to convolve the CNN kernel with corre-

lated inputs. Time is explored by means of a temporal context plus strides, allowing

the CNN to process an excerpt of the signal with duration about 2 s. Multi-channel

features are stacked together, leading to a 3-D input matrix.

The optimization strategy consists in two steps, a network size selection and a

microphone selection. Four different studies are conducted, which are a two network

approach for single room VAD with only one microphone, and a unique network for

the two rooms VAD, featuring one, two and three microphones. The latter achieves

the best performance in terms of SAD, leading to 7.4% for MLP and 7.0% for CNN.

A remarkable aspect of the CNN mVAD is the robustness to the microphone choice,

with lower mean and standard deviation. The independence from the audio source

positioning is an interesting applicative result. On the contrary, due to the dimension

of the CNN, simulation time is considerably longer compared to MLP.

Future works will be oriented to the employment of raw audio data as input for

the CNN, in order to exploit the network feature extraction capability.
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Chapter 17
A Hybrid Variable Selection Approach
for NN-Based Classification in Industrial
Context

Silvia Cateni and Valentina Colla

Abstract Variable selection is an important concept in data mining, which can

improve both the performance of machine learning and the process knowledge by

removing the irrelevant and redundant features. The paper presents a hybrid vari-

able selection approach that merges a combination of filters with a wrapper in order

to obtain an informative subset of variables in a reasonable time, improving the sta-

bility of the single approach of more than 36% in average, without decreasing the

system performance. The proposed method is tested on datasets coming from the

UCI repository and from industrial contexts.

17.1 Introduction

Variable selection is an important step of the development of Artificial Neural Net-

work (ANN)-based models due to the negative effect that an inadequate selection

can have on the performance of ANN during training. The goal of selecting the input

variables is common to the implementation of all statistical models and depends on

the relationships between input variables and output targets. In the case of paramet-

ric models, the difficulty of variable selection is lower due to the a-priori hypothesis

of the functional form of the model, which usually derives from a physical inter-

pretation of the process under consideration. When dealing with ANNs, variable

selection is more difficult and critical, due to their extreme flexibility and generality.

ANNs are supposed to be capable to identify redundant and noise variables during

the training phase and that the trained network considers only the important input

variables. On this basis, ANN are often developed without considering this aspect.

The first obvious effect obtained by including a large number of input variables is

the increasing of the size of the ANN; this increases the computational burden and
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affects the training time. Moreover the noise introduced by redundant variables can

hide or mask the real input-output relationship [21]. Another aspect regards the so-

called curse of dimensionality [2] which states that, as the dimensionality of a model

increase linearly, the total volume of the modelling process domain increase expo-

nentially. ANN architectures, like for example MLP, are particularly sensitive to the

course of dimensionality, due to the considerable increase of the number of con-

nection weights with the number of input variables. Finally, in many applications,

ANN is considered as a black box model but rule-extraction could be important for

several purposes, such as defining input domains that generate determined ANN out-

puts, the discovery of novel relationships between inputs and output or the validation

of the ANN behaviour that increases confidence in the ANN predictions. Based on

the previous considerations, the identification of an optimal set of input variables

clearly allows to create a more accurate, efficient, cost-effective and more easily

interpretable ANN model. Here a hybrid variable selection approach is presented,

which merges a combination of filters with a wrapper approach in order to obtain

an informative subset of variables, by improving the stability of the single approach

without decreasing the system performance. The method is applied to the design of

binary classifiers, which have a high importance from the practical point of view, as

many real world applications are approached as binary classification problems [3,

10, 17, 22].

The paper is organised as follows: Sect. 17.2 provides a description of the vari-

able selection task; in Sect. 17.3 a description of the proposed method is provided;

the obtained results are then shown in Sect. 17.4 and finally in Sect. 17.5 some con-

cluding remarks are provided.

17.2 Variable Selection Approaches

Variable selection approaches are exploited in order to reduce the dimension of the

feature space selecting a subset of input variables capable to describe the phenom-

enon under consideration [24]. In literature variable selection approaches are cate-

gorized into three classes: filter, wrapper and embedded methods. Filter approaches

are considered as a pre-processing method, as they are independent on the classifier.

The variables subset is generated by calculating the association between input and

output of the system under consideration, also the variables are ranked considering

their relevancy to the target by evaluating statistical tests. The main advantage of

filter approaches lies in their low computational complexity, which makes them fast

and suitable for complex and large dataset [9]. Many variable selection techniques

use feature ranking as a principal selection algorithm due to its scalability, simplic-

ity and satisfactory results. The ranking algorithm evaluates an index quantifying

the strength of the link between an input and an output variable. Then, variables are

ranked according to such index.
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The Fisher criterion [13] is one of the most popular filter feature selection meth-

ods. The Fisher index F(i) of the i-th variable is computed as:

F(i) =
|
|
|
|
|

𝜇1(i) − 𝜇0(i)
𝜎
2
1(i) + 𝜎

2
0(i)

|
|
|
|
|

(17.1)

where 𝜇1(i), 𝜇0(i) and 𝜎1(i), 𝜎0(i) represent the mean value and the standard devi-

ation of the i-th input variable computed on the samples belonging to class 1 and 0,

respectively.

A second well known filter approach is the t-test which evaluates the importance

of each variable using a popular statistical test [23]. The T − test index is computed

as:

T(i) =
|𝜇1(i) − 𝜇0(i)|
√

𝜎
2
1 (i)
n1

+ 𝜎
2
0 (i)
n0

(17.2)

where n1 and n0 are the number of instances in the unitary and null classes, respec-

tively.

Another ranking filter approach is the one based on the computation of the Rela-
tive Entropy (E), also known as Kullback-Leibler divergence [19], that is used as a

measure of the difference between two distributions. In the case of binary classifiers,

the following index can be computed [26]:

E(i) =
[ 𝜎

2
1 (i)

𝜎
2
0 (i)

+ 𝜎
2
0 (i)

𝜎
2
1 (i)

− 2]

2
+

[𝜇1(i) − 𝜇0(i)]2 ⋅ [
1

𝜎
2
1 (i)

+ 1
𝜎
2
0 (i)

]

2
(17.3)

A further simple example of a filter method is the popular correlation-based
approach, which computes the correlation coefficient between each input variable

and the target; variables are then ranked and a subset is extracted including the vari-

ables with the highest Pearson correlation coefficient [28]. It is commonly used to

find the correlation between two continuous variables but it can also be adopted to

compute the correlation between a feature and a binary target [29].

The correlation coefficient varies in the range [−1, 1]: C = |1| corresponds to a

perfect correlation while C = 0 means no correlation.

While filter approaches select the subset of variables independently from the clas-

sifier in a pre-processing phase, wrapper approaches consider the machine learning

as a black box selecting subsets of variables on the basis on their predictive power

[5, 18]. Wrapper methods are computationally more expensive than filter methods,

but they are still quite simple and universal [6, 7]. A simple example of wrapper

approaches is represented by the exhaustive search that becomes impracticable when

the number of input variables is too large. In fact, if the dataset includes n variables,

then 2n possible subsets need to be evaluated. A popular wrapper approach, less

expensive than the exhaustive search, is represented by the Greedy Search Strat-
egy (GSS) that can be divided into two different directions: Sequential Forward
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Selection (SFS) and Sequential Backward Selection (SBS). SFS starts with a n empty

set of variables and the other variables are iteratively added until stopping criteria

are reached [14]. On the other hand SBS starts with the whole variable set and then

the less informative variables are removed one by one. Unlike filter and wrapper

approaches, embedded approaches perform the variable selection during the learn-

ing algorithm; in fact the variables are selected in the training phase in order to reduce

the computational cost and improve the efficiency [16].

17.3 Proposed Method

Lee in [20] introduced the idea to reduce the feature space by combining forward and

backward elimination techniques before the implementation of an exhaustive search.

In [29] a combination of a filter and a wrapper is presented and, finally, in [9], a

reduction of the feature space is proposed exploiting filter feature selection methods

before performing the exhaustive search. In this work, in addition to the combination

of filters and wrappers methods, the stability of the variables selection is investigated.

The stability notion was introduced in 1995 by Turney [27] and is a crucial aspect,

especially when variable selection is aimed at knowledge discovery in addition to

the improvement of the performance of a learning machine. In fact an acceptable

variable selection algorithm should not only increase the classifier accuracy but also

provide stable selection results when the training data sets is varied [4].

The proposed method combines some traditional filter methods in order to work

with a minimal dataset including only the useful features. Thus it does not need a

priori conditions about the process under consideration, a crucial aspect dealing with

real processes. In fact, firstly a combination of four filter variable selection methods is

computed in order to reduce the feature space. Then a popular wrapper method (SFS

or SBS) is performed in order to further reduce the number of variables in a reason-

able time by also improving the stability of the approach. The criterion used to select

features is the ANN performance. Let us consider a multivariate dataset including N
instances, M input variables and a binary target to predict. For K times the dataset is

shuffled and partitioned into two dataset: Training Set (75% of the available data) and

Validation Set (25%). Four filter variable selection methods are applied on each of the

K training datasets and each filter approach provides a score for each variable. Scores

are firstly normalized in order to have a value in the range [0, 1] and then they are

combined by selecting the average value of the four scores computed. The variables

with a score greater than the mean score are selected and fed as input to the sequen-

tial selection methods. The SFS (or SBS) method is applied to the reduced dataset;

the objective function is implemented with a feed-forward ANN that evaluates can-

didate the subsets and returns a measure of accuracy of the classification. Figure 17.1

represents the flow diagram of the developed approach. The adopted neural predic-

tion model is a classical two layer perceptron [12] with l inputs, h neurons in the

hidden layer with sigmoidal activation function, and one linear neuron in the output

layer. h is computed using a popular empirical formula [15] which states that the
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Fig. 17.1 Scheme of the proposed approach

number of patterns in the training set should be 5 times greater than the num-

ber of free parameters, namely: NP ≥ 5(l ⋅ h + 2 ⋅ h + 1). Thus h is fixed as h =
int[0.7 ⋅ Np∕(5 ⋅ l + 10)].

Where int(⋅) represents the biggest integer value while 0.7 is an empirical factor.

A threshold decider, fixed to 0.5, is then used to assign to the output of the net the

unitary or null value. Finally the accuracy of the classifier is evaluated through the

Average Accuracy [25], also known as Balance Classification Rate (BCR), that is

suitable also for imbalance datasets [8] and is given by:

BCR = 1
2
⋅ [ TP
TP + FN

+ TN
TN + FP

] (17.4)

where True Positive TP is the percentage of correctly classified unitary samples,

True Negative TN is the percentage of correctly classified null samples, False Pos-

itive FP is the percentage of null samples incorrectly classified and finally False

Negative FN is the percentage of unitary incorrectly classified.

The Tanimoto distance [11] is used to quantify the stability of the variable selec-

tion approach, as it measures the similarity between two binary vectors. A subset of

input variables can be represented by a binary vector, where each entry corresponds
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to one variable and its unitary value means that the variable is included in the subset.

Given two binary vectors v1 and v2, their Tanimoto distance is given by:

T(v1, v2) =
|v1 ⋅ v2|

|v1| + |v2| − |v1 ⋅ v2|
(17.5)

where | ⋅ | is the norm operator and ⋅ is the scalar product.

17.4 Experimental Results

The proposed hybrid variable selection approach has been applied to several datasets

included in UCI learning repository [1] as well as to three datasets coming from

industrial contexts, in particular the quality check in metal industry, where the binary

classification should indicate if a product is defective or not. A description of the

main characteristics of the exploited datasets is provided in Table 17.1.

Ten independent runs of both the standard SFS (or SBS) and the proposed hybrid

method have been performed on each dataset in order to evaluate the stability of the

variable selection solutions. Table 17.2 shows the obtained results performing GSS

(SFS and SBS). In particular BCR refers to the mean accuracy of the ANN-based

classifier, l is the length of the selected subset and finally T is the average Tanimoto

distance between the ten selected subsets.

Table 17.2 shows that the proposed approach improves the stability by also reduc-

ing the number of selected input variables with respect to the traditional wrappers,

without decreasing the accuracy. This hybrid method actually selects a few vari-

ables which are actually those ones which mainly affect the target, as shown by the

increased stability improving knowledge of the process under consideration.

Table 17.1 Datasets description

Dataset #Instances #Features #class 0 #class 1

ACA 690 14 383 307
BCW 699 9 458 241
Heart 270 13 120 150
MM 830 5 427 403
PID 768 8 500 268
Saheart 462 4 302 160
Ind-I 3756 6 3709 47
Ind-II 1915 10 1454 461
Ind-III 1235 26 517 718
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Table 17.2 Classification results

Method Dataset BCR l T

ALL GSS Hyb GSS Hyb GSS Hyb

SFS ACA 0.85 0.87 0.87 2 1.6 0.62 0.66
BCW 0.98 0.98 0.98 4.1 2.9 0.52 0.93
Heart 0.73 0.77 0.79 3.6 3.4 0.44 0.65
MM 0.80 0.76 0.78 1.4 1.3 0.70 0.87
PID 0.72 0.73 0.73 3.2 2.6 0.50 0.78
Saheart 0.73 0.73 0.73 2.4 1 0.54 1
Ind-I 0.80 0.81 0.81 6 2.8 0.53 0.88
Ind-II 0.82 0.82 0.82 2.6 1.2 0.50 0.76
Ind-III 0.71 0.77 0.80 4.3 2.7 0.33 0.83

SBS ACA 0.85 0.84 0.84 12.5 4.3 0.75 0.81
BCW 0.98 0.98 0.98 7.7 2.6 0.76 0.78
Heart 0.73 0.81 0.82 11 5.2 0.74 0.76
MM 0.80 0.79 0.79 4 3.2 0.65 0.66
PID 0.72 0.74 0.74 6.8 2.7 0.80 0.84
Saheart 0.73 0.74 0.74 3.2 1 0.71 1
Ind-I 0.80 0.82 0.82 8.7 2.9 0.78 0.93
Ind-II 0.82 0.82 0.82 3.7 2 0.45 0.82
Ind-III 0.71 0.72 0.80 23.7 10.6 0.79 0.84

17.5 Conclusions

A hybrid algorithm (filter-wrapper) for variable selection is described. The main

idea is the combination of four filter methods for variable selection and with a tradi-

tional sequential selection method applied to an already reduced in order to provide

a more informative subset in a reasonable time. This method can be applied to all

kind of datasets without any a priori assumption on the data and is suitable to large or

imbalanced datasets. The proposed method has been successfully applied on several

datasets coming from a public repository and three datasets coming from industrial

field. Future work deals with the application of this approach to multi-class classi-

fiers and for clustering or prediction purposes. Moreover the choice of two thresholds

values will be automated in order to improve the accuracy of the classifier.
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Chapter 18
Advanced Neural Networks Systems
for Unbalanced Industrial Datasets

Marco Vannucci and Valentina Colla

Abstract Many industrial tasks are related to the problem of the classification of

unbalanced datasets. In these cases rare patterns of interest for the particular appli-

cations have to be detected among a much larger amount of patterns. Since data

unbalance strongly affects the performance of standard classifiers, several ad–hoc

methods have been developed. In this work the main techniques for handling class

unbalance are depicted and three methods developed by the authors and based on

the use of neural networks are described and tested on industrial case studies.

18.1 Introduction

In the industrial field many practical tasks are related to the identification of the

occurrence of unfrequent events within the manufacturing process. These particular

situations may correspond, for instance, to machine malfunctions, sensors failures,

umpreviewed variations in the input material or assembled parts, defects formation

on the semi-finished products. These circumstances are usually quite rare, if com-

pared to normal situations, corresponding to correct operation of a machine or a

process. Nevertheless the correct identification of these sensible patterns is funda-

mental in the industrial practice: the early detection of machine failures can allow

the users to promptly implement suitable countermeasures and maintenance proce-

dures which avoid harmful and costly stops of the production chain. The detection of

a defective final product can avoid its placing on the market, with consequent com-

plaints from the customers and need for replacement [2]. If defects are detected on

a semi-manufactured product, early discarding, downgrading or re-working of this

product is possible, with a consequent saving of energy and primary raw material.

It is thus evident that the identification of rare patters is often much more important
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than the identification of the patterns belonging to other categories corresponding to

more “standard” process conditions. Therefore, in many of these industrial applica-

tions, the eventual generation of an acceptable rate of false alarms is preferable with

respect to the missed detention of an even small rate of rare patterns.

The classification problems, which are characterized by a noticeable level of

unbalance among the different classes, are commonly referred in literature as classifi-
cation of unbalanced (or uneven) datasets and are mostly focused on binary classifi-

cation tasks where the main aim consists on the correct identification of the minority

class samples. Unfortunately, unfrequent patterns within large industrial dataset are

hard to detect by means of standard methods. In facts, most classification techniques

such as Neural Networks (NN) or Decision Trees (DT) assume that the training sam-

ples are evenly distributed among the different classes. These standard classifiers,

when trained on unbalanced datasets, tend to ignore the less represented class, since

their goal is the achievement of an overall optimal performance [8], which is not

in line with most of the previously described industrial applications. In [7] it was

empirically demonstrated that unbalance in the training dataset affects the perfor-

mance of any kind of classifier and that the more the unbalance rate the worse the

classifier performance when handling the minority class samples.

The degree of unbalance is not the only factor that negatively affects the classi-

fiers performance. The dimension of training data plays a role as well: [20] shows

that the lack of minority class examples prevents classifiers to correctly characterize

them, find regularities and separate them from the frequent ones. Moreover in [21] it

was highlighted that, with the availability of ever larger datasets, even with constant

the unbalance rate, the performance of the classifiers improves since the informa-

tive content provided by the growing number of minority class samples allows their

characterization. The complexity of the concept associated to rare samples is critical

as well. In [9] it is shown that, in the case of simple datasets, where classes are sep-

arate, the effect of class imbalance is null, whilst, in the case of heavily overlapping

classes and high complexity, the performance of classifiers degrades and classifiers

are biased toward the majority class. Due to the critical nature of the problem and its

strategic importance in the industrial field, several works can be found in literature

related to the development of methods for the identification of rare patterns through

different techniques. Despite this wide interests, among all the approaches no one

seems to overcome the others and to be applicable successfully on any problem: it

rather emerges that different families of approaches are suitable for different kinds

of problems.

In this paper the focus is on a set of NN-based advanced methods based developed

for handling particular problems coming from the industrial fields, where standard

classifiers as well as general approaches for coping with class unbalance did not lead

to satisfactory results.

The paper is organized as follows: in Sect. 18.2 an overview on the main

approaches for designing classifier able to handle uneven datasets is presented. In

Sect. 18.3 the NN-based methods are described in detail and their main achieve-

ments on industrial tasks are outlined. Finally in Sect. 18.4 some considerations and

remarks are drawn together with the future perspective of the presented methods.
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18.2 Classification of Unbalanced Datasets

Numerous literature works concern methods for the classification of unbalanced

dataset [16]. These methods can be grouped into two sub–categories according to

the way they try to mitigate the effect of class imbalance in the training dataset: the

internal methods, which are based on algorithms expressly designed for this pur-

pose, and the external methods, which operate on the training dataset itself through

the so–called resampling, that directly reduces the unbalance degree of the training

dataset so as it can be fed to standard classifiers.

Internal approaches involve, as a basis, different types of classifiers that are

modified to favour the detection of minority class samples. Support Vector Machines

(SVMs) have been modified in [1] for such purpose, while in [11] the outcomes of

multiple independent SVMs are combined achieving interesting results. In [14] a

special kind of radial basis function network employing Rectangular Basis Functions

(RecBF) in the hidden layer has been investigated. This particular activation function

was demonstrated to allow a higher precision in the detection of the boundaries of

the regions associated to different classes.

Several methods are based on the concept of the recognition of the minority

class rather than on the differentiation of the minority and majority classes. These

approaches, commonly referred as One–Class–Learning (OCL), exploit the concept

of similarity with respect to the rare samples. A successful example of OCL method

using a modified SVM architecture, the so–called v-SVM, is proposed in [13]. A

particular kind of internal methods employs an altered cost matrix that penalizes

the misclassification of rare samples during the training in order to promote their

detection. This approach can be coupled to several standard classification methods

such as NNs or DTs [12]. The main drawback of this approach lies in the empirical

determination of the optimal cost matrix on the basis of the application and classes

distributions. Ensemble methods which combine the output of a set of so-calledweak
learners in order to improve the classification performance of the whole system are

used also. Boosting techniques in particular have been applied: in [10], during the

learning process, weak learners that achieve good performance in the detection of

rare patterns are progressively added to the ensemble until the desired performance

is reached on the training set.

External methods reduce the unbalance ratio of the training dataset in order to

avoid the classifier to bias toward the majority class. Resampling can be achieved in

two ways: by removing frequent samples from the original dataset (under–sampling)

or by adding samples belonging to the minority class (over–sampling). The main risk

related to under–sampling lies in the potential loss of information due to the elimi-

nation of samples containing useful information. On the other hand, over–sampling

can introduce misleading knowledge into the training dataset with detrimental effect

when classifying patterns outside of the training phase.

A further critical point concerns the unbalance ratio to be achieved by resampling

methods. Optimal ratio is unknown and there is actually no method to compute it; it is

rather dependant upon applications and original datasets features and, in practice, is
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empirically estimated. This issues have been tackled by using advanced resampling

techniques that suitably select for removal the majority class samples lying close to

boundary regions of the input space and replicate minority class samples located

close to the boundary with the majority class with the effect of spreading the regions

that the classifier will associate to the minority class [6]. The SMOTE algorithm [5],

differently form other over–sampling methods, does not duplicate existing minority

samples but synthetically creates and places them where they likely could be (i.e.

close to existing minority samples or between them). Other advanced approaches

combining under- and over-sampling are presented in [3, 4, 17].

18.3 Advanced Neural Networks Based Systems

In this section three approaches aiming at the classification of unbalanced datasets

are presented. These methods have been developed by the authors for the solution

of particular industrial problems and are based on the advanced use of NNs. They

belong both to the families of internal and external approaches. All the methods are

described and main achievements on two industrial case studies are reported. In the

following it is assumed that the minority class is associated to the output value 1

while the majority class to 0 value.

18.3.1 The Thresholded Neural Network

The Thresholded Artificial Neural Network (TANN) [18] combines a standard two–

layers Feed–Forward NN (FFNN) to a threshold operator to counteract the biasing

of standard classifiers toward the majority class by the effect of class imbalance.

The structure of the FFNN is arbitrary apart from the output layer charcterized by

a logarithmic sigmoid function. The output of the network, which lies in the range

[0;1], is processed by a threshold operator that associates 1 (rare sample) to values

higher than the threshold t and 0 otherwise. The value of t determines the sensitivity

of the TANN to rate patterns: the lower t the more TANN is encouraged to classify

an arbitrary pattern as belonging to the minority class. The TANN aims at improv-

ing the response to rare patterns by means of the tuning t in order to maximize the

performance of the classifier on the basis a merit function that takes into account

the overall accuracy (Corr), the rate of minority class samples detected (Det) as well

as the rate of false positives (i.e. false alarms) (FA). The training of the TANN can

be summarized into two subsequent phases: the first one devoted to the usual NN

training while the second one to the optimal selection of t among a set of candidate

thresholds spanning in [0;1] according to the following merit function (the higher

the better):

E(t) = 𝛾Det(t) − FA(t)
Corr(t) + 𝜇FA(t)

(18.1)
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𝛾 and 𝜇 are two empirical parameters. This merit function formalizes the require-

ments of the obtained learner in terms of general performance and detection of rare

events.

18.3.2 The LASCUS Method

LASCUS (Labelled SOM Clustering for Unbalanced Sets) [15] is an advanced

method for the identification of rare patterns within unbalanced classification prob-

lems. LASCUS is designed to grant a high detection rate of minority class pat-

terns despite the generation of an acceptable rate of false alarms, where they are

not as critical as missed detection of rare patterns. Machine malfunctionings, for

instance, often belong to this category of problems. LASCUS partitions the input

space according to training data distribution and assigns the so–formed regions to

the majority or minority class according to the density of rare patterns lying in each

region. In order to promote the detection of rare patterns, the areas of the input space

where the concentration of such patterns is high enough are assigned to minority

class. The key ideas of LASCUS concern the data partitioning and the determina-

tion of the rare events concentration rate that determines the assignment of a partic-

ular partition to the rare class. Data partition is achieved through a Self Organizing

Map (SOM), that creates a set of clusters maintaining the original data distribution.

The density of minority samples within each cluster is determined by assigning all

the samples to the cluster according to their distance to its centroid. The determi-

nation of the critical rare events concentration is obtained by calculating a set of

performance measures including false alarms, minority samples detection rates and

overall accuracy for the set of rare events concentrations reported by all the clus-

ters. These indexes are fed to a fuzzy inference system which implements a human

driven criterion for the LASCUS performance evaluation associated to each critical

concentration value. The higher rated concentration is selected.

18.3.3 Dynamic Resampling for NN Training

The Dynamic resampling (DYNRES) is a concept introduced in [19], belongs to the

family of external approaches and exploits the characteristics of NNs training pro-

cedures. This method mitigates the effect of class unbalance by feeding the different

phases of the NN training with different resampled versions of the original dataset:

in each phase only a part of majority patterns is used according to a resampling

rate to be defined by the user. The training process is divided into blocks of epochs
that exploit different subsets of the original dataset for the NN training. Each sub-

set, which is different throughout the blocks, includes all the minority samples and a

subset of frequent samples that are probabilistically selected according to two crite-

ria: probability is higher for previously less frequently selected samples; probability
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of selecting an arbitrary pattern p is proportional to the classification performance

achieved by the FFNN during the training limited to the blocks of epochs includ-

ing p. This particular resampling technique allows both a balanced training and the

retention of the informative content of all the majority class samples, of which none

is neglected throughout the whole training. Moreover this procedure tends to select

with higher probability those samples whose exploitation is most convenient in terms

of classification performance.

18.3.4 Experimental Tests

The approaches introduced in Sec. 18.3 have been tested on two industrial case stud-

ies affected by the problem of class unbalance. For both of them the detection of the

situations associated to the minority classes is fundamental due to the nature of the

applications. Minority patterns represent industrial critical situations that can affect

the production processes or the quality of the products.

The occlusion problem concerns the detection of nozzles occlusions during the

continuous casting of steel. This event (1.2% of observations) dramatically slows

down productivity and its detection is a key issue of the problem. The available

dataset contains measures related to process parameters and steel characteristics.

The Metal Sheet Quality (MSQ) problem accounts the automatic grading of metal

sheets quality on the basis of the information provided by a set of sensors that inspect

sheets surface. The grading depends on the type, number and shape of the reported

defects. Defective products (10% of observations) have to be spotted in order not to

be put into the market.

The results achieved by the tested methods are shown in Table 18.1 in terms of

overall accuracy (ACC), rare patterns detection (DET) and false alarms (FA) rates

and compared to other approaches that include the combination of FFNN based clas-

sifiers with standard oversampling, SMOTE–oversampling and undersampling.

Table 18.1 highlights the advantages derived from the use of approaches devel-

oped for handling unbalanced datasets. In facts for both the applications the results

achieved by standard approaches (DT, FFNN) are poor and draw attention to the

biased nature of these classifiers. The proposed NN–based approaches obtain a clear

improvement in terms of performance with respect to standard methods and even

to classical approaches for handling class unbalance: the rate of detected minority

samples is—for all methods and case studies—much higher, keeping acceptable the

rate of FA. More in detail, in the MSQ application FA rate is comparable to the one

obtained by standard approaches (or even better). In the occlusion problem FA is

higher but, in the particular application, it does not represent a problem since it only

requires the activation of some simple and not costly countermeasures. Among the

proposed advanced NN–based techniques LASCUS is the one that correctly recog-

nizes the higher number of rare patterns and raises the higher number of false alarms.

This behaviour is not surprising, since such method is designed to this purpose.

TANN performs slightly better than DYNRES, but it is worth to note that DYNRES
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Table 18.1 Performance of tested approaches on the case studies. The percentual value reported

in the method column is the nominal resampling unbalance ratio

Database Method ACC % DET % FA %

Occlusion DT 98 17 2

FFNN 98 17 2

FFNN + Overs. 25% 90 40 9

FFNN + SMOTE. 50% 86 53 13

FFNN + Unders. 25% 88 45 11

v-SVM 97 0 0

TANN 77 71 16

LASCUS 80 77 20

DYNRES 40% 82 65 18

MSQ DT 83 68 7

FFNN 72 29 4

FFNN + Overs. 25% 88 70 4

FFNN + SMOTE. 50% 89 68 4

FFNN + Unders. 25% 89 69 4

v-SVM 87 65 1.5

TANN 83 77 3

LASCUS 84 86 4

DYNRES 25% 89 75 5

performance depends on the resampling rate selected by the user: although differ-

ent nominal resampling rates have been tested in this work, an exhaustive test or an

optimization of such rate could improve the performance.

18.4 Conclusions and Future Works

In this work the problem of the classification of unbalanced dataset in the indus-

trial framework has been handled, by putting into evidence the particular criticalities

related to this problem from an industrial point of view. Three approaches developed

by the authors for this purpose and based on artificial NNs have been described and

tested on two industrial case studies. The performance achieved by these methods—

compared with other existing approaches—highlights not only the need for ah–hoc

methods for tackling the issues connected to class unbalance but also the suitabil-

ity of NNs to act as a basis for advanced methods for unbalanced classification,

by exploiting the well known NNs robustness and generalization capability. In the

future, since none of the methods or family of methods seems to outperform the

other ones, hybrid approaches that merge internal and external techniques will be

investigated.
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Chapter 19
Quantum-Inspired Evolutionary
Multiobjective Optimization
for a Dynamic Production
Scheduling Approach

Maurizio Fiasché, Diego E. Liberati, Stefano Gualandi
and Marco Taisch

Abstract The Production Scheduling is an important phase in a manufacturing
system, where the aim is to improve the productivity of one or more factories.
Finding an optimal solution to scheduling problems means to approach complex
combinatorial optimization problems, and not all of them are solvable in a math-
ematical way, in fact a lot of them are part of the class of NP-hard combinatorial
problems. In this paper a joint mixed approach based on a joint use of Evolutionary
Algorithms and their quantum version is proposed. The context is ideally located
inside two factories, partners and use cases of the white’R FP7 FOF MNP Project,
with high manual activity for the production of optoelectronics products, switching
with the use of the new robotic (re)configurable island, the white’R, to highly
automated production. This is the first paper approaching the problem of the
dynamic production scheduling for these types of production systems proposing a
cooperative solving method. Results show this mixed method provide better
answers and is faster in convergence than others.
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19.1 Introduction

In general, the Production Scheduling is the activity of assigning a starting time
point to a collection of activities that must be executed by a collection of machines in
order to obtain the production of a given quantity of goods [1]. More formally, given
a collection of Job J = {J1,…,Jn} and a collection of machine M = {M1,…Mm}, we
have to find a schedule, that is a mapping of jobs to machines and processing times
that satisfies some constraints and it is optimal with respect to some criteria, such as,
for instance, to minimize the makespan, to parallelize tasks and operations, etc.

The context of this paper is the white’R FP7 European Project, which develops a
highly automated, self-contained, white room based, multi-robotic island designed
for the motion, assembly, and dis-assembly of optoelectronic products. The phys-
ical outcome of the project is the production of two demonstrators where the
white’R island will be configured differently to be used in two existing shop floors
of two end-users (hereafter called EU1 and EU2), dealing respectively with laser
diodes (EU1) processing and customized solar energy systems (EU2). However this
new technological tool brought along the need to design and implement a con-
ceptual management framework, for sustaining the robotic island integration into an
existing shop floor [2] and for investigating models and techniques able to solve the
decisional problems of planning and scheduling in this particular case study,
extending them also for other re-configurable production systems. In this context,
we need to be able to schedule the production of given quantities of the devices that
could be produced within a White’R island (hereafter called simply white’R), such
as the multi-emitter diode lasers assembled by EU1, and the string of solar cells
produced by EU2. For both type of devices, in order to be produce a single unit of
product it is necessary to execute a sequence of so-called Mechatronic Tasks using
different workstations. Each mechatronic task must respects a set of precedence
relations with other tasks, can require the assignment of one or more workstation,
and it has a nominal duration that changes along the life cycle of the island.

A key feature of the production scheduling for the White’R is the possibility to
account for the degradation of the system, that is, the ability to consider that each
Mechatronic task can work in different nominal conditions, to which correspond
different time duration to complete a task. Therefore, in choosing a scheduling
problem to formulate and to solve the production scheduling for the White’R
project, we need to be as flexible as possible with respect with these requirements.
However the solving techniques presented and implemented are general and usable
also for other scheduling problems. In this work a joint use of Particle Swarm
Optimization (PSO) technique and the quantum inspired PSO (QPSO) version is
proposed analyzing results comparing them also with the use of single methods.
The rest of the paper is structured like follow: in Sect. 19.2 the scheduling problem
modeling is presented, in Sect. 19.3 the optimization issues are approached,
describing and introducing classical, quantum and cooperative approaches, in
Sect. 19.4 experimental setup and results are presented and in Sect. 19.5 conclu-
sions are inferred with possible future directions.
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19.2 Resource Constrained Project Scheduling Problem
(RCPSP)

The literature on scheduling models for manufacturing [3, 4] is very rich of alter-
natives, and almost every single manufacturing application domain has developed a
very specialized model. However, in the context of White’R we have decided to
formulate the Production Scheduling problem as a Resource Constrained Project
Scheduling Problem (RCPSP), that is:

Given a set of resources (i.e., the robotic arm and the workstations of the islands) of limited
availability, and a set of activities (i.e., the mechatronic tasks) of known duration and
resources requests, and linked by precedence and non overlapping relations the RCPSP
consists of finding a schedule of minimal duration (i.e., minimum makespan) with the
assignment of a start time to each activity such that the precedence relations and the
resource availabilities are respected [5].

In White’R, examples of resources are: (i) the robotic arm, which is the most
important unary resource of the island, (ii) the cutter, (iii) the wire bonding
machines, and all other workstations that have been introduced in the previous
paragraphs. Basically, in this context, all the resources are unary: they can be used
by a single task at the time. For an example of possible resources/workstations in
the case of the production of multi-emitter diode lasers, refer to the next Fig. 19.1,
which shows a preliminary screenshot of the Mechatronic task scheduler developed
and delivered during the project.

The activities to be scheduled, i.e., the Mechatronic tasks, are produced by the
planning system presented in [2, 6] and however given as input to the production
scheduler, and they must be described in terms of data detailed in Table 19.1
(Fig. 19.2).

For a small example of a sequence of mechatronic tasks for the assembly of
multi-emitter laser, we refer to Fig. 19.1, which again shows a screenshot from the
Mechatronic Task Scheduler under development. The screen shot shows on the left

Fig. 19.1 Collection of resources available for the mechatronic tasks in the production of
multi-emitter diode lasers (OPI use case)
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Table 19.1 List of input data to schedule the mechatronic tasks

Data Comment

1. Task ID Unique ID for each single tasks
2. Nominal duration With consistent unit of time (e.g., msec)
3. Setup time With consistent unit of time (e.g., msec)
4. Resource consumption A list of resource that must be acquired to complete the

activity related to the task
5. Precedence relations

between tasks
Represented as binary relations between task IDs

6. Non overlapping relations
between tasks

Represented as binary relations between task IDs

Fig. 19.2 Example of mechatronic tasks: planned and executed
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side, under the “PLANNED” column, a short sequence of tasks. For each task is
given a unique ID, such as, T906.3.2. The first letter ‘T’ denotes a planned task, the
next digits ‘906.2’ identifies the given task, while the last digit ‘2’ represent the
repetitions of the same type of task within the given sequence. On the right side,
under the “EXECUTED” column, the same task is marked by the ‘E’ character,
which marked the task as completed (with a small time delay), that is E906.3.2.
Please, note that in this figure the time scale is purely qualitative.

In formulating the production-scheduling problem as a RCPSP, we need in
addition to introduce two dummy activities that represent the start time and the end
time. In addition, we consider the possibility to introduce the concept of group tasks,
which correspond to a collection of mechatronic tasks that are tighten together for
representing precedence or non-overlapping relations between group of tasks.

19.2.1 Formal Description of RCPSP

In the RCPSP, we are given a set J of non-preemptable jobs (i.e. =, mechatronic
tasks) and a set M of resources (i.e., workstations). Each resource has a unary
capacity. Every job j has a processing time pj and resource demands rjk of each
resource.

The starting time Sj of a job is constrained by its predecessors that are given by a
precedence graph D = (V,A) with V ⊆ J. An arc (i, j) ∈ A represents a precedence
relationship, i.e., job i must be finished before job j starts. The goal is to schedule all
jobs with respect to resource and precedence constraints, such that the latest
completion time of all jobs, that is, the so-called end-job, is minimized [7].

The RCPSP can be modeled easily as a constraint program using the global
cumulative constraint [8], which enforces that at each point in time, the cumulated
demand of the set of jobs running at that point does not exceed the given capacities.
Given a vector S of start time variables Sj for each job j, the RCPSP can be modeled
as follows:

min maxj⊆J Sj + pj
� �

subject to Si + pi ≤ Sj ∀ði, jÞ∈A
cumulativeðS, p, rkÞ ∀k∈M

ð19:1Þ

This basic model will be developed and solved as Constraint Programming
problem.

19.2.2 Multimodal RCPS

In order to consider the degradation of the system that has an impact of the actual
duration of each activity, we can use also a Multimodal RCSP formulation of the
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production-scheduling problem. In the multimodal RCSP, we have that each
activity can be executed in a different Mode, that corresponds to a different
degradation status: the basic examples is to have two modes, normal and degraded,
with the second mode requiring more execution time than the first one.

In general, with respect to the formulation of the previous paragraph, to for-
mulate a Multimodal RCPSP we need to provide for each activity, i.e., for each
mechatronic tasks, and for each mode the following data:

(1) The nominal duration for each mode
(2) The nominal setup time for each mode

With respect to model (19.1) of the previous section, the Multimodal RCPSP has
an additional dimension for each processing time, that is, pjh where the index h is
used to index the degradation state in which the mechatronic task corresponding to
job Sj is working.

Indeed, the production task scheduler will expect as input to account for
degraded conditions, the following tabular data for each task J = J1, . . . , Jnf g
(Table 19.2):

19.3 Optimization Challenges

For solving this type of problem a mathematical approach is possible in a simple
production environment, but with the increment of variable, tasks, operations,
especially for the scheduling phase in the framework presented in [2, 6] thought for
more general application of white’R or other complex machineries, a heuristic
approach can need for a right solving approach. We used the PSO, the Quan-
tum PSO and a joint use of them for obtaining: fast convergence of particles, more
solution than using only the QPSO algorithm and good accuracy on the synthetic
database used for testing the production environment.

19.3.1 Quantum Inspired Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a population based optimization method
presented in 1995 by Eberhart and Kennedy [9]. Individuals in PSO work together,

Table 19.2 Tabular data for
each task J = {J1,…,Jn}

Task Mode Data

1. Mode h = 1 (e.g. normal) • nominal duration
• nominal setup time

2. Mode h = 2 (e.g. warning) • nominal duration
• nominal setup time

3. Mode h = 3 (e.g. degraded) • nominal duration
• nominal setup time
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for solving a certain problem being interested in their own performance and in those
of other particles of the swarm. Each particle has its own fitness value computed in
the optimization process. The best fitness value achieved until then in this way is
stored, this is the personal or individual best (pbest). The overall best fitness value
obtained by any particle in the population is called global best (gbest), the solutionis
always stored. Each particle accelerate at a new position by calculating the velocity
of that position where the value of pbest and gbest would influence the direction of
the particle in the next iteration. In Eq. (19.2) the velocity update formula is pre-
sented and in Eq. (19.3) the new particle position computation is shown.

v=w * v nt− 1 + c1 * randðÞ gbestn − xnð Þ+ c2 * randðÞ pbestn − xnð Þ ð19:2Þ

xn = x nt− 1 + v n ð19:3Þ

where
c1 > 0 and c2 > 0 are constant variables called cognitive and social parameters,

and
w > 0 is a constant variable called the inertia parameter.
Moreover to create a swarm of i = 1,…,N particles, for all points in time, each

particle i has

1. A current position xi,
2. A record of the direction it follows to get to that position vi,
3. A record of its own best previous position pbest = (pbest1,…,pbestD),
4. A record of the best previous position of any member in its group

gbest = gbest1, . . . , gbestDð Þ.

The random number can assume values between 0 and 1. c1 and c2 control the
particle acceleration towards personal best or global best. As previously reported a
QEA has been presented in 2002 [10], it is inspired by the concept of quantum
computing. In fact in accordance with the classical computing concept, information
can be represented in bits, where each bit must hold either 0 or 1. Instead, in
quantum computing, information is represented by a qubit whose value could be 0,
1, or a superposition of both. Superposition allows the possibility for a qubit to stay
in both states, 0 and 1 simultaneously based on its probability. The quantum state is
represented in the Hilbert space and is defined by: jΨ> = αj0> + βj1> , where α
and β are complex numbers, and represent the probability at which the corre-
sponding state is likely to appear [11]. Probability fundamentals require:

αj j2 + βj j2 = 1;

where the value αj j2 represents the probability that a qubit is in the OFF (0) state
and the value βj j2 represents the probability that a qubit is in the ON (1) state. It is
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possible to define an individual with several qubits with the following general
notation:

α1 α2 . . . αm
β1 β2 . . . βm

� �

The Quantum inspired PSO (QPSO) was first discussed in [12] and there are
several variants of QPSO [13, 14]. The main idea of QPSO is to use a standard PSO
function to update the position represented in a qubit for that particle. In order to
update the probability of a qubit during the run of the classical PSO, the quantum

angle, θ, can be used. Quantum angle θ is here represented as
cosðθÞ
sinðθÞ

� �
.

The algorithm described before is characterized by a number of iterations where
the quantum particle swarm related parameters are less than that of the general
particle algorithm, so the computational speed is much higher than the general PSO
and also the implementation is easier.

19.3.2 PSO and QPSO Joint Approach

For both QPSO and PSO algorithms, getting trapped into the local optima, is easy
near the end of iteration, becoming impossible, in this case, to find the global
optimal solution when the scheduling is complicated. The simulated annealing uses
probabilistic concept to prevent the local optima, so, here, the simulated annealing
is used inside each population to avoid the local optima [13].

A hybrid joint approach is presented in this section. It adopts several populations
of independent evolution, and the QPSO presented in the previous section is used for
optimizing some of them while the others are optimized by the GA technique. All
sub-populations are connected together through the transport operators during the
iterative process. In this way, during the first steps of the evolution, each population
can get close fast to the optimal solution; in the last phases, while some populations
are trapped into the local optima, it can carry the best individual of the entire pop-
ulation into this group by transport operators increasing the populations differentia-
tion and escaping by the local optima. With this approach, an evolving mechanism of
stimulation each other is present during the entire evolution process [15, 16].

19.4 Experimentations and Results

Data of 10 workstations and 10 work-pieces are adopted for testing this approach
and make a comparison with the other single techniques. Therefore, other run tests
have been done with other objective functions. Each population is composed of 40
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individuals; the quantum particle swarm populations and PSO populations are both
composed of 2; the maximum number of iterations is 400; simulation has been
executed 10 times. In Table 19.3 the simulation results is shown. The convergence
curve of the joint approach of a simulation at a time t is shown in Fig. 19.3. The
Gantt Chart of the optimal scheduling is shown in Fig. 19.4.

The solution obtained with the use of the joint optimization algorithm is shown
in Table 19.3 and It results being better than that obtained by QPSO. While the
QPSO seems to be faster than others in convergence, QPSO seems to be too easy to
be trapped into the local optima so as not to obtain the best solution. This could be

Table 19.3 A comparison on
a example test case

Optimal solution Minimum time

QPSO 8 85
PSO 10 100
PSO + QPSO 6 87

Fig. 19.3 The convergence function

Fig. 19.4 Gantt chart of the optimal scheduling
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an important issue when solving large-scale scheduling problem. The solution
quality for some complex scheduling problems is comparatively poor, but it
increases to great extension with the enhancement of the number of populations and
of iteration. The situation has been repeated in a lot of our test cases. In these
experimental setup the parallelization of machineries use has been taken in account,
for the working mode of the activity when it is longer of the duration cut off (10 in
this case), a mode change is considered.

19.5 Conclusions

This paper presents a new mixed approach of PSO-QPSO for the dynamic
scheduling in a multimodal RCPS modelling of a (re)configurable robotic system,
in particular of the white’R, but not limited to it. In fact a general production
planning and scheduling framework has been already presented in [2, 6], like
previously discussed. The scheduling phase of this framework presented in detail
under different perspectives is approached for the first time in this paper. Moreover
the challenge is solving the scheduling optimization process for the white’R but
also generalizing it for complex configurable and reconfigurable production sys-
tems. Thus in the first part of the paper we presented the problem modelling and in
the second part we proposed a solving method based on the joint use of PSO and
QPSO. Results have been discussed in some examples confirming our mixed
approach is more suited for complex scheduling systems when we have a lot of
tasks on different machines/workstations, obtaining a faster algorithm and with
better performance in terms to find the best optimal solution.

Future work will focus on better comparison of solving techniques [17, 18] also
proposing a general QEA for numerical optimization [19–21] and comparing it with
the approach presented in this paper. The proposed method will also be tested on
different types of dataset such as general benchmark dataset as well as other real
production dataset.
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Chapter 20
A Neural Network-Based Approach
for Steam Turbine Monitoring

Stefano Dettori, Valentina Colla, Giuseppe Salerno
and Annamaria Signorini

Abstract This paper presents a Neural Network (NN) approach for steam turbines

modelling. NN models can predict generated power as well as different steam fea-

tures that cannot be directly monitored through sensors, such as pressures and tem-

peratures at drums outlet and steam quality. The investigated models have been

trained and validated on a dataset created through the internal sizing design tool

and tested by exploiting field data coming from a real-world power plant, in which

a High Pressure and a Low Pressure turbines are installed. The proposed approach

is applied to identify the variation of the characteristics from data measurable on

the operating field, by means of suitable monitoring and control algorithms that are

implemented directly on the PLC.

Keywords Neural networks ⋅ Steam turbine modelling ⋅ Monitoring

20.1 Introduction

In the field of complex industrial system an ever increasing demand is observed

for accurate system modelling for simulation, monitoring and control purposes. An

exemplar case can be found in the field of monitoring and control of steam tur-

bines, in the context in which power generation undergoes variable operating con-

ditions, characterized by a variable steam production profile as a function of daily
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cycle such as in Concentrated Solar power plants, or where the steam turbines are

started depending on the energy cost during the day. Steam turbines were originally

designed for energy generation with stable steam production and rare start-up and

shut down cycles, thus control systems have been designed starting from simplified

models which are not appropriate far from nominal operating points. Under vari-

able operating conditions, steam turbines are often subjected to continuous thermal

stresses and windage effects and thus to premature aging and to the relative low-

ering of the efficiencies. In this cases a strong point of an accurate modelling is

the possibility to follow phenomena that cannot be directly monitored through sen-

sors. A physic-based approach needs an accurate modeling, especially as regards the

relationship between the thermodynamic efficiencies of the blades, or more for large-

scale models, of the machine drums. Non-linear equations for efficiencies, mass flow

and enthalpy, that reproduce the real behavior of the machine, have to be accurately

tuned. An intermediate modelling approach is represented by the use of particular

semi-empirical relations [1–3] or by the approximation of fundamental thermody-

namic equations [4]. The work described in [5], proposes two different approaches

for the modelling of different parts of a power plant: in particular, the steam turbine

modelling is based on energy and mass balance and exploits a Neural Network (NN).

A black box approach shows no or weak link with the represented system of phenom-

enon, but allows to model the non-linear relationships between steam features and

the generated mechanical power or thermodynamic characteristics of the steam in

the turbine drums.

The proposed modelling approach is based on a feedforward NN (FFNN), which

identifies the variation of the characteristics from data measurable on the operating

field, by means of suitable monitoring and control algorithms that are implemented

directly on the PLC and meet its stringent requirements in terms of memory usage

and computational speed.

The paper is organized as follows: Sect. 20.2 provides a description of modeling

issues related to the implementation of the thermodynamic equations to be tuned in

different conditions of steam state and rotational speed. Section 20.3 describes the

application of NNs; Sect. 20.4 describes the strategy for defining the dataset used

to train and build the models, the data set used for model validation and presents

results of NN modelling approach, when compared to field data. Finally, Sect. 20.5

provides some concluding remarks and hints for future work.

20.2 Background on the Modelling Issues

A modelling approach suitable for a final implementation in the PLC language

has to balance two fundamental and often counteracting characteristics: accuracy

and simplicity. In order to achieve good accuracy, a steam turbine thermodynamic

model must estimate the fundamental parameters of each drum (mass flow, pres-

sure, temperature, enthalpy and power) for a given set of boundary conditions: inlet

steam condition, inlet steam valve stroke, mass extractions, extraction pressures and
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condenser pressure. A good turbomachinery model has to keep into account different

factors:

∙ the heavy non-linearity behaviors of efficiencies, which depend on the rotational

speed and ratios between drum pressures;

∙ the mass flow, estimated by means of the Stodola equation [6];

∙ the windage effect, which typically occurs on the last blades of the turbine and

which reduces their generated power, by introducing friction losses;

∙ the kinetic energy contributions, which depends on steam velocity and geometrical

features of the blades.

The thermodynamic models [6] estimate the steam flow along the turbine blades,

with relationships that need iterative algorithms to match the boundary conditions

of pressure or steam mass flow, therefore they are not suitable to the implementation

of PLC platform. The simplest models are based on an extension of the concept

of Willans’ Line concept (e.g. [7, 8]), with the limitation that are valid between

40–100% of the load, require the measure of steam mass vapor flow and a map of

isentropic efficiency in function of power and inlet pressure or steam mass flow, with

results errors on power estimate around 10–15% with an average error not specified,

typically useful for the design of industrial steam systems, but not the monitoring of

machines.

An further interesting feature to estimate is the steam quality at turbine outlet

defined as is the percentage of vapor mass in a liquid-vapor mixture:

xout =
mv

ml + mv
(20.1)

where mv and ml are respectively the vapor mass and the liquid mass. Generally,

the last stages of low pressure steam turbines (and sometimes also the High Pressure

turbines) operates with a condensing wet steam flow, which can cause problems such

as blade corrosion and efficiency reduction. In some cases, it is important to monitor

or control this feature with the aim of optimizing the power production systems [9].

Steam quality is very difficult to measure, therefore in most industrial plants it is not

monitored at all.

Due, on one hand, to the difficulty of developing a simple but accurate mathemat-

ical model which can consider all the above mentioned parameters and, on the other

hand, to the availability of numerical data from both field experiments and simula-

tions, data-driven modelling approaches appear suitable and NNs are flexible and

generic enough for a successful application.

20.3 The Neural Network-Based Approach

The NN-based model taking into account all the factors listed in Sect. 20.2 should

be integrated with a steam turbine mechanical model in order to estimate not only

the actual generated power, power losses or speed, but also operating condition of
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the machine. Different NNs have been developed, with different aims: prediction of

the power on each steam turbine drum or the overall turbine power; prediction of the

pressures and temperatures at exit of each drum and of the steam quality at last stage

of the turbine.

The architecture of the hidden layer (number of neurons and number of hidden

layers), has been defined by means of an optimization study, performed with the aim

of minimizing the error of the NN committed on the validation set (the experimental

optimization is reported in Sect. 20.4.2). The transfer function of hidden layers and

output layer are respectively, hyperbolic tangent and a linear function. The training

of the neural network was performed using Neural Network Toolbox (MATLAB

8.0), by means of Levenberg-Marquardt back-propagation [10] and early stopping

algorithm. In particular the maximum number of epochs has been set to 1000. The

target function to be minimized was the mean squared error between the prediction

and the desired output.

The following NNs have been trained:

∙ A NN for overall power estimation, net1;

∙ A NN to estimate the power of each drum Di, net2;

∙ A NN to estimate pressures and temperatures at outlet of each drum Di, net3;
∙ A NN to estimate the steam quality at turbine outlet, net4.

The training set of the NN was defined as a couple input/output with input of

each NN, Ineti =
[
Pin Tin Qe1 … Qen Pout

]T
, composed by inlet steam pressure Pin

and temperature Tin, mass flow of n bleedings or extractions
[
Qe1 … Qen

]
and outlet

pressure Pout . The output for each NN is defined as follows:

∙ for the net1, the overall power, Onet1 = Woverall
∙ for the net2, the power WDi of each drum Di, with i = 1,… ,m drums,

Onet2 =
[
WD1 … WDm

]T

∙ for the net3, the steam pressures Pi and Temperatures Ti at the exit of each i-th

drum of the turbine, Onet3 =
[
P1 T1 … Pm Tm

]T

∙ for the net4, the steam quality at exit of the turbine xout , Onet4 = xout

20.4 Training and Test Results

20.4.1 Dataset Selection Strategy

Two different steam turbines have been modelled by means of the NN-based

approach: a High Pressure (HP) steam turbine with impulse stage and 3 reaction

drums and a Low Pressure (LP) steam turbine, with 4 reaction drums and a con-

denser. The power size of the HP turbine is about 18 MW, with inlet rated steam

pressure of 106 BarA and temperature of 378
◦
C. The power size of the LP turbine
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Table 20.1 HP and LP turbine training dataset

Input Description N. operating

points

Ranges

HP turbine

Pin Inlet steam pressure 19 15–105 (BarA)

Tin Inlet steam temperature 5 330–390 (
◦
C)

Q1 Bleeding mass flow 4 0.001–4.5 (Kg/s)

Pout Exit steam pressure 9 4–20 (BarA)

LP turbine

Qin Inlet mass flow 10 5–50 (kg/s)

Tin Inlet steam temperature 5 330–390 (
◦
C)

Q1 1st bleeding mass flow 3 0–3 (Kg/s)

Q2 2nd bleeding mass flow 3 0–3 (Kg/s)

Q3 3rd bleeding mass flow 3 0–3 (Kg/s)

Q4 4th bleeding mass flow 3 0–3 (Kg/s)

Pout Condenser pressure 3 0.04–0.08 (BarA)

is about 40 MW, with inlet rated steam pressure of 18.3 BarA and temperature of

378
◦
C. The HP and LP turbines have, respectively, 1 and 4 bleedings.

A dataset of operating conditions has been created by mean the GE internal siz-

ing tool, which contains the turbine geometrical and mechanical data, with a wide

range of operating conditions. The dataset has been divided in two parts: a training

dataset, 80% of the original dataset randomly sampled and a validation dataset, for

the early stopping algorithm, the remaining 20% of the original dataset. The train-

ing/validation dataset of the HP and LP turbines consist, respectively, of 2420 and

8445 different conditions shown in Table 20.1.

A second dataset for the testing of the trained NNs has been created by means field

data measured during one full day. In particular, inlet steam pressure, temperature,

outlet pressure have been measured from site during one day activity and used as

boundary condition for GE internal sizing tool. The outputs of this tool have been

used to evaluate the accuracy of the models. The particularity of this database is that

as regard to the LP turbine, the condenser pressure in some operating hours of the

day was particularly outside of the nominal ranges.

20.4.2 Results

In order to evaluate the accuracy of the NN models, Mean Absolute Error (Mean|e|),
Max Absolute Error (Max|e|), Max Percent Absolute Error (Mean|%e|) and Stan-

dard Deviation (STD) have been computed.
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As mentioned in Sect. 20.3, the optimal architecture of each NN (number of neu-

rons and number of hidden layers) has been defined to the aim of minimizing the

error on the validation set. In a FFNN with ni inputs, nu outputs, nh hidden layers

and N neurons in each hidden layers, the number of weights nW is given by the fol-

lowing well-known formula:

nW = (nh − 1)N2 + (ni + nh + nu)N + nu (20.2)

The optimization has been conducted by varying the number of weights nW and num-

ber of hidden layers nh. Each NN architecture has been trained 40 times and the opti-

mal NN architecture has been selected to the aim of achieving a good compromise

between the average error on the validation dataset, the minimization of maximum %

error of the NN and a good standard deviation over 40 trainings. The optimal archi-

tecture of each NN is shown in Table 20.2. Finally each optimal architecture, and in

particular the best network over 40 trainings, has been tested by means of the field

dataset. The results are shown in Tables 20.3 and 20.4.

Table 20.2 Optimal architecture of neural networks

Turbine HP LP

Net net1 net2 net3 net4 net1 net2 net3 net4
nh 2 2 2 2 2 2 2 2

nn
[
10 10

] [
19 19

] [
19 19

] [
8 8

] [
16 16

] [
16 16

] [
16 16

] [
7 7

]

Table 20.3 Test results for HP steam turbine neural networks

NN Section Output Mean|e| Max|e| Max|%e| STD
net1 Overall WOverall(kW) 7.8 44 0.4 9.3

net2 Impulse WImp (kW) 2.1 6.1 0.9 2.2

D1 WD1 (kW) 2.2 11 0.7 2.7

D2 WD2 (kW) 1.8 9.2 0.3 2.1

D3 WD3 (kW) 5.3 23 1.2 5.3

Overall WOverall(kW) 8.3 44 0.5 10

net3 Impulse PImp (BarA) 0.02 0.2 0.8 0.03

TImp (
◦
C) 0.05 0.3 0.1 0.04

D1 PD1 (BarA) 0.04 0.1 1 0.04

TD1 (
◦
C) 0.1 0.6 0.2 0.1

D2 PD2 (BarA) 0.03 0.08 1.3 0.02

TD2 (
◦
C) 0.08 0.7 0.3 0.1

D3 TD3 (
◦
C) 0.1 1.4 0.8 0.2

net4 Last stage xout 2e-4 1e-3 0.1 3e-4
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Table 20.4 Test results for LP steam turbine neural networks

NN Section Output Mean|e| Max|e| Max|%e| STD
net1 Overall WOverall (kW) 63 1250 9.3 71

net2 D1 WD1 (kW) 30 139 5.8 11

D2 WD2 (kW) 33 144 4.0 11

D3 WD3 (kW) 52 166 5.1 15

D4 WD4 (kW) 19 810 21 57

Cond WCond (kW) 20 509 293 39

Overall WOverall (kW) 106 1021 7.6 89

net3 D1 PD1 (BarA) 0.1 0.2 6.2 0.06

TD1 (
◦
C) 6.0 15 5.7 2.8

D2 PD2 (BarA) 0.04 0.1 5.1 0.03

TD2 (
◦
C) 5.6 13 7.4 2.3

D3 PD3 (BarA) 0.02 0.06 8.8 0.02

TD3 (
◦
C) 2.7 10 10 1.7

D4 PD4 (BarA) 0.02 0.1 91 0.02

TD4 (BarA) 0.5 16 35 1.2

Cond TCond (
◦
C) 0.1 1 2.5 0.2

net4 Last stage xout 3e-3 0.01 1.2 1e-3
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Fig. 20.1 a Test results on HP (top figure) and LP (figure below) turbine drum power estimation.

b Test results on HP Pressures (top figure) and LP Pressures (figure below) at outlet of each drum.

Daily profile (continuous line) and esteem (dashed line)

Figures 20.1a and b show, respectively, the daily profile of the power generation

of each HP and LP turbine drum and the estimate of each drum power obtained

through the NN-based models, the Pressures and Temperatures of HP turbine. For

confidentiality constraints, all the variables have been normalized with respect to
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their maximum value in the day and the figures on the estimation of HP and LP

outlet steam quality are not reported.

The test results are very interesting and encouraging: in particular the NN models

net1 and net2 for the prediction of overall power and Drums power are capable to

predict the generated power with very low errors and a good accuracy for both HP

and LP turbines. As far as the results on LP Turbine are concerned, the maximum

errors are due to the condenser pressure outside the nominal ranges of operating

conditions. Results on net3 show very low errors for the HP Turbine, whereas for the

LP Turbine, temperatures estimates show a low accuracy, while the pressure estimate

is quite accurate. In this case also for the LP turbine the NN show bigger errors during

the operating hours of the day, when the condenser pressure is particularly far from

of the nominal ranges. The NN models for the estimate of steam quality (net4) show

very good results for the HP Turbine, and good results for the LP Turbine.

To sum up, all HP Turbine models show very good results, whereas LP Turbine

models show good results during the nominal operating conditions and poor results

when condenser pressure is too far from the sampled dataset, by highlighting a lack

of generalization. In order to solve this lack of precision and accuracy, the space of

the condenser pressure samples should cover more extensive ranges and more dense

sampling.

20.5 Conclusion

A NN-based approach is presented for modelling a generic steam turbine, and, in

particular, for the estimate of the overall generated power as well as of other relevant

variables that cannot be measured, such as drums power, pressures and temperatures

at exit of each drum, and steam quality at the last stage of the turbine. The models

have been trained and validated on a massive dataset created through the internal

sizing design tool, which contains the turbine geometrical and mechanical data and

then tested on one full day of field data with very good results for HP Turbine and

good results for LP Turbine. The obtained results are promising and the achieved

performance show the feasibility and advantage of the NN-based approach in steam

turbine monitoring, including extremely off design conditions for HP Turbine. On

the other hand, in the case of the LP turbine, which is characterized by more com-

plex input-output relations, the NN-based approach shows a good potential for the

prediction of inaccessible features, but, in order to achieve interesting results, the

training dataset has to be designed with a denser sampling covering more extensive

ranges of the input variables.

The future work will cover the above-highlighted gaps and will explore other

Neural paradigms and more complex network structures, including hybrid

approaches.
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Chapter 21
A Predictive Model of Artificial Neural
Network for Fuel Consumption in Engine
Control System

Khurshid Aliev, Sanam Narejo, Eros Pasero
and Jamshid Inoyatkhodjaev

Abstract This paper presents analyses and test results of engine management
system’s operational architecture with an artificial neural network (ANN). The
research involved several steps of investigation: theory, a stand test of the engine,
training of ANN with test data, generated from the proposed engine control system
to predict the future values of fuel consumption before calculating the engine speed.
In our paper, we study a small size 1.5 L gasoline engine without direct fuel
injection (injection in intake manifold). The purpose of this study is to simplify
engine and vehicle integration processes, decrease exhaust gas volume, decrease
fuel consumption by optimizing cam timing and spark timing, and improve engine
mechatronic functioning. The method followed in this work is applicable to
small/medium size gasoline/diesel engines. The results show that the developed
model achieved good accuracy on predicting the future demand of fuel consumption
for engine control unit (ECU). It yields with the error rate of 1.12e-6 measured as
Mean Square Error (MSE) on unseen samples.

Keywords Artificial neural network ⋅ Predictive models ⋅ Engine control
systems
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21.1 Introduction

ANN have received much attention in recent years due to the number of functions
which can be applied to engines such as modelling, controller design, on-board
testing and diagnostics. ANN is an information processing paradigm that is inspired
by biological nervous systems, functions, and mathematical and physical methods
of information processing. The latter is composed of many simple processing units
working in parallel to each other which are connected insome way and depend on
the status of the dynamic response of the external input information computer
system. It is a simple simulation of the brain with specific smart features and rapid
processing abilities to perform [1].

Neural networks generally contains three layers: input layer, hidden and output
layer. Each of them consists of nodes or neurons. Moreover, ANN can solve
classification problems and function approximation. Applications of ANN model
start operate correctly if the design of data satisfies all the dynamics of the system.
Furthermore, structures and combinations of networks considerably affect the
performance level of system. This article will describe data acquiring procedures,
construction of the experiments and neural network description. Collection of data
needs to be done precisely and the size of data is another important factors of ANN.
The data needs to be determined if transient behavior or steady-state operations
provide sufficient features for training and validation. The more features the training
data covers, the better the network is trained for the generalization of engine
behavior. Designing of experiments has a significant impact on the model perfor-
mance and especially for engine systems [2].

21.2 Research Background

Neural networks, and fuzzy systems can be significant in the usage of advanced
control strategies. The authors of [3] used IC (Internal combustion) engines with
highly nonlinear characteristics containing variable time constant terms and delays.

The capability of smart systems performances, for instance neural networks and
fuzzy methods: if we relate these nonlinear properties, ANN becomes excellent tool
in the modeling of engines [4]. The authors of [5] discuss a technique where static
neural networks (SNN), time delayed neural networks (TDNN) and dynamic neural
networks are used for modeling an spark-ignition (SI) engine.

Similarly, in our investigation, computational intelligence is used at 2 stages of
our work. At first, the management of ECU is directed by creating an application of
fuzzyneural network (FNN). Afterwards, once the developed model of ECU passes
the hot test procedure, we created another model of ANN for prediction. The
objective for designing this model was, to predict the future demand of fuel con-
sumption in engine by taking previous time interval and speed (rotation per minute)
as an input.
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21.3 Experimental Setup

The experimental setup of our work consists of three steps. In the first step we
develop a model for engine control system of vehicle motor. The controlling and
management unit is based on neuro-fuzzy system. Afterwards, the hot test proce-
dure is implemented to test the developed ECU which is the second step in our
procedure. The next step is to construct a predictive model, which is capable to
estimate the unknown values of fuel consumption for future time intervals. The
steps are further discussed in details.

21.3.1 Engine Control System

Neural networks can only come into play if the problem is expressed by a sufficient
amount of observed examples. These observations are used to train the black box
(as element of ECU). In this case no prior knowledge about the problem needs to be
given. In our case to develop engine management (controlling) algorithm, we use
the attributes of FNNs. The learning procedure is constrained to ensure the semantic
properties of the underlying fuzzy system. A neuro-fuzzy system approximates
n-dimensional unknown functions which and partly represented by training
examples. A neuro-fuzzy system is represented as a special three-layered feedfor-
ward neural network as shown in Fig. 21.1.

The first layer corresponds to the input variables—acquired data from sensors.
The second layer symbolizes the fuzzy rules—processes in the engine control unit.

ACTUATORS

Injectors Spark

ECU

SENSOR

Crank Air Knock ………

………

Fig. 21.1 The architecture of
a neuro-fuzzy system: the use
of neural networks in an
engine management system
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The third layer represents the output variables—output signals from the control unit
to actuators. The fuzzy sets are converted as (fuzzy) connection weights.

21.3.2 Engine Hot Test Process

The hot test process consists of two main offline tests which includes production
and durability hot tests. A production hot test (idle running engine) was used for the
engine start verification prior to shipment to avoid costly final assembly plant
warranty issues. These stations are often used as a confidence test for the quality
process, and also act as a low cost electrical test. Often operator subjective, an noise
vibration harshness (NVH) test looking for odd engine noise may also be used in
this test, as well as for fuel and oil leakage. On the other hand, a durability hot test
which (puts a well-controlled load on the engine during running) is used in large
diesel markets, where horsepower verification and fuel consumption, emission and
calibration can only be done while running the engine.

In our case, the engine hot test process included the checking of the main engine
parameters and engine performance data acquisition. The engine was rigged up on a
trolley outside the test container as shown in Fig. 21.2. Subsequently, the trolley
was connected automatically through the connection plate to the test stand. After
manual release by the worker, the trolley is automatically pulled to the test position
and fixed.

On the test stand and on the trolley, connection plates with quick fit connectors,
guarantee a fast docking. If the engine is properly connected to the test stand, the
test stand program will start the test cycle. During the hot test the following
parameters test the performance of power: torque with either oil, water or fuel
leakages under warm conditions. The next step is to record engine control module

Fig. 21.2 Engines hot test machine (container type)
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(ECM) trouble codes, noise, electrical and mechanical functions, fuel consumption
and emission. The test consist of different sequences and steps illustrated in
Fig. 21.3.

After the automatic test run, the observed results were transferred to the test field
server via an ethernet interface. The outcomes were reported in an Excel file. The
measured results of other test runs were saved simultaneously on the server. The
last observations run was saved and automatically opened in the post-processing of
personal computer (PC) [6].

21.3.3 Prediction for Fuel Consumption

The engine hot test machine generates 2 types of output data: graphical—curves of
separate engine characteristics and numerical data. The numerical data are used for
ANN training process with detail breakdown which gives outputs from 24 engine
parameters recorded frequently after every 0.47 s.

As much information we get from the training process as “smarter” our con-
trolling system performs. In engine control unit system, amount of fuel being used
is very crucial. Fuel consumption is the weight flow rate of fuel required to produce
a unit of power or thrust. That is the reason to know in advance the consumption of
fuel. Fuel consumption in the designed engine management control system is
predicted one time step earlier with ANN model.

The two attributes speed and time are taken from the dataset generated by ECU,
to train the ANN model for prediction of fuel consumption. The data is scaled in the
range of [0, 1] for the artificial neural network to learn the underlying nonlinear
structure and dependencies present in the dataset. Further to this, in contemplation
to predict accurate fuel consumption values over step ahead, as it is discussed
earlier that the choice of ANN used here is nonlinear autoregressive exogenous

Fig. 21.3 Hot test sequences

21 A Predictive Model of Artificial Neural Network … 217



model (NARX), which is a recurrent neural network. The expression of that model
is given in Eq. (21.1).

yðtÞ= f ðuðt− nuÞ, . . . , uðt− 1Þ, uðtÞ, yðt− nyÞ . . . , yðt− 1ÞÞ+ ∈ ð21:1Þ

which identifies that in order to predict the future values of y, the past values of
same parameters and the current and the past values of external variable u are far
most crucial. It is the realization in literature that the recurrent neural networks with
sufficient number of hidden neurons having nonlinear activation function behaves
in the manner of nonlinear autoregressive moving average (ARMA) method for
time series forecasting [7, 8]. Inputs to our adopted model comprises of time
(sec) and engine speed (rpm).

Output of model is a future value of fuel consumption. Figure 21.4 depicts
the architecture is based on input layer, 1 hidden layer containing 30 hidden
nonlinear neurons with sigmoid activation function, and 1 output layer containing
one linear neuron. The selection of hidden neurons is based on Monte-Carlo
simulation [9, 10].

21.4 Results and Discussion

The NARX model is trained on 40,000 samples of data set. In order to avoid the
over fitting of model on data and to improve generalization, the dataset is divided in
70% for training, 15% for validation check and 15% for testing the model perfor-
mance. The rest of dataset samples are kept aside to evaluate the efficiency of
network on unseen data. The performance of the network is measured by Mean
Square Error (MSE) as given in Eq. (21.2).

Fig. 21.4 Architecture of model NARX ANN
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MSE=
1
N

∑
N

i=1
yðtÞ− y ̂ðtÞ½ �2 ð21:2Þ

where y ̂ is a vector of n predictions, and y is the vector of observed values cor-
responding to the inputs to the function which generated the predictions. Practices
of model can be observed from Fig. 21.5a and b which shows the measures related
with the training set of model.

The model is trained using Levenberg-Marquardt training Algorithm, training
stops as the error is not reduced further on validation set by choosing the early
stopping criteria. However the model completes 333 epochs of iteration to minimize
the error on predictions. The overall network performance measure is 3.5603e-05
MSE.

Another validation parameter R is used, involves analyzing the goodness of
fit of the regression. Monitoring whether the regression residuals are random, and
checking whether the model’s predictive performance deteriorates substantially
when applied to data that were not used in model estimation. The graph of the
regression is illustrated in Fig. 21.6. The solid line represents the best fit linear
regression line between outputs and targets. The R value is an indication of the
relationship between the outputs and targets. If R = 1, this indicates that there is an
exact linear relationship between outputs and targets. On the other hand, if R is
close to zero, then there is no linear relationship between outputs and targets.
Figure 21.7 depicts the behavior of actual fuel consumption and predicted fuel
consumption with time. The deviation of predicted samples from the actual ones
can be properly seen in Fig. 21.8a and b.

Figure 21.8b shows 20 samples prediction of fuel consumption using one step
ahead prediction, the average difference between the actual and the predicted
samples is around 1.1242e-06, which is nearly accurate. This model helps to know

Fig. 21.5 a Performance of model on training, validation and test sets b error histogram of
training, validation and testing
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Fig. 21.6 Regression plots of training, validation, test and all in one

Fig. 21.7 a Actual fuel consumption samples scaled in [0.1] b outputs of step ahead prediction
from model
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in early time stamp what will be fuel consumption, even the speed is unavailable
but focusing the rotation at previous time and the previous fuel consumptions one is
able to infer the approximate fuel consumption for future.

21.5 Conclusion

In this paper we presented neural network approach to predict the fuel consumption
of the engine based on NARX-models. The input to NARX is extracted from the
resultant parameters of engine hot test. The hot test was conducted on ECU which is
again based on neuro-fuzzy system. The ECU is further using ANN architecture
which can manage engine controlling system precisely and outputs gave good
results of learning and prediction. By predicting the fuel consumption earlier, we
can manage more accurately air/fuel ratio, exhaust managing by exhaust gas
recirculation (EGR) system and cam timing (if it is variable). As a result, it
improves the main engine characteristic, effectiveness, fuel consumption, perfor-
mance and pollutant volume.
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Chapter 22
SOM-Based Analysis to Relate
Non-uniformities in Magnetic Measurements
to Hot Strip Mill Process Conditions

Gianluca Nastasi, Claudio Mocci, Valentina Colla,
Frenk Van Den Berg and Willem Beugeling

Abstract The paper describes the application of a Self-Organising Map for the

analysis and the interpretation of measurements taken by a Non-Destructive Testing

system named IMPOC
®

and related to the hardness of steel coils after the hot rolling

mill. This work addresses the problem of understanding whether distinct process

conditions may lead to non-uniform mechanical properties along the coil. The pro-

posed approach allows to point out, for each specific steel grade, some process con-

ditions that are more frequently associated to disuniformities.

22.1 Introduction

In steel manufacturing novel Non-Destructive Testing (NDT) techniques [12, 14]

are introduced complementary to destructive mechanical testing, as they provide

information over the full product length in a much faster way. In the assessment

of mechanical properties, a frequently used strategy exploits the IMPOC
®

system

[9, 11, 13]. Such system is composed by two identical heads, mounted face-to-face,

at a distance of 50 mm. When the steel strip passes through the heads, it is magne-

tized and the residual field is recorded every two meters. The so-called IMPOC value

is defined as the maximum intensity of such magnetic field and is used to quantify
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strength of the material. This device is thus capable to provide a measurement of an

important mechanical property of the semi-finished product along its length, which

can be very high, up to 3000 m. This is a very important feature, as the customer

provides specifications for the steel product, which must be respected in any portion

of the product itself. For this reason, considering the relevant length of the produced

steel strip, a discrete sampling and testing of portions of the strip itself is not ade-

quate to ensure compliance with respect to the customer requirements. However,

the interpretation of the measurement provided by the IMPOC
®

[10] to the final

aim of improving the process and providing higher uniformity of the mechanical

properties along the product is not straightforward and relevant research efforts are

spent by the researchers involved in the steel field in this direction. In particular the

project entitled “Product Uniformity Control” (PUC) has started in 2013 under the

leadership of Tata Steel, involves many major steel producers as well as a number

of research institutions and it addresses the optimisation of the product uniformity

through the adoption of online NDT systems. In order to establish a relationship

between microstructural (non-)uniformity and online measured (non-)uniformity, yet

only partly understood, PUC follows a concerted approach integrating experimental

research, physical modelling and data mining. The work described in this paper is

developed within this ongoing project.

The IMPOC
®

system, which is considered in the work described in this paper, is

placed after the Hot-Rolling Mill (HRM) and the present work addresses the problem

of understanding whether distinct HRM process conditions may lead to non-uniform

strength values along the coil taking into account IMPOC values. To this aim, an

algorithm is presented to capture process conditions that affect strength uniformity

along the strip. To this aim, a Self-Organizing Map (SOM) is exploited. This Neural

Network (NN) mainly considers the position, shape and topology of the input data,

allows the visualization of complex input spaces [8] and is widely applied in data

processing applications [15, 16]. This approach was developed and validated on a

database provided by Tata Steel, one of the leading steel industries, which includes

HRM process parameters and corresponding IMPOC
®

measurement for about 6700

coils.

The paper is organised as follows: Sect. 22.2 provides some basic background

on the industrial application; Sect. 22.3 provides a description of the needed pre-

processing steps on the available data in order to make it suitable for the proposed

application; Sect. 22.4 describes the analyses that can be performed by exploiting

the SOM-based data representation. Finally in Sect. 22.5 some concluding remarks

and hints for future work are provided.

22.2 The Industrial Problem

The IMPOC
®

system which provided the measurements that have been processed in

the work described in this paper is placed after a Hot-Rolling Mill (HRM). A HRM is

the process which aims at reducing the thickness of the semi-finished steel product
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Fig. 22.1 Scheme of the processing of the steel in the hot rolling mill

(slab) after it has been reheated in the reheating furnace to produce a longer and

flat semi-finished product called Hot Rolled Coil (HRC). Figure 22.1 schematically

depicts the relevant processing steps undergone by the casted slab.

The HRM is composed by different subprocesses, among which the roughing mill,

which is responsible for the first gross thickness reduction, and the finishing mills,

which provides the HRC with the desired final thickness. The HRC is finally cooled

and coiled to be stored. The HRC will be further processed in the Cold Rolling Mill

(CRM), which produce the final coil, that is sold to manufacturers producing a wide

variety of goods. The HRM is therefore an intermediate but fundamental stage for the

determination of the final mechanical properties of the products and a critical task is

to understand whether particular HRM process conditions could lead to non-uniform

coils in terms of IMPOC values. The task is even more complex considering that

any steel plant produces several kind of steels, that are grouped by grade, and each

grade group has its own characteristic chemical composition and target mechanical

properties.

22.3 Data Pre-processing and Selection

The present work addresses the problem of understanding whether distinct HRM

process conditions may lead to non-uniformities taking into account IMPOC val-

ues. Two datasets have been exploited, which were provided by Tata Steel. The

first dataset contains the HRM process parameters of almost 7000 coils. The second

dataset contains IMPOC measurements, sampled every 2 s in a position immediately

following the HRM. Both datasets needed some pre-processing in order to reduce

the number of variables to consider as well as to remove unreliable data.

The HRM dataset contains around 90 variables, but most of them are not meaning-

ful for the analysis or are strongly linear correlated. The number of input variables of

the original HRM dataset has been reduced by jointly exploiting process knowledge
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Table 22.1 Variables of the HRM dataset considered as inputs for the SOM

Symbol Description Unit Range

Sf1 Strain at stand 1 of the finishing mill

Sf7 Strain at stand 7 of the finishing mill

𝜌f1 Strain rate at stand 1 of the finishing mill

𝜌f7 Strain rate at stand 7 of the finishing mill

Tf1 Strip temperature at stand 1 of the finishing mill

Tf7 Strip temperature at stand 7 of the finishing mill

Tv11 Strip temperature at the roughing mill

and variable selection procedures [3–5]. Hence just a small subset of meaningful

and independent HRM process parameters were taken into account: the final set of

considered input variables is listed in Table 22.1.

Several preprocessing steps are necessary to cleanse the data provided by the

IMPOC
®

. In particular, in order to remove unrealistic data, a simple rule has

been applied, which is an extension of the classic Grubbs’ test [7]. Two thresholds

U = 𝜇 + 5𝜎 and L = 𝜇 − 5𝜎 are computed on the basis of the mean value 𝜇 and the

standard deviation 𝜎 of the IMPOC signal computed on the whole dataset. Measure-

ments lower that U or higher than L are considered unrealistic and are thus removed

from the dataset.

A fixed number of samples have been discarded from the heads and the tails of

coils due to the possibility for the IMPOC signal to be affected by the presence of

weldings between consecutive coils processed in continuous lines.

As the focus of the present analysis is on the coils that show not homogeneous

IMPOC measurement, such characteristic must be codified in terms of features of the

measurement associated to that coil. Presently a simple rule has been implemented,

which derives from the standard Statistical Process Control [6]: for each coil the

mean value 𝜇c of the IMPOC signal is calculated and for each steel grade g, the

standard deviation 𝜎g of the IMPOC signal is computed. The coils which shows

two consecutive measurements of IMPOC value which differ from 𝜇c for an amount

exceeding 3𝜎g is considered anomalous and labelled as non-uniform coil sections.

Figure 22.2 shows an exemplar anomalous sequence of IMPOC values.

The whole cleansed dataset containing both uniform and non-uniform samples is

then fed to the SOM for its training.
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Fig. 22.2 Exemplar sequence of IMPOC values associated with a non-uniform coil

22.4 SOM-Based Analysis

The SOM is a particular kind of NN, which mainly looks at the shape, position

and topology of the input patterns and allows the 2D visualization of complex input

spaces [8]. The structure of a SOM is composed of one or two-dimensional array of

identical neurons. The input pattern is broadcast in parallel to all those neurons and

for each input pattern the most responsive neuron is located.

In the present case, due to the huge amount of input patterns stored in the HRM

dataset, a 16× 16 (256) neurons SOM has been defined and trained for the analy-

sis. The SOM has been fed with the selected process variables and two different

approaches were pursued: the analysis of specific HRM process conditions and the

detection of anomalous behavior of those conditions.

After the training phase, each neuron of the SOM represents a restricted range

of HRM process conditions. The process conditions also depend on the steel grade

as highlighted by the clusters shown in Fig. 22.3. In this figure, the numbers written

inside the hexagons representing the neurons, correspond to the most active steel

grade; in other words, most of the input patterns activating a neuron labelled with

the number n are related to coils belonging to steel grade n.

The SOM-based representation of data features has been exploited in order to

identify which process conditions most likely may lead to a non-uniformity occur-

rence. To this purpose, the same network has been fed only with non-uniform coils,

by thus highlighting the HRM parameter sets that appear to be most frequently asso-

ciated with disuniformities, by visualizing which are the neurons activated by only

non-uniform coils. Such analysis can be performed separately for each steel grade.

For instance, Fig. 22.4 is obtained by feeding the NN only with non-uniform coils
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Fig. 22.3 Exemplar trained SOM

belonging to steel grade 1: the most active neuron (highlighted by a green circle)

is the number 49 with 71 activations, which means that the corresponding range

of HRM process parameters are most frequently observed in conjunction with non-

uniform coils.

As many IMPOC measurements are taken along the coil length, a further analysis

can be performed aimed at pointing out possible reasons for the non-uniformities, by

considering the evolution to the HRM process parameters which may lead to non-

uniformity, such as, for instance a sudden significant temperature variation. To this

aim, the SOM plot has been customized in order to graphically show the “trajectory”

of the process parameters for a single coil along its length in order to visualize pos-

sible strong values variations. Figure 22.5a, b show the two exemplary trajectories

of a uniform and a non-uniform coil, respectively. These preliminary analyses seem

to highlight that disuniformity are quite frequently associated to large variations of

the HRM process parameters.

Afterwards, each coil has been divided into three sections: head (first 250 m),

tail (last 250 m) and middle (the remaining part). An analysis of position of non-

uniformities highlights that their majority (91.78%) occur at the head or the tail of

the coil. This can be attributed to the fact that for the first and the last 150 m of a coil

the strip is not under tension in the run out table, where the cooling process occurs.

Hence, for these sections, the cooling process is less controlled.
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Fig. 22.4 Trained SOM fed only with non-uniform coils belonging to steel grade 1: the sizes of

the hexagons are proportional to the activations of each neuron

Fig. 22.5 Exemplar trajectories a uniform coil; b non-uniform coil

22.5 Conclusions

A SOM-based approach to the analysis and interpretation of the data coming from

the IMPOC
®

, a Non-Destructive Testing system providing a continuous magnetic

measurement related to the mechanical strength of the steel strip has been presented.

Although this work is still ongoing, the first results provide encouraging indications

on the potential of these neural networks to support the analysis of the process con-

ditions that can be associated to a lack of uniformity in the material properties along

the product length.
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Future work will concern, on one hand, the application of more sophisticated

techniques for data preprocessing, such as more sophisticated outliers detection tech-

niques [1, 2], as well as for indication of coils that are not uniform, possibly targeted

to the different steel grades, which show quite different properties and behaviours

during the thermo-mechanical transformations occurring in the HRM. On the other

hand, the SOM-based approach will be refined and validated on a bigger database,

with data coming from different producers and/or belonging to coils in a wider range

of steel grades.
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Chapter 23
Vision-Based Mapping
and Micro-localization of Industrial
Components in the Fields of Laser
Technology

C. Theoharatos, D. Kastaniotis, D. Besiris and N. Fragoulis

Abstract This paper proposes a methodology to visual assist a robotic arm to
accurately micro-localize different optoelectronic components by means of object
detection and recognition techniques. The various image processing tasks per-
formed for the effective guidance of the robotic arm are analyzed under the scope of
implementing a specific production scenario with localization accuracy in the scale
of a few microns, proposed by a laser diode manufacturer. In order to elaborate the
necessary procedures for achieving the required functionality, the required algo-
rithms engaged in every step are presented. The analysis of possible implementa-
tions of the vision algorithms for achieving the required image recognition tasks
take into account the possible content of the camera data, the accuracy of the results
based on predefined specifications, as well as the computational complexity of the
available algorithmic solutions.
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23.1 Introduction

During the past years, vision-based guidance of robotic arms has received increased
attention due to the trend for building more advanced and automated mechatronic
systems. The settlement of visual sensors in the mechatronic operational loop and
the appropriate processing of visual information, can provide accurate guidance of
the robotic arm, control the positioning of the end-effector for object manipulation
operations, as well as enhance system’s precision, flexibility and autonomy [1, 2].
Visual servo control (or visual servoing), that is the task of using visual information
to control the pose of the robot’s end-effector relative to a target object or a set of
target features, has found a wide variety of applications in the robotics industry
[3–5].

This work describes and analyses the solutions proposed by our team to address
the challenge of highly accurate robot micro-localization for laser diode manu-
facturing [6]. Accurate object localization involves two major challenges (1) the
way to detect and recognize object models that lie within the field-of-view (FoV) of
the camera and (2) the means to jointly infer object foreground/background regions
and precisely localize the entire object regions. In our work, robot visual assistance
utilizes a set of two cameras. The first one is positioned at a static position on top of
a loading tray, aiming to detect, recognize and coarsely localize (i.e. map) the
different optoelectronic components lying within the storage tray. The second one is
mounted on the robot arm and aims to precisely micro-localize the components for
accurate picking and placement after guiding the robot arm on top of the compo-
nents, based on the information provided in the initial mapping step. In order to
provide constant lightning conditions, a robust illumination system has been
designed consisting of proper LED bars and LED rings attached to the respective
cameras.

The various image processing and recognition tasks performed for the effective
guidance of the robotic arm are analyzed under the scope of implementing a specific
production scenario proposed by a laser diode manufacturer. In order to elaborate
the necessary procedures for achieving the required functionality, the necessary
algorithms engaged in every step are presented. The analysis of possible imple-
mentations of the vision algorithms for achieving the required image recognition
tasks take into account the possible content of the camera data, the accuracy of the
results based on predefined requirements, as well as the computational complexity
of the available algorithmic solutions. In addition, the design and consolidation of
the vision sensing system that provide input to the various software components
responsible for the visual checks is presented. The design ensures proper visual
information at all processing blocks. This is a fairly complicated task, since the
placement of the cameras as well the different types of cameras are also related with
the production phase, the design of the robot and the planning of the procedures.

Specifically regarding object detection and localization, an intelligent, yet sim-
ple, technique is implemented based on a gradual multi-thresholding technique
operating on the intensity channel. This method produces different segmentation
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masks at different intensity levels, which are next merged efficiently to provide the
object region under study. In all our experiments, component localization is
achieved with sub-pixel accuracy. This is because the center of the component and
also its roll angle is calculated as a mathematical property (statistical moments)
which accounts for all the pixels and thus end-up to sub-pixel result. In addition,
recognition is performed on the detected components based on specific shape
analysis criteria. Extensive evaluation of this approach ended-up to impressive
results with adequate robustness under illumination changes.

23.2 Background and Overview Material

23.2.1 Object Detection and Localization

Vision-based procedures for assisting the effectiveness and accuracy of the robot
lies in the field of object detection/recognition and precise localization. Object
localization, in particular, is an essential task in machine vision for discriminating
different objects within a scenery and analyzing their spatial relations.

In classical object recognition and localization, a sliding window is commonly
used across the image to search the objects under investigation, at multiple scales.
This approach, even being time-consuming, has been widely used in various
application for the detection of rigid or articulated objects such as faces, pedestri-
ans, moving vehicles, etc. [7, 8]. In order to speed up the search and improve
localization efficiency, object parts can be first identified through a restricted
number of sliding windows, which can be then ensembled into entire objects [9].
This can be realized by identifying clusters of promising local features and search
can follow over windows around the neighborhood of these clusters. Feature
selection is one of the most vital steps in this line of research. Several keypoint
detectors are made available over the years such as Harris [10] and Kanade-Tomasi
features [11]. Recently, most of these descriptor were inspired by the pioneer work
of SIFT (Scale Invariant Features Transform) [12], providing suitability in object
detection and recognition. Quite robust and faster alternatives have been also
proposed such as SURF (Speeded Up Robust Features) features [13]. Robust fea-
ture extraction is then followed by a proper classification scheme, such as an SVM
classifier, providing a complete image detection and recognition framework. These
techniques lie in the field of Bag-of-Features (BoF) approaches in which local
features are first extracted from an image to learn a visual vocabulary, followed by a
feature quantization step to convert feature vectors to “codewords” and, finally,
object recognition is performed by learning a classifier to assign the BoF repre-
sentations of images to different classes [14]. At the end, object localization can be
realized by taking the maximum of the classification score as indication of the
presence of the identified object in the image. However, these methods are not

23 Vision-Based Mapping and Micro-localization … 235



robust, since they are susceptible to noise and due to the fact that the components to
be detected are pure in texture and size.

The use of global features have been also proposed in the literature to predict the
expected position and scale of an object, which combined with local features can
increase the detection and recognition accuracy [15]. Moreover, branch-and-bound
schemes have presented good object detection and localization results [16]. These
methods maximize a class of classifier functions over a set of different subimages,
returning in this way the same object locations that an exhaustive sliding window
approach would do, but converging to global optimal solutions in sublinear times.
Other approaches reported in the literature include graph partitioning and spectral
graph clustering for detecting regions of a given object model and provide a seg-
mentation mask using this configuration [17], or probabilistic methods that combine
scaled cues to detect and segment object regions that are then merged into seg-
mentation masks [18].

All previous techniques usually fail in the case of inadequate local statistics e.g.
if the objects are very small or lightning conditions are not stable. In addition, the
use of heuristics to reduce computational complexity often occurs to false alarms
and misdetection problems. To tackle these restrictions, which specifically occur in
the industrial machine vision community, a precise object detection and localization
technique is presented here. Our approach is partly inspired from the recent work
Marszalek and Schmid [19], which directly generate and cluster shape masks thus
producing more informative results for object class localization. In our work,
micro-localization accuracy is achieved by merging shape masks generated from
multiple thresholding of the grayscale images. The technique involves a gradual
multi-thresholding operation on the intensity channel, producing different seg-
mentation masks at different intensity levels, which are next merged efficiently to
provide the object region under study. In all our experiments, a thorough refinement
of shape corners using sub-pixel accuracy is provided to increase localization
accuracy and achieve the localization requirements within a few micrometers. The
proposed scheme is explained in Sect. 23.3, after a short description of the
optoelectronic components that need to be detected and localized by the vision
system, as well as the camera system set-up utilized for obtaining the needed
micro-localization accuracy.

23.2.2 Optoelectronic Objects Under Study

Vision based mapping and localization is mainly concentrated on two very key
optoelectronic objects: Chip-on-Carrier (CoC) and NanoFoil (NF). A CoC is a p-n
junction with the p-side down mounted on an optimized submount providing very
low thermal resistance, and is utilized in single- or multi-emitter diodes. A NF is a
reactive multi-layer foil that provides instantaneous localized heat up to 1500 °C in
for a variety of applications, totally controllable and affordable material. Both these
two components have to be soldered on an emitter’s package, after been detected
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on appropriate gel-packs and waffle packs that are placed on a storage tray.
Figure 23.1a illustrate the CoC component, while Fig. 23.1b a CoC and a NanoFoil
in a gel-pack. The pick and place operations are realized by the robot with the
support of special end-effector tips. The correct picking and the placing process is
assisted by a vision system composed by a camera mounted on the vision structure
combined with an on board camera directly mounted on the robot’s end effector.

23.2.3 Vision System Set-Up

The hardware infrastructure of the vision system consists of a common PC as vision
system controller, two cameras with appropriate lenses and proper illumination for
keeping constant lightning conditions. Camera selection was made based on the
housing form factor as well as the underlying image sensor, whose pixel size fulfill
the very tight process requirement of ±5 µm specified i.e. for the positioning of
chip on carrier chip in multi emitter assembly use case.

More specifically, the vision system is composed by the “Storage” and the
“Robot” cameras. The “Storage” camera is a 12 Mps CCD global shutter camera
(GCP4241C) for capturing images of the components placed on the storage tray,
aiming to map the entire area under inspection. The camera is vertically mounted on
a vision dedicated structure keeping it at a fixed distance of 100 cm from the
storage area’s surface. The chosen lens is Ricoh Lens FL-BC2518-9 M, allowing
the inspection of the storage area of 400 × 500 mm. In order to properly illuminate
the storage area, two LED bars are positioned on each side of the storage tray with
an angle of 45° in order to avoid surface reflections and provide proper illumination
to the inspected area. The “Robot” camera is an 11Mps CMOS rolling shutter small
size camera (GC3851CP) mounted on the robot arm, aiming to calibrate its position

Fig. 23.1 a A Chip-on-Carrier and b a NanoFoil along with a CoC within a gel-pack
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and provide precise localization of the optoelectronic components for proper
picking-up. The camera is equipped with a Kowa Lens LM50JC10 M, allowing the
inspection of an area with dimension 11.7 × 16.5 mm, accompanied by a LED
ring (FLDR-i90A) for providing constant illumination. In both cases, camera’s
properties such as focus, ISO and zoom are fixed to specific values.

23.3 Blob Detection and Localization Framework

The proposed object detection and localization framework is presented here. At
first, the color image is converted to intensity image in order to achieve a color
invariant representation. This transformation is followed by a multiple level
thresholding approach to separate the objects from the background and identify
objects’ surface. Object surface detection is performed by scanning the intensity
image at different intensity levels using a predefined number of steps. In every step
a binary mask is provided, which is also filtered using morphological operations
and, at the end, the information extracted from all masks is fused to detect the
objects’ surface. Since the surface characteristics of the CoC and NanoFoil are
known a priori, the method detects the surface boundary using the binary mask
estimated previously. If specific requirements are met, the object’s boundary is
accepted. From this boundary initially the diagonal is estimated as the two points of
the diagonal have the maximum Euclidean distance. Then the farthest point with
respect to those two points is also estimated. The procedure of blob detection
through image binarization is shown in Fig. 23.2 (top) for an image captured using
the “Storage” camera and in Fig. 23.2 (bottom) for an image captured using the

Fig. 23.2 Blob/object detection based on image binarization for an image captured using the
Storage (top diagram) and Robot (bottom diagram) camera
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“Robot camera, in which intervals between different thresholds are presented as flat
surfaces with different colors.

While the boundary provides as a highly accurate estimation of the corner
coordinates, it is important to benefit from subpixel accuracy refinement. Sub-pixel
accurate corner locator is based on the observation that every vector from the center
q to a point p located within a neighborhood of p is orthogonal to the image
gradient at p subject to image and measurement noise. Consider the expression:

ei =DITpi q− pið Þ ð23:1Þ

where DIpi is an image gradient at one of the points pi in a neighborhood of q. The
value of q is to be found so that ei is minimized. A system of equations may be set
up with ei set to zero:

∑
i

DIpiDITpi
� �

− ∑
i

DIpiDITpipi
� �

ð23:2Þ

where the gradients are summed within a neighborhood of q. Calling the first
gradient term G and the second gradient term b gives:

q=G− 1b ð23:3Þ

The algorithm sets the midpoint of the neighborhood window at this new center
q and then iterates until the center stays within a set threshold. Finally, the refined
corners are returned. After this refinement step, the detection and the rotation angle
of the CoC and NanoFoil is achieved at the required accuracy.

Next, the central point and rotation angle of the components need to be esti-
mated. Regarding central point, the middle point of the object’s diagonal is used in
order to compute the X-Y coordinates of the component. The X-Y values are
provided in micrometers, as the displacement of the central point of the component
from the center of the captured image. Concerning the rotation angle θ, this is
estimated based on the direction and angle of the two longest detected boundaries of
the component. Angle convention is provided in the range of [−180:180].

23.4 Experimental Results

23.4.1 Vision-Based Mapping

The goal here is to be able to map the area inspected by the “Storage” camera, that
is detect, recognize and coarsely localize the positions (in terms of X-Y-θ coordi-
nates) of the CoCs and NanoFoils lying within respective gel- and waffle-packs on a
loading tray. Initial detection and recognition approach was based mainly on the
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color distribution function of each component, followed by some additional image
processing steps such as morphological filtering, blob analysis for region merging
and a pattern classification engine. In an effort to make our algorithm more robust,
we investigated new methods for detecting objects, including Harris features and
SURF features amongst others. These methods, however, were not robust since
they were found susceptible to noise and due to the fact that the components to be
detected are pure in texture and size.

The proposed mapping scheme is compared to SIFT and SURF keypoint
extraction, utilized in three steps. In the first step, e.g. SURF features within a
particular scale are detected, described as a vector encoding the local information
around keypoints. Each vector is then classified using a machine learning model
(i.e. logistic regression) learnt offline, using several annotated examples. Classifi-
cation accuracy is presented on CoC and NanoFoil components, as well as on some
Calibration Markers that have been placed on the loading tray so as the robot to be
able to register its position with high accuracy in terms of translation, rotation and
height, prior the picking-up of components. Figure 23.3 illustrates the mapping
result obtain using the proposed scheme on an image captured using the Storage

Fig. 23.3 Vision-based mapping for the detection, recognition and coarse localization of CoC
(green rectangle), NanoFoil (blue rectangle) and calibration marks (red-dot)
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camera. Detected components are shown using different colors. In addition, the
experimental results for the SURF descriptors and the proposed approach are
presented in Table 23.1.

23.4.2 Component Micro-localization

The goal here is to be able to precisely localize the position and orientation of the
CoC and NanoFoil component prior proper picking by the robot’s end-effector.
Several methodologies were initially investigated in this task, none of which being
able to accurately detect the components’ corners with a precision of a few micron
(± 5 μm) required by the laser diode manufacturer. Table 23.2 provides the results
of the proposed approach described in Sect. 23.3, compared to approaches that
presented the most valid localization outputs such as the FAST descriptor [20],
which evaluates the intensity of a small region using a decision tree trained offline,
Harris corner detector [9] and Hough transform [21]. In addition, execution times
are provided for all techniques as well as the number of times that the detector
failed to precisely localize the CoC over 1000 tests, given as a percentage of failure.
The localization results for each one of the three components under study are also
illustrated in Fig. 23.4.

Table 23.1 Confusion matrix of CoC, NanoFoil (NF), Calibration Marks (CM) and Background
(BGR) classification of the proposed approach, compared to SURF-based classification

Classified as
CoC

Classified as
NF

Classified as
CM

Classified as
BGR

SURF CoC 0.80 0.09 0.03 0.08
NF 0.04 0.83 0.01 0.12
CM 0.02 0.01 0.91 0.06
BGR 0.12 0.08 0.02 0.78

Proposed CoC 0.96 0.02 0.00 0.02
NF 0.02 0.95 0.00 0.03
CM 0.00 0.00 1.00 0.00
BGR 0.00 0.01 0.00 0.99

Table 23.2 Localization accuracy results of different detectors, along with execution times

Evaluation criterion Execution time (s) Accuracy (μm) Percentage of failure (%)

Fast detector 0.22 18.57 ± 3.06 9.9
Harris detector 2.37 22.56 ± 4.94 12.2
Hough transform 8.02 28.20 ± 14.10 32.5
Proposed 1.67 2.35 ± 0.07 6.2
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23.5 Conclusions

This study proposes a methodology to visual assist a robotic arm for accurately
micro-localizing different optoelectronic components by means of object detection
and recognition techniques. The various image processing tasks performed for the
effective guidance of the robotic arm are analyzed under the scope of implementing
a specific production scenario with localization accuracy in the scale of a few
microns, proposed by a laser diode manufacturer [22]. The proposed method pro-
vides robustness to object detection and localization in the difficult scenarios of
industrial machine vision, which is characterized by inadequate object local
statistics and strict computational requirements. The presented results are compared
with other well-known existing techniques, providing significantly better results in
terms of effectiveness and efficiency.
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Chapter 24
Artificial Neural Network Analysis
and ERP in Intimate Partner Violence

Sara Invitto, Arianna Mignozzi, Giulia Piraino, Gianbattista Rocco,
Irio De Feudis, Antonio Brunetti and Vitoantonio Bevilacqua

Abstract The aim of this work is to analyze, through artificial neural network
models, cortical pattern of women with Intimate Partner Violence (IPV) to inves-
tigate representative models of sensitization or habituation to the emotional stim-
ulus in IPV. We investigate the ability of high emotional impact images, during a
recognition task, analyzing the electroencephalogram data and event related
potentials. Neural network analysis highlights an impairment in IPV group in
cortical arousal, during the emotional recognition task. The alteration of this
capacity has obvious repercussions on people’s lives, because it involves chronic
difficulties in interpersonal relationships.

Keywords Intimate partner violence ⋅ ERP ⋅ Artificial neural network ⋅
Student t-test features reduction ⋅ Binary classification

24.1 Introduction

Intimate partner violence (IPV) is an important problem of public and social health
and involves men and women all over the world regardless of culture, religion and
demographic characteristics. This term is often used interchangeably with the
phrase domestic violence. The biological perspective also has provided information
about the factors that might constitute IPV indicators [1, 2]; skin conductance,
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as well as the levels of testosterone, and salivary immunoglobulin in the aggressors
represent the main markers of a high reactivity to stressful situations, and correlate
to impulsive and aggressive behaviors. Also in this perspective, these indicators
may be useful within prevention programs of the phenomenon, but even both in
terms of analysis of the risk of recurrence of the phenomenon and in terms of a
greater understanding of its underlying causes.

In addition, the biological perspective has highlighted not only the correlation
between the location of the violence and the consequent impairment of cognitive
functions of the women involved, but also made it possible to highlight how these
alterations refer in post-traumatic stress disorder (PTSD) [3]. In fact, numerous data
show that 90% of lesions caused by IPV are around the area of head, face and neck
of the victims; such injuries often lead to both structural and functional traumatic
brain injury (TBI), of multiple severity. Small TBI involves mental status abnor-
malities, neurological and neuropsychological deficits. Women with IPV histories
show alterations in the regulation of both emotions and pain sensitivity, and in
management control of fear; such alterations correspond with functional deficits,
which correlate with structural alterations and represent the main characteristics of
PTSD [3]. It is possible to catalog the focal characteristics of PTSD symptoms in
three main categories: intrusive, avoidance and hyper-excitability symptoms.

In intrusive symptoms, the patient relives in persistent and persecutory form the
traumatic experience, through recurring thoughts and feelings, which recur vividly
in the form of flashbacks. In the symptoms of avoidance, the patient tends to avoid
stimuli and situations, which can evoke memories of the traumatic experience;
finally, the symptoms of hyper-excitability involve manifestation of high levels of
arousal and physiological agitation [4].

Other secondary symptoms include an impoverishment of autobiographical
memory for positive events [5], an impaired working memory functioning [6] and
an alteration of attentional capacity. For this reason, studies that have analyzed the
structural abnormalities of the brain resulting from PTSD have focused on the
hippocampus, a gray matter structure of the limbic system involved in declarative
memory, working memory and episodic memory [7]. The importance of PTSD, and
its correlation with the domestic violence, is revealed through the consequences of
such phenomena, corresponding to an alteration of the victims’ routine. These
consequences are manifested although a late and acute onset, consequently to
stressful events or threatening and catastrophic situations, causing serious emotional
suffering protracted in time.

Because of the importance of the implications, PTSD was recognized as mental
disorder by the American Psychiatric Association in 1980, and subsequently
introduced in DSM-III. This disorder was then conceptualized as the inability to
integrate the traumatic experience, which generates fear, stress and helplessness
action [8]. In recent years a growing number of studies have tried to improve the
understanding of the relationship between IPV and PTSD, starting from cognitive
impairments mentioned above; for this reason, it has been particularly used a survey
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technique capable of accurately detecting cognitive alterations, from a spatial and
temporal point of view: electroencephalography (EEG). This technique permits to
analyze the Event Related Potential (ERP), dwelling mainly on the N200 and P300
components, which are both associated with attentional and mnemonic skills but
refer to different processes [9].

The N200 component appears to be related to the presence of stimuli with a
localization waiting; it seems to reflect a stimulus discrimination process, and not a
simple detection of the same. The process of discrimination that correlates with the
elicitation of the component is also manifested in a greater level of arousal, which is
the corresponding portion to the physiological found in women with histories of
IPV and resulting PTSD [10].

About the P300 component, a meta-analysis of studies examining the response
of the P3a elicited by destroyers related to trauma found a higher amplitude of the
component in the subjects with PTSD compared with control subjects [11].

24.2 Method

24.2.1 Subjects

The research sample was constituted by a total of 28 women. The experimental
group was composed of 14 women (mean age = 39; s.d. = 11), recruited in a
center against women violence, while the control group was composed of 14
women (mean = 33; s.d. = 7) without PTDS or IPV nor depressive/anxiety
symptomatology. All subjects provided written, informed consent to participation
and publication of data that could identify them under a code. Preliminary results
were presented in SPR Congress [12]. The work was carried out in accordance with
the Code of Ethics of the World Medical Association (Helsinki Declaration) [13]
for experiments involving humans.

24.2.2 Experiments

This study included the EEG recording of subjects, through BrainAmp device,
with the Brain Vision Recorder Software (© 2010 Brain Products GmbH), during
the execution of a Go-NoGo Task with Emotional Visual Images; results were
subjected to analysis using the Brain Vision Analyzer Software (© 2010 Brain
Products GmbH). Before the execution of the task, all subjects filled informed
consent according to the Helsinki declaration, anamnestic data, the Beck
Depression Inventory-II, the Beck Anxiety Inventory—Coradeschi and a PTSD
questionnaire.
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The Beck Anxiety Inventory is one of self-report instrument consisting of 21
items, which allows to valuate an assessment of the chronicity and severity of
anxiety disorder in adults, including those symptoms only minimally overlapped
with those of depressive nature. In this experiment, we administered the Italian
version of Coradeschi. The Beck Depression Inventory is a self-assessment
instrument consisting of 21 multiple-choice items, which allows to measure the
severity of depression in adults and adolescents aged from 13 to 80 years.
The PTSD questionnaire was drafted by invoking diagnostic and temporal criteria
of the DSM-IV-TR, which is also a self-report instrument consisting of 19 items,
where each one is rated on a scale according to the criterion of the duration and
frequency.

After filled the questionnaires, the first step consisted in preparing the subject to
the EEG recording, which was through the international system 10–20. In our
study, the subjects performed a Go-NoGo task, consisting in continuous repetition
of two types of stimuli, one of which was presented repeatedly and the other
presented only sporadically [14]. Each subject had to press a button every time the
image emotionally significant appeared. For this task, we used E-prime 2.0, an
application of Psychology software tools, Inc. The stimuli presented were 60: 12
target, called T2, had negative valence and 48 non-target, referred to as T1, had
positive or neutral value. The task took 20 min and consisted of the random image
play-back, with an inter-stimulus duration of 1000 ms.

24.3 Data Analysis and Results

24.3.1 EEG Dataset

Dataset included the features coming from the ERP wave (Figs. 24.1 and 24.2),
considering amplitude and latency of the N200, P300 and N500 components. As
already mentioned, the collected data concerned 28 individuals divided into 2
classes: 14 with PTSD and 14 in the control group. For each observation, we had 15
attributes (F1, F2, …, F15), corresponding to 15 electrodes. The correspondence
between features and EEG channels is shown in Table 24.1.

24.3.2 Data Analysis

The first step of data analysis consisted in the recognition of a reduced number of
features useful for discriminating between the mentioned two classes. For this
purpose, different subsets of features were found using the two-tailed Student’s
t-distribution and then validated through an Artificial Neural Network (ANN). After
the selection of the statistically significant features, we examined whether and how
these subsets could be considered typical of the investigated phenomenon.
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We compared the samples of the PTSD class to the control class ones. For
example, considering the feature F1 of N200 latency component: first we verified
that the samples of both classes were approximately normally distributed using the
D’Agostino&Pearson omnibus normality test, then we employed the t-Student test
between the samples of the two classes. The t-test showed that F1 of N200 latency
was significant with p-value = 0.0148 < 0.05 (significance level).

The same method was employed on all the features of every EEG wave com-
ponent. Formerly, for each data collection (both the amplitude and the latency of
N200, P300, N500) we firstly computed, for each index i, the average of the two
classes for the i-th feature (see Eq. 24.1)

μi, c =
1
14

∑
14

j=1
xij, c, i=1, 2, . . . , 15; c=1, 2. ð24:1Þ

where j is the index of the sample and c is the class, xij,c is the value of the j-th
sample of the i-th feature in the c-th class.

Then we used the Student’s t-distribution to determine the significant difference
between the two mean values [15].

Fig. 24.1 Matching ERPs: Red line IPV group; Black line Control group on occipital right
channel (O2 electrode, feature F15)
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The inferential statistical analysis revealed that all the datasets showed a certain
number of significant features, except the N200 amplitude components one. Then,
we built a subset for every ERP wave component made up of significant features.
The significant subsets of features and the corresponding p-values are shown in
Table 24.2.

24.3.3 Binary Neural Classifier

We designed, trained, validated and tested ten neural network binary classifiers
based on the reduced number of features (PTSD vs. Control).

In Table 24.3 there is a representation of a confusion matrix, which shows the
number of false positives (FP), false negatives (FN), true positives (TP), and true

Fig. 24.2 Matching ERPs: Red line IPV group; Black line Control group on parietal right channel
(P4 electrode, feature F13)

Table 24.1 Mapping of features and EEG channels

Feat F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15

EEG Fp1 Fp2 Fz Cz Pz F3 F4 F7 F8 C3 C4 P3 P4 O1 O2
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negatives (TN) resulting from the classification process. Sensitivity (Eq. 24.2)
measures the proportion of positive individuals who are correctly identified as
positive to the total number of positive individuals. Specificity (Eq. 24.3) measures
the proportion of negative individuals who are correctly identified as negative to the
total number of negative individuals. Accuracy (Eq. 24.4) is the global concordance
of the true positive and negative results in the whole set of subjects [16–18].

sensitivity=
TP

TP+FN
ð24:2Þ

specificity=
TN

TN +FP
ð24:3Þ

accuracy=
TP+ TN

TP+FP+FN +TN
ð24:4Þ

All the feed forward Multilayer Perceptron [19, 20] topologies had one hidden
layer. For all neurons was used the log-sigmoid activation function.

Table 24.2 Subsets of significant features with the corresponding p-value, for each ERP wave
component

ERP Significant
features

p-value <
0.05

ERP Significant
features

p-value <
0.05

N200
latency

F1 0.0148 P300
amplitude

F4 0.0309
F2 0.0131 F5 0.0036
F8 0.0099 F13 0.0083
F9 0.0060 F15 0.0314
F13 0.0290

P300
latency

F4 0.0028 N500
amplitude

F4 0.0020
F5 0.0058 F5 0.0010
F10 0.0420 F10 0.0293
F11 0.0286 F11 0.0262
F13 0.0013 F12 0.0059
F14 0.0074 F13 0.0011

N500
latency

F5 0.0493
F11 0.0065

Table 24.3 A confusion matrix allows visualization of the classification algorithm performances

Expert advices Total
PTSD Control

Prediction PTSD TP FP Class 1 (TP + FP)
Control FN TN Class 2 (FN + TN)

Total PTSD (TP + FN) Control (FP + TN)
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The input data for the neural network were the five ERP wave components
(amplitude and latency of N200, P300 and N500, independently). In training, we
used the following settings: random initialization of synaptic weights with values
between ±1, learning rate of 0.3 and momentum of 0.2, method of cross-validation
with a training time of 500 epochs [20].

24.3.4 Results

The comparison of the results in classification obtained for each ERP wave com-
ponent in Table 24.2, using both the full data set and the dataset restricted to the
statistically significant features, allowed us to observe that only N200 latency and
P300 amplitude produced the best classification performances employing the cor-
responding restricted datasets, as shown in Table 24.4. In all the other cases (P300
latency, N500 latency and amplitude), the performances were worse than using the
full datasets composed of 15 features.

On average, the PTSD group showed, for each significant feature, higher values
of N200 latency and lower values of P300 amplitude than the control one.

The corresponding electrode locations to the statistically significantfeatures of
the ERP wave componentsrepresent the Regions of Interest (ROIs) of the specific
phenomenon. In the case of N200 latency, the ROI wascomposed by F1, F2, F8,
F9, and F13; in the case of P300 amplitude, the ROI covers the fully connected
areacomposed byF4, F5, F13, and F15. In order to improve the classification
performances reducing the number of features to be analysed, we looked for a
smaller set of features. Final results show that the significant features for discrim-
inating individuals in the two classes could be reducedto F2, F8 and F9 for the
N200 latency (Table 24.4).

Table 24.4 Performances of the N200 latency and P300 amplitude, using the full dataset input
and the dataset restricted to the statistically significant features

ERP Dataset Number of neurons
in hidden layer

Avg
accuracy
(%)

Avg
AUC

Avg
sensitivity

Avg
specificity

N200
latency

[F1, F2, …,
F15]

8 70.83 0.75 0.55 0.80

[F1, F2, F8,
F9, F13]

3 81.67 0.85 0.95 0.75

[F2, F8, F9] 2 85.00 0.86 0.95 0.80
P300
amplitude

[F1, F2, …,
F15]

8 68.33 0.57 0.50 0.82

[F4, F5,
F13, F15]

3 75.00 0.59 0.55 0.87

254 S. Invitto et al.



24.4 Discussion

Results highlight how the presence of IPV and subsequent development of PTSD
might impair the ability of people to recognize emotional stimuli. The alteration of
this capacity has obvious repercussions on people’s lives, because it involves daily
difficulties in interpersonal relationships.

In light of the findings, it is clear that individuals with histories of IPV and
suffering from PTSD exhibit a higher sensitivity threshold than stimuli involving
violence in general or specifically to women. Consider the constant stress that these
women receive or have received, it is likely that for them is necessary a more
specific input to reset the threshold of sensitivity, for this type of stimulus, at a
lower level; it is relevant to consider that the specific input depends on the traumatic
experience of the person.

Considering the experience of these women, it is possible to suppose that a
higher sensitivity threshold may represent the physiological part of an avoidance
behavior; thismakes the woman unable to give the right interpretation to an emo-
tional stimulus.

Although the P300 seems to be the elective component for the study of PTSD,
specifically for the attention processes, the results of several studies reported dif-
ference regarding the methodological and the sampling. In addition, it is important
to emphasize that the P300 can be influenced by factors such as medications, the
chronicity of the disorder, the absence or presence of correlation between stimulus
and trauma, or even if the emotional stimuli themselves may, or not, generate bias
in the task [21].

These considerations deserve attention because other studies have shown dif-
ferent results with those of our experiment [22]. Future studies may help to clarify
the contribution of P300 component and quantify the interference with this by the
factors mentioned above.

Some studies suggest that possible attentional difficulties may be associated with
the trauma itself rather than to PTSD [23–25].

In other words, the difficulties consistent with the development of PTSD in
women with IPV become known in many forms. These difficulties are in equal
measure intrusive in people’s daily life; it therefore seems necessary to continue
toward an understanding of the phenomenon to take care about all the variables
related to the problem.
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Chapter 25
Investigating the Brain Connectivity
Evolution in AD and MCI Patients
Through the EEG Signals’ Wavelet
Coherence

Cosimo Ieracitano, Nadia Mammone, Fabio La Foresta
and Francesco C. Morabito

Abstract Mild cognitive impairment (MCI) is a neurological disorder that
degenerates into Alzheimer’s disease (AD) in 8–15% of cases. The MCI to AD
conversion is due to a loss of connectivity between different areas of the brain. In
this paper, a wavelet coherence approach is proposed for investigating how the
brain connectivity evolves among cortical regions with the disease progression. We
studied Electroencephalograph (EEG) recordings acquired from eight patients
affected by MCI at time T0 and we also studied their follow up at time T1 (three
months later): three of them converted to AD, five remained MCI. The EEGs were
analyzed over delta, theta, alpha 1, alpha 2, beta 1 and beta 2 sub-bands. Differently
from MCI stable subjects, MCI patients who converted to AD, showed a strong
reduction of cortical connectivity in theta, alpha(s) and beta(s) sub-bands. Delta
band showed high coherence values in each pair of electrodes in every patient.

Keywords Mild cognitive impairment ⋅ Alzheimer disease ⋅
Electroencephalography ⋅ Wavelet coherence

25.1 Introduction

The concept of mild cognitive impairment (MCI) has evolved over the last 2
decades to represent an intermediate state between the cognitive changes of aging
and dementia. It describes a cognitive decline of mind that does not interfere
particularly with day-to-day life and ordinary activities. It is a common condition in
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15–20% of individuals aged 60 years and over. Although subjects with MCI could
remain stable or return to be normal over time, a lot of them progress to dementia of
Alzheimer’s disease (AD) within 5 years. The annual rate of MCI progression to
Alzheimer’s disease is between 8 and 15% [1]. Therefore, longitudinal studies of
neural changes of the brain due to the development of AD are emerging. However,
a few follow up studies can be found in literature [2, 3], as most of papers focus on
the AD versus MCI classification. Alzheimer’s disease is a degenerative neuro-
logical disorder that causes irreversible loss of neurons, loss of intellectual abilities,
including memory, reasoning, intellectual deficits and behavior disturbance. These
abnormalities are thought to be the result of the cerebral death of neurons which
causes functional disconnections between different cortical areas [4]. Of course,
early diagnosis of AD could help improve life quality, but unfortunately there is no
valid criteria or symptom able to make a diagnosis before the manifestation of
illness. Currently there is not a single clinical test for the exact diagnosis of AD but
EEG signal analysis has been becoming a promising and powerful tool for early
detect the dementia of Alzheimer’s disease [5]. EEG is a non-invasive method and
measures the background electrical activity of the brain, generated by neurons of
the cerebral cortex. EEG signal is usually decomposed in its sub-bands: delta (0–
4 Hz), theta (4–8 Hz), alpha 1 (8–10 Hz), alpha 2 (10–12 Hz), beta 1 (12–18 Hz),
beta 2 (18–30 Hz). Each sub-band relates to different functional and physiological
area of the brain [6]. The hallmarks of EEG abnormalities in AD patients are
slowing of the rhythms and a decline in functional signal connectivity between
different brain regions [4]. The most common way to quantify functional connec-
tivity is quantifying the coherence between EEG signals. Nowadays, there are still
challenging issues: actually, we do not know how the EEG abnormalities evolve
together with the disease progression. Researches have been investigating how the
brain connectivity of MCI and AD patients changes over time, at T0 and after a
predetermined range of time called “follow-up” (T1, T2 etc.), in order to determine
possible biomarkers able to early detect the Alzheimer’s disease. For this aim,
coherence studies of the neural dynamic of the brain through EEG analysis have
been emerging. Conventional coherence, based on Fourier analysis, analyzes just
spectral components, losing time information. This approach is suitable for sta-
tionary time series. However, many time series are nonstationary, meaning that
their frequency content changes over time. Because of the nonstationary nature of
EEG signal a coherence in the time-frequency plane is needed. Hence, to overcome
this issue a time-frequency analysis is evaluated: the Short-time Fourier transform
(STFT) might be used, but it is limited by the time filtering, the fixed sliding
window does not make it suitable for different signal frequencies [6]. The wavelet
theory is the best method because it fields excellent time-frequency resolution. The
wavelet coherence methodology, is a recent mathematical tool enables to provide
the synchronization and the direction of information between two signals. Grin-
sted et al. [7], Torrente and Campo [8], discussed the cross wavelet transform and
wavelet coherence for analyzing the time frequency behavior of two signals in a
geophysical application. Lachaux et al. [9] applied wavelet coherence theory in
EEG analysis. They introduced a wavelet-based method to follow the time-course
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of coherence between brain signals not affected by any disorder [9]. Sankari et al.
presented a wavelet coherence study of electroencephalograph recordings acquired
from AD and HC (healthy controls) patients. Wavelet coherence was estimated over
the four sub-bands (delta, theta, alpha, and beta) using Morlet wavelet [5, 10].
Sankari and Adeli presented a probabilistic neural network (PNN) model for the
classification of AD and HC using the one way analysis of variance (ANOVA)
statistical test [11]. In [12], Klein et al. analyzed multichannel EEG recordings of 26
patients acquired in an experiment on associative learning, and compared the results
of Fourier coherence and wavelet coherence, concluding that wavelet coherence
detects features that were not accessible with Fourier analysis.

In this paper, we investigate how the brain connectivity changes in patients with
MCI that converted to AD, and in patients with MCI that did not converted to AD.
To our best knowledge, we propose the first longitudinal study on MCI patients
through the wavelet coherence analysis. The paper is organized as follows:
Sect. 25.2 will introduce the wavelet coherence, how the patients were selected and
how the EEG was recorded and preprocessed. Section 25.3 will report the results
and Sect. 25.4 will draw the conclusions.

25.2 Methodology

The brain connectivity can be investigated by coherence analysis of EEG record-
ings. In fact, the coherence can be used as marker to evaluate how the spectral
activity of two EEG electrodes are similar in different scalp locations: it can be seen
as a measure of temporal synchronization (or de-synchronization) between a couple
of EEG recordings. Conventional Coherence [13] is suitable for stationary signals
characterized by a non-varying FFT spectrum over time. It is well known, that the
EEG is a non-stationary signal, so a time-varying spectral coherence, like wavelet
coherence, is necessary to investigate the changes in cortical connectivity [12]. The
wavelet coherence optimizes also the brain connectivity estimation in the EEG
sub-bands by selecting properly the frequency range.

25.2.1 Wavelet Coherence Estimation

The time-frequency analysis is based on the continuous wavelet transform
(CWT) theory. The CWT of a time series x is defined as:

CWTða, bÞ= ∫
+∞

−∞
xðtÞΨ *

a, bðtÞdt ð25:1Þ
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where Ψ is the mother wavelet, a the scaling parameter, b the shifting parameter.
Since each scale refers to a frequency value, CWT is a function of time and
frequency. There are several wavelets [14], in this study the Morlet wavelet is
chosen. It has been proved as a good choice since it provides a good balance
between time and frequency localization. In order to investigate the relationship
between two signals in the time-scale domain, the wavelet cross spectrum Cxyða, bÞ,
is defined as:

Cxyða, bÞ=C*
x ða, bÞCyða, bÞ ð25:2Þ

where Cxða, bÞ and Cyða, bÞ denote the CWTs at scale a and position b. The
asterisk sign * is used to denote the complex conjugate operator. Areas in the
time-frequency plane where two signals show common power or consistent phase
behavior indicate a relationship between the signals.

The wavelet coherence (Fig. 25.1) of two EEG channels x and y is defined as:

WCða, bÞ= S C*
x ða, bÞCyða, bÞ

� ��� ��2
S Cxða, bÞj j2
� �

S Cyða, bÞ
�� ��2� � ð25:3Þ

where S denotes a smoothing operator in time and scale. For real-valued time
series, the wavelet coherence is real-valued if a real-valued analyzing wavelet is
used, and complex-valued if a complex-valued analyzing wavelet is used.

25.2.2 EEG Data Processing

The steps of the algorithm are the following (Fig. 25.2): (1) recording and storing
on a computer the n-channels EEG (n = 19 electrodes); (2) partitioning the EEG

Fig. 25.1 Time-frequency
representation of the wavelet
coherence of a couple of
electrodes (ch1–ch19) in the
mth window. The coloration
goes from dark blue (0-low
coherence) to yellow (1-high
coherence)
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into m non-overlapping windows and processing it epoch by epoch (3) for each
window, estimation of the wavelet coherence (Cxy) for all pairs of electrodes. Cxy is
a k × p matrix with k samples and p frequency values; (4) after choosing the
frequency range from 0.5 to 30 Hz, the Cxy matrix is decomposed in six
sub-matrices corresponding to delta, theta, alpha 1, alpha 2, beta 1 and beta 2. In
this way the wavelet coherence has been evaluated in the six EEG sub-bands: delta
(0–4 Hz), theta (4–8 Hz), alpha 1 (8–10 Hz), alpha 2 (8–12 Hz), beta 1 (12–18 Hz)
and beta 2 (18–30 Hz). Each Cxy sub-matrix is averaged over frequency:

Fig. 25.2 The flowchart of the procedure. (1) n-channel EEG recording; (2) the EEG is splitted
into m non-overlapping windows and processed epoch by epoch; (3) for each window, the wavelet
coherence (Cxy) is evaluated for every pairs of electrodes and decomposed in the six EEG
sub-bands (4); the m n × n coherence matrices are averaged over the time, obtaining the average
coherence matrix C
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Axy =
1

U −L
∫
U

L
Cxyðf Þdf ð25:4Þ

(U = upper frequency band L = lower frequency band) and over time

fCxy =
1
N
∑
N

1
Axy ð25:5Þ

in order to get a single average value of coherence. For each EEG window, a n × n
matrix of average values of coherence has been evaluated, coming up with m co-
herence matrices. Finally, the m coherence matrices are averaged also over the time,
in order to calculate, for each sub-band, the average coherence matrix C. We will
now illustrate every step of the procedure.

(1) Study population: Eight MCI patients (4 males and 4 females), at different
clinical stages, were recruited at the IRCCS Centro Neurolesi Bonino-Pulejo of
Messina (Italy) and enrolled within an ongoing cooperation agreement that
included a clinical protocol approved by the local Ethical Committee of IRCCS
Centro Neurolesi Bonino-Pulejo of Messina (Italy). An informed consent form
was signed by each patient. The MMSE (Mini-Mental State Examination) score
was used as inclusion criteria for the enrollment of the patients. After the
confirmation of the diagnosis, all patients were evaluated for gender, age,
schooling, estimated age of onset of the disorder, marital status and on the
MMSE scores. The use of any medications and drugs was estimated: all
patients had been receiving them for at least three months before the assess-
ment. All cognitive and clinical valuations were carried out by the same
examiners. The Alzheimer Disease’s was diagnosed according to the National
Institute on Aging-Alzheimer’s Association criteria. Each subject was evalu-
ated at a baseline time (time T0) and 3 months later (time T1). At the first
evaluation, time T0, the neuropsychological assessment of patients exhibited
MMSE scores of 23.4_6.69 for the MCI group. At T1, 3 MCI patients exhibited
a conversion from MCI to AD.

(2) EEG registration: The EEGs were recorded during the resting state of the
patient, in accordance with the 10–20 International System (Fig. 25.3, 19
electrodes: Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T 3, T 4, T 5, T 6,
Fz, Cz, Pz). The linked earlobe (A1–A2) was used as reference. The sampling
rate was 1024 and a 50 Hz notch filter was applied. Before the recordings,
patients and caregivers were interviewed about the duration and quality of the
sleep of the last night and about the last meal timing and content. The EEGs
were recorded in the morning. During the acquisition stage, the patients kept
their eyes closed but remained awake. In order to prevent the sleepiness of the
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patient, the technician kept the subject alert, by calling her/him name. In fact,
observing the EEGs, the recordings did not show any sleep patterns. The EEG
duration was about 5 min.

(3) EEG preprocessing: each n-channel EEG was processed through a sliding
temporal window (5 s width). After the down sampling operation, the sampling
rate was 256 Hz, so one window includes N = 5 × 256 = 1280 samples. This
window was stored on a computer as a n × N (channels × samples) matrix.
The EEG was splitted into m non-overlapping windows, where m is the number
of windows and is function of the length of the EEG recording. Once the
wavelet coherence was calculated, it was partitioned into the six EEG
sub-bands: delta (0–4 Hz), theta (4–8 Hz), alpha 1 (8–10 Hz), alpha 2 (8–12 Hz),
beta 1 (12–18 Hz) and beta2 (18–30 Hz). Every sub-band refers to a different
functional and physiological area of the brain.

25.3 Results

• Analysis of the coherence matrices

Figures 25.5 and 25.6 show how the average coherence evolves from time T0 to
T1 in the six sub-bands: each sub-band is characterized by a 2D representation
(Fig. 25.4) where the pixel i, j correspond to the average coherence value of the
pairs of electrodes i, j and is represented with a coloration from dark blue (0) to dark
red (1).

Fig. 25.3 The 10–20 International System seen from left (a) and above (b) the scalp. A ear lobe,
C central, Pg nasopharyngeal, P parietal, F frontal, Fp frontopolar, O occipital
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• As regards MCI converted to AD: in Patient AD-03, at time T0,
parietal-occipital zone was characterized by high coherence values in all
sub-bands and in particular in the alpha 2 sub-band; at time T1, the coherence
moved in the left frontal temporal area identify by Fp1, F7, F3, T3 electrodes, in
all sub-bands. In Patient AD-71 (Fig. 25.5) and Patient AD-51 at time T0,
coherence was uniformly distributed in all areas and all sub-bands; at time T1
we detected a significantly reduction of coherence and concentrated in the
frontal zone especially in alpha 2 and beta sub-bands.

• As regards MCI not converted to AD: Patient MCI-23 and Patient MCI-30 show
a similar behavior to the Patient AD-03 described above: coherence values
moved from parietal-occipital zone to the frontal temporal area in all sub-bands.
Patient MCI-41, Patient MCI-57 do not have significant changings from time T0
to T1. Coherence remained between the frontal temporal electrodes. Figure 25.6
shows the behavior of Patient MCI-41. As regards Patient MCI-72 we observed
an increase of coherence from time T0 to time T1 in all areas and sub-bands.

Fig. 25.4 2D representation of the average coherence for a sub-band. Each pixel relates to an
average coherence value estimated for the couple of electrodes i, j. The coherence value is ranged
between 0 (dark blue) and 1 (dark red)
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• Boxplots Analysis

Boxplots (Fig. 25.7) show the estimated parameters coherence values of MCI
(blue box) and AD (red box) patients at time T0 and T1.

• As regards MCI converted to AD: the boxplots showed a reduction of the
median of the coherence in all sub-bands, except delta band in Patient AD-51
and beta2 band in Patient AD-03. Moreover, a strong reduction, not only of
medians but also of the range of coherence can be observed in Patient AD-03
(delta band), Patient AD-51 (theta, alpha(s), beta(s) bands), Patient AD-71
(every bands).

• As regards MCI not converted to AD: the median of coherence was mostly
constant even if Patient MCI-72 showed an increase of the median in all bands,
Patients MCI-57 a decrease in alpha(s) and beta(s) bands, Patient MCI-30 a
strong reduction of median and range of coherence in the delta band.

Fig. 25.6 2D representation of the average coherence of the six sub-bands at time T0 and time T1
for the patient MCI-41

Fig. 25.5 2D representation of the average coherence of the six sub-bands at time T0 and time T1
for the patient AD-71
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25.4 Conclusion

In this work, we proposed a novel approach to carry out a longitudinal study of
EEG recordings of subjects affected by MCI. We investigated the changings of the
cortical connectivity due to the progression of MCI through wavelet coherence. We
monitored 8 patients affected by MCI at time T0 and we studied their follow up at
time T1 (3 months later): three of them showed a conversion to AD, five remained
MCI. The wavelet coherence method (described in Sect. 25.2.1) was used. The 2D
representation of the average coherence and the box plot representation provided
useful tools to observe which regions of the brain are damaging and more generally,

Fig. 25.7 Boxplot of coherence at time T0 and T1. For each patient, the boxplot on the left
represents the values assumed at time T0 whereas the boxplot on the right represents the values
assumed at time T1. The blue boxplots are associated to patients who were diagnosed MCI at time
T0, whereas the red ones are associated to AD patients. Each box consists of the median (central
mark), the 25th and 75th percentiles (the edges of the box); the whiskers extend to most extreme
data points not considered outliers
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which the level of cerebral coherence is at time T0 and T1. To sum up we observed
a significant mutation of coherence in the AD group rather than MCI. Future works
consider a bigger database, including Healthy Controls, and using a hierarchical
clustering approach.

Acknowledgements This work was funded by the Italian Ministry of Health, project code:
GR-2011-02351397.
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Chapter 26
On the Classification of EEG Signal
by Using an SVM Based Algorithm

Valeria Saccá, Maurizio Campolo, Domenico Mirarchi,
Antonio Gambardella, Pierangelo Veltri
and Francesco Carlo Morabito

Abstract In clinical practice, study of brain functions is fundamental to notice

several diseases potentially dangerous for the health of the subject. Electroence-

phalography (EEG) can be used to detect cerebral disorders but EEG study is often

difficult to implement, taking into account the multivariate and non-stationary nature

of the signals and the invariable presence of noise. In the field of Signal Process-

ing exist many algorithms and methods to analyze and classify signals reducing and

extracting useful information. Support Vector Machine (SVM) based algorithms can

be used as classification tool and allow to obtain an efficient discrimination between

different pathology and to support physicians while studying patients. In this paper,

we report an experience on designing and using an SVM based algorithm to study

and classify EEG signals. We focus on Creutzfeldt-Jakob disease (CJD) EEG signals.

To reduce the dimensionality of the dataset, principal component analysis (PCA) is

used. These vectors are used as inputs for the SVM classifier with two classifica-

tion classes: pathologic or healthy. The classification accuracy reaches 96.67% and

a validation test has been performed, using unclassified EEG data.

Keywords Classification ⋅ SVM ⋅ Early detection

26.1 Introduction

The Electroencephalography (EEG) is a non-invasive analysis used to study brain

activity by recording cerebral waves placing electrodes on the scalp. The EEG sig-

nal is a random process (as shown in Fig. 26.1) derived by neurons activity and is
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Fig. 26.1 Example of an

EEG signal

composed by several waves. Each waves reflects the state of cerebral health and in

case of diseases the EEG analysis shows several abnormalities. The identification

of these abnormalities enables the physician to estimate the disease and its stage, in

order to simplify the clinical diagnosis. But EEG study has many difficulties, e.g. sig-

nal dimensions and noise presence, thus that it is often difficult to implement an auto-

matic abnormality detection [1]. There is the necessity to have efficient and accurate

methods to support signals elaboration. In the literature there are many classification

algorithms used to analyze EEG signals (e.g., [3–11] and [12–14]). We experienced

in analysing and classifying EEG signals in particular to investigate Alzheimer’s dis-

ease and epilepsy [15, 16]. Also onset signals have been detected in [17] for ECG

signals. In this paper, we report on using SVM based classifier to analyze EEG sig-

nals. The aim is to define an algorithm able to: (i) define a classification tool trained

by means of pathological and healthy patients and (ii) perform test by using blindly

healthy and non healthy signals. We used EEG signals related to CreutzfeldtJakob

disease (CJD) healthy patients. Data signals derived by real patients conditions and

have been extracted from available clinical dataset. We focus on CJD disease as a

rapidly progressive one, characterized by the accumulation of an abnormal protein

in the brain [18]. EEG signals exhibit several characteristic in considered pathologi-

cal condition, depending on the stage of the disease. The here presented classification

algorithm is thus based on the identification of the periodic sharp wave complexes

(PSWC) that represent the hallmark EEG finding in patients with CJD. We designed

and implemented a classifier model of EEG signals, considering the Creutzfeldt-

Jakob disease (CJD) based on SVM as classification algorithm. The here proposed

method has been testing on clinical data provided by University Magna Graecia clin-

icians group and the obtained results will be used to optimize the process and for the

model tuning.
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Fig. 26.2 SVM classifier block framework

26.1.1 Related Works

SVM is a machine learning based method and it has been largely used recent as ker-

nel for classification tools. E.g., in [19] has been performed a comparison among

SVM and ANN (artificial neural network), to classify eyes blinking showing bet-

ter accuracy of the SVM based tool. Recently SVM algorithm has mainly used in

EEG classification to study several brain diseases, as for instance in [3–9]. In [3] an

SVM classifier for EEG signals is presented and used to detect the onset of epilep-

tic seizures. Features are generated for both seizure and not seizure activity and a

RBF kernel has been chosen, with optimal results. Moreover the EEG classification

can be used to investigate the brain tumors, as in [8], and to detect drowsiness onset

while driving [10]. In the cited papers, a spectral analysis method has been applied

for extracting generic features by the signals. Nevertheless, the spectral analysis, i.e.

the FFT method, is based on simple functions (i.e. sinusoids) and is not suitable

for complex signals as EEG ones. We derive features by using temporal frequency

analysis, using a continue wavelet transform, that is closest with non-stationary sig-

nals, as the EEG [20], by using similar approach than the ones reported in [21, 22]

(Fig. 26.2).

26.2 Preprocessing and Data Features Extraction

The aim of this paper is to define a classifier to support decision in diagnosis ana-

lyzing EEG signals. Data set needs to be preprocessed and normalized to train SVM

based classifier methods. Sixty EEG signals have been gathered from clinical data-

base referring to several patients. In particular, thirty signals relate to healthy subjects

and thirty ones refer to CJD patients. These signals have been processed by using the

following workflow: (i) preprocessing phase, aiming to reduce artifacts and noise;

(ii) features extraction phase, by using a wavelet transformation; (iii) principal com-

ponent analysis (PCA) and normalization phase, aiming to remove the redundant

data; (iv) SVM phase, to generate the classifier model. The input data set generated
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for the SVM is represented by an N × M matrix where the rows represent the EEG

signals and the columns represent the extracted features. We here report on how to

extract features and thus how matrix has been created. EEG signals are gathered by

using nineteen electrodes placed on the patient scalp. Figure 26.1 shows an example

of EEG signals derived by the electrodes. Each electrode generates a signal contain-

ing information and artifacts generated from external (i.e., electrical interference)

or internal (e.g., eyes movement) sources. To eliminate artifacts EEG signals must

be preprocessed. In our data set each signal has been cleaned in a semiautomatic

way, by selecting and cutting the artifact of interest to improve the signal quality

with a good accuracy, without using a filter. Each signal has been reduced from ten

minutes recording to couple of minutes. We have been supported by physicians of

University Magna Graecia medical school. The preprocessed signals are then manip-

ulated through a feature extraction process. Extracting the features aims to reduce the

data complexity and to simplify the sequel information process. An analysis in time

domain has been carried out, using the Continuous Wavelet Transform (CWT). The

CWT is an effective tool in signal processing, in which the signal to be analyzed is

matched and convolved with the wavelet basis function at continuous time and fre-

quency increments. As result the original signal is expressed as a weighted integral of

the continuous basis wavelet function [20]. Choosing the wave type is an important

algorithm phase. Indeed, EEG signal is a random process derived by neurons asyn-

chronous activity, which leads a particular form. In this paper, the wavelet “mexh”

has been considered, because is very close to the type of the requested format wave.

Mean, variance and skewness features have been evaluated for each signal. Each sig-

nal captured by each electrode has been divided in twenty-four epochs of five seconds

and the CWT has been applied to evaluate the aforementioned features for each sig-

nal. Each signal has been divided in three bands, thus calculating three values for

mean, variance and skewness. Finally, the mean of these three values has been eval-

uated for each signal, obtaining twelve features for each EEG signal. Since each EEG

is generated by using 19 electrodes, the final number of features extracted for each

subject is equal to 228 features. For the experienced dataset, we used 60 subjects,

thus that the matrix generated by the preprocessing and features extraction phases is

a 60 rows and 228 columns N × M matrix. We consider an M+1 column, used to dis-

tinguish healthy from non healthy patients, assigning 1 to pathological patients and 0

to healthy ones, obtaining in such a case a (60× 229) matrix. Thus, latter column in

the right part of Table 26.1 is used to distinguish healthy from non healthy patients.

To apply an SVM module and thus to obtain a classifier, data needs to be reduced in

size and also needs to be treated in order to obtain more homogeneous values. Indeed,

the more large is the dataset, the more high is the probability of obtaining errors or

misclassification. Similarly, the more values are non-homogeneous, it is more likely

that SVM classifier is not able to discriminate between the considered classes. To

reduce the size of the dataset, a method of Blind Source Separation (which is the

separation of a set of source signals from a set of mixed signals) has been used, to

improve SVM performance (as in [24, 25]). We used Principal Component Analysis

(PCA) to reduce the number variables (representing features). In this case, PCA has

reduced the features by 228 to 59. To make values more homogeneous a normal-
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Table 26.1 The training vector and classes: Patient Id is the subject identifier while health status

may be 0 or 1 (healthy or non healty). The vector has been divided in groups of ten

Patient

Id

Healthy

Status

Patient

Id

Healthy

Status

Patient

Id

Healthy

Status

Patient

Id

Healthy

Status

Patient

Id

Healthy

Status

Patient

Id

Healthy

Status

1 1 11 1 21 1 31 0 41 0 51 0

2 1 12 1 22 1 32 0 42 0 52 0

3 1 13 1 23 1 33 0 43 0 53 0

4 1 14 1 24 1 34 0 44 0 54 0

5 1 15 1 25 1 35 0 45 0 55 0

6 1 16 1 26 1 36 0 46 0 56 0

7 1 17 1 27 1 37 0 47 0 57 0

8 1 18 1 28 1 38 0 48 0 58 0

9 1 19 1 29 1 39 0 49 0 59 0

10 1 20 1 30 1 40 0 50 0 60 0

ization algorithm has been applied and values have been mapped into a (−1, +1)

range. Finally, the algorithms have been implemented and run by using the Matlab

programming environment and LibSVM [26].

26.3 SVM Based Classifier

Data set are used to train and develop the SVM based classifier. The training data is

used to generate a model used to predict the target values of the test data [27]. We

used leave-one-out as training method [28]. It consists in calculating the model with

the exclusion of one object at a time and predicting its value. Starting from a data set,

it works as follows: (i) remove one element from the data set; (ii) define a prediction

model using the data (less the one removed); (iii) predict and assign the removed ele-

ment to a class by using the defined model; (iv) repeat the procedure for all elements.

The workflow of the Leave-one-out algorithm is reported in Fig. 26.3. To complete

the algorithm, the implementation requires the definition of a kernel function. We

used an RBF kernel function because it is most appropriate in the biomedical signal

processing and requires the setting of two parameters: boxconstraint or C and 𝛾 . 𝛾

defines how far the influence of a single training example reaches, while the boxcon-

strain C controls the classification and the misclassification, due to data overfitting.

In this case, C and 𝛾 have the same value equal to 1. We implemented an RBF based

kernel with the parameters defined above. The latter column of the data matrix has

been used as training vector. Results are used to define a confusion matrix, which is

used to compare the predicted elements with the original classes. Also, by using the

confusion matrix, we calculated four parameters: true positives (TP), true negatives

(TN), false positives (FP) and false negatives (FN). These values allow to calculate

the accuracy, the specificity and the sensibility.
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Fig. 26.3 Leave one out

algorithm workflow

26.4 Experimental Results

We used the algorithm reported above to define an SVM based classifier. The used

data set consists of 60 available EEG signals. The performance of the SVM classifier

can be used to test and produce diagnosis of CJD, considering EEG track with PSWC

as hallmark of disease. Using the 60 signals in the dataset, the accuracy of our clas-

sifier is 96.67%, the specificity is 93.33% and the sensibility is 100%. These results

can be refined making additional changes, such as increase the signals number or

introduce new features. In this paper to improve the classifier performance, we used

9 additional EEG signals of subjects suffering from CJD. These signals have been

preprocessed and added to the dataset. The SVM classifier has been trained by using

different values of C and 𝛾 . By setting C and 𝛾 both to 0.4, and using the whole set

of data, the value of accuracy is 97.10%, the sensitivity 96.67% while the specificity

97.44%. The addition of these new signals has improved the accuracy and sensitivity

of the classifier, while the specificity is slightly lower.

26.5 Conclusion

CJD diagnosis is currently performed by using both EEG signals as well as clini-

cal and healthy status. Nevertheless, it is still difficult to make reliable diagnosis.

We defined a methodology based on a classification tool that uses Support Vector
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Machine (SVM) technique. First of all EEG signals have been elaborated by using

wavelet based mapping function and by evaluating statistical features. PCA and nor-

malization are used to reduce data heterogeneity. For the training phase, a leave-

one-out based algorithm has been implemented and though the confusion matrix,

we reached a 96.67% accuracy. The performance of our SVM classifier confirms the

classification ability and a candidate as decision support system for EEG analysis in

case of CJD suspect cases.

Acknowledgements Authors thank Rocco Cutellé for his support and experiments in denoising

and preprocessing signals, and Umberto Aguglia for furnishing supports for EEG signals.
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Chapter 27
Preprocessing the EEG of Alzheimer’s
Patients to Automatically Remove Artifacts

Nadia Mammone

Abstract Alzheimer’s disease (AD) is a neurological degenerative disorder that

causes the impairment of memory, behaviour and cognitive abilities. AD is consid-

ered a cortical disease because it causes the loss of functional connections between

the cortical regions. Electroencephalography (EEG) consists in recording, non-

invasively, the electrical potentials produced by neuronal activity. EEG is used in the

evaluation of AD patients because they show peculiar EEG features. The EEG traces

of AD patients usually exhibit a shift of the power spectrum to lower frequencies as

well as reduced coherence between the cortical areas. This is the reason why AD is

defined as “disconnection disorder”. However, the correct interpretation of the EEG

can be very challenging because of the presence of “artifacts”, undesired signals that

overlap to the EEG signals generated by the brain. Removing artifacts is therefore

crucial in EEG processing. Recently, the author contributed to develop an automatic

EEG artifact rejection methodology called Enhanced Automatic Wavelet Indepen-

dent Component Analysis (EAWICA) which achieved very good performance on

both simulated and real EEG from healthy subjects (controls). The aim of the present

paper is to test EAWICA on real EEG from AD patients. According to the expert

physician’s feedback, EAWICA efficiently removed the artifacts while saving the

diagnostic information embedded in the EEG and not affecting the segments that

were originally artifact free.
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27.1 Introduction

Alzheimer’s Disease (AD) is a neurological degenerative disorder that causes the

impairment of memory, behaviour and cognitive abilities. The average survival time

of AD patients is only 5–8 years after they are diagnosed with AD [8] because this

pathology is still intractable. At the moment, only medications that help to con-

trol the symptoms of this neurological disorder are available. In the future, if AD

early detection will be possible, medical treatment is expected to be more effective,

if engaged before the brain has been significantly damaged. Whether the scientific

community will succeed in developing treatments that are able to stop or at least

slow down the disease’s evolution, or just medication that help to manage only the

symptoms of AD will be available in the near future, the goal must be diagnosing

AD as early as possible. If fact, whatever the goal, slowing down or managing the

symptoms, early diagnosis would increase the probability of success of the treatment.

To this purpose, a non invasive, well tolerated and low-cost methodology should be

developed so that the high-risk population, Mild Cognitive Impaired (MCI) sub-

jects, people aged over 65, etc., can undergo a long-term and periodic monitoring

to assess their own brain’s health state. Given the requirements that such a monitor-

ing system should fulfill (non-invasive, well tolerated and low-cost), it will be likely

based on Electroencephalography (EEG), which should be processed to extract rel-

evant diagnostic parameters. The EEG consists in recording, at the scalp, the elec-

trical potentials generated by the brain. EEG abnormalities arise in the brain of AD

patients because of the anatomical and functional degeneration of the cerebral cor-

tex. One of the effects is a disconnection between the different areas of the cortex,

such disconnection affects the behaviour of the cortical electrical activity and there-

fore affects the EEG. The EEG signals of AD patients are characterized by a shift

of the power spectrum to lower frequencies as well as reduced coherence between

the cortical areas [8], probably due to functional disconnection caused by the death

of neurons. As AD affects EEG, an EEG-based diagnostic tool should be able to

process the EEG automatically and extract relevant information about the effects of

the disease on the cerebral electrical activity, for example, through the mapping of

descriptive features [15, 17] or the analysis of EEG complexity [6]. Unfortunately,

EEG traces are often corrupted by artifacts, which are signals generated by artifac-

tual sources (Electromyography (EMG), ocular artifacts, Electrocardiographic sig-

nals (ECG), 50 Hz/60 Hz noise, etc.). Artifactual signals mix to the signals generated

by neuronal activity and therefore corrupt the EEG. In this way, the cortical electrical

activity might be completely or partially clouded and the subsequent EEG processing

might provide incorrect results. Preprocessing the EEG in order to remove artifacts

is almost always necessary, especially when the EEG is meant to undergo automatic

processing. There are two possible approaches to artifact rejection: (1) artifactual

segments (epochs) suppression; (2) artifacts extraction and manipulation in order to

reconstruct the corrupted EEG epoch in the best possible way, which would unavoid-

ably cause some information loss, but would allow to save the artifactual epoch. Sev-

eral algorithms have been proposed in the literature so far. Huang et al. [7] introduced
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a Swarm Intelligence Optimization (SIO)-based algorithm to deal with ocular arti-

facts and subsequently extract P300 information. Bedoya et al. [4] introduced a fuzzy

clustering approach that estimates the similarity between time series. Mateo et al.

[18] proposed to use artificial neural networks to remove eye blinks and movements.

Independent Component Analysis (ICA) has widely employed in artifactual signals

extraction. The author contributed in the development of automatic algorithms based

on ICA and higher order statistics to automatically detect the presence of artifacts

[9, 12, 13, 16]. De Vos et al. [5] focused on the evaluation of ICA-based algorithms

that automatically remove artifacts in neonatal EEG, in order to subsequently process

the cleaned EEG with the aim of detecting seizures. Liao et al. [10] implemented in

hardware and tested an online recursive ICA (ORICA) for eye blink artifact rejection.

After that, they introduced a real-time system that suppresses eye blink in real time

[7]. Bartels et al. [3] proposed an algorithm which jointly exploits ICA and Support

Vector Machines (SVM) to remove artifacts from the EEG recordings. An algorithm

based on the joint use of ICA and continuous wavelet transformation (CWT) was pro-

posed by Bagheri et al. [2] to eliminate ECG artifacts from EEG recordings. ICA and

wavelet denoising (WD), were introduced by Akhtar et al. [1] to preprocess the EEG

and reduce artifacts’ effects. Zeng et al. [19] proposed a technique that applies ICA to

extract the artifactual independent components and then denoises them by Empirical

Mode Decomposition (EMD). Recently, the author contributed in the development

of a technique, called Enhanced Automatic Wavelet ICA (EAWICA), which auto-

matically rejects artifacts from the EEG signals with no epoch suppression [11, 14].

As previously discussed, artifact rejection is crucial when the EEG is recorded to

diagnose neurological disorders like AD. The present paper analyzes the effects of

automatic artifact rejection on the EEG of AD patients through EAWICA. EAWICA

has never been tested on the EEG of patients affected by neurological disorders. The

performance of a method for the automatic EEG artifact rejection may significantly

depend on the specific application and the topic of removing artifacts from the EEG

of Alzheimer is mostly unexplored. The paper is organized as follows: Sect. 27.2.1

describes how the EEG was recorded, Sect. 27.2.2 summarizes EAWICA technique,

Sect. 27.3 reports the results and Sect. 27.4 discusses the conclusions.

27.2 Methodology

27.2.1 EEG Recording

The EEG was acquired according to the 10–20 International System (19 channels,

electrode montage: Fp1, Fp2, F3, F4, C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5,

T6, Fz, Cz, and Pz), with linked earlobe (A1–A2) reference and 1024 Hz sampling

rate, applying a notch filter at 50H. The EEG was filtered in the range 0.5–64 Hz and

then downsampled to 256 Hz. The patient kept his/her eyes closed throughout the

recording. The recording lasted 168 s. EEG acquisition is a totally non-invasive and

comfortable procedure. It was performed according to a specific protocol approved
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by the Ethics Committee of the IRCCS Neurolesi Center (Messina, Italy). The patient

signed an approved informed consent form.

27.2.2 Enhanced Automatic Wavelet-ICA for EEG Artifact
Rejection

EAWICA is an algorithm for the automatic extraction, identification and suppres-

sion of the wavelet-independent components (WICs) associated to artifactual activ-

ity. Higher order statistics, kurtosis and Renyi’s Entropy (RE), perform the automatic

artifactual components detection. First of all, the EEG is split into the four major EEG

sub-bands, delta (0–4 Hz), theta (4–8 Hz), alpha (8–12 Hz) and beta+gamma (12–64

Hz) and the wavelet components (WCs) are extracted. The WCs that are highly likely

to be artifactual are automatically marked by kurtosis and RE. They are processed

by ICA and the wavelet independent components (WICs) are extracted. WICs are

processed by kurtosis and RE, the epochs that are marked as artifactual are then sup-

pressed. Inverse ICA and inverse Wavelet Transform are then applied to reconstruct

the EEG. The method is described in detail in [14].

27.2.3 Power Spectral Density

The EEG signals were band-pass filtered between 0.5 and 64 Hz and then downsam-

pled to 256 Hz. The EEG was then partitioned into Nw non-overlapping windows

(width = 5s). Given an EEG window under analysis and given a x-th EEG channel

(electrode), the corresponding time series will be herein denoted as x. The Power

Spectral Density (PSD) is defined as the Fourier Transform of the autocorrelation

function of x:

PSDxx = F{ACFxx(t)} (27.1)

In order to estimate the effects of artifact rejection in the frequency domain, the PSD

was estimated, in the whole frequency range 0.5–64 Hz. The PSD was estimated

within different subareas of the brain: the whole scalp (averaging the EEG signals of

all the electrodes); the frontal, temporal, central, parietal and occipital areas (averag-

ing the EEG signals of the electrodes belonging to the given sub-area under analysis).

27.3 Results

Figures 27.1 and 27.2 show the six artifactual epochs of the EEG recording, before

and after artifact rejection by EAWICA. All artifacts are related to bad electrode

contact or electrode movement, except Artifact 6, which was generated by ocular
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Fig. 27.1 Artifactual segments 1, 2 and 3 of the EEG recording before and after artifact rejection

by EAWICA

movements. EAWICA successfully detected and reduced all the artifacts, as we can

see in Figs. 27.1 and 27.2. According to the visual evaluation of the expert physician,

the diagnostic information was not corrupted by EAWICA whereas artifacts were

significantly reduced. Furthermore, the segments that were originally artifact free,
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Fig. 27.2 Artifactual segments 4, 5 and 6 of the EEG recording before and after artifact rejection

by EAWICA

were not distorted by EAWICA. Figure 27.3 shows the Power Spectral Density of the

EEG (computed as described in Sect. 27.2.3), before and after artifact rejection, in

every specific sub-area of the scalp (Frontal, Temporal, Central, Parietal, Occipital)

as well as in the whole scalp. We can see that the two PSD profiles (before and

after artifact rejection) show a similar trend even though PSD looks slightly lower in
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Fig. 27.3 Power Spectral Density of the EEG in the different sub-areas of the scalp (Frontal, Tem-

poral, Central, Parietal, Occipital) and in the whole scalp (Total). Every subplot shows the PSD

before (blue) and after (magenta) artifact removal through EAWICA

delta and theta band after artifact rejection. This is due to the effect of suppressing

the bad contact artifact, which can occur even though the EEG was recorded in a

resting state, and which typically affects the lower frequency ranges. In conclusion,

EAWICA successfully reduced the artifacts while saving the diagnostic information

embedded in the EEG and not affecting the artifact free EEG data segments. Future

research will be focused on extending the proposed analysis to a large dataset in order

to optimize EAWICA parameters’ settings for Alzheimer’s EEG.

27.4 Conclusions

Alzheimer’s disease (AD) is a neurological degenerative disorder characterized by a

loss of functional connections between the cortical regions. The Electroencephalog-

raphy (EEG) of such patients exhibit peculiar features, however, the standard visual

inspection of the EEG cannot reveal deep diagnostic information about the disease

and advanced EEG processing algorithms are needed if we aim to early diagnose AD



286 N. Mammone

in the future. Advanced EEG processing must necessarily be preceded by proper arti-

fact rejection preprocessing step because artifacts, unwelcome signals that corrupt

the EEG, might lead to wrong results. In this paper Enhanced-Automatic Wavelet

Independent Component Analysis (EAWICA), a recent automatic EEG artifact rejec-

tion methodology which the author contributed to develop, was tested on the real

EEG of one AD patient. EAWICA efficiently reduced artifacts while preserving the

useful diagnostic information embedded in the EEG, as assessed by the expert neu-

rologist. Furthermore, the EEG segments that were originally artifact free, were not

influenced by artifact rejection. Future research will be focused on extending the

proposed analysis to a large dataset in order to optimize the settings of EAWICA’s

parameters for Alzheimer’s EEG processing.
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Chapter 28
Smell and Meaning: An OERP Study

Sara Invitto, Giulia Piraino, Arianna Mignozzi, Simona Capone,
Giovanni Montagna, Pietro Aleardo Siciliano, Andrea Mazzatenta,
Gianbattista Rocco, Irio De Feudis, Gianpaolo F. Trotta,
Antonio Brunetti and Vitoantonio Bevilacqua

Abstract The purpose of this work is to investigate the olfactory response to a
neuter and a smell stimulation through Olfactory Event Related Potentials (OERP).
We arranged an experiment of olfactory stimulation by analyzing Event Related
Potential during perception of 2 odor stimuli: pleasant (Rose, 2-phenyl ethanol
C2H4O2) and neuter (Neuter, Vaseline Oil CH2). We recruited 15 adult safe
non-smokers volunteers. In order to record OERP, we used VOS EEG, a new
device dedicated to odorous stimulation in EEG. After the OERP task, the subject
filled a visual analogic scale, regarding the administered smell, on three dimensions:
pleasantness (P), arousing (A) and familiarity (F). We performed an artificial neural
network analysis that highlighted three groups of significant features, one for each
amplitude component. Three neural network classifiers were evaluated in terms of
accuracy on both full and restricted datasets, showing the best performance with the
latter. The improvement of the accuracy rate in all VAS classifications was: 13.93%
(A), 64.81% (F), 9.8% (P) for P300 amplitude (Fz); 16.28% (A), 49.46% (F), 24%
(P) for N400 amplitude (Cz, Fz, O2, P8); 110.42% (A), 21.19% (F), 24.1% (P) for
N600 amplitude (Cz, Fz). Main results suggested that in smell presentation we can
observe the involvement of slow Event-Related-Potentials, like N400 and N600,
ERP involved in stimulus encoding.
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28.1 Introduction

The sense of smell is used by many animal species to keep track of a prey, predators
or find out for mating where in humans evoke memories. Although we can dis-
criminate hundreds of different smells, we have an adequate vocabulary to describe
them.

Analyzing the sensory processing is necessary to keep in mind that the per-
ceptive stimulus is related with the space in which it is perceived; although this
report is clear as regards the hearing and the sight, smell needs further clarification.
It seems necessary considering not only the structural aspects of the stimuli and the
induced neural activity but also the functional aspects of different olfactory per-
ceptions. Scientific evidence has found that our olfactory system, in addition to
detecting the stimuli, seems to be able to discriminate and identify the same.

For what concerns the processes of stimuli detection, it can be defined, by the
application of rigorous statistical criteria, accurate detection thresholds of the
olfactory stimulus [1] that represent the standardization of the human ability to
detect the stimulus. It is also important to note that the ability of olfactory detection,
in addition to have good intrinsic characteristics, may be strengthened by means of
appropriate training; the improvement of such ability correlates, especially in
women, with a reduction of detection thresholds [2]. Even the discrimination
capability detects excellent skills, because the individuals seem able not only to
discriminate differences in concentration, but also changes in the structure of
detected stimuli [3].

Finally, the olfactory system is specialized in the identification of olfactory cues;
in humans, this process becomes even more complex as the olfactory identification
seems to be correlated with the linguistic identification. Interestingly, familiarity
with a smell could produce a best olfactory identification, but not a linguistic
identification [4]. For this reason, generally olfactory stimuli, once identified by the
sensory point of view, are recognized and described linguistically in terms of
pleasantness and agreeableness. The correlation between the perceptual and lin-
guistic identification is not detected only from a behavioral point of view but also
from a neural point of view; a partial overlap was detected between the neural
networks deputies to the olfactory perception and those used olfactory imagery [5].

In the light of these concepts, it is clear how the olfactory perception is an active
process able to detect, discriminate and identify specific olfactory molecules. From
the neural perspective, it is possible to notice the spatial location of an olfactory
stimulus activated around the time (Figs. 28.1 and 28.2), so even the localization of
a visual and acoustic stimulus, identifying this area as a center of integration and
transformation of sensory information into space coordinates. Further studies also
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Fig. 28.1 Mapping of Rose
odor segmentation in different
temporal ranges

Fig. 28.2 Mapping of
Neutral odor segmentation in
different temporal ranges
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have identified that the central, parietal and occipital areas are designated for
olfactory identification and selectively recruited for visual imagery processes [6].

Another important feature of our olfactory system is related to the ability of a
molecule detection, which can reach the olfactory epithelium through the nose
(ortho-nasal) or via the mouth (retro-nasal); some studies have found a double
sensory modality related to the perception of olfactory stimuli [7], so it is possible
to highlight how the same smell can produce different neural responses depending
on whether it is perceived in ortho-nasal or post-nasal way [8]. This process
becomes even more complex because, in everyday situations, we find ourselves to
smell mixtures and not pure odors. This second situation is typical, however, of
experimental situations. A lot of knowledge on olfaction has to be still get mainly
regarding its relationship with other sensory stimuli as audio, visual, taste [9]. Odor
recognition memory is slightly influenced by the length of retention intervals. This
is observed for short intervals (a few minutes) as well as longer retention period
(years) [10]. Another approach to understand the olfaction links to other senses is to
monitor and analyze human brain activity during odors perception. By measuring
event-related potentials (ERPs) by electroencephalography, it is possible to measure
the electrophysiological response of brain to a specific event, i.e. the presentation of
olfactory stimuli [11] (see Fig. 28.3).

Fig. 28.3 Olfactory event related potentials: PEA (Black Line) and neuter (Red Line)
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In this paper, we used a new device to record olfactory event-related potentials,
the US2017127971 (A1) [12]. The invention consists in the creation of a new
measuring system of event-related brain potentials using electroencephalogram
during the olfactory stimulation in a controlled, automated and synchronized
acquisition of the EEG signal. The measuring system, of new conception, has been
implemented through the design and implementation of an olfactometer interfaced
to an EEG instrumentation. In particular, a two channels olfactometer, interfacing
EEG, allows the occurrence of ERP via the controlled administration of two dif-
ferent chemo-olfactory stimuli to the individual during EEG analysis. The subjects
had to identify some odorous substances for the definition of experiments, inter-
esting for the study of brain activity under stimulation by pleasant and neutral
odors. We use this approach to understand an important effect of smell on per-
ception and to investigate new paradigm of smell administration, as well as to
implement new technology and new devices for olfactory cognition, built through
microelectronic systems. Aim of this study is to understand how the olfactory
system can process an olfactory stimulus in a simple recognition task. Through
these results we aim to investigate and to implement innovative applications of
cognitive neuroscience in order to improve olfactory basic knowledge.

28.2 Method

Subjects: we recruited 15 adult safe volunteers (mean age 24.4 years old; s.d 4.4);
the subjects were non-smoking university students. The sample of recruited vol-
unteers had normal hearing, normal or corrected-to-normal vision, and a right
manual dominance. The subjects recruited had no previous experience of EEG and
cognitive tasks. None of them had previously taken part in such experiments. All
participants gave written informed consent according to the Helsinki declaration.
The study was approved inside the ‘Olfactory Protocol’ approved by ASL Lecce
Ethical Committee.

Smell Tools: we arranged an experiment of olfactory stimulation by analyzing
Event Related Potential during perception of two stimuli: pleasant smell of rose
(2-phenyl ethyl alcohol—PEA C8H10O) and neuter the control vaseline oil (CnH
(2n + 2)). The experimental concentration of PEA is 20 μL in 10 mL of Vaseline
oil. A dilution ratio was suitably considering in order to realize easily perceptible
pleasant, odors perception. The odorous solutions were put into 20 mL glass vials
sealed with septum till the exposure time to the volunteers.

EEG: during the smell presentation task, we have recorded data coming from an
EEG 16 Channels of Brain AMP-Brain Vision Recorder, and Galvanic Skin Reflex.
We considered, in EEG tracks, the Event Related Potentials for averaged Neuter
and Rose Smell triggers. The EEG signal was recorded by 16 channels recording
electrodes, obtained by Brain Vision Recorder apparatus (Brain Vision). A further
electrode was positioned above the left eyebrow for electro-oculogram recording.
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The ERPs analysis was obtained using the Brain Vision Analyzer and the time
off-line analysis was from 100 ms pre-stimulus to 500 ms post-stimulus with
1000 ms baseline-correction. Thereafter, trials with blinks and eye movements were
rejected since horizontal electro-oculogram with an Independent Component
Analysis (ICA).

An artifact rejection criterion of 60 V was used at all other scalp sites to reject
trials with excessive EMG or other transient noise. The sampling rate was 256 Hz.
After a transformation and re-segmentation of data with the Brain Vision Analyzer,
the artifact-free EEG tracks corresponding to the affordance object, marked by the
motor response, were averaged in each case to extract the main waveforms of the
P300, N400 and N600. We performed a semi-automatic peak detection with the
mean of the maximum area for the different components of the ERP waves.

Task: subjects were seated in a comfortable chair, 100 cm from the black cave, and
performed only one task during the experiment: the subject had to breath in black
cave, and try to perceive the changes in odor, without naming or reporting them in
any way.

VOS EEG [12]: synchronization, along with the program of olfactory stimulation,
allows us to study in details the ERP according to the triggers that will be used and be
related to the stimulus and interfaced digitized output from the flow meter. The
olfactory triggers are modulated as a function of the variables intensity and duration
of stimulation. Our system of odorous stimuli presentation allows to measure the
OERPs under olfactory stimuli in a controlled, automated mode synchronized to the
acquisition of the EEG signal. The system is based on the dynamic headspace
sampling method. Aliquots of samples of odorous substances (at a given concen-
tration in solution—vaseline solvent) are placed inside 20 ml sealed by septa PTFE
gas-tight glass vial; the volatile compounds of the substance, passed in vapor phase,
are extracted by means of a flow of air taken from the environment. An acoustically
isolated micro-pump conveys the air flow, adjusted and kept constant (100 ml/min)
by a flow controller, through an appropriate combination of solenoid valves into two
vials, where two different odors sources S1 and S2 are contained; solenoid mini
valves with a low level of noise emissions have been used in the olfactometer to limit
the possible influences on the individual caused by pneumatic or auditory cues. Rise
time of the olfactorystimulus is about 2 s. In our experiment S1 is Rose (Rose 2 μl
and 10 ml of Vaseline Oil) and Neutral (2 μl and 10 ml of Vaseline Oil). The
presentation is conveyed through a plexiglas tube in a black cave that avoids the
presentation of visual stimuli. The sequence of stimulus presentation S1 (for 3 s) and
S2 (for 3 s) is random with an inter-stimulus period of 60 s during which the
individual is exposed only to air. The air flow, after collecting the volatile compo-
nents of the substances S1 and S2, transfers them to an exposure open box (a cave),
where the subject will have to put his head. The cave has been appropriately
obscured to avoid visual constraints. The duration of the task session was 25 min.

VAS: the subjects, after the EEG task, had to fill in a 5-points visual analogic scale
on three dimensions: Pleasant, Familiar and Arousing dimension.
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28.3 Data Analysis and Results

28.3.1 EEG Datasets

Dataset concerned amplitude and latency of P300, N400 and N600 components of
the ERP waves. The collected data were the observations, in 15 attributes corre-
sponding to 15 electrodes (F1, F2, …, F15), on 15 individuals split into 2 classes
related to the specific smell of experiment (smell1 and smell2). The correspondence
between features and EEG channels is shown in Table 28.1.

28.3.2 Data Analysis

Former analysis performed the significance of features to discriminate between
individuals of the 2 classes and then, by using the two-tailed Student’s
t-distribution, 15 features were selected as an input of an Artificial Neural Network
(ANN) pattern recognition strategy [13]. For each data collection, both the
amplitude and the latency of P300, N400 and N600 were computed, for each index
i, the average of the two classes for the i-th feature (Eq. 28.1).

μi, c =
1
14

∑
14

j=1
xi, j with i=1, 2, . . . , 15 and c=1, 2 ð28:1Þ

Then, it was used the Student’s t-distribution to determine whether there was a
statistically significant difference between the means of 2 classes [13].

The inferential statistical analysis revealed that only P300 and N400 in latency
showed some significant features. The significant features are shown with the
corresponding p-value in Table 28.2.

Table 28.1 Mapping of features and EEG channels

Feat F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15

EEG Fp1 Fp2 F3 F4 C3 C4 P7 P8 O1 O2 F7 F8 Cz Pz Fz

Table 28.2 Significant features with the corresponding p-value, for each ERP wave component

ERP Significant
features

p-value < 0.05 ERP Significant
features

p-value < 0.05

P300 latency F7 0.0321 N400 latency
F12 0.0042 F8 0.0163
F14 0.0229
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28.3.3 Binary Neural Classifier

The measure of the goodness and the representativeness of the subsets restricted to
the significant features extracted in the previous step (Table 28.2) was directly
related to their discrimination ability between the two classes (smell1 Rose and
smell2 Neuter). For the purpose, 10 neural networks classifiers were designed
[14–16] trained and tested on each input pattern. In order to evaluate the classifier
performances, the following indexes were used: Accuracy (Eq. 28.4), Area Under
the ROC Curve (AUC), Sensitivity (Eq. 28.2) and Specificity (Eq. 28.3). The mean
values calculated on the ten neural networks were considered.

sensitivity=
TP

TP+FN
ð28:2Þ

specificity=
TN

TN +FP
ð28:3Þ

accuracy=
TP+ TN

TP+FP+FN +TN
ð28:4Þ

In Table 28.3, there is the confusion matrix showing the number of false posi-
tives (FP), false negatives (FN), true positives (TP), and true negatives (TN). The
input data for the neural network were the six ERP wave components (amplitude
and latency of P300, N400 and N600, independently). In training, it was used the
following settings: random initialization of synaptic weights with values between
±1, learning rate of 0.3 and momentum of 0.2, method of cross-validation with a
training time of 500 epochs.

28.3.4 Results

The comparison of the results in classification for each ERP wave component
(Table 28.2) on the full dataset and on the restricted number of significant features
one, shows that only P300 and N400 latency produced the best classification per-
formances for the corresponding restricted datasets cases, as shown in Table 28.4.

Table 28.3 A confusion matrix allows visualization of the classification algorithm performances

Expert advices Total
Smell 1 Smell 2

Prediction Smell 1 TP FP Class 1 (TP + FP)
Smell 2 FN TN Class 2 (FN + TN)

Total Smell 1 (TP + FN) Smell 2 (FP + TN)
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On average, the smell 2 group showed, for each significant feature, higher values
of N400 Latency and lower values of P300 Latency than the smell1 group.

The location of electrodes corresponding to the statistically significant features
of the ERP wave components represent the Regions of Interest (ROIs) of the
specific phenomenon. In the case of P300 latency, the ROI was composed by F8; in
the case of N400 latency the ROI covers the area composed by F7, F12, F14. In
order to improve the classification performances reducing the number of features to
be analyzed, we looked for a smaller set of features. In the second case, it was
obtained a fewer set concluding that the significant features for discriminating
individuals in the two classes could be reduced to F7, F12 (Table 28.4). A different
approach it was tried to find out if amplitude could contain knowledge about the
phenomenon. On the same datasets (P300, N400, P600 amplitude and latency) it
was performed the Kruskal-Wallis test obtaining the following results: for the
latency in each ERP component, the values of all channels had medians which do
not differ significantly from each other; instead, there were significant variations
between the medians of amplitudes values. The Dunn post hoc highlighted channel
pairs with significant differences; they are shown for each ERP component in
Table 28.5. The features extracted from the pairs obtained after the previous step
were the ones with the greatest number of occurrences weighted with the p-value
summary. The result was the following: Fz for the P300 amplitude; Cz, Fz, O2, P8
for the N400 amplitude and Cz, Fz for the N600 amplitude.

In order to discriminate between the grades in each VAS (pleasant, familiar and
arousing), we designed feed-forward error back propagation neural networks. In
this case, the neural classifiers were trained, validated and tested with
one-against-all strategy to perform a multi-classification (5 classes). Their perfor-
mances on the full datasets and the datasets limited to the significant features, were
compared (Table 28.6). The values of accuracy in classification of the three VAS
were always higher in the case of dataset restricted to the selected significant
features. For P300 and N400 amplitude there was a significant improvement in the
familiar VAS classification, as well as for N600 amplitude in arousing VAS
classification.

Table 28.4 Performances of P300 and N400 latency, using the full data set input and the dataset
restricted to the statistically significant features

ERP Dataset Number of neurons
in hidden layer

Avg
accuracy

Avg
AUC

Avg
sensitivity

Avg
specificity

P300
latency

[F1, F2, …, F15] 8 50.00 0.58 0.46 0.50
[F8] 1 68.67 0.73 0.65 0.72

N400
latency

[F1, F2, …, F15] 8 57.00 0.59 0.34 0.79
[F7, F12, F14] 2 78.00 0.86 0.71 0.86
[F7, F12] 2 89.33 0.90 0.82 0.97
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Table 28.5 Dunn post hoc results: channel pairs with significant differences with p-value
summary

P300 amplitude N400 amplitude N600 amplitude

P8 Fz * Fp1 Cz * Fp1 Cz *
O1 Fz * Fp1 Fz *** Fp1 Fz ***
O2 Fz * Fp2 Cz ** Fp2 Cz **
F7 Fz ** Fp2 Fz **** Fp2 Fz ***
F8 Fz ** F3 P8 *** F3 P8 *
Pz Fz * F3 O2 ** P7 Cz *

F4 P8 ** P7 Fz ***
F4 O2 * P8 Cz ***
P7 Cz ** P8 Fz ****
P7 Fz *** O1 Cz **

P8 Cz **** O1 Fz ****
P8 Fz **** O2 Cz **
O1 Cz ** O2 Fz ****
O1 Fz **** F7 Cz **
O2 Cz **** F7 Fz ****
O2 Fz **** F8 Cz *
F7 Cz ** F8 Fz ***
F7 Fz *** Pz Fz **
F8 Cz **
F8 Fz ****
Pz Fz **

p-value summary: * p < 0.05; ** p < 0.01; *** p < 0.001; **** p < 0.0001

Table 28.6 Accuracy rate gain of P300, N400 and N600 amplitude in VAS discrimination, using
the full dataset input and the dataset confined to the statistically significant features

ERP Compared sets
of features

Arousing VAS
accuracy gain (%)

Familiar VAS
accuracy gain (%)

Pleasant VAS
accuracy gain (%)

P300
Amplitude

[F1, F2, …, F15]
versus
[Fz]

3.83 (31.33–27.5) 17.5 (44.5–27) 4.33 (48.5–44.17)

N400
Amplitude

[F1, F2, …, F15]
versus

[Fz, Cz, O2, P8]

5.67 (40.5–34.83) 16.16 (48.83–32.67) 6.16 (31.83–25.67)

N600
Amplitude

[F1, F2, …, F15]
versus
[Fz, Cz]

26.5 (50.50–24) 7.84 (44.84–37) 4.5 (23.17–18.67)
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28.4 Discussion and Conclusion

Three groups of significant features were identified, one for each amplitude com-
ponent: Fz for the P300 amplitude; Cz, Fz, O2, P8 for the N400 amplitude, Cz, Fz
for the N600 amplitude. Furthermore, using three neural classifiers, we checked the
performance in accuracy with full set and restricted one, always getting the best
performance with the latter.

An important result found in this work is that in both P300 and N400 amplitude
there is a significant improvement in the familiar classification, while the N600
amplitude enhances the arousing classification. Our results suggest that, in a pre-
sentation where the threshold of detection is low, we can observe the involvement
of slow event related potentials, like N400 and N600, ERP involved in language
and in a semantic meaning [17]. It happens probably because an encoding pro-
cessing for naming identification of familiar and arousing stimuli occurs. The
olfactory system is specialized in the identification of olfactory cues; this process
becomes even more ‘cognitive’ when the olfactory identification seems to be cor-
related with the linguistic identification that is when the stimulus seems less
identifiable. Even for the olfactory condition, as is the case for the other sensory
conditions relating to the mental imagery, the ideational aspects play an important
role in the modulation of amplitude and latency aspects of the event related
potentials [18–20].

Interestingly, familiarity and arousing with a smell could have a best olfactory
identification in slow latency.

Acknowledgements ‘Università del Salento—publishing co-funded with ‘5 for Thousand
Research Fund’.
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Chapter 29
Automatic Detection of Depressive States
from Speech

Aditi Mendiratta, Filomena Scibelli, Antonietta M. Esposito,
Vincenzo Capuano, Laurence Likforman-Sulem,
Mauro N. Maldonato, Alessandro Vinciarelli and Anna Esposito

Abstract This paper investigates the acoustical and perceptual speech features that
differentiate a depressed individual from a healthy one. The speech data gathered
was a collection from both healthy and depressed subjects in the Italian language,
each comprising of a read and spontaneous narrative. The pre-processing of this
dataset was done using Mel Frequency Cepstral Coefficient (MFCC). The speech
samples were further processed using Principal Component Analysis (PCA) for
correlation and dimensionality reduction. It was found that both groups differed
with respect to the extracted speech features. To distinguish the depressed group
from the healthy one on the basis the proposed speech processing algorithm the Self
Organizing Map (SOM) algorithm was used. The clustering accuracy given by
SOM’s was 80.67%.
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29.1 Introduction

It was found that most of the identified acoustic differences between depressed and
healthy speech are attributed to changes in F0 frequency values and F0 related
measures, formants’ frequencies, power spectral densities, Mel Frequency Cepstral
(MFCC) coefficients, speech rate, and glottal parameters such as jitter and shimmer
[1, 4, 20–24]. Recently, it has been observed that the depressed speech exhibits a
“slow” auditory dimension [19] and it is perceived as sluggish with respect to the
respective healthy samples. Esposito et al. [4] reported that this effect can be pri-
marily attributed to lengthened empty pauses (no significant differences between
filled pause durations and consonant/vowel lengthening), and shortened phonation
time (less and shorter clauses), whose distribution in a dialogue significantly differs
between depressed and healthy subjects. Such measures can be used to develop
algorithms that can be implemented in automatic diagnostic tools for the diagnosis of
different degrees of depressive states and in general for embedding in ICT interfaces
socially believable and contextual information [5]. For this reason, our goal is to
extend the earlier research work in Esposito et al. [4] and propose a way through
which the detection of such features and measures can be automated so that the
depressed speech could be distinguished from the healthy one. The proposed method
is based on MFCC speech processing algorithm [16, 22, 26] and the SOM [9, 27, 28]
clustering method adopted for the accuracy analysis. This approach is motivated by
the fact that MFCC encoding captures subtle variations in the speech [14], struc-
turing the data according to their properties. The algorithm implemented by SOM is
able to identify such structures clustering similarities together. The authors have
tested the algorithm on seismic signals obtaining valuable performance [8, 9]. The
paper is structured as follows. The descriptions of the used database are presented in
Sect. 29.2; detailed descriptions of the given dataset processing using MFCC and
PCA are presented in Sects. 29.3 and 29.4 respectively. Section 29.5 reports our
clustering results followed by conclusions in Sect. 29.6.

29.2 Database

Read and spontaneous speech narratives, collected from healthy and depressed
Italian participants were used for the proposed research. For the read narratives,
participants were asked to read the tale “The North Wind and the Sun” which is a
standard phonetically balanced short folk tale composed of approximately six
sentences. For the spontaneous narratives, participants were asked to narrate the
daily activities performed by them during the past week. The depressed patients
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were recruited, with the help of psychiatrists in the Department of Mental Health
(Dipartimento di salute mentale) at Caserta (Italy) general Hospital, the Institute for
Mental Health (Istituto di Igiene Mentale) at Santa Maria Capua Vetere (Italy)
general Hospital, the Centre for Psychological Listening (Centro di Ascolto Psi-
cologico) in Aversa (Italy) and a private psychiatric office. Consent forms were
collected from all participants, who were then administered the Beck Depression
Inventory Second Edition, BDI II [4] assessed for the Italian language by Ghisi
et al. [11]. BDI scores were calculated for both depressed and healthy subjects.
A total of 24 sets of recordings were collected, 12 from healthy (or typical speech)
and 12 from depressed patients. Each set further contains two types of recordings,
i.e. read and spontaneous narratives. On an average, the duration of each set ranges
from 150 (lower duration bound) to 300 s (approximatively). Therefore, 150 s from
every set is selected and divided into 15 speech waveforms of 10 s. In this selec-
tion, the first 130 s belong to the spontaneous speech and the last 20 s to the
read-narrative speech.

The recordings were made using a clip-on microphone (Audio-Technica
ATR3350), with external USB sound card. Speech was sampled at 16 kHz and
quantized at 16 bits. For each subject, the recording procedure did not last more
than 15 min. The demographic description of each subject involved in the exper-
iment is reported in Esposito et al. [4].

29.2.1 Analysis of the Database

The BDI-II scores in the range of 0–12 are from control subjects. Table 29.1
illustrates the BDI-II score distributions of depressed subjects which are signifi-
cantly higher than the matched control group. The scores are from a mild/moderate
to a severe depression degree. A T-Student test (one and two tailed testing
hypothesis) for independent samples suggested that the factors contributing to the
discrimination between healthy and depressed speech [4] are:

• The total duration of speech pauses (empty, filled and vowel lengthening taken
all together) is significantly longer for depressed subjects compared to healthy
ones

• The total duration of empty pauses is significantly longer for depressed subjects
compared to healthy ones

• The clause duration is significantly shorter for depressed subjects compared to
healthy ones

• The clause frequency is significantly lower for depressed subjects compared to
healthy ones
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29.3 Mel Frequency Cepstral Coefficients (MFCC)

From the above information, it was decided to process the speech data through an
MFCC pre-processing algorithm, since it has been shown that this kind of
pre-processing is the most accurate in extracting perceptual features from speech
[22, 26, 14]. The length of recordings obtained from the participants ranged from
approximatively 200–360 s. In order to account for the same amount of data for
each participant, only 150 s of speech were selected from the beginning of each
recording. Each of these 150 s of speech waves has been divided into 15 segments
of 10 s each giving a total of T = 360 speech signals ((12 depressed + 12 healthy
samples) * 15 segments). Mel-frequency cepstral coefficients (MFCC) are the
results of a cosine transform of the real logarithm of the short-term energy spectrum
presented on a Mel-frequency scale. The MFCC algorithm is based on human
hearing perception which is able to process the details having low frequency ranges
below 1000 Hz. Higher frequency ranges are instead grouped more coarsely. In
other words, MFCC is based on known variation of the human ear’s critical
bandwidth and it is generally used to obtain the best parametric perceptual repre-
sentation of acoustic signals [26, 30]. The MFCC algorithm exploits two kinds of
filters that are spread linearly and logarithmically according to the frequencies in the
signal below or above 1000 Hz [22] respectively. A subjective pitch of pure tones is
present on the Mel Frequency Scale to capture significant characteristic of the
speech perceptual features. Thus for each tone with an actual frequency t measured
in Hz, a subjective pitch is measured on the so called ‘Mel Scale’. The Mel
frequency scale produces a linear frequency spacing below 1 kHz and a logarithmic
spacing above. The extraction of the MFCC coefficients is made according to the
steps illustrated in Fig. 29.1. For sake of clarity, these steps are shortly described in
the following.

29.3.1 Pre-processing and FFT

The speech signal is passed through a first order filter that increases high fre-
quencies energy to emphasize these frequencies according to equation S′(α) = S

Table 29.1 BDI-II score
distributions of depressed
patients with respect to age
groups

Depression degree Age (years) BDI-II score

Mild + Moderate 21–30 21–25
41–50 16–20
51–60 16–20
61–70 26–30

Severe 31–40 36–40
41–50 31–35
51–60 31–35
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(α) − A × S(α − 1), where S′(α) is the output of the filtered speech signal S′(α),
A = 0.97 is the pre-emphasis coefficient, and α is the sample index. The
pre-emphasised speech signal is segmented into small frames of TW length, with a
shift of TS (all in ms). In our case, adjacent frames are separated by M = 640
overlapped samples (M < N) [16, 22]. A Hamming window [10] of 100 ms was
applied according to Eqs. (29.1) and (29.2):

S0w αð Þ= S0 αð Þ×W αð Þ ð29:1Þ

W αð Þ=0.54− 0.46 cos
2πα
N − 1

� �
, 0≤ α≤N − 1 ð29:2Þ

where N is the number of samples in each window, S′w αð Þ the output, and S′(α) the
input of the windowing process. The windowing was applied to any α-th speech
frame of 10 s, 1 ≤ α ≤ T = 360 speech frames. The windowed signal is then Fast
Fourier Transformed (FFT, [22]).

29.3.2 Mel Frequency Warping and DCT

A set of triangular filters are used to compute a weighted sum of the FFT spectral
components so that the output approximates to a set of Mel-frequencies (Eq. (29.3))

F Melð Þ=2595 * log 1+ f ̸700ð Þ ð29:3Þ

The amplitude of a given filter over the Mel scale is represented as mj, where
1 ≤ j ≤ NC. NC is the number of filterbanks (30 channels in our case). The
cepstral parameters (cτ) are calculated from the filterbank amplitudes mj using the
Eq. (29.4):

PRE-
EMPHASIS

FRAMING 
AND 

BLOCKING
WINDOWING

DCT
MEL-

FREQUENCY 
WARPING

FFTMFCC Coefficients

Speech Signal

Fig. 29.1 MFCC processing
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cτ =

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2
NC

� �s
∑
NC

j=1
mj cos

πτ

NC

� �
j− 0.5ð Þ

� �
ð29:4Þ

where τ is index of the cepstral coefficients, 1 ≤ τ ≤ x, and x the number of
cepstral coefficients (5 in this case). Finally, the MFCCs are calculated using the
discrete cosine transform (DCT) and cepstral liftering routine through Linear Pre-
diction Analysis [30]. Through trial and error processes, it was observed that there
were no significant differences in the SOM classification accuracy trained over a
dataset of 12 MFCCs versus one of 5 MFCCs, (for each 10 s of speech), while
considering less than 5 MFCCs the SOM classification accuracy decreased.

Figures 29.2 and 29.3 report the MFCC processing of a 10 s speech wave for a
depressed (Fig. 29.2) and healthy (Fig. 29.3) subject respectively. The figures are
intended to show that such processing is able to capture the frequency and duration
of clauses and empty pauses. Indeed, it is possible to see that empty pauses are
clearly more frequent in the depressed speech producing a different MFCC
encoding. In each figure, the topmost subfigure is the plot of the original 10 s
speech wave. The middle one displays the energy of the same speech after a 30
channel Mel-frequency processing. On the x-axis is the time, and on y-axis the
number of Mel-frequency. The different colours indicate the amount of energy, for a
given sample at a given Mel-frequency filterbank. The bottommost subplot repre-
sents the MFCC encoding. When comparing the middle and bottom subplots of
Figs. 29.2 and 29.3 it can clearly be seen that the energy of the depressed speech is
lower as compared to a typical speech in the given time-frame distribution.

Fig. 29.2 MFCC processing on a 10 s speech sample of a depressed subject
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29.3.3 Principal Component Analysis (PCA)

Principal Component Analysis is a common dimension reduction method applied
for feature extraction in speech recognition [13]. PCA maps m-dimensional input
data to n-dimensional one, where n ≤ m. The method assumes that features that
best describe the data are in the directions along which the variations of the data are
the largest [12, 29]. Given F feature vectors each of H cepstral coefficients repre-
sented as xij, xij, 1≤ i≤H, 1≤ j≤F, the PCA processing is given by the Eqs. (29.5)
and (29.6):

νij = xij − xi, 1≤ i≤H, 1≤ j≤F ð29:5Þ

xi =
1
F
∑F

j=1 xij ð29:6Þ

where νij is the new jth—centered vector data for PCA and xi is the mean of the
original dataset containing ith MFCCs. Usually, PCA analysis contains only a
single covariance matrix. However, we had to compute P covariance matrices, for
each 10 s of speech, as given by Eqs. (29.7) and (29.8).

P=
Total sample inputs of PCA

Cepstral coefficient per speech sample
=

H
x

ð29:7Þ

Fig. 29.3 MFCC processing on a 10 s speech sample of a typical person
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Covi =
1
F
∑
F

j=1
νijν

T
ij , 1≤ i≤P ð29:8Þ

The principal components are obtained by solving the equation:

λi yið Þ=Covi yið Þ, 1≤ i≤P ð29:9Þ

where λ ≥ 0 and y ∈ viF. The dimensionality reduction step is performed by
keeping only the eigenvectors corresponding to the K largest eigenvalues (K ≤ P).
The resultant values are stored in the matrix YK = [y1 y2 … yK] where y1, …, yK,
are eigenvectors and λ1, . . . , λk , are eigenvalues of the covariance matrix Covr (r ∈
[1, K]). The reduced PCA transformation matrix YK is obtained by solving the
Eq. (29.10)

zr = YT
Kνrj, 1≤ r≤K, 1≤ j≤F ð29:10Þ

where zr denotes the transformed vector.
The first subplot of Fig. 29.4 shows the distribution of the MFCC coefficients

before applying the PCA algorithm. The data points have the largest variation along
the x-axis. The second subplot shows the reduced dataset with data points corre-
lated to the corresponding mean values of the original MFCC values. The dataset
reduced from P = 360 vectors (each of 248 features) to K = 75 vectors. Both the
depressed and healthy data, represented as principal MFCC coefficients, have been
plotted together. As mentioned above, features discriminating between depressed
and typical speech are the total duration of speech pauses (empty, filled and vowel
lengthening taken all together), the total clause durations, and the clause fre-
quency. These features are not the ones used for our clustering with SOM, since our
speech samples were processed through the MFCC algorithm. However, it is

Fig. 29.4 Plots of the obtained (top) and PCA reduced MFCC coefficients (bottom)
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possible that MFCC coefficients encode these parameters. Figures 29.2 and 29.3
support this hypothesis since the MFCC coefficients extracted from depressed
speech (Fig. 29.2) display lower energy as compared to those extracted from
healthy speech waves (Fig. 29.3). This indirectly suggests more silences and longer
empty pauses.

29.4 Self Organizing Map (SOM) Clustering

The SOMs carry out a nonlinear projection of the input data space to a set of units
(neural network nodes) on a two-dimensional grid. The grid contains µ neurons
given μ=R×C, where R and C are the number of rows and columns of the SOM
grid respectively. Each neuron has an associated weight vector which is randomly
initialized. During the training, the weight vector associated to each neuron is likely
to become the center of a cluster of input vectors. In addition, the weight vectors of
adjacent neurons (neighboring neurons) move close to each other to fit a
high-dimensional inputs space into the two dimensions of the network topology [8,
9, 28].

29.5 Results

The main goal of this research was to automatically discriminate between depressed
and healthy speech. To this aim, the final MFCC dataset after the PCA reduction
was fed into a URC SOM using the MATLAB Neural Network Toolbox [2]. The R
and C values were taken each equal to 6 making a grid of 36 neurons. After training
the SOM for 600 epochs, clusters of input vectors with similar MFCC-PCA reduced
coefficients are formed on the grid, as illustrated in Fig. 29.5. Figure 29.5 repre-
sents the resultant coefficient hits per neuron—i.e. the number of coefficients that
cluster in a given neuron of the SOM. The class of a node corresponds to the
majority class of the samples clustered in it. Generally, a cluster centre is a neuron
that holds a high density of coefficient hits and is closest to all the remaining
neurons in that particular cluster as compared to any other neurons in the same
cluster. The centre of a cluster of neurons that collects the majority of hits from each
class (in our case two classes: depressed and typical speech) is chosen as the neuron
containing the maximum number of hits for a given class whose neighbouring
neurons also attract the majority of hits from the same class. To this aim, the neuron
13th is a practical option for depressed speech and the 24th for typical speech.

Figure 29.5 represents a statistical analysis of the SOM clustering of the entire
dataset containing 50% of depressed speech and 50% of control/typical speech
feature coefficient hits. The x-axis represents the µ neurons (in this case µ = 36) on
the SOM grid and the y-axis the number of hits for the healthy (red line) and
depressed (blue line) speech. The neurons in Fig. 29.5 are not pure classes of only
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one type of hit (as in the ideal case of 100% accuracy). They contain hits from both
typical and depressed speech, as it can be seen in Fig. 29.6. In the real life sce-
narios, it is quite possible that a small number of typical speech coefficients hit a
cluster which have a majority of depressed coefficients and vice versa. Therefore,
for the neuron 13 in Fig. 29.5—all the coefficients hits are 95. However, when the
SOM output is analysed through the Matlab routine “nctool” that allows to quantify
the hits in each neuron, it appears that out of 95 hits, 91 belong to the depressed
speech (true hits) and 4 to the typical speech (false hits). This is illustrated in
Fig. 29.6 where the 13th neuron shows 91 rather than 95 hits. The same reasoning
applies to the neuron 24th and all the remaining neurons. To obtain a realistic
clustering accuracy, the testing procedures were repeated three times, using the
Rand Measure technique [18] and exploiting three different sets of input vectors,
randomly chosen with different proportions of depressed and healthy feature
coefficients. The three sets of input vectors were accordingly defined as:

1. Two sets of input vectors (extracted from the 60% of the original dataset),
containing 75% of depressed speech features and 25% of healthy ones;

2. Two sets of input vectors (extracted from the 40% of the original database)
containing the 12.5% of depressed speech and the 87.5% of healthy one;

3. Two sets of input vectors (the entire dataset) containing an equal amount of
depressed and healthy speech (50% each).

The mean performance accuracy from the resultant SOM clustering on each of
the three sets, according to the numbers of SOM hits is reported on Table 29.2.

Fig. 29.5 The resulting SOM. The healthy (orange) and depressed (blue) MFCC features groups
into two different clusters along the matrix diagonal. Neuron numbers on the grid must be read
from left to right, bottom to top
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29.6 Discussion and Conclusion

There are many parameters in the speech of depressed people that show significant
differences compared to a healthy reference group [1, 4, 20, 22–24]. In this study,
these parameters were automatically extracted from a dataset of healthy and
depressed speech waves by using the MFCC speech processing algorithm [10, 16].
Further correlation of the processed speech was performed by using the PCA
algorithm to reduce the data dimensionality. The findings in literature suggest that
features discriminating depressed healthy speech are produced by the framing of
speech pauses that are elongated, and duration and frequency of speech clauses
which are shortened and less frequent for depressed subjects [4, 15]. It is possible
that these features are captured by processing speech waves through the MFCC
algorithm and through the PCA concept to select from MFCC coefficients those that
show the greatest variability with respect to the variance of the data.

In this context, it was found that the combination of MFCC and PCA is a
powerful technique for the automatic feature extraction of depressed speech features
since, by using a SOM clustering algorithm on such processed data the

Fig. 29.6 Analysis of the result after clustering of the entire dataset. The x axis represents neurons
and the y axis the total number of coefficient hits

Table 29.2 SOM classification results on three different sets of input data

Dataset for classification using SOMs Accuracy
(%)% of the original

data set
% of depressed speech used
in each run

% of healthy speech used
in each run

60 75 25 83.34
40 12.5 87.5 78.67
100 50 50 80
Mean accuracy 80.67
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discrimination accuracy of 80.67% (see Table 29.2) was obtained. The clustering
was performed on a small database of 24 recordings (12 depressed and 12 healthy
subjects). Despite of these limitations, the discrimination accuracy was far above
the chance suggesting that the extracted automatic features d (Sects. 29.2.1 and
29.5) are quite descriptive of depressed and healthy speech despite of the amount
of data used for the automatic feature extraction. With more of such data, it is
expected to achieve an improvement of the discrimination accuracy. Therefore, the
combination of MFCC and PCA is a robust process for extracting features from
speech and SOMs provide a good platform for clustering. Similar results were
obtained by Kiss et al. [15] using a Support Vector Machine Classification algo-
rithm trained on a larger Hungarian database and tested on the same Italian data.
The method presented in this paper for the same Italian database resulted in an
improvement of the discrimination accuracy with respect to the classification
accuracy reported in Kiss et al. [15]. This study can be extended to a multi-lingual
speech database for detecting depression in a language independent way with a
larger dataset.

Currently there is a huge demand for complex autonomous systems able to assist
people on several needs, ranging from long term support of disordered health states
(including caring of elders with motor-skills restrictions) to mood and commu-
nicative disorders. Provisions of support have been made either through the mon-
itoring and detection of changes in the physical, and/or cognitive, and/or social
daily functional activities, as well as in offering therapeutic interventions [3, 17,
25]. According to the World Health Organization (WHO) at the least 25% of people
visiting family doctors live with depression. As reported on the WHO website,
(http://www.euro.who.int/en/health-topics/noncommunicable-diseases/mental-health/
news/news/2012/10/depression-in-europe). This number is projected to increase and
place considerable burdens on national health care institutions in terms of medical,
and social care costs associated to the assistance of such people. Voice Assistive
Computer Interfaces able to detect depressive states from speech can be a solution
to this problem because they can provide an automated on-demand health assistance
reducing the abovementioned costs. However, speech is intrinsically complex, and
emotional speech is even more [7] requiring the need of an holistic approach that
account for several factors including personality traits [27], social and contextual
information and cultural diversities [5]. “The goal is to provide experimental and
theoretical models of behaviors for developing a computational paradigm that
should produce [ICT interfaces] equipped with a human level [of] automaton
intelligence” ([6], p. 48).
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Chapter 30
Effects of Gender and Luminance
Backgrounds on the Recognition
of Neutral Facial Expressions

Vincenzo Capuano, Gennaro Cordasco, Filomena Scibelli,
Mauro Maldonato, Marcos Faundez-Zanuy and Anna Esposito

Abstract In this study we challenged the universal view of facial emotion perception
evaluating the effects of gender and different luminance backgrounds on the recog-
nition accuracy of neutral facial expressions. To this aim, we applied the Ekman
standard paradigm for assessing the human ability to decode neutral facial expressions
reproduced on black, white and grey backgrounds and portrayed by male and female
actors. The exploited stimuli consisted of 10 different neutral faces (5 females)
selected from the Dutch Radboud database (Langner et al. Cogn Emot, 2010 [21])
where luminance backgroundswere changed in black, grey andwhite. The resulted 30
stimuli were assessed by 31 subjects (16 females) who were asked to tag each of them
with one of the six primary emotion labels. The data analysis demonstrates a signif-
icant gender effect where neutral male faces are less accurately decoded than females
ones. On the other hand, no effects of luminance backgrounds have been identified.
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30.1 Introduction

For more than a century the research on emotions recognition has been guided by
the idea of an innate motor program generating our emotional facial expressions
through the movements of a particular set of muscular facial actions (AU—Action
Units). This research sustains that observers from different cultures can read these
facial actions easily. The experimental evidences of facial emotional expressions as
spontaneous by products of innate motor mechanisms [9, 18, 25], have been
debated recently by several studies showing that the AU movements are affected by
different contextual information1 such as descriptions of social situations [5], voi-
ces, body postures, visual scenes [1, 3, 4, 10, 29] and other emotional faces
[23, 24]. These findings point out that “even there exists a universal substrate tying
the expression and decoding of emotional faces, this process can be less influential
than it was previously hypothesized in regulating social emotional exchanges” [4].
Therefore, in order to properly recognize facial emotional expressions, and in
general interlocutors’ emotional states, several cognitive processes must be at play,
involving the ability to decode intra personality, emotion regulation strategies,
personal experiences, see [14, 33] and inter contextual information [14].

Though several studies have found a relationship between colors and emotions
[19, 28, 31], to our knowledge, only few have investigated the relationship between
colors and emotional facial expressions [7] and no studies have verified the influ-
ence of different “image backgrounds” on the proper recognition of facial emotional
expressions.

The present study evaluate the emotional recognition performance of 31 (15
males) observers using 10 neutral (i.e., no emotional) facial expressions (5 women),
selected from the Radboud Faces Database [21] and administered with 3 different
luminance backgrounds (white, black, grey). The aim was to verify whether simple
physical contextual information (like e.g. the background of a picture) and the
gender of the actor might affect the human ability to decode neutral facial
expressions.

30.2 Materials and Procedure

30.2.1 Participants

We recruited 31 white Caucasian western observers (15 males) aged between
22 and 30 years (M = 26.35, SD = ±2.90) with a minimal experience of other
cultures (as assessed by the screening questionnaire reported in the appendix of
this paper as Supplemental Material) and normal or corrected-to-normal vision.

1Context information is intended here as including the physical, social, individual, and organi-
zational aspects of context surrounding the emotional facial expression that has to be recognized.
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The study was exempt from ethical approval procedures since it involved health
subjects which volunteered their participation. All observers filled and signed a
consent form declaring their voluntary participation and authorized the researchers
to use the collected data for scientific purposes.

30.2.2 Stimuli

10 different neutral facial expressions (5 males) were selected from the Radboud
Faces Database [21] and photo edited in order to create 3 different luminance
background conditions (see Fig. 30.1 for an example): white (rgb2 = 255, 255,
255), grey (rgb = 128, 128, 128) and black (rgb = 0, 0, 0). A total of 30 stimuli
were obtained and randomly presented to the observers through the Superlab3

software. Each stimulus was presented for 3 s, after a 1 s fixation point. The
observers were asked to categorize the stimuli among the six Ekman universal
emotions (happiness, fear, sadness, anger, surprise, disgust) plus a “no emotion”
and “other” as possible label responses.

30.2.3 Procedure

An 8 Alternative Emotion Forced-Choice (8AEFC—happiness, fear, sadness,
anger, surprise, disgust, other, no emotion) was created: the observers were
instructed according to the Ekman paradigm [30].

Observers established familiarity with the task by reading detailed instructions
provided through the Superlab software. Each observer viewed and categorized the
30 stimulus’ trials presented across 1 experimental session with a constant viewing
distance of around 68 cm, with images subtending 14.8° (vertical) and 9.4° (hor-
izontal) of visual angles, reflecting the average size of a human face during natural
social interactions [17]. The stimuli appeared in the central visual field of a com-
puter screen. Each observer was asked to label the stimuli (forced choice). All
observers remained naïve to the presentation order of the stimuli (which were
randomly displayed) and the aims of the experiment.

2RGB is an additive color model based on three primary colors: red, green, and blue. Each color is
represented by three integers ranging in the numerical set of [0, 255], and representing the intensity
of each primary color [32].
3www.superlab.com/. Copyright 2012 Cedrus Corporation.

30 Effects of Gender and Luminance Backgrounds … 317

http://www.superlab.com/


30.3 Results

A 2 × 2 × 3 repeated measures ANOVA was performed in order to verify the
influence of gender and luminance backgrounds on the observers’ recognition’s
performance. In particular, the considered analysis took into account as a between
subject variable the participants’ gender, and as within subject variables the gender
of stimuli and the luminance backgrounds (black, grey and white). The confidence
level was set to alpha = 0.05. Table 30.1 presents the emotional labels (in per-
centages) attributed to each stimulus, according to the stimulus gender and its
luminance backgrounds (F-Black, M-Black, F-Grey, M-Grey, F-White, M-White).

Fig. 30.1 An example of 2 stimulus’ identities (a female and a male), presented in the 3 different
luminance backgrounds: black (rgb 0, 0, 0), grey (rgb 128,128, 128) and white (rgb 255, 255, 255)
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Luminance Background Effects
No luminance background effects (F (2, 58) = 1.66, p = 0.19) were found on the
correct recognition of neutral faces. When participants labeled the neutral faces with
another emotional category, a significant difference was found for surprise
(F(2;58) = 3942; p = 0.025). A post-hoc comparison using the Bonferroni test
indicated that surprise was significantly misrecognized (p-value = 0.034) in the
white (M = 1.327, SD = 0.059) rather than the black (M = 1.112, SD = 0.039)
background condition. The graph in Fig. 30.2 illustrates emotional labels (in per-
centages) attributed to each stimulus, according to its luminance background
(Black, Grey, White).

Gender Effects
The gender of stimuli significantly affects the correct recognition of neutral faces
(F (1, 29) = 8.332; p = 0.007). In particular, female neutral stimuli (M = 3.637,

Table 30.1 Emotional labels (in percentages) attributed to each stimulus, according to the
stimulus gender and its luminance backgrounds (F-Black, M-Black, F-Grey, M-Grey, F-White,
M-White). Reported are both the percentages of correct answers (associated with the neutral
labels) and the percentages of confusions with other emotions

% F-Black M-Black F-Grey M-Grey F-White M-White

Female−subjects Neutral 62.50 47.50 53.75 47.50 57.50 42.50
Sadness 15.00 12.50 12.50 11.25 18.75 12.50
Fear 1.25 3.75 1.25 5.00 0.00 2.50
Happiness 3.75 7.50 3.75 7.50 3.75 5.00
Disgust 1.25 3.75 1.25 1.25 1.25 0.00
Anger 10.00 12.50 10.00 15.00 8.75 18.75
Surprise 2.50 2.50 2.50 2.50 1.25 6.25
Others 3.75 10.00 15.00 10.00 8.75 12.50

Male−subjects Neutral 45.33 46.67 48.00 40.00 49.33 34.67
Sadness 12.00 9.33 9.33 8.00 12.00 9.33
Fear 8.00 4.00 5.33 5.33 1.33 9.33
Happiness 8.00 16.00 6.67 13.33 5.33 13.33
Disgust 9.33 6.67 10.67 4.00 12.00 5.33
Anger 9.33 10.67 9.33 14.67 6.67 16.00
Surprise 1.33 2.67 5.33 8.00 8.00 10.67
Others 6.67 4.00 5.33 6.67 5.33 1.33

Total subjects Neutral 54.19 47.10 50.97 43.87 53.55 38.71
Sadness 13.55 10.97 10.97 9.68 15.48 10.97
Fear 4.52 3.87 3.23 5.16 0.65 5.81
Happiness 5.81 11.61 5.16 10.32 4.52 9.03
Disgust 5.16 5.16 5.81 2.58 6.45 2.58
Anger 9.68 11.61 9.68 14.84 7.74 17.42
Surprise 1.94 2.58 3.87 5.16 4.52 8.39
Others 5.16 7.10 10.32 8.39 7.10 7.10
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SD = 0.245) have been recognized significantly better than male ones (M = 3.157,
SD = 0.224). When observers mis-recognized neutral faces, the gender of the
stimuli significantly affected the mis-recognition. In particular, neutral faces por-
trayed by a male actor were significantly more than female faces mis-decoded as
happiness (F (1, 29) = 5.791, p = 0.023) and anger (F (1, 29) = 5.824, p = 0.022).

The gender of the observers did not affected the recognition accuracy (F (1,
29) = 0.815, p = 0.377). The graph in Fig. 30.3 illustrates emotional labels (in
percentages) attributed to each stimulus, according to its gender.

30.4 Conclusion

The intent of this work was to contribute to the research investigating on the human
ability to recognize and correctly decode emotional facial expressions.

In particular, it was investigated whether different luminance backgrounds and
the gender of the stimuli affect the ability of an observer to correctly decode neutral
facial expressions.
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Fig. 30.2 Emotional labels
(in percentages) attributed to
each stimulus, according to its
luminance background
(Black, Grey, White).
Reported are both the
percentages of correct
answers (associated with the
neutral labels) and the
percentages of confusions
with other emotions
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Fig. 30.3 Emotional labels
(in percentages) attributed to
each stimulus, according to its
gender (Female, Male).
Reported are both the
percentages of correct
answers (associated with the
neutral labels) and the
percentages of confusions
with other emotions
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In spite of the results reported in Lambrecht et al. [20], who recently found no
significant gender-specific effects on the recognition of emotions through visual and
audiovisual stimuli, our data reveals a significant effect of the gender. In particular
neutral facial expressions portrayed by female actresses are decoded significantly
better than those portrayed by male actors. In addition, observers confuse more a
neutral facial expression with a happy, and/or angry face when the expression is
portrayed by a male rather than a female.

Our data adds a socio-cultural effect (the gender of the faces) to recent findings
showing that the recognition of emotional facial expressions is affected by social
situation descriptions [5], voices [1], body postures [3], visual scenes [8, 29], and
other emotional faces [23, 24].

The automatic recognition of faces (and in particular emotional faces) under
gross environmental variations and in real time is still a largely unsolved problem
[6]. However, humans do not seem to be affected by these limitations since our data
did not show any effect of the three different luminance backgrounds.

In summary, our data adds to the abovementioned findings (and only for neutral
faces), a socio-cultural effect due to the gender of the stimuli, and excludes a
physical effect due to white, black, and grey luminance backgrounds.

In the fascinating research debate investigating whether emotional facial
expressions are learned communication patterns [15, 16, 22, 27] or spontaneous
expressions of innate mechanisms [9, 18, 25, 26] our results seem to suggest that
facial emotional expressions “are social messages dependent upon context and
personal motives” [11, 12]. This complex “dynamic situated” attempt [2, 34] to
account for variabilities affecting the human ability to decode emotional facial
expressions need further investigations and more data.

These further investigations should account of information of the physical,
organizational, cultural, and social environment in which the facial expression is
manifested, the characteristics of the individual experiencing and/or recognizing the
emotion itself (understood as his personality, his habitual way to express and
regulate emotions) and her/his degree of sensitivity (her/his ability to read emo-
tional signals).

Supplemental Material

Observer Questionnaire
Each potential observer completed the following (culture appropriate) question-
naire. We selected only participants that answered to the following questions as
reported below4:

4The signed squares represents the accepted answers: vision (normal vision, glasses, contact
lenses), with no learning disabilities, that they are no synaesthete, answering “no” to all questions
for participation in the experiment.
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Please answer to the following questions

1. Vision

Do you have normal (uncorrected) vision, do you wear glasses or contact lenses,
or are you visually impaired?–

☑ Normal vision ☑ Glasses ☑ Contact Lenses ☐ Visually Impaired

2. Laterality

Since the left part of the brain control the right side of the body, and the right
part of the brain controls the left side, it is important to know such things as
handedness of subjects before running an experiment. Are you left, right-handed or
ambidextrous (use both hands equally)?

☐ Left-handed ☑ Right-handed ☐ Ambidextrous

3. Learning disabilities

The term learning disability is used to refer to individuals who show a dis-
crepancy between their apparent capacity to learn and their level of achievement.
Specific learning disabilities include difficulties with:

• reading (dyslexia)
• writing (dysgraphia)
• speech and language (dysphasia or aphasia)
• maths (dyscalcula)
• motor-planning (dyspraxia)

A learning disability can also be a difficulty with information processing, such as
visual and auditory perception (e.g. difficulty recognizing shapes). If you are aware
of any learning disability that you may have please specify this here. Do you suffer
from learning disability?

☐ Yes ☑ No

4. Synaesthesia

Synaesthetes experience a fascinating phenomenon called synaesthesia, a
“joining together” of two senses that are normally experienced separately. There are
many, many types of synaesthesia. For example, synaesthetes may perceive colours
when they read numbers, letters, or words; the colours may be superimposed on the
graphemes themselves or merely perceived in their “mind’s eye”. Synaesthetes may
“hear colours”, “see sounds”, or feel touch sensations on their own bodies when
they observe others being touched. Likewise, the days of the week or even numbers
may appear in a specific location, form, or shape.

Take a look at the following questions and statements. If your answer to any of
them is either “yes” or “sometimes”, then you may be a synaesthete.

• I experience colours when I look at written numbers.
• I experience colours when I look at written letters.
• I experience colours when I look at written words.
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• Each number/letter/word has a specific colour.
• I associate numbers to colours.
• I associate letters to colours.
• I associate words to colours.
• I experience touch on my own body when I look at someone else being touched

(i.e., I feel touch sensations on my own body when I observe them on another
person’s body).

• I experience touch on my own body when I look at something else being
touched (i.e., I feel touch sensations on my own body when I observe them on
objects).

• I experience touch in response to body postures.
• Do these experiences have specific locations (i.e., on your body, on words or

objects, in front of your eyes) or not (i.e., you just “know” or they feel as though
they are in your “mind’s eye”)?

• Do you think about ANY of the following being arranged in a specific pattern in
space (i.e., in a line, a circle, etc.)? ALPHABET, CALENDAR YEAR,
DAYS OF THE WEEK, WEEKS, TIME, NUMBERS (NUMBER LINE)

• Do you think about numbers/letters/words as having personalities or genders?
• Do you experience colours in response to: SOUNDS, MUSIC, VOICES,

TOUCH. If your answer to any of those questions is YES or SOMETIMES, you
may be a synaesthete.

Are you a synaesthete? ☐ Yes ☑ No

5. Hearing

Do you have normal hearing, corrected hearing (e.g. cochlear implant) or is your
hearing impaired (e.g. tinnitus)?

☑ Normal ☐ Corrected ☐ Impaired
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Chapter 31
Semantic Maps of Twitter Conversations

Angelo Ciaramella, Antonio Maratea and Emanuela Spagnoli

Abstract Twitter is an irreplaceable source of data for opinion mining, emergency

communications, or fact sharing, whose readability is severely limited by the sheer

volume of tweets published every day. A method to represent and synthesize the

information content of conversations on Twitter in form of semantic maps, from

which the main topics and the main orientations of tweeters may easily be read, is

proposed hereafter. After a preliminary grouping of tweets in conversations, relevant

keywords and Named Entities are extracted, disambiguated and clustered. Anno-

tations are made using extensive knowledge bases and state-of-the-art techniques

from Natural Language Processing and Machine Learning. The results are in form

of coloured graphs, to be easily interpretable. Several experiments confirm the high

understandability and the good adherence to tackled topics of the mapped conversa-

tions.

Keywords Semantic processing ⋅ Natural language processing ⋅ Clustering ⋅
Twitter mining

31.1 Introduction

All technologies supporting social interaction are recently experiencing a rapid

growth and microblogging in particular is being credited as a privileged channel

for emergency communications, due to its growing ubiquity, fastness, and cross-

platform accessibility.
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Twitter
1

is a microblogging service launched in 2006 where every user can pub-

lish messages up to 140 characters long, called tweets, which are visible on a pub-

lic board or through third-party applications [10]. As of December 2015, Twitter

declares 320 millions of monthly active users and it is deemed to have more than

one billion of registered users and 100 millions of daily active users in more than 35

languages.

Registered users can read and post tweets, while unregistered users can only read

them. Both can access Twitter through the website interface, SMS or mobile device

applications. Users can group posts together by topic or type by use of hashtags, that

is words or phrases prefixed with a “#”). To share a message from another user with

his own followers, a user can retweet the tweet.

Twitter offers a fast and easy way to retrieve, produce and spread facts and per-

sonal opinions in form of short messages and has been used for trying to regulate

disaster response in earthquakes events or security threats [3, 5], as well as a source

of data for analyzing political orientation [4].

In this paper a method for generating semantic maps of twitter conversations is

proposed; its purpose is to obtain an intuitive graphic representation of the content

of a conversation, from which the main topics and the main orientations of the tweet-
ers may easily be read. A tool named TweetCheers has been developed, leveraging

powerful technologies as BabelNet, Babelfy, Wordnet, Wikipedia and Wikirelate!
Only the English language has been tested at the moment.

The paper is organized as follows: in Sect. 31.2 each logical block used by

TweetCheers is presented; in Sect. 31.3 the global architecture of TweetCheers is

described in detail; in Sect. 31.4 several experiments are shown and results discussed.

31.2 Building Blocks

The building blocks used by TweetCheers and the underlying ideas are outlined here-

after.

31.2.1 WordNet

WordNet is a large lexical dictionary [7] inspired by current psycholinguistic theo-

ries on human lexical memory. It contains about 155,000 nouns, verbs, adjectives,

and adverbs in English organized into synonym sets (synsets), each representing one

lexical concept. Formally it is a semantic network (acyclic graph). Words have a

definition and are wedged in an hypernym/hypnoym (is-a) taxonomy, that allows

to compute their semantic relatedness for example through their Lowest Common

Hypernym (LCH) or Least Common Subsumer (LCS).

1
http://www.twitter.com.

http://www.twitter.com
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31.2.2 Wikipedia and WikiRelate!

Wikipedia is a free-access, open Internet encyclopedia, supported and hosted by the

non-profit Wikimedia Foundation. While the WordNet taxonomy is well-structured

and trustful, it does not provide information about the named entities (e.g. Henry Pot-

ter, Rolling Stones, P450). Wikipedia, on the opposite side, provides a large corpus

of information about entities and concepts, and gives a knowledge base for comput-

ing word relatedness (including named entities) in a more comprehensive fashion

than WordNet [11].

In [11] the authors use Wikipedia for computing semantic relatedness in a tool

called WikiRelate! In particular, the online encyclopedia and its folksonomy is used

for computing the relatedness of words. The authors show that Wikipedia outper-

forms WordNet when applied to the largest available benchmark datasets.

31.2.3 BabelNet and Babelfy

Babelnet
2

is a very large, wide-coverage multilingual semantic network [9]. The

resource is automatically built by a methodology that integrates lexicographic and

encyclopedic knowledge from WordNet and Wikipedia. It represents an encyclope-
dic dictionary, that provides concepts and named entities lexicalized in many lan-

guages and connected with large amounts of semantic relations.

Babelfy
3

is a unified graph-based approach to Entity Linking and Word Sense

Disambiguation based on a loose identification of candidate meanings coupled with

a densest subgraph heuristic which selects high-coherence semantic interpretations

[8].

31.2.4 TextRank

TextRank is a graph-based ranking model for text processing that was the foundation

of the Google PageRank algorithm and that was extended to weighted graphs in [6].

TextRank can be applied for unsupervised keyword or sentence extraction. Lexical

units are identified as vertex and edge is created if the corresponding lexical units co-

occur within a window of N words. The vertices added to the graph can be restricted

with syntactic filters, which select only lexical units of a certain type (i.e. only nouns

or verbs).

2
http://www.babelnet.org.

3
http://www.babelfy.org.

http://www.babelnet.org
http://www.babelfy.org


330 A. Ciaramella et al.

31.2.5 Fuzzy Relational Data Clustering

Cluster analysis or clustering is the task of grouping a set of objects so that objects

in the same group (called a cluster) are more similar (in some sense) among them

than to those in other groups (clusters). Fuzzy c-means (FCM) is a method of clus-

tering which allows one object to belong to two or more clusters with a different

membership value [1]. In fields like management, industrial engineering, and social

sciences, relational data, that is data that describe objects specifying their pairwise

similarities instead of feature measurements, are frequently encountered. In this case

a robust non-Euclidean Fuzzy Relational data Clustering (RFC) algorithm can be

used, where the relational data are derived as measures of dissimilarity between the

objects [2].

31.3 TweetCheers

The 140 characters limitation of each tweet presents a challenge because, in the

effort to compress concepts as much as possible, users abuse of slang words, abbre-

viations, links, acronyms and fancy hashtags, none of which can have a unique,

clear or timely definition. Moreover tweets cannot be sampled exhaustively and

each sampled stream is full of heterogeneous topics, spam, incidental or ground-

less conversations—ultimately noise. For these reasons, a tool able to automatically

map in a coloured graph the main topics in a stream of tweets, pruning most noise, is

precious to have an overview of the information content of sampled conversations.

Aim of TweetCheers is to generate semantic maps from a number of tweets, pre-

liminary grouped into conversations. Figure 31.1 sketches its general architecture.

First of all many streams of data are gathered querying the Twitter API with a

set of predefined keywords, called seeds. Tweets are then linked to form a number

of conversations, using the in_reply_to field of the auxiliary information given by

the API. Once conversations are built, these are processed as a whole unit of text by

the logical blocks described in Sect. 31.2. Ultimately, a semantic map is obtained by

collecting information from keywords, hashtags and two agglomerating approaches,

one on the Named Entities and another on the Wikicategories. The seeds words are

the root nodes of the map, and the other nodes are added as the various blocks process

the data. One separate map is obtained for each seed. Nodes corresponding to the

hashtags are obtained parsing the conversations, and they are added to the map cre-

ating a link to the seed word to which the conversation belongs.

Nodes corresponding to non-seed keywords are obtained through TextRank, that

is scoring each word in each conversation and picking only the most relevant. They

are added to the map creating a link to the seed word to which the conversation

belongs.

In parallel to these blocks, a Babelfy disambiguation and Part Of Speech Tag-

ging (POS) process is started, aiming to contextualize the conversations relative to
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Fig. 31.1 Component diagram of Tweetcheers architecture

each seed. For each conversation, a list of N Named Entities and relative M ≥ N
Wikipedia Categories is extracted by Babelfy, and for each pair of entities (ei, ej) the

similarity s(E)ij is computed using Wikirelate! while for each pair of categories (ci, cj)
the similarity s(C)ij is computed using Lowest Common Ancestor (LCA). The matrix

S(E) = [sij]
(E)
N×N is the similarity matrix of entities and the matrix S(C) = [sij]

(C)
M×M is the

similarity matrix of categories. Using as distance between categories the steps to the

LCA has two drawbacks: when the set of categories is crowded it is inefficient and

retrieved ancestors are often too generic. To avoid the drawbacks a filtering in the list

of categories is performed, so to exclude the ones that have too many subcategories.

An RFC clustering is then performed on both the Entities and the Wikicategories

(with 2 or 3 as the number of clusters). The centroids (entitites and categories with

the lowest average distance among all elements in the cluster) are considered the

most relevant topics in each conversation and are linked to the seed node in each

map; the other elements in each cluster are linked to their centroid, so to obtain a

snowflake schema.

The semantic map is obtained connecting all nodes generated, with a different

color for each node type and a weight representing the distance from each cluster

centroid.
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Seed words represent the topic that is being monitored, and are reported in red,

together with the cluster centroids of Named Entities. The arcs represent semantic

relatedness between concepts. Orange nodes are the Named Entities (NEs); black
nodes represent the Wikicategories. Green and violet are for extracted hashtags and

keywords, respectively.

31.4 Experiments

In this section a sample of the experimental results obtained applying TweetCheers

to some real conversations is presented. The conversations are obtained by using a

predefined set of keywords, called seeds, in a given time frame. Table 31.1 shows

the seeds and time frames used in the experiments. Experiments were conceived to

emphasize the stability of the semantic map, to highlight the main arguments in the

conversations and its dynamic behaviour.

In the following experiments, the minimum number of tweets considered in a

conversation is 7, the number of clusters for both NEs and Wikicategories are 2 or 3

and the dimension of the n-grams for Textrank is 2.

In the first experiment 70000 tweets and 50 conversations gathered from June to

August 2015, considering the seed “violence” have been used. In Fig. 31.3 a partic-

ular of the semantic map obtained by TweetCheers clustering NEs and Wikicate-

gories is visualized. In Fig. 31.2 the clusters of the keywords (violet) and hashtags

(green) are highlighted, respectively. The center of the keywords cluster is “family”

and the main concepts are: “women”, “children”, “gunmen”, “gender”, “agitation”.

The words of the hashtags are: “justice”, “islam”, “ukraine”, “nigeria”.

From these clusters, can be observed that they contain very general conversation

concepts and they are not easily interpretable. Instead, in Fig. 31.3 the main extracted

clusters are related to “violence against women”, “eastern Christianity” and “Mad

Max”, an American movie remade on May 2015. In Table 31.2 the concepts and the

semantic similarities of the “eastern Christianity” cluster are summarized.

In a new experiment the number of conversations for the seed “violence” is

expanded to 160. Although, the main concepts of the keywords cluster are unchanged,

some words are added: “utopia”, “player”, “peace”, “songs”. Also for the hashtags

cluster some added words are: “russia”, “fiction”, “bcc live”.

Moreover, Fig. 31.4 shows the results obtained clustering NEs and Wikicate-

gories. Here, a new subgraph can be observed in the semantic map: it is dedicated to

Table 31.1 Twitter conversations

Keywords # Tweets # Conversations Period

Violence 70000 50 − 160 06.2015 − 08.2015
Isis 130000 400 − 500 05.2015 − 09.2015
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Fig. 31.2 Semantic map obtained considering the keyword “violence” (50 conversations):

a keywords cluster; b hashtags cluster
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Fig. 31.3 Semantic map obtained considering the keyword “violence” (50 conversations)

“Al Qaeda” (see Table 31.3 for details), a heavily discussed worldwide theme, which

seems to replace the cluster “Mad Max”.

Also in this case, the clusters of keywords and hashtags contain very general con-

versation concepts, but they are useful to complete the interpretability of the seman-

tic map. In the next experiments, for shortness and clarity, these clusters are not

shown.

In the second experiment, the seed “ISIS” is considered. 130000 tweets with 400

and 500 conversations, gathered from May to September 2015, were collected.

Figures 31.5 and 31.6 contain the obtained semantic maps before and after a spe-

cific event: “ISIS threats against the Pope”.

In the first case the main extracted concepts are related to “Arab World”, “Barack

Obama”, “Gulf War”, “Organizations affiliated with Al-Qaeda” and “Areas con-

trolled by the Islamic State of Iraq and the Levant”. In the second case the main

extracted concepts are related to “Al Jazeera”, “Arab World”, “Organizations affil-

iated with Al-Qaeda”, “Treaties of Syria” and “Sovereigns of Vatican City” (see
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Fig. 31.4 Semantic map obtained considering the keyword “violence” (160 conversations)

Table 31.2 Twitter conversations: seed “violence”; cluster “eastern Christianity”

Concepts Semantic similarity

Islam 0.845
Christian philosophy 0.750
Province of the sasanian empire 0.687
Orientalism 0.684
Eastern orthodoxy 0.658
Eastern catholicism 0.658
Ethnic and racial stereotypes 0.652
Hate speech 0.652

Table 31.4 for details). It can be observed that in the latter a novel cluster emerges

about the Vatican State due to the approaching the Jubilee: it replaces the unimpor-

tant clusters of the previous semantic map.
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Table 31.3 Twitter conversations: seed “violence”; cluster “Al Qaeda”

Concepts Semantic similarity

Islamic terrorism 0.933
Islamism 0.918
Rebel groups in Iraq 0.739
Rebel groups in Syria 0.734
Government of India … 0.733
Government of Canada … 0.733
Rebel groups in Yemen 0.732
Wars involving Syria 0.725

Fig. 31.5 Semantic map obtained considering the keyword “ISIS” (before ISIS threats against the

Pope)
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Fig. 31.6 Semantic map obtained considering the keyword “ISIS” (after ISIS threats against the

Pope)

Table 31.4 Twitter conversations: seed “ISIS”; cluster “Sovereigns of Vatican City”

Concepts Semantic similarity

Popes 0.982
Roman Catholic monarchs 0.962
Papal saints 0.938
Swedish monarchs 0.887
Twetury monarchs in Europe 0.885
Heaf state of New Zealand 0.883
Heads state of Fiji 0.883
Heads state of Libya 0.883
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31.5 Conclusions

A tool for generating semantic maps representing information content of Twitter con-

versations in form of coloured graphs has been proposed and tested. Using extensive

knowledge bases (i.e. Wikipedia and Wordnet), recent techniques for Natural Lan-

guage Processing (i.e. Babelnet, Babelfy) and agglomeration techniques (i.e., Rela-

tional Fuzzy Clustering), the information content of conversations has been effec-

tively synthesized, in an easily readable form. Future work is in modeling explicitly

the temporal evolution of maps.
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Chapter 32
Preliminary Study on Implications
of Cursive Handwriting Learning
in Schools

Andreu Comajuncosas, Marcos Faundez-Zanuy, Jordi Solé-Casals
and Marta Portero-Tresserra

Abstract The aim of this study is to describe a new database acquired in two
different elementary schools of Barcelona province. The study assessed the effect of
the type of handwriting learning in general writing performance. In the first school,
classical cursive handwriting is learnt while the second one substitutes this skill for
keyboarding and print-script handwriting. Analyses in two different groups of age
(8–9 and 11–12 years old) for both schools have been performed. A set of 14
different handwriting tasks has been acquired for each student using an Intuos
Wacom series 4 tablet plus ink pen and specific software to conduct the analysis.
The results revealed that cursive handwriting might improve the handwriting per-
formance by increasing the speed of writing and drawing.
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32.1 Introduction

Many elementary schools teach children how to write beginning with uppercase
print-script letters (block letters), then introducing lowercase print-script, and finally
cursive (or joined) handwriting. In some cases cursive handwriting is taught before
print-script [1], and in some other cases cursive handwriting is discarded, teaching
only print-script [2–4].

In recent years there has been a controversy about the convenience of teaching
cursive handwriting, or discarding it in order to devote this learning time to more
useful skills, as keyboarding. Some qualitative arguments have been presented in
favor of both approaches, but we consider that the decision should be made based
on experimental evidences. Main arguments for both approaches are the following.

Arguments in favor of learning cursive handwriting [5–7]:

• Cursive handwriting helps to develop fine motor skills.
• Cursive handwriting implicates higher coordination.
• Words are more clearly separated.
• Cursive handwriting requires a higher effort and activation of brain areas related

to writing.

Arguments against learning cursive handwriting [3, 4]:

• Print-script is easier to learn.
• Print-script facilitates the reading of books and printed documents.
• Cursive is more difficult to read.
• Time spent on learning cursive can be devoted to learn other skills.
• There are other ways to develop fine motor skills than writing cursive.

32.2 Method

In order to achieve experimental evidence in favor, or against, learning cursive
handwriting, we have set up an experiment consisting in acquiring handwriting
samples in two different schools and at two different ages (8–9 and 11–12 years
old). The first school (we will call it ‘Cursive’) follows the classic approach of
teaching cursive letters while the second one (we will call it ‘Print’) teaches only
print-script handwriting. Samples have been acquired in two classes for every
school and every age, making a total number of almost 200 students.

Figure 32.1 shows the template used to acquire samples, which includes 14
different tasks. Both assignments on drawing and writing have been included, in
order to compare the students’ ability to draw and write. Text is in uppercase
print-script, which has been learnt by all students.
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A graphics tablet and specific software programmed by us (freely available on
request) has been used for sample acquisition. In this way, not only the writing
outcome has been stored, but also the pen inclination, all the on-air pen movements,
and pen pressure over paper, everything as a function of time. All these data allow
calculating various parameters which can be useful to assess the writing quality.
The most immediate parameter is time required to carry out every task. In-air and
on-surface time can be distinguished.

The hypothesis is that if cursive handwriting learning produces a better writing
skill, then these students will require less time to perform the tasks than those who
just learned print-script writing. On the other hand, if both types of students require
the same time, conclusion is that cursive handwriting doesn’t cause a better hand
control to draw and write.

32.3 Results

Time periods to perform each task have been compared; mainly, between ‘Cursive’
and ‘Print’ students, for both age groups, and also between younger and older
students, for every school. This last comparison is expected to produce an obvious
result, and it is used as a control.

Fig. 32.1 Template of tasks (pentagons, house, spiral, circles, spring, words, and sentence)
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The most significant parameter has been on-surface time (t_down), disregarding
on-air time for each task. As expected, older students required less time to complete
all tasks, in both schools; between 10 and 40% less, depending on the task. Time
periods, in seconds, are summarized in Table 32.1, and time improvement for older
students is shown in Figs. 32.2 and 32.3.

On-surface time comparison for both schools shows that, for most of the tasks,
students who have learnt cursive handwriting have required less time than students
who have learnt only print-script. Results are shown in Figs. 32.4 and 32.5.

Table 32.1 On-surface time (in seconds) spent as a function of task, type of handwriting
schooling, and age

Task
number

Cursive,
age 8–9

Cursive,
age 11–12

Print,
age 8–9

Print,
age 11–12

1 22.2 18.0 23.5 19.8
2 35.5 32.1 37.6 34.1
3 29.2 22.9 28.1 21.8
4 15.7 12.0 19.7 14.0
5 7.7 5.8 9.9 6.1
6 20.4 13.2 20.2 13.9
7 14.1 9.3 14.8 10.1
8 22.0 13.6 21.6 15.2
9 13.1 8.9 13.9 9.7
10 12.5 8.6 13.0 9.2
11 9.9 7.2 11.1 7.2
12 13.0 8.8 13.6 9.0
13 19.4 13.8 20.4 13.7
14 48.8 33.2 51.1 35.2
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Fig. 32.2 Time improvement
for older students. ‘Cursive’
school
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Fig. 32.3 Time improvement
for older students. ‘Print’
school
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Fig. 32.4 Time improvement
for ‘cursive’ students. Age
8–9
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Fig. 32.5 Time improvement
for ‘cursive’ students. Age
11–12
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32.4 Conclusion

Time differences observed are small but significant enough. They support the
conclusion that in this experimental framework cursive handwriting learning
enables better ability to draw and write.

It is not yet verified if this better ability vanishes as students grow old, or if it is
permanent. Also, students who learn only print-script may acquire other valuable
skills during the long time devoted by other students to cursive handwriting.
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Chapter 33
Italian General Elections of 2006
and 2008: Testing the Direct and Indirect
Impact of Implicit and Explicit Attitudes
on Voting Behaviour

Angiola Di Conza, Maria Di Marco, Francesca Tanganelli, Ida Sergi,
Vincenzo Paolo Senese and Augusto Gnisci

Abstract Two studies were conducted during the Italian General Elections of 2006
(N = 179) and 2008 (N = 607), to investigate the relationships among implicit and
explicit attitudes, voting intention and voting behaviour. Several structural equation
models that included direct and indirect effect of implicit and explicit attitudes
toward political objects (coalitions and leaders) on voting intention and behaviour
were executed to test a prediction model of political preferences and voting
behaviour. Notwithstanding some differences, the results of the two studies showed
that (i) the implicit evaluations of political objects are more differentiated than the
explicit ones; (ii) that implicit attitudes contribute in a specific and additive way to
determine the voting intention and behaviour, and (iii) that the effect of the implicit
attitude is also mediated by the explicit attitudes. Findings are discussed in the
frame of dual cognition models and in the light of the peculiar political scenarios of
the considered electoral process.

Keywords Implicit and explicit attitudes ⋅ Mediation of the intention ⋅ Voting
behaviour ⋅ Dual cognition models

33.1 Introduction

The social psychological research have increasingly focused its attention on dual
cognition models that assumes that social behaviour is determined by the joint
activation of two process, known as automatic or deliberate, impulsive or reflective,
aware or unaware, implicit or explicit [1–3]. Also the literature on political cog-
nition has been influenced by these theoretical models leading to the consideration
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that even an high deliberative behaviour, as voting, is influenced by both processes
[4, 5].

According to this approach, Lodge and colleagues [4, 6] showed that each
socio-political object, once encountered and evaluated, becomes affectively
charged, and that the associated affect is automatically activated at any time a
political stimulus occurs, and influences the following decision making processes.
Friese and colleagues [7] showed that implicit and explicit attitudes toward the five
major German parties predicted the voting intention and the voting choice, and that
implicit attitudes together with the intention improved the voting prediction. Arcuri
and colleagues [8] showed that implicit attitudes predicted undecided voters’
behaviour. Roccato and Zogmaister [9] showed that automatic evaluations of
political objects slightly improve voting prediction over and above explicit
attitudes.

Even though these studies have the merit of showing the relevance of the
implicit attitudes on voting behaviour, they did not always differentiate the attitudes
toward different political objects, as leaders and parties, whereas different studies
[10, 11] showed that at the implicit level, the evaluation of different political objects
are stored separately, while at a more reflective level, the associations are stronger,
probably because of the intervention of cognitive processes of information inte-
gration. Moreover, they did not clarify which are the condition that strengthen or
weaken the impact of the implicit evaluations.

Starting from the above mentioned literature, and according to the Reflective and
Impulsive Model [3], the aims of the present contribution were twofold: (i) inves-
tigate if the attitudes toward political objects, that is leaders and coalitions, were
influenced by the measurement method, that is implicit and explicit; (ii) to test a
prediction model of voting decision, that is if the implicit influence the explicit
attitudes [1, 5], and (iii) if the intention represents a mediator of both explicit and
implicit attitudes’ influence on the voting behaviour [1, 5, 7, 12]. To this aims,
implicit and explicit attitudes, intention and vote were evaluated during Italian
General Elections of 2006 (Study 1) and 2008 (Study 2), and the same models were
tested by means of structural equation models.

33.2 Study 1

This study was carried-out during the Italian General Elections of 2006. For this
election, parties formed two main coalitions: a centre-left one (“Unione”), and a
centre-right one (“Casa delle Libertà”), under the leadership of Romano Prodi and
Silvio Berlusconi, respectively.
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33.2.1 Method

Sample. 392 Italian electors took part in this study. The ones having missing values
and not voting for one of the two main coalitions were discarded, resulting in a final
sample of 179 voters (91 men; age ranging from 18 to 40; M = 22.7, SD = 2.9).

Procedure. The experiment consisted into two phases. In the first phase, before the
election, participants were administered an autobiographical questionnaire, the
implicit and explicit attitude measures and asked to indicate their voting intention.
Finally, they were informed that they will be contacted again after the election day
for a very short follow up. In the second phase, after the election, they were con-
tacted by telephone and asked to indicate the actual vote. All participants signed a
written informed consent form which presented the research project, and explained
how participants rights and the confidentiality of their data were guaranteed.

Implicit measures. Implicit attitudes toward the two main coalitions and their
leaders were assessed by means of two Implicit Association Tests (IAT; αs > 0.78)
[13]. The IAT scores were computed following the “D” improved algorithm;
positive values indicate a positive evaluation of the centre-right coalition or leader,
whereas negative values indicate a positive evaluation of the centre-left coalition or
leader. The measures were administered in a counterbalanced order.

Explicit measures. Explicit attitudes were assessed by means of four semantic
differential scales [14]. Respondents were asked to evaluate each target object by
means of six bipolar adjectives on a seven-point scale. Mean values for centre-left
and centre-right objects were subtracted each other to obtain a relative index of
preference similar to the implicit score. Therefore, two aggregate of items for each
object category were computed, for a total of four indexes: two for the leaders and
two for the coalitions (α > 0.72).

Intention and Vote. Voting intention was asked at the end of the session. It was
coded Unione = −1; no clear intention = 0; Casa delle Libertà = 1. The actual
vote was required by phone after the election day and coded Unione = 0 and Casa
delle Libertà = 1.

33.2.2 Data Analysis and Results

To investigate if the attitudes toward political objects were influences by the
measurement method, three measurement models were compared: (i) a 4-factor
model, with 4 latent dimensions related to centre-left coalition, centre-right coali-
tion, centre-left leader and centre-right leader respectively; (ii) a 3-factor model,
with 3 latent dimension, two for the implicit measures and one for the four explicit
measures; and (iii) a 2-factor model, with 2 latent dimensions, one for the implicit
measures and one for the explicit one. Results showed that the 3-factor model was
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the best fitting one, thus suggesting a specific implicit attitude related to the political
object and a more general evaluation at the explicit level (see Table 33.1).

To test the prediction model of political preferences and actual voting behaviour,
that is if the implicit attitudes influence the explicit ones, and if the intention
represents a mediator of attitudes’ influence on the voting behaviour, three struc-
tural models were compared: (i) a basic model, with implicit attitudes, explicit
attitudes and intention considered as same-level predictors; (ii) a full mediation
model, with the total mediation of implicit attitudes by the explicit ones and of
explicit attitudes by the intention; and (iii) a partial mediation model, with the direct
effects of implicit attitudes on the intention and on the behaviour, and of explicit
attitudes on the behaviour.

Results showed that the partial mediation model was the best fitting one (see
Table 33.2), thus suggesting that implicit attitude determine the explicit one, that
both attitudes contribute in a specific and additive way to determine the voting
intention, and that the intention mediate the effect of explicit and implicit attitudes
on voting behavior (see Fig. 33.1).

Table 33.1 Comparison between measurement models of implicit and explicit political attitudes

Model χ2 df χdiff2 RMSEA NFI CFI

4-factor model 61.07*** 14 0.14 0.94 0.97
3-factor model 74.62*** 17 13.51** 0.14 0.95 0.96
2-factor model 131.54*** 19 56.92*** 0.18 0.92 0.93
Note χ2 = Chi square; df = degree of freedom; χdiff2 = change in Chi square; RMSEA = Root
Mean Square Error of Approssimation; NFI = Normed Fit Index; CFI = Comparison Fit Index; *

p < 0.05; ** p < 0.01; *** p < 0.001

Table 33.2 Comparison between structural models (N = 179)

Model χ2 df χdiff2 RMSEA CFI RInt
2 RVoto

2

1. Baseline model 172.96*** 32 0.16 0.95 0.67 0.81
2. Add implicit att. toward leaders
on intention

156.31*** 31 16.65*** 0.15 0.96 0.70 0.81

3. Add implicit att. toward
coalitions on intention

145.36*** 30 10.95*** 0.15 0.96 0.71 0.81

3.1 Add explicit att. toward
leaders on vote^

140.59*** 29 4.77* 0.15 0.96 0.74 0.85

3.2 Add implicit att. toward
leaders on vote^

146.60*** 29 4.76* 0.15 0.96 0.72 0.83

3.3 Add implicit att. toward
coalitions on vote^

137.92*** 29 7.44** 0.14 0.96 0.69 0.80

Note Starting from the full mediation model (baseline model) and adding the direct effect of the
implicit attitudes (leaders and coalitions, this order) on the intention; the direct effect of the explicit
attitudes on the vote (same order) and finally the direct effect of the implicit attitudes on the vote
(same order); ^ the reference model is the Model 3; χ2 = Chi square; χdiff2 = change in Chi square;
RMSEA = Root Mean Square Error of Approssimation; CFI = Comparison Fit Index; * p < 0.05;
** p < 0.01; *** p < 0.001
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33.3 Study 2

This study was executed to replicate and extend the previous one, it was carried-out
during the Italian General Elections of 2008. It is important to notice, that this
elections were established and carried out in a very short time (2 months), giving to
the electors a sense of urgency and a short time for the elaborations of the new
political objects. Indeed, two main parties were proposed instead of the old coali-
tions, that represented new political aggregations of the old parties: a centre-left one
(“Partito Democratico”), and a centre-right one (“Popolo delle Libertà”), under the
leadership of Walter Veltroni and Silvio Berlusconi, respectively.

33.3.1 Method

Sample. 1036 Italian electors took part in this study. The ones having missing
values and not voting for one of the two main coalitions were discarded, leaving a
sample of 607 voters (244 men; age ranging from 18 to 69; M = 25.0, SD = 8.5).

Procedure and measures. The experiment procedure and measures were identical
to the Study 1. All the measures were adapted according to the new coalitions and
leaders.

33.3.2 Data Analysis and Results

The same measurement models used into the Study 1 were compared to investigate
if the attitudes toward political objects were influenced by the measurement

Fig. 33.1 Best fitting measurement and structural model for Study 1/Study 2. Only significant
betas are printed
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method. Results confirmed that the 3-factor model was the best fitting one (see
Table 33.3).

The same structural models tested into the Study 1 were compared to test the
prediction model of voting intention and behaviour (see Table 33.4).

Also in this study, results showed that the partial mediation model was the best
fitting one, with some differences (see Fig. 33.1). The implicit attitude toward the
leaders and the explicit attitude showed a direct effect on the voting behaviour, and
the relation between the voting intention and behaviour was weaker.

33.4 Discussion and Conclusions

The two studies presented here were aimed to test the measurement model of
implicit and explicit political attitudes, and to test their role in the prediction of
voting behaviour across two different Italian general electoral rounds.

Table 33.3 Comparison between measurement models of implicit and explicit political attitudes

Model χ2 df χdiff2 RMSEA NFI CFI

4-factor model 108.14*** 14 0.10 0.97 0.97
3-factor model 114.08*** 17 5.94 0.10 0.96 0.96
2-factor model 144.07*** 19 29.99*** 0.10 0.95 0.96
Note χ2 = Chi square; df = degree of freedom; χdiff2 = change in Chi square; RMSEA = Root
Mean Square Error of Approssimation; NFI = Normed Fit Index; CFI = Comparison Fit Index; *

p < 0.05; ** p < 0.01; *** p < 0.001

Table 33.4 Comparison between structural models (N = 607)

Model χ2 df χdiff2 RMSEA CFI RInt
2 RVoto

2

1. Baseline model 58.69*** 32 0.07 0.98 0.53 0.64
2. Add implicit att. toward leaders
on intention

58.62** 31 0.07 0.07 0.98 0.54 0.64

3. Add implicit att. toward
coalitions on intention

58.62** 31 0.07 0.07 0.98 0.51 0.64

3.1. Add explicit att. toward leaders
on vote

45.35* 31 13.34*** 0.05 0.99 0.53 0.67

3.2. Add implicit att. toward
leaders on vote

41.59 30 3.76* 0.05 0.99 0.53 0.68

3.3. Add implicit att. toward
coalitions on vote

41.38 29 0.21 0.05 0.99 0.53 0.68

Note Starting from the full mediation model (baseline model) and adding the direct effect of the
implicit attitudes (leaders and coalitions, this order) on the intention; the direct effect of the explicit
attitudes on the vote (same order) and finally the direct effect of the implicit attitudes on the vote
(same order); ^ the reference model is the Model 3; χ2 = Chi square; χdiff2 = change in Chi square;
RMSEA = Root Mean Square Error of Approssimation; CFI = Comparison Fit Index; * p < 0.05;
** p < 0.01; *** p < 0.001
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Overall, the results confirmed [10, 11] that at the implicit level attitudes toward
coalitions and leaders are differentiated, thus should be considered separately;
whereas explicitly they are less differentiated, that is they can be considered as the
expression of a general political attitude. As regards the prediction of the voting
behaviour, in line with theoretical models [1–3, 12], both studies showed that the
impact of the implicit attitudes is partially mediated by the explicit one, and that the
intention represents the closest determinant of the behaviour, even if when the
electors have few knowledge or experience with the political coalition (Study 2) the
intention has a weaker relation with the behaviour and the final decision is related to
the general explicit evaluations and the implicit association to the leader.

Future studies should better investigate when and why the implicit attitudes exert
their influence on the intention rather than on the vote and vice versa. In our studies,
we hypothesize that, in a political scenario connoted by the presence of
newly-constituted political aggregations (Study 2), and under the pressure of a new
electoral call, that is in absence of a strong automated evaluations, the behaviour,
more than the intention, is affected by both deliberate and automatic evaluations. As
expected [1, 5], the influence of the implicit attitudes on the explicit attitudes is
stronger when individuals do not try to control the implicit evaluations, and the
effect of the implicit process extends to the behaviour. Future studies should test the
hypothesis that people tend to control the expression of their implicit attitudes more
in presence of less frequently evaluated objects under more controlled conditions.
Notwithstanding the differences emerged, however, the two studies lead to the
conclusion that, even if the specific role of each analysed variable can be different in
different political rounds, because of contingent differences in the political sce-
narios, the involved cognitive processes are similar. Of course, the effects of the
implicit component can be more relevant for some electors than for others,
depending on their specific individual characteristics; e.g., electors with different
characteristics can refer to their implicit attitudes more than others. Future studies
should deepen the issue whether the observed effects are shared in a similar way by
all the electors’ categories or if the effect of the implicit evaluations is moderated by
some variables; e.g., variables that able to modify the trustworthiness of the
automatic evaluations [1, 5].
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Chapter 34
Are the Gambler’s Fallacy
or the Hot-Hand Fallacy due
to an Erroneous Probability Estimate?

Olimpia Matarazzo, Michele Carpentieri, Claudia Greco
and Barbara Pizzini

Abstract Through two experiments we investigated, in a laboratory setting,
whether a series of identical outcomes in a supposed random game would induce
the gambler’s fallacy or the hot-hand fallacy. By using two indices of fallacy, the
choice of a card on which to bet and the probability estimate of the occurrence of a
given outcome, we tested explicitly the widely accepted hypothesis that the two
fallacies were based on erroneous probability estimates. Moreover, we investigated
whether fallacies increase the proneness to bet. Our results support the occurrence
of the gambler’s fallacy rather than the hot-hand fallacy but suggest that choice and
probability estimates are two reciprocally independent processes. Finally, proba-
bility estimates predict the amount bet.

Keywords Gambler’s fallacy ⋅ Hot-hand fallacy ⋅ Probability estimates ⋅
Decision-making

34.1 Introduction

Humans frequently make errors of judgment when they have to estimate the
probability of events and make choices. For instance, when people are faced with
outcomes of random sequences, they tend to produce negative or positive auto-
correlations between consecutive outcomes that are actually not present. The first
case refers to the so-called gambler’s fallacy (or fallacy of Monte Carlo), by which
people tend to believe that, in a random sequence, a run of identical events (e.g.
four consecutive heads in a coin toss) will be followed by the opposite event (e.g.
tails). Consequently, as numerous studies have demonstrated [1–4], the gambler’s
fallacy (GF) can bias decision-making, by leading people to predict that in a ran-
dom sequence, a future event will interrupt a long enough series of the same event.
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A phenomenon opposed to the GF is the hot-hand fallacy (H-HF), also defined
as positive recency [5, 6], by which people tend to believe that a random sequence
will continue in the wake of recent outcomes [7, 8]. This phenomenon was first
investigated by Gilovich et al. [9], in which participants overestimated the likeli-
hood that the basketball players who had just scored would score again, just
because they had the “hot” hand.

Both fallacies suggest that people seem to believe that previous events affect the
ones that follow, when actually they are reciprocally independent. This belief has
been related to the law of small numbers [1] and to the representativeness heuristic
[2], according to which people expect that even short random sequences would be
representative of larger random sequences. So, if a sequence seems not to conform to
the naïve representation of randomness—such as a series of the same event—people
tend to believe that it will be balanced by future events, which are opposite to the
previous ones and, consequently, tend to incur in the GF. On the other hand, a series
of events not conforming to the randomness representation would no longer be seen
as random but would be attributed to the agents’ ability, i.e. to their “hot hand”.

However, since the two fallacies entail opposite predictions in decision-making
from the same type of events, many studies have attempted to specify, in addition to
or in contrast with the representativeness heuristic, other putative factors leading to
the occurrence of one fallacy rather than the other. Ayton and Fischer [6] proposed
that prior expectations about the nature of the events could discriminate between the
two phenomena. Events somewhat linked to human performance, such as sport
scores, would be perceived as more controllable and less random than inanimate
events, such as the outcomes of a roulette wheel. Therefore, the first type of event
would be likely to elicit the H-HF, whereas the latter would elicit the GF. The
results of their studies corroborated this hypothesis: Participants tended to predict
red or blue at the roulette wheel on the basis of the GF, while they tended to predict
wins and losses related to human performance on the basis of H-HF. Analogous
results were obtained by other studies (e.g. [10]).

However, results emerging both from laboratory and field studies suggest that
the occurrence of the GF versus H-HF can also be predicted by previous wins or
losses in random games. For example, in a laboratory setting, Boynton [11] found
that, irrespective of explicit attributions of randomness versus non-randomness of a
binary sequence, successful predictions of outcomes were linked to the positive
recency effect, while failures were associated to GF. The studies conducted by
Croson and Sundali in casino setting [7, 12] showed that gamblers incurred in both
fallacies, also at an individual level. They were more likely to incur in GF after a
run of the same outcome (especially if they were losing rather than winning) but
they were also more likely to bet on numbers that had recently won, in line with
H-HF. Moreover, after previous wins, gamblers were more prone to bet and to stake
higher. Also Suetens et al. [13], in a study of the Lotto, found that gamblers are
influenced by both fallacies. They bet less on numbers drawn in previous weeks, in
line with the GF, and bet more on numbers drawn more often in the recent past, in
line with the H-HF.
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A different interpretation, linking the H-HF to the availability heuristic and the
GF to the representativeness heuristic, has been advanced by Braga et al. [14].
According to them, the availability heuristic, requiring less cognitive resources than
representativeness heuristic, would underpin H-HF, which entails a simpler cog-
nitive process than GH.

Although the processes underpinning the two fallacies are still blurred, there is a
general agreement that both lead to overestimating the probability of the target
event (i.e. the event expected to occur). The repercussions of this tendency on
decision-making in financial markets [15–17], gambling (see for reviews, [18, 19]),
sport [20] or legal contexts [21] have been largely documented. To explicitly test
this hypothesis in laboratory, however, the relationship between the prediction of
the future event, the probability estimate of such an event, and/or the decision of
betting on this event should be examined.

Nevertheless, to our knowledge, no study has so far jointly considered these
three indices. Most studies asked participants to predict the next outcome after
varying the length of a run of identical outcomes and, in some studies, to indicate
the confidence level in their predictions as well (e.g. [3, 11, 14, 18, 22]). A few
studies explicitly asked participants to estimate the probability of a given event (e.g.
[10, 15, 23]). For example, in a large survey performed with a representative sample
of the population living in Germany, Dohmen et al. [15] invited participants to
imagine a sequence of eight coin tosses and then asked them to indicate the
probability with which events opposite to the last one would occur in the target trial.
Results showed that about 21% of the participants fell in the GF, and about 9% gave
probability estimates of less than 50% (in line with H-HF), while about 60% gave
the correct answer. In a laboratory setting, Navarrete and Santamaria [23] asked
participants to estimate the percentage probability of winning when betting on a
colour, in conditions in which the number of sets in a roulette problem was varied.
They found that increasing the extensional complexity of the problem reduced the
occurrence of GF and improved the probability estimate. As already stated, Burns
and Corpus [10] investigated both prediction and probability estimates of future
outcomes but the two indices were analyzed separately.

Finally, a certain number of studies [4, 24–26] asked participants to predict the
future event, after varying the length of a run of the same outcome, and to decide
how much to bet on its occurrence. With a few exceptions [25], these studies found
that higher bets were positively correlated to the GF.

34.2 Overview of the Study

The present study aimed to investigate, in a laboratory setting, GF and H-HF and
their relationship with probability estimates and wager sizes in a fictional gambling
task. More precisely, our first aim was to investigate whether a run of the same
outcome in a supposed random game would induce GF or H-HF. Moreover,
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we aimed at investigating whether the induced fallacy would be linked to an
increase of the probability of the outcome in conformity with the fallacy, and/or
with an increase of the wager on such an outcome.

To this end, we created two experiments, with three between-subject conditions,
where participants were invited to play in a drawing card game, in which cards were
subdivided in high versus low cards.1 In both experiments, participants were first
presented with 12 supposed computer-generated random drawings, each of them
entailing the possibility of winning or losing a certain amount of the available
budget. In experiment 1, at the 13th draw, participants had to choose a card (high or
low) and how much to bet on it, and to indicate the probability that the chosen card
would be drawn. In experiment 2 the order of questions was inverted: Participants
had first to indicate the draw probability of a given card and then to choose the card
on which to bet and how much to bet. Actually, in each experiment, the 12
drawings were not random but were built in such a way as to present, in two
conditions, a final run with four cards of the same type (high or low), while in the
third condition (control) only the last card was high (half of the times) or low (the
other half). In all three conditions, the last 4 cards drawn always involved a payout.
Moreover, in all three conditions, after 12 draws, the initial budget was slightly
increased. In this way, we created a procedure that equated the likelihood of
occurrence of the two fallacies. In fact, in accordance with some of the studies
presented above [6, 11, 12], on the one hand the alleged random sequence should
favour the occurrence of the GF; on the other, the winning series should favour the
occurrence of the H-HF.

The hypotheses underpinning the study were the following:
If the GF was induced, then in the two conditions with a final run of four of the

same cards (high or low), participants should choose a card with the opposite value
than the one in the run. If the H-HF was induced, then participants should choose a
card with the same value as the one in the run. If no fallacy was induced (as well as
in the control condition), then the participants’ choices would be random.

In addition, if the card choice was based on, or associated with, the probability
estimate about its future drawing, there should be a causal or correlational link
between the two variables. More precisely, two results should occur: In the two
fallacy-inducing conditions the probabilities of the card conforming to the fallacy
should be overestimated, and a positive correlation should occur between the
chosen card and the probability estimate of its future drawing.

Finally, if the amount of the wager chosen was based on the probability estimate
of winning, and if in the fallacy-inducing conditions the drawing probability of the
card on which to bet were to be overestimated, then a causal or correlational link
should exist also between these three variables (condition, probability, and wager).

1As specified in the Materials and Procedure Section of the Experiment 1, high cards were the
cards with numbers from 6 to 10 and low cards were those with numbers from 1 to 5. Note that in
the deck of cards there were four types of cards, each of them having a number from 1 to 10.
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Note that by using two separate indices—choice of the card on which to bet and
probability estimate about the outcome of the future draw—to investigate the
putative fallacies, we aimed to establish whether they were based on a cognitive
heuristic, leading to erroneous beliefs on probability (of which individuals can be
aware), or on a simpler type of heuristic, such as a preference heuristic, of which
individuals are not aware. In the first case, we expected a relation between the two
indices; in the second case, no relation was expected.

The rationale underlying the decision to carry out two experiments whose dif-
ference consisted in inverting the order of the questions about choice of the card and
probability estimate was the following: In experiment 1, in line with the dual
process theories (see for review, [27]), the first question concerned the choice of the
card on which to bet because we were interested in bringing to light the outcome of
an immediate process of decision-making, possibly preceding a more reflexive
judgment process about the probability evaluation, brought to light by the question
on probability estimate. Had both indices of GF or H-HF been found, it would have
been possible to test their supposed relationship but without establishing a causal
link between them, since participants could have chosen the card on which to bet on
the basis of the probability estimate of its being drawn, or could have estimated this
probability after their choice. This was the first limitation of experiment 1. The
second limitation concerned the possibility that the question about the probability
estimate that the chosen card would be drawn may have been misunderstood as a
question about the confidence of winning. Since in experiment 1 no relation was
found either between experimental conditions and probability estimate or between
choice of card and probability, we speculated that participants could have actually
indicated how lucky they felt rather than provide an “objective” evaluation of
probability. In experiment 2, by inverting the order of questions, we tended to
overcome these two limitations.

Both experiments were built through E-prime 2.0 software and were carried out
with a laptop.

34.3 Experiment 1

34.3.1 Participants

One hundred thirty-five undergraduates (74 male and 61 female) of the Universities
of Naples, Caserta, and Salerno participated in this experiment as unpaid volun-
teers, after signing the informed consent. They were aged from 19 to 28 years
(M = 22.61; SD = 2.16) and were randomly assigned to one of the three condi-
tions (n = 45 for each condition).
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34.3.2 Materials and Procedure

Participants were informed that they had a budget of 20 tokens to take part in a card
game consisting in 13 random drawings from a deck of 40 cards. In the deck there
were four types of cards, each of them having a number from 1 to 10. The cards
were subdivided into high cards (with numbers from 6 to 10) and low cards (with
numbers from 1 to 5). Before each of the first 12 draws, the dealer would establish
the amount of the stake and which type of card (high versus low) would win. So, at
each draw, participants could win or lose the stake. It was specified that after each
draw, the drawn card would be put back into the deck. At the 13th drawing,
participants were invited to choose a card (low or high) and to specify how many
tokens (from 1 to 10) they wanted to bet on it, by typing their choices on the laptop
keyboard. Then, they were asked to indicate, on a scale from 1 to 100, the prob-
ability that the card on which they had bet would be drawn in the following draw.
After that, the experiment ended and participants were debriefed and thanked.

As said above, the first 12 drawings were not random but had been built to create
three conditions: Two fallacy-inducing conditions, and one control condition. In the
two fallacy-inducing conditions, the sequence of drawings was built in such a way
that the last four drawn cards were always low cards (condition with low card series
—LCS) or high cards (condition with high card series—HCS), respectively. The
two different series were built in order to distinguish, in the subsequent bet, the GF
or the H-HF from a possible preference effect for high or low cards. In both
conditions, the last series was always a winning one. In the control condition, the
sequence of drawings was built so as to seem representative of a randomly gen-
erated series, by avoiding that cards of the same type followed one another more
than twice. In order to counterbalance a possible “recency effect”, half of the
participants saw a high card as the last card, while the other half saw a low card. In
all three conditions, after the first 12 drawings, participants reached a budget of 26
tokens.

34.3.3 Results

Table 34.1 shows the distribution of the cards on which participants decided to bet
in the three conditions. The chi-square revealed a significant relationship between
the experimental conditions and the choice of the card, χ2 = 12.34, df = 2;
p < 0.01, in line with the GF. In the HCS condition, participants preferred to bet on
low cards rather than on high cards, while the contrary occurred in the LCS con-
dition. No significant difference was found in the control condition. However,
although a one-way ANOVA conducted on the proportion of participants who
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chose a high card2 showed a significant effect due to the condition, F2,132 = 6.64;
p < 0.01; partial η2 = 0.091, LSD pairwise comparisons revealed no significant
difference between the control and the LCS conditions (p = 0.383). In both con-
ditions participants tended to choose high cards (57.8% and 66.7%, respectively).
On the contrary, the condition with HCS was significantly different from the control
(p. < 0.01) and the LCS (p. < 0.001) conditions: The choice of the high card was
lower (31.1%) than in the other two conditions. This finding suggests that partic-
ipants preferred to bet on high cards, but when this tendency was in contrast with
GF, the choice did no longer conform to the basic preference and was reversed in
the one conforming to the GF.

In order to investigate the relationship between the manipulation of the last series
of cards, the choice of the card on which to bet, and the probability estimate of its
drawing, we first recoded the probability estimate in a categorical variable with
three values: Less than 50%, equal to 50%, and more than 50%. The value of 50%
was the correct estimate, whereas the other two values corresponded to subjective
probabilities. The value of more than 50% corresponded to the fallacious overes-
timate, while that of less than 50% signaled incongruence between the choice of the
card and the expected outcome. In Table 34.2 the distribution of the three-value
probability estimate as a function of the experimental conditions and the choice of
the card on which to bet was reported. Neither the chi-square conducted to assess
the relationship between the experimental conditions and the probability estimate
(χ2 = 4.23, df = 4; p = 0.376), nor the Phi coefficient used to assess the associa-
tion between the choice of the card and the probability estimate (ϕ2 = 0.158;
p = 0.186) were significant.3 In the latter case we used a measure of association
since the direction of the relationship between the two variables could not be clearly
determined. Participants may have chosen the card on which to bet on the basis of

Table 34.1 Experiment
1—Distribution of the chosen
card in the three experimental
conditions

Condition Card on which to bet Total
(% = 100)High card (%) Low card (%)

Control 26 (57.8) 19 (42.2) 45
High card series 14 (31.1) 31 (68.9) 45
Low card series 30 (66.7) 15 (33.3) 45
Total 70 (51.9) 65 (48.1) 135

2At the request of a reviewer, we specified the following: Since the dependent variable was
dichotomous (high versus low card), it was recoded as a single dummy variable: 1 = high card;
0 = low card. Then, the one-way ANOVA was performed on the proportion of high cards chosen
by the participants (note that the proportion of low cards can be obtained through subtraction).
3Note that no significant effect emerged even from the analyses performed by treating the prob-
ability estimate as a continuous variable. The linear regression carried out to test the effect of
experimental conditions (coded as two dummy variables) on probability estimate showed no
relationship between the variables. Even the point-biserial correlation coefficient did not show any
significant relationship between the choice of the card (coded as dummy variable) and the prob-
ability of its drawing.
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the probability estimate of its drawing or may have estimated this probability after
their choice. However, the results suggest that choice and probability estimates are
reciprocally independent.

Finally, to examine whether experimental conditions affected wager amount, we
carried out a one-way ANOVA, which did not show any significant effect,
F2,132 = 0.52; p = 0.989; partial η2 = 0.000: in all the three conditions the average
wager was about 5 tokens. On the contrary, the correlation between probability
estimate and wager amount was positively significant, r = 0.343; p
(2-tailed) < 0.001.

34.3.4 Discussion

The results of experiment 1 are quite puzzling. They showed evidence in line with
the GF, revealing that such a fallacy was strong enough to counteract and overcome
the preference for choosing high cards, which is manifested in the control condition,
whereas in the condition with the low card series the choice was congruent with the
GF and the preference for high cards. Only one third of participants made choices in
conformity with the H-HF. However, our results suggest that choice and probability
estimates are based on two reciprocally independent processes. An alternative

Table 34.2 Experiment 1—Distribution of the probability estimate (recoded as a nominal scale) of
card drawing in function of the experimental conditions and the choice of the card on which to bet

Condition Probability estimate of drawing the chosen card Total
(% = 100)Choice of the card Less than

50 (%)
50 (%) More than

50 (%)

Control High card chosen 5 (19.2) 15 (57.7) 6 (23.1) 26

Low card chosen 6 (31.6) 7 (36.8) 6 (31.6) 19

Total Control 11 (24.4) 22 (48.9) 12 (26.7) 45

High card series High card chosen 4 (28.6) 5 (35.7) 5 (35.7) 14

Low card chosen 7 (22.6) 9 (29) 15 (48.4) 31

Total HCS 11 (24.4) 14 (31.1) 20 (44.4) 45

Low card series High card chosen 8 (26.7) 12 (40) 10 (33.3) 30

Low card chosen 5 (33.3) 4 (26.7) 6 (40) 15

Total LCS 13 (28.9) 16 (35.6) 16 (35.6) 45

Total HCC 17 (24.3) 32 (45.7) 21 (30) 70

Total LCC 18 (27.7) 20 (30.8) 27 (41.5) 65

Overall Total 35 (25.9) 52 (38.5) 48 (35.6) 135

Legenda: HCS = High card series; LCS = Low card series; HCC = High card chosen; LCC = Low
card chosen
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hypothesis is that participants could have misunderstood the question about the
probability estimate that the chosen card would be drawn, as a question about the
confidence level in their choice, or about the subjective probability of a good
outcome. The order of the two questions could have favored such misinterpretation.
Even the findings that about a quarter of participants underestimated the probability
of card drawing across all the conditions and that in the control condition, the
correct estimate was only provided by about half of participants may support the
hypothesis of misinterpretation. Experiment 2 was set up to compare the two
hypotheses.

34.4 Experiment 2

This experiment was carried out to establish whether the choice of cards congruent
with GF or H-HF depended or not on erroneous probability estimate. To this end,
we maintained the procedure of experiment 1 but inverted the order of the final
instructions: We first asked participants to evaluate the probability that a card
opposite to the last they had seen would be drawn, and then to choose the card on
which to bet and how many tokens to bet. In this way, we asked participants to
evaluate the probability estimate independently of the choice and, therefore, we
aimed to prevent a misinterpretation of the question as subjective belief in indi-
vidual good luck.

It should also be noted that from the perspective of the dual process theories,
such a procedure, by asking participants to first provide a judgment of probability
and then to choose, would facilitate a decision-making process based on System 2
rather than on System 1. Therefore, this procedure would favor congruence between
the two indices of fallacy we investigated: A judgment-based index and a behav-
ioral index. If this congruence was not found, it would be inferred that GF and/or
H-HF lay on two separate processes and that the explicative hypotheses in term of
erroneous probability estimate should be revised and integrated.

34.4.1 Participants

One hundred ninety undergraduates (85 male and 105 female) of the Universities of
Naples, Caserta, and Salerno participated in this experiment as unpaid volunteers,
after signing the informed consent. They were aged from 19 to 33 (M = 22.99;
SD = 2.79) and were randomly assigned to one of the three conditions (60 to each
fallacy-inducing condition and 70 to the control condition).
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34.4.2 Materials and Procedure

This experiment was in response to Experiment 1: Therefore, the materials and
procedures were the same except for the order of the final questions aimed at
investigating the GF and the H-HF. As above, at the thirteenth draw, participants
were asked to indicate: (1) the probability that a card with a value opposite to the
last one would be drawn; (2) the type of card on which they wanted to bet; (3) how
many tokens they wanted to bet. More precisely, participants having seen a high
card at the 12th draw were asked to indicate the probability of a low card, while
participants having seen a low card at the 12th draw were asked to indicate the
probability of a high card.

34.4.3 Results

Two causal models were tested: A model in which the experimental conditions
affected the choice of the card via probability estimate, and a model in which the
experimental conditions affected the wager amount via probability estimate.

The first model was tested initially by recoding the probability estimate as a
three-value categorical variable. Recoding the probability estimate in a categorical
variable aimed to distinguish the correct estimate (50%) from those congruent with
the two fallacies. Since we asked participants to estimate the probability of the type
of card opposite to the last drawn, estimates of more than 50% would be congruent
with GF and those of less than 50% would be congruent with the H-HF. Note that in
the control condition, half of participants estimated the probability of the high card
and the remaining half the probability of the low card; in the high card series
condition, participants estimated the probability of the low card, while the opposite
was requested in the low card series condition.

In Table 34.3 the distribution of the choice of the card on which to bet as a
function of the experimental conditions and the probability estimate of its being
drawn was reported.

Since in the control condition half of participants were asked to estimate the
probability of low card, and the other half the probability of high card, we per-
formed the statistical analyses by splitting the sample based on the last card drawn.
In this way, we compared the condition with low card series to the control con-
dition with last-drawn low card, and the condition with high card series to
the control condition with last-drawn high card. The two chi-squares performed to
examine whether experimental conditions affected probability estimates did not
reveal any significant effect: χ2 = 2.51, df = 2; p = 0.285, for conditions with
last-drawn high card(s); χ2 = 1.56, df = 2; p = 0.459, for conditions with
last-drawn low card(s). Irrespective of the experimental conditions, the participants’
answers did not significantly differ between correct estimate, over- and underesti-
mation of the probability. The two chi-squares carried out to examine whether
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experimental conditions affected the choice of the card did not reveal any significant
effect for conditions with last-drawn low card(s), χ2 = 0.29, df = 1; p = 0.586, and
a significant effect for conditions with last high card(s), χ2 = 5.60, df = 1;
p < 0.01. Participants in the condition with high card series chose more low cards
than participants in the control condition (with only the last-drawn high card), in
line with the GF. On the contrary, when the last card(s) were low, participants in
both conditions tended to choose high cards. The two chi-squares conducted to
examine the influence of probability estimate on the choice of the card on which to
bet revealed a significant effect of probability when the last-drawn card(s) were low,
χ2 = 12.46, df = 2; p < 0.01, but did not show any effect when the last-drawn card
(s) were high, χ2 = 2.61, df = 2; p = 0.271. When the last-drawn card(s) were low
and participants were asked to estimate the probability of a high card, those who
gave correct or overestimated probabilities tended to choose high cards, whereas
those who gave underestimated probabilities tended to choose both types of cards.
In the conditions where last-drawn card(s) where high and it was requested to
estimate the probability of a low card, the participants’ choices were not affected by
their estimates. Even those who gave correct or overestimated probabilities on low
cards tended to bet on both types of cards.

Table 34.3 Experiment 2—Distribution of the choice of the card on which to bet in function of
the experimental conditions and the probability estimate (recoded as a nominal scale) of its
drawing

Condition Card on which to bet
Probability estimate (%) High card Low card Total (%)

Control with last-drawn
high card

<50 7 4 11 (31.4)
50 10 8 18 (51.4)
>50 4 2 6 (17.1)
Total (%) 21 (60) 14 (40) 35 (100)

Control with last-drawn
low card

<50 4 5 9 (25.7)
50 12 4 16 (45.7)
>50 6 4 10 (28.6)
Total (%) 22 (62.9) 13 (37.1) 35 (100)

High card series <50 12 12 24 (40)
50 6 15 21 (35)
>50 3 12 15 (25)
Total (%) 21 (35) 39 (65) 60 (100)

Low card series <50 6 11 17 (28.3)
50 16 4 20 (33.3)
>50 19 4 23 (38.3)
Total (%) 41 (68.3) 19 (31.7) 60 (100)

Overall total (%) 105 (55.3) 85 (44.7) 190 (100)
N.B. In the conditions with last high card, the probability referred to the low card drawing; in those
with last low card, it referred to the high card drawing
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Although the results of the chi-square tests were clear enough, we also tested a
causal model of the relationship between experimental conditions and choice of the
card, via probability estimate treated as continuous variable. To this end, we con-
ducted two mediation analyses using the INDIRECT macro developed by Preacher
and Hayes [28]. The first analysis was performed by selecting the conditions with
last-drawn high card(s). The second analysis was performed by selecting the con-
ditions with last-drawn low card(s).

In both analyses they were coded as a dummy variable (1 = inducing-fallacy
condition; 0 = control condition) and introduced in the regression analyses as
predictor; probability estimate was introduced as mediator, and the chosen card,
coded as dummy variable (1 = high card, 0 = low card), was the criterion variable.
In line with the results of the chi-square tests, the results of the first analysis showed
only a total effect of the condition on the choice of the card, B = −1.024; S.
E. = 0.438; p = 0.019; Wald = 5.458, analogous to the one already reported. The
condition did not affect the probability estimate and the latter did not affect the
choice of the card. The results of the second analysis showed only a direct effect of
the probability estimate on the card choice, B = 0.043; S.E. = 0.017; p = 0.010;
Wald = 6.573: the choice of the high card increased as probability estimate
increased. The condition did not affect the probability estimate or the choice of the
card.

To test the causal model according to which the experimental conditions affected
the wager amount via probability estimate, we conducted two mediation analyses
using the MEDIATE macro [29], following a procedure analogous to the
above-mentioned one. However, since in this case the dependent variable was
continuous, the mediation analyses were performed through linear regressions
rather than logistic regressions. The first analysis, with the conditions with
last-drawn high card(s) as predictor, did not reveal any significant effect. The
second analysis, with the conditions with last-drawn low card(s) as predictor,
showed only a significant effect of the probability estimate on the wager amount,
B = 0.063; S.E. = 0.025; t = 2.475; p = 0.015: The more the probability estimate
increased, the more the wager amount increased. No other effect was found.

34.5 Discussion and Conclusion

This study had three goals: (1) to establish whether a winning run would be more
likely to elicit the GF or the H-HF in a fictional gambling game; (2) to investigate
whether fallacies increase the proneness to bet; (3) to test the hypothesis, widely
accepted to date, that the GF or the H-HF are based on an incorrect estimate of the
probability of a given event that, in turn, lays on judgment heuristics, such as the
representativeness heuristic. The third goal was the most relevant from a theoretical
point of view, and we aimed to achieve it by using two different indices of fallacies:
A behavioral index (the choice of the card on which to bet in the gambling game)
and a cognitive index (the probability estimate of drawing a given card). Through
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two different experimental procedures, we varied the order with which these indices
were investigated to prevent possible misinterpretations of the instructions. The
results of the two experiments are congruent and allow the formulation of a single
explicative hypothesis. They suggest that deciding on which card to bet was a
process based mainly on the preference for high cards, which in turn could be based
on the simple heuristic that “high is better than low”. Only the occurrence of a long
series of high cards seems able to contrast and overcome this tendency by reversing
the preference for high cards in favor of low cards. The choices consonant with the
GF clearly emerged only in these conditions, since in the condition with low card
series, choosing a high card is consonant with both the preference heuristic and the
GF. Thus, the two processes are indistinguishable.

Is the GF based on overestimating the probability of the target outcome? Our
results suggest a negative answer. First of all, in both experiments, the card
manipulation did not affect the probability estimates, which were almost equally
distributed between correct, overestimated, and underestimated answers, with a
slight, but not significant, tendency toward correct answers in the control condition.
If the probability estimate were the only index of fallacies, this finding could have
been interpreted as an evidence that, regardless of the experimental manipulation,
almost two third of the participants spontaneously incurred in the GF, in the H-HF
or, at least, in negative or positive recency. However, by using both a behavioral
and a cognitive index of fallacy, we were able to establish whether the participants’
beliefs about the probability resulted or not in a congruent choice. In experiment 1,
no correlation was found between the two variables. In experiment 2, we found that
probability estimate affected choice in the conditions with last-drawn low card(s).
Nevertheless, this finding seems to be an effect of the preference for high card rather
than a judgment outcome. Participants who correctly estimated or overestimated the
probability of a high card tended to bet on a high card, apparently conforming their
behavior to previous estimates. However, participants who underestimated the
probability of high card distributed their choices between the two types of card,
instead of focusing them on low card, as they should have done if they had been
consistent with their estimates. Moreover, when the probability of low card had to
be estimated, participants did not adapt their choices to previous estimates:
Regardless of the values attributed to the probability of drawing a low card, they
betted almost equally on both types of cards. These findings further corroborate the
idea that the incidence of probability on choice emerges only when there is con-
gruence between preference-based choices and probability-based choices. When
there is incongruence between the two types of choice, the participants’ behavior
seems to follow two opposing decision criteria: The congruence between judgment
and choice, and the matching between preference and choice.

Although these results need further studies to be substantiated, at present they
corroborate the idea, firstly advanced by Zajonc [30], that affect heuristic (such as
the preference for a giving stimulus) is the basic and automatic process informing
decision-making. The judgment heuristics, such as the representativeness heuristic
thought to underlie the GF and/or the H-HF, are somewhat more complex cognitive
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strategies. Hence, only in some circumstances are they able to overcome the
influence of affect heuristic on choices.

As to the second goal of our study, whether fallacies increased the proneness to
bet, we found that wager size increased in function of probability estimate. How-
ever, since the experimental manipulation did not affect the probability estimate, but
only affected the choice of the card on which to bet, no relationship could be
established between the fallacy-inducing conditions and the wager amount. To
attempt to understand this finding, we need to consider that in control conditions of
both experiments, in which the sequences were built according to the randomness
representation, less than half of participants estimated probability correctly. The
others seemed to formulate their judgments on the basis of positive or negative
recency: The probability of a future outcome was over- or under-estimated in
function of the last outcome observed. Maybe the experimental manipulation did
not affect the probability estimate since participants “naturally” followed the
principles underlying the H-HF (positive recency) and the GF (negative recency).
Again, further studies are needed.

In conclusion, our results do not corroborate any of the two causal models tested:
The occurrence of a relationship between experimental manipulation and choice
mediated by probability estimates, the occurrence of a relationship between
experimental manipulation and proneness to bet via probability estimates. They
suggest that choice and probability estimates are two reciprocally independent
processes and that the choice is largely dependent on affect (preference) heuristic.

34.6 Ethics Approval

This study was approved by the Ethics Committee of the Department of Psychology
of the University of Campania Luigi Vanvitelli (previously, Second University of
Naples)—approval number: 23/2016.
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Chapter 35
When Intuitive Decisions Making, Based
on Expertise, May Deliver Better Results
than a Rational, Deliberate Approach

Mauro Maldonato, Silvia Dell’Orco and Raffaele Sperandeo

Abstract In the last 30 years, the systematic analysis of human thought has
provided new evidences on intuition’s nature. It has been observed in experimental
level that in front of decision-making problems, most people unknowingly adopt
adaptive solutions that are different from logical inferences of normative rationality.
To cope with the temporal and cognitive limitations, humans always use heuristic
strategies that allow them to gather quickly useful information for survival. Natu-
rally formal logic can lead to adequate choices, but its processes are slow and
cognitively expensive. In this paper we intend to show how, in specific situations
and contexts, the paths of formal logic and of natural logic (heuristics, intuitions and
so on) diverge dramatically.

Keywords Intuition ⋅ Decision-making ⋅ Heuristics ⋅ Natural logic ⋅
Rationality

35.1 Introduction

Classical theories of decision, such as the Expected Utility Hypothesis [1], defined
the decision behavior as an integration process of information in which, through the
Weighted Additive Strategies (WADD), it was always possible to maximize our
own expected utility [2]. Indeed, because of the cognitive-computational and
environmental limits that characterize most of everyday situations, individuals often
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rely, rather than on logical-formal strategies [3], on an automatic cognitive pro-
cessing: particularly on intuition, a form of instinctive and unconscious knowledge
[4, 5] that allows us to look at things in new and often decisive ways. Intuition can
be understood as an expression of our ecological rationality [6, 7] that takes over
when we are not able to assess the available data. Thanks to it, we can process,
quickly and without great effort [8], a lot of information sedimented in our memory,
urging an immediate and often reliable recognition of the present situation. The
efficacy of this process is proportional to the experience level we have in that
particular domain [9]. Just think of a chess champion who, after a quick look,
performs the best move possible in that situation; or a doctor who, in an emergency
situation, recognize the forthcoming risk of life in a patient [10]; or, still, a manager
who can predict the consumers’ response to a new marketing initiative [11, 12]. The
ability to distinguish between thousands of different situations and objects is one of
the fundamental tools of the expert, and also the main source of his insights. In the
scope of “Naturalistic Decision-Making” [13]—a research program that studies
how experts decide in situations characterized by various constraints as time
pressure, incomplete knowledge of the alternatives, emotional tension, uncertainty,
ill-defined goals or high stakes—a bunch of experiments have shown that experts,
unlike the beginners decide without evaluating analytically the pros and cons of
each option [13, 14]. In fact, they can overcome attentional and procedural memory
limits through the internalization of cognitive processes that have shown to be
useful in the past [9] and through a process of recognition of the situation that
occurs comparing the alternatives and the potential courses of action according to
certain criteria of acceptability. In particular, they consider situations holistically
[15]: they identify intuitively the objectives to be pursued, the most important clues
to observe and monitor, the possible evolutions of the situation and action plans to
be followed [16].

When an expert makes a decision, he ‘photographs’ the present situation: the
association between detected clues previous experience allows him to define
quickly a possible plan of action [13]. The cognitive processing focuses entirely on
the operation of that choice regarding the perceived environment, allowing also a
higher control on the course of the chosen action. So, if the systematic comparison
between different solutions creates an ideal solution, the investment on a reasonable
solution leaves the opened possibility that it may be modified. An eloquent example
is the so called “evidential paradigm of the medical semiotics” [17]. Which is not so
based on analytical reasoning, but on an intuitive noesis that allows the expert
doctor to make a diagnosis based on the emergence of superficial symptoms that
would say nothing to inexperienced people. No doctor makes diagnosis based only
on standardized diagnostic protocols. It is a kind if knowledge that is neither
formalized nor communicable that, in addition to individual inclinations, also
requires imponderables elements such as flair, a good glance and so on [18]. Some
elements unhide only to careful and experienced observer.
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35.2 Instinctively Understand: The Role of Intuition

But what is an intuition? Is it creativity, tacit knowledge, implicit learning and
memory, sixth sense, heuristics, emotional intelligence? Intuition has characteristics
in common with these and other definitions [19, 20]. It takes place almost instan-
taneously and consists of emotional and somatic processes, without any role (at
least apparently) of the conscious and logical-deductive thinking [21]. An intuition,
in fact, almost always presents a somatic correlate: a gut feeling that comes sud-
denly freeing us from our doubts. Although based on a limited amount of infor-
mation, especially in stressful situations or limited time conditions, intuition links
our actions with the experiences stored in our long-term memory [22]. Of course,
intuitive thinking without reasoning can be inaccurate and misleading. But we do
not make mistakes only when we rely on our intuition. We also make mistakes
when we reflect too much on what to do, because we ‘smother’ our visceral sen-
sations, depriving us of their ‘wisdom’. This phenomenon, called choking, mani-
fests itself particularly in the sensory-motor skills of experts, for example of an
artist or a professional athlete [23]. In fact, if beginners need to focus on every
technical detail of their performances, the same is not true for professionals,
because controlling an automated task could be counterproductive for them [24].
Indeed, when executing a performance in conditions of psychological pressure (like
an important debut, audition or exam), professionals will tend to focus more on
technical details usually performed automatically, since they are acquired by
experience. This increased focus on execution of actions step by step damages the
automated abilities, producing a change in routine that often results in sub-optimal
performance [25]. In that way an actor becomes insecure on the acting of his lines, a
dancer loses fluidity in his movement, a baseball player has more difficulty
recovering the ball and so on. In short, the margin for error increases greatly, there’s
a lack in the natural flow of the performance and the grace of talent disappears [26].
That’s why at certain levels of experience we can stop thinking.

35.3 Non Compensatory Strategies and Dual Process
Theories of Reasoning

The increased interest in the intuitive decision-making strategies aroused a parallel
interest for preparation of alternative decision-making strategies to the normative
ones. Among them there is the Consistency-Maximizing Strategy (CMS) according
to which the decision-making process consists of three phases [27]: (1) in front of a
decision-making situation, people would activate immediately a sort of temporary
network of important information that are available in the memory to form a first
mental representation of the situation; (2) automatic cognitive processes reduce the
incoherences between network information by creating a coherent representation of
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the situation; (3) people will represent to themselves those problems in which a
decisive option prevails (Fig. 35.1).

Current studies on intuition have roots in the research program Heuristics and
Biases Approach of Kahneman and Tversky that, since the seventies of the twen-
tieth century, has experimentally investigated the deviations of human decisions
from normative models of rationality [28, 29]. These investigations have shown
that, in many tasks that typically require a type of analytical reasoning, people rely
on intuitive inferences [30]. One possible explanation is that the concept of nor-
mative rationality does not coincide with that of adaptive rationality [31], or that the
utility maximization for the individual is different from the utility maximization for
the species. From heuristics research on decision-making, research has seen a
proliferation of approaches that go beyond the formal cognitive processes delib-
erated by neoclassical rationality. Research lines incorporating intuition into deci-
sion making processes are those defined dual-process theories [32–37], which since
1970 have become common in various areas of cognitive and social psychology.
One example, among others, is the distinction between automatic and controlled
processes [38], heuristic versus systematic thinking [39], conscious versus uncon-
scious cognition [40], or affect versus cognition.

Traditionally, analytical thinking and intuition were considered alternative
cognitive processes: the first one characterized by precise formal reasoning and
compensatory strategies; the second one is fast, not formal, indescribable and often

Fig. 35.1 A general model for basic probabilistic inferences. Boxes represent nodes; lines
represent links, which are all bidirectional. Connection weights can range from –1 to +1 and are
labelled w. Using the iterative updating algorithm, coherence is produced in the network by
changing activations (a). The special node “General Validity” has a constant activation of +1 and
is used to supply the network with energy. The indexes o and c refer to option and cue n des, the
index v refers to connections with the general validity node (27, pp. 218)
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unconscious in producing answers to problems [41]. The dual-process theories of
reasoning have grown in recent years [42]. For example, the Heuristic Analytic
Theory of Evans [32], unlike the theory of Tversky and Kahneman [43], suggests
that the preconscious heuristics would have the function of selecting the repre-
sentations of a decision problem. For their part, the rules of rationality theories do
not provide a satisfactory evaluation method of reasoning and often lead to irra-
tional conclusions. Evans and Over [44] propose two distinct forms of rationality:
the first (System 1) is fast, implied, associative, pragmatic, based on previous
experiences and not aware. Its function is domain-specific (the knowledge gained
by this system are developed in highly specialized sectors) and its domain-general
mechanism can be compared to a neural network in which knowledge derives from
the activation of particular units of the network and not from rules of
specific-content. System 2 is unitary, analytical, slow, conscious, sequential and
explicit. The biases would ensue from the fact that in the first heuristic processing
phase the information logically relevant can be neglected, or even omitted. Sloman
is the author of another dual-process theory, [37] according to which cognitive
processes are characterized by two systems: associative system and rule-based
system. The first one is based on temporal contiguity levels and relations of sim-
ilarity acquired by personal experience: a system that is fast, automatic, concrete
and of which we only know the final outcome. The second, the rule-based system,
draws inferences from analytical-formal processes and is aware. According to
Sloman, these two reasoning systems, even though produce opposite solutions, are
not separated, but act simultaneously: this simultaneity is defined as “Criterion S”.

Stanovich and West [45] combine the Cognitive Experiential Self-Theory [35]
with the subsequent theories and present a unified theory based on two distinct
reasoning systems also called here “System 1” (experiential) and “System 2”
(cognitive). The first one provides intuitive responses to problems, while the second
one monitors and, if necessary, correct these answers. The primacy of System 1
prevents individuals to think about an issue according to its logical properties.
Stanovich [46] defines this tendency to contextualize automatically problems as
“fundamental computational bias”. According to the authors, these differences in
cognitive abilities would correspond to two different kinds of intelligence: analytic
intelligence (measured by psychometric tests) and interactional intelligence (social
pragmatic intelligence). Among the three dual-process theories, that of Stanovich
and West [45] provides the most detailed explanation on how the two reasoning
systems develop from the evolutionary point of view. System 1 is at service of
evolutionary rationality and is designed to monitor and identify the regularities of
the environment, while System 2 at its turn is functional to the instrumental
rationality. In addition, the variability in problem-solving and decision-making
tasks and the discrepancy between normative and descriptive models cannot be
explained only by the presence of performance errors and cognitive computational
limitations, but it’s necessary also to consider the many individual differences—as
the needing to conclude the task as soon as possible, the tendency to think deeply,
the propensity to confirm our own hypotheses and so on.

35 When Intuitive Decisions Making, Based on Expertise … 373



In line with the dual-system models, the Reflective Impulsive Model [42]
explains the behavior as the result of the joint function of two processing systems
each one of them operate according to different principles (Fig. 35.2): the reflective
system (RS) and the impulsive-associative system (IS). While the first produces
judgments and decisions following intentional patterns, the second is activated
unknowingly by previously learned associations and by motivational orientation.

The multimodal associative memory of IS, which includes behavioral patterns
and motivational orientation, has a key role in the decision-making process because
it generates different emotional responses and behavioral trends to the problems
posed by the environment [47]. These internal cubes are received by RS and
included in the judgment’s formation. The RS operations are slower than the IS
functions, are based on a few, distinct symbolic representations and put together
strategic plans of action to achieve a goal, inhibiting the instinctive responses (e.g.,
impulses or habits) [48]. At this point, the RS usually selects those cues that
(a) meet best the goal and (b) are compatible with the cognitive capacity and the
available environmental resources.

35.4 Conclusions

Over the last 30 years, systematic analysis of human decisions has come up with
new and surprising evidence. In particular, experimentally, it has been shown that
in their behaviour the great majority of people follow spontaneous intuitions,
unconsciously adopting adaptive solutions which are incompatible with normative
rationality [49, 50]. In particular, it was seen that to decide people would activate
quickly a temporary network of important information available in the memory for
a first context representation; that automatic cognitive processes reduce the inco-
herences between network information by creating a coherent environment repre-
sentation; that people will represent to themselves those problems in which a
decisive option prevails.

This recognition, derived from study and analysis of the mind carried out
throughout the 20th century, should constitute the basis for a further conceptual
revolution that will have to redefine the role of external constraints to human action
(of resources and information available to the subject), giving back importance to
internal constraints, (in computing capacity [51, 52], memory and more). It’s a
matter of inserting these evidences into the framework of a natural logic founded
on the theoretical and experimental system of cognitive neurosciences. Soon it

Fig. 35.2 Dual systems and
information processing (42,
p. 92)
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should be possible to clarify that each individual adopts conduct rules that allow
him, on one hand, to simplify his decision-making models and, on the other hand,
to coordinate himself with other agents to resize the uncertainty proper to every
complex system.
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Chapter 36
Artificial Entities or Moral Agents?
How AI is Changing Human Evolution

Mauro Maldonato and Paolo Valerio

Abstract A large amount of theoretical and experimental research—from dynamic
systems to computational neurosciences, from statistical learning to psychobiology
of development—indicates that the encounter between Humans and very powerful
AI will lead, in the near future, to organisms capable of going over the simulation of
brain functions: hybrids that will learn from their internal states, will interpret the
facts of reality, establish their goals, talk with humans and, especially, will decide
according to their own ‘system of values’. Soon the traditional symbolic-formal
domain could be overcome by the construction of systems with central control
functions, with cognition similar to the biological brain. This requires a clarification
on how they will act and, mostly, how they will decide. But what do we know today
about decision-making processes and what is their relationship with the emotional
spheres? If, traditionally, emotions were considered separate from the logical and
rational thought, in recent years we have begun to understand that emotions have
deep influence on human decisions. In this paper, we intend to show how emotions
are crucial in moral decisions and that their understanding may help us to avoid
mistakes in the construction of hybrid organisms capable of autonomous behavior.
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36.1 Introduction

For a long time philosophy and then science argued on one hand that our mind is
equipped with logical-deductive tools to reach valid conclusions regardless of the
premises and to obtain the maximum benefit from their decisions [1] and, on the
other hand, that the emotions overshadow our rationality [2]. This is a long tradition
of thought that includes, for example, Plato, who considered the passions and other
feelings “barbaric slush” that hinder the thought [3]; Descartes [4] who believed
that the mind is entirely separated from the body: the first one entirely reflected in
the logic, the second one with emotions and feelings; Hegel [5] who hopes in the
removal of anything that does not correspond to the Idea. Other famous examples
could help us out. However, at least until the birth of cognitive science (in the first
half of the twentieth century), the decision model resembled a sort of “moral
algebra” that allowed to know in advance the effects of our conduct [6]. This model
of rational choice, associated with the Bayes’ theorem [7] has been an essential tool
for those who recognized, in the logical-mathematical process, the essence of
reasoning. Around the middle of the twentieth century, von Neumann and Mor-
genstern [8] highlighted an element overlooked by equilibrium theorists: the
influence of social interactions on individual decisions. Economic processes, they
argue, do not derive from actions of agents capable of perfect predictions, but from
multiple interaction games that unpredictably affect individual decisions [9]. In the
game of economy, in which an individual has partial information, only a proba-
bilistic calculation can allow, although with margins of error, a successful strategy.
An economic science that is rigorous must have a ‘normative’ foundation and
coherent formal criteria [10] that allow rational decisions facing risky alternatives,
reducing most of the subjective constraints.

Humans won their developmental challenge without relying too much on the
formal-logical reasoning. For a long time almost everything—from social organi-
zation to individual lifestyles—has been functional to survival. The thought was the
body and the body was the thought, and this reciprocity has shaped the architecture
of the mind [11]. Environmental pressures, primarily the scarcity and the
non-reproducibility of natural resources, have committed our ancestors in chal-
lenges of all kind [12]. Only high emotional and intuitive index decisions would
guarantee their survival [13]. Today we know that thoughts and emotions, concepts
and feelings, permeate each other [14, 15] and, especially, that without sensory and
motor skills (therefore bodily) many aspects of human thought and knowledge
would be unexplained [16]. Therefore underestimating role of the body in human
thought means to devalue the role in the analysis of contexts, in problem solving, in
the readiness of answer, in the rapidity of action, in achieving the purpose [17]. On
the other hand, a thought is not independent from those who think [18].
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36.2 Brains that Decide

Among the abilities of the body that contribute to the activities of mind there are
also the sensory and motor ones [19]. Emotions—that are the oldest expression of
the living body—favor quick decisions and answers worthy of the environmental
challenges [20]; unlike logical reasoning which is slow and almost always delayed
compared to the action [21]. Most of our reasoning is often based on non-deductive
and unaware inferences and on simplified schemes often influenced by represen-
tations and distorted perceptions of risk: those variables make an optimal response
unlikely [22]. In this sense, a natural logic (heuristics, informal adaptive strategies,
and more) is wider than a formal logic [23, 24].

In the second half of the twentieth century, a large amount of experimental
research has shown not only that unpredictability and uncertainty, because of
partiality or insufficient information, determines risk situations that are constantly
present in human action [12], but above all, that extra-cognitive factors like emo-
tional assessment of risk, perseverance, fear for the consequences of an action,
frustration tolerance, courage and self-esteem intervene in our decisions. Never-
theless, if few doubt the fact that the brain has shaped human thought, it defined the
characteristics of our rationality and forged our decisions, very few doubt that it is
able to control the instinct and emotionality, to evaluate situations objectively and
to choose the most advantageous among the various alternatives. Kahneman [25]
has shown that this conjecture is fallacious and that, instead, we are constantly
exposed to influences that undermine our judgments and our actions [26]. So, if it is
true that the organization of our thought is efficient and productive and allows us to
develop skills and abilities, making us capable to easily perform complex opera-
tions, it is also exposed to systematic errors when intuition is influenced by
stereotypes [27].

At a neurobiological level, the decision making process is related to the orbi-
tofrontal cortex [28], to the ventromedial prefrontal cortex [29–32], to the amygdala
[33–36], to the anterior cingulate cortex and to the hippocampus. Interferences in
the integrated functioning of these structures affect our decisions [37]. The rela-
tionship between these areas is not linear and is characterized by interactions that
determine its course [38]. That’s why decision-making processes cannot be con-
sidered purely rational, but as an expression of a dynamic balance of emotions,
memories and adaptive habits deeply rooted in the brain structures [19]. After all,
most of our behaviors are supported by unaware automatisms. Emotions tie the
information encoded by the brain [39]. Some authors distinguished between “hot”
and “cold” reasoning [40]: the former is supported by the ventromedial prefrontal
cortex [41], which is active in the decision-making process that involves emotions;
the latter is supported by the dorsolateral prefrontal cortex located in the front
higher part of prefrontal cortex.
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36.3 Deciding Like Humans Do

It is now shared opinion that in the near future, organisms will appear which are
capable of exceeding simulations of brain functions: hybrids able to process the
abstract-symbolic functions similar to those of a biological brain; they will learn
from their internal states, will interpret the facts of reality, establish their goals and,
most importantly, will decide on the basis of its own ‘system of values’ [42]. For
now, research programs [43] are engaged in the projection of communication forms
with strong emotional-affective index, forms of communication based on (a) the
creation of new learning algorithms that jointly analyze multimodal channels of
information [44]; (b) new assessment techniques of frustration, of stress and of
mood through the natural interaction and conversation [45]; (c) methods that
improve the self-awareness, the awareness of their own emotional state and of
communication with the others [46]; (d) the assessment of individual health [47];
(e) the examination of the ethical implications in the field of affective informatics.

It won’t be easy to reproduce all this in hybrid agents, because these may acquire
different skills from those of humans [48]. It is not paradoxical to believe that their
rational behaviors could be even more efficient than the human ones, because of their
ability to evaluate, before complex situations, a wider range of options without
emotional conditioning. We can just consider ethically sensitive fields such as
medical or military ones [49], in which there are already advanced forms of coop-
eration between humans and robots (software agents) to carry out critical missions
where human life is at stake: rescue missions where computational cognitive models
include moral values and human concerns [50]; emergency situations that could be
compromised by slow human decision-making processes; or even war situations
where hybrid agents may have more measured behaviors than the human soldiers,
because hybrids agents are more respectful of the rules of engagement [51].

But what do we mean by moral decision in hybrid organisms and agents? Years
ago, Picard [52] listed some reasons in favor of an assignment of emotions to hybrid
agents: in fact, they would render the emulation of human action more credible,
they would improve the relationship between humans and machines and, finally,
through their modeling they would even help understand human emotions. Beyond
utilitarian analysis limits, those are not unreasonable arguments. Are they sufficient,
however, to face the questions posed by agents capable of moral decisions? For
example, how would these agents act in situations of potential conflict between
opposing moral instances as saving lives of a group or of an external member?
Would they unconditionally obey the authority or would they do what they ‘con-
sider’ right? Could recognizing and understanding the emotions and concerns of the
others agents influence their own moral decisions?

Finally, if it’s true that moral behaviors of humans are defined by the interaction
among biological, cultural and social elements, which values and hierarchies of
values will inspire their behaviors? Would an advanced autonomy suggest an “out
of control” freedom? In conclusion, due to the increasing power and interconnec-
tions of the web, will the skills and the acquired prerogatives become the bases of
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an universal hybrid moral grammar [53, 54], or the first step towards the free will of
machines, without any human control?

Before any discussion, we must be clear on some essential points. First of all, a
moral should cover basic rules such as do not kill, do not steal, do not fool, be
honest, loyal and unselfish, trust in man’s ability to learn and commit to a shared
system of moral rules [55]. The social reciprocity, besides, is an important resource
because it promotes virtuous behaviors, punishes those that aren’t virtuous, pushes
to the deferment of actions over time and so on [56]. In this sense, the possibility of
hybrid agents to take moral decisions opens the field to series of questions. Can
these agents be considered holders of rights and, vice versa, can they be considered
responsible for their actions? Could they be convicted because of the violation of
law? If, as someone has argued [57], in a few decades they will be more intelligent
than humans, can we be sure that they will still be ‘friends’ of humans? And, if we
cannot be sure, should we perhaps abandon the research? Understandably, the
intellectual excitement for such questions is proportional to the importance of the
ethical, philosophical and practical issues at stake [58]. In front of a large freedom
of those agents, we will need high moral standards [59]. Although there are points
of views that tend to limit their role in improving the quality of human life, the
ethical concerns about their behavior cannot be easily eluded [60, 61].

36.4 Moral Decisions Agent Out of Control?

We may consider the idea of applying the famous experiment, called “the railway
carriage dilemma” to hybrids [62, 63]. A railway carriage without brakes is running
fast towards five people working on the rails. In order to save these people, you
have to press a button that will divert the race on an alternative rail, where another
worker is doing his job. If you press the button, five people will be saved, but one
person will die (Fig. 36.1). When asked the question: “Would you divert the car-
riage to save five people but sacrificing the life of another?”, most respondents
consider plausible to push the button. Even if it is horrible, sacrificing one person
instead of five has its own rationality. There is also a second experiment, not too
different from the first one. The scene is the same: an out of control train and five
people working on the rails, unaware of what is going on. Compared to the first
experiment, there is only one difference: on an overpass, next to the experimenter,
there is a burly stranger. The overpass is halfway between the carriage and the five
workers working on the rails below. The risk of a massacre is very high. The only
way to avoid it is to push off the stranger. The generous proportions of his body
certainly will stop the carriage. The poor man will die, but his sacrifice will save
five workers. Here is the question: “Would you push the stranger to death in order
to save the five workers?” At this point, things get more complicated. In both cases,
you sacrifice one man in order to save five of them. From the utilitarian point of
view, both choices meet the criterion of good for the greatest number of people.
However, if in the first case most of the respondents would push the button, in the
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second case, even if they are not able to explain it, most of them would refuse to
push the stranger down.

Now, how will an artificial organism decide when facing: the personal or
impersonal conflict, the not always justifiable prevalence of means over ends, the
fact that actions always have an own story, so they must be analyzed for their real
intentions, that one thing is to save the largest number of people, and another thing
is not to hurt an unsuspecting and innocent man? In short, would this organism
maximize the utility, regardless any other consideration? The difficulties of these
research programs, and even more the construction of advanced hybrids, are
completely confirmed [64]. If man has always solved the issues that tormented him
with the indirect help of evolution, now the advanced development of hybrid agents
causes accelerations and transformations that will fundamentally change human
relationships and the relationship that humans have always had with the environ-
ment. Besides, the combined implementation of genetic methods and nanotech-
nology will result in formidable opportunities and adaptive challenges that, at least
for now, we can guess but we cannot predict [57]. We are within a change that will
last a long time. Many people believe that technology will sooner or later prevail
over humans, others trust the way that such processes will be governed: among the
latter, a part of the productive world considers any parameter and rigid constraint
for the activity of hybrid agents as an obstacle to progress and innovation [65]. It is
a technological unpredictable evolution, but it is evident that progress in this area
could help the development of agents and organisms able to engage in reasoning
and moral decisions.

Fig. 36.1 Diagrams for the a standard footbridge dilemma (physical contact, spatial proximity,
and personal force), b footbridge pole dilemma (spatial proximity and personal force), c footbridge
switch dilemma (spatial proximity), and d remote footbridge dilemma. (Panels b-d depict details of
diagrams presented to subjects with labels and some pictorial elements removed for clarity.) (cf.
63: 8)
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36.5 Conclusions

A moral decision deals with emotions, awareness, elaborations of the semantic
content of the information, and social skills [66]. Conceiving the presence of such
beyod rational sphere in hybrids with decision-making skills imposes extremely
relevant considerations: not only for the fundamental role of emotions [67, 68], but
mainly because morality presupposes an ontology. A moral decision, in fact, arises
from agents plunged in their environment, in their own culture, in relationship with
other individuals, each one of them with their own goals, values and desires [69].
Moreover, in social situations what is moral is not necessarily predetermined. In
fact, the appropriateness of certain actions often derives from real situations and
from precise interactions between individuals [70]. In this sense, one thing is to
build decision architectures in hybrid organisms or internal representations of
environments that predict potential actions, and another thing is to predict human
actions.

Until today, decisions and moral judgments have been guaranteed by the
experience accumulated during the evolution and by just as many ecological,
rational constructions [6]. It is plausible to consider that moral spheres in hybrid
agents must arise from the interaction of both these levels, that on one hand allow
dynamism and flexibility to morality compared to external inputs; and on the other
hand the rational assessment of choices and actions that correspond to moral
principles. In summary, by combining emotional-affective instances with
rational-utilitarian ones [61].

Before us there is a chance to reach the construction of systems that can integrate
skills that facilitate the development of higher-order faculties [71]. The focus,
limited until today to the implementation of operating skills in hybrid organisms,
inevitably will open to spheres that go beyond the ability to reason and decide,
especially for the implications that concern self-consciousness and free will. They
are inescapable supra-rational individual and social issues that will determine the
success or the failure of a path on which the fate of humanity as we have known
until now largely depends.
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