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Preface

The use of lasers in materials processing has become widespread in recent years, so
that an understanding of the nature of heat and mass transfer in this branch of
modern technology is of increasing importance. The aim of the authors of this book
is to concentrate on the physical processes; these can be developed from a math-
ematical point of view, or from direct experimentally derived observation. The two
approaches are complementary; each can provide insights and the synthesis
of the two can lead to a very powerful understanding of the processes involved.
Mathematical modelling of physical processes has had an important role to play in
the development of technology over the centuries and particularly so in the last
150 years or so. It can be argued that it is more important today than ever before
since the availability of high-speed computers allows accurate numerical simulation
of industrial processes at a fraction of the cost of the corresponding experiments.
This is one aspect of mathematical modelling, high profile and much valued, but it
is not the only one.

In the past mathematical modelling had to rely on qualitative investigation, very
special analytical solutions, or inaccurate and time-consuming calculations per-
formed with little in the way of tabulated or mechanical assistance. Log tables and
slide rules are still remembered by people working today, though there are surely
few who regret their disappearance.

The value and distinctive function of methods based on the analytical approach
is now becoming much clearer, now that they are no longer expected to produce
detailed imitations of what happens in real experiments of industrial processes, a
function now fulfilled mostly by numerical methods, considered below. The
emphasis today is on their ability to confirm and extend our understanding of the
basic physical mechanisms involved in the processes of interest. These are essential
for any intelligent use of numerical simulation.

The argument about the value of teaching people how to do arithmetic them-
selves without the aid of a calculator seems to be passing into history, but it is an
important one and provides a simple analogy. If someone does not have a feeling
for numbers and the way arithmetic works, they will all too easily fail to spot an
error produced by a machine. Computers are not infallible—and neither are those
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who build or program them. Computers are now taking on less mundane mathe-
matical tasks and the same controversies are appearing in connection with algebraic
manipulation. Equally, and with even greater penalties in terms of cost in the event
of errors, the same considerations apply to numerical simulation of major industrial
processes. Awareness of the analytical solutions can be invaluable in distinguishing
the right from the wrong, i.e. for the practitioner to understand the basis of the work,
and to have an idea of the kinds of outcomes that are plausible—and to recognise
those which are not.

The phrase mathematical modelling is, however, ambiguous, perhaps more now
than it has ever been. There is an enormous amount of work done today on sim-
ulation based on the use of very powerful computer programs, and it is quite
correctly referred to as mathematical modelling. The programs are sometimes
constructed in-house but are usually commercial packages. This is an entirely valid
approach with specific (generally commercial) objectives. In general there are two
uses. The dominant objective is initially numerical agreement with a particular
experiment, leading subsequently to predictive commercial use. The second
objective is the clarification of physical mechanisms, aimed at the generation of
understanding of complex interconnected processes, rather than the exact repro-
duction of a particular experiment. It is sometimes overlooked that, with sufficient
care, a numerical approach is equally valid in the investigation of physical fun-
damentals. Numerical simulation is not a central topic of this book, but because of
its crucial importance to each of the two uses to which numerical modelling can be
put, it is vital that the computational basis of the work should be completely sound.
In addition, the level of process detail which can be considered by the numerical
approach usually exceeds what is possible with the analytical approach by a sig-
nificant amount, leaving little choice but to revert to the numerical treatment when
investigating the interconnections between processes. It is for these reasons that the
book concludes with a chapter on comprehensive numerical simulation.

In many ways, the approach adopted here is complementary to the more phe-
nomenological approach. It is always important in a field which has very direct
industrial applications to bear in mind how techniques such as those described here
will be used, but it is essential not to lose sight of the fundamentals. There are
serious safety implications; there are cost implications; there are moral implications;
there are considerations of the appropriateness of the technology to the application
under consideration. A proper respect for all these requires an understanding of the
fundamentals.

This second edition has been revised and updated, and two extra chapters have
been added, one on the use of lasers to cut glass, and the other on the concept of
Meta-Modelling.

It is one of the problems of model building in science and technology, whatever
the actual application of a model is to be, that there can be an uncomfortably large
gap between the theoretical background and the desired outcomes of the model.
There is a danger of the model becoming excessively complicated and unman-
ageable, when it should be possible to obtain what is desired more simply by the
intelligent use of model reduction. This can be the key to successful numerical

vi Preface



implementation. The aim is to avoid any unnecessary complexity and make it easier
to control error of whatever kind. Any mathematical–physical model is capable of
suffering from unsatisfactory “reduction” from an excessively complex compre-
hensive description. Simplification can be achieved in a number of ways. These
tend to fall into the following categories:

• phenomenological methods (e.g. rate equations with phenomenological
coefficients);

• mathematical–physical methods (e.g. Buckingham’s Π-Theorem, asymptotic
analysis, singular perturbation);

• numerical methods (e.g. proper orthogonal decomposition, principal component
analysis);

• data-driven methods (e.g. meta-modelling, design of experiments).

The concept of meta-modelling is still rather unfamiliar, but it is a concept with
great potential in many fields and certainly not least in laser technology.

We are all too well aware that this book does little more than scratch the surface
of the problems involved in a fundamental understanding of the phenomena
involved in laser materials processing and the ways in which theory and practice
can interact. If we have provided ideas and information that cause others to test
them experimentally or intellectually, agree with them or dispute them vigorously,
and develop them further, we will consider that we have achieved our aim.

Colchester, UK John Dowden
Aachen, Germany Wolfgang Schulz
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Chapter 1
Mathematics in Laser Processing

John Dowden

Abstract Methods by which physical laws can be converted into mathematical
form as partial differential equations are discussed. Associated with these equations
are boundary conditions, or the conditions to be applied at the interface between
regions in which different regimes apply, represented by a discontinuity in some or
all aspects of the variables describing the mathematical system. The manner in
which the form of these conditions can be deduced is considered. The principles
described are illustrated by application to some of the physical laws at the centre of
laser technology.

1.1 Mathematics and Its Application

The study of the theory of a technological discipline nearly always requires a return
to its underlying physical principles. These in turn are usually expressed in their
most general form in terms of standard language: the many different forms in which
Newton’s Laws of Motion are expressed provide a familiar example. All too often,
however, the use of standard language proves to be far too cumbersome for the
further investigation of technological processes and problems. In practice, Mathe-
matics has been found to provide a convenient and concise tool for the purpose, as
it has in science as a whole. The well-known assertion that “Mathematics is the
Language of Science” is often attributed to Galileo (in his book, The Assayer)
although it would be more accurately expressed, and closer to Galileo’s original
statement, to say that the language of science is mathematics.1

J. Dowden (✉)
Department of Mathematical Sciences, University of Essex,
Colchester, Essex CO4 3SQ, UK
e-mail: john.dowden@essex.ac.uk

1Indeed, Galileo went even further. The Assayer contains his well-known statement that mathe-
matics is the language of God (https://en.wikipedia.org/wiki/The_Assayer).
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Mathematics is now proving to be an invaluable tool in the investigation of
subjects which had not formerly been thought of as natural fields for its use. It is an
intellectual discipline in its own right independently of science, as Galileo recog-
nised, or from any other discipline in which it is used as a tool, but there has been a
long history of beneficial interaction between it and its fields of application. Phy-
sics, engineering and modern technology are examples of the greatest importance.

Thus it is that the underlying physical principles of the theory of the applications
of laser technology are well suited to expression in mathematical form, and their
consequences investigated using mathematical techniques. Many of the laws of
physics are expressed, either explicitly or implicitly, in terms of macroscopic
objects or concepts. These are not necessarily the best starting point for mathe-
matical investigation. In the past, it has been found helpful to convert them into
other forms, in terms of concepts defined as abstractions; an example of such an
abstraction is the mathematical process of differentiation. Similarly, numerical
methods often resort to a kind of half-way house since digital computers are unable
to deal with the true mathematical limit, a concept which rarely, if ever, has any real
physical meaning; one only has to consider the concept of the density of an object at
a point to realise that there are problems when the atomic model of matter is called
to mind.

This chapter therefore deals with the way in which some well-known physical
laws can be converted into idealised mathematical forms expressed in terms of
differential equations.

When attempts are made to solve differential equations, it rapidly becomes
obvious that an important part of the statement of the mathematical problem con-
sists of the boundary conditions, or, if there are surfaces at which discontinuities
occur, the appropriate interface conditions. The derivations of these from the
underlying principles are considered in the same way that the equations themselves
are derived.

The language of mathematics is used freely in this book, in addition to the
standard terminology of the fields of study of the individual chapters. On the whole,
specialist (or relatively rare) terminology is not defined if it is standard in the field
under discussion, and a reader who encounters a word that is unfamiliar is
encouraged to look for its definition in the literature of the field; the World Wide
Web will be found to be an invaluable resource in this connection—in doing so, the
reader may also find a great deal of helpful additional material.

An exception is being made of the term “ansatz”, which is current amongst
theoretical physicists. One definition is given in the On-Line edition of the Oxford
English Dictionary, but a much better one is provided by Wikipedia, which gives its
meaning as2

In physics and mathematics, an ansatz… is an educated guess that is verified later by its
results. An ansatz is the establishment of the starting equation(s) describing a mathematical
or physical problem. It can take into consideration boundary conditions. After an ansatz has

2https://en.wikipedia.org/wiki/Ansatz.
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been established, the equations are solved for the general function of interest. Typically, a
word problem starts by writing down the ansatz with subsequent refinement leading to the
solution of the problem.

There is no really satisfactory single word available in the less specialist
mathematical literature, and it is used from time to time in this book in the sense
described. As the Wikipedia definition says so well, it encapsulates one of the
fundamental methods by which solutions to mathematical problems may be
obtained. A colloquial alternative might be “inspired guess”—but it is an inspired
guess that has to be rigorously justified.

The approach adopted here is in many ways complementary to that adopted in
works such as those of Steen [1] and von Allmen and Blatter [2]. Steen’s work, for
example, is much more pragmatic. It must never be forgotten that laser technology
is a rapidly evolving field with applications of the utmost importance, so it is
essential to bear in mind the ways in which the theory will be used. Conversely, it is
essential for the developer and indeed the end-user not to lose sight of the funda-
mentals; without understanding, there is always the danger of inadvertent error.

1.2 Formulation in Terms of Partial Differential
Equations

1.2.1 Length Scales

Most laws in physics, at least at the macroscopic level, are statements about ideal
objects; to be of interest they must nonetheless represent something with some kind
of tangible reality. Examples are the “bodies” that appear in Newton’s Laws of
Motion and his Theory of Gravitation, electric charge, magnetic poles, and so on.
Often these concepts are sufficient in themselves to solve important problems, but
there are a great many circumstances where it is simply not practicable to deal with
large numbers of these ideal objects. The behaviour of a moving liquid provides a
familiar example, where the concept of an atom might be thought of as providing a
point mass, but is really very little help as the basis for the analysis of weather
forecasting, for example. The differences between the length and time scales of the
basic entities and the subject of study are just too great. The problem is frequently
tackled by re-phrasing the laws in such a way that they can cope with large numbers
of the basic entities at once, and in that way statements are obtained which are
usually best expressed in mathematical form with the use of integrals, often over an
arbitrary surface, or volume in space. Some of the laws of electromagnetism,
Faraday’s Law for example, are really integral statements in themselves and are
therefore naturally expressed in mathematical form in this way.

Although the expression of physical laws as integrals is elegant, such a for-
mulation has not, in the past at least, provided an easy way to solve problems since
appropriate techniques did not exist. The traditional way round the problem was to
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convert the integral statements into differential equations. Since the days of Newton
and Leibnitz a vast array of techniques have been developed to solve problems
using the analytical techniques of differential calculus. These have been applied
very successfully, and were more or less the only resource available until the advent
of high-speed computers.

All the same, there can be a philosophical problem with the approach since
differential calculus has at its heart the use of the limiting process as some quantity
tends to zero; it might be a length, or a time, or a volume… but whichever it is,
there is a difficulty when one remembers that very often the formulation as an
integral was used to avoid problems associated with small entities. The modelling
approach behind calculus techniques assumes that there are properties (mass den-
sity, for example) that have a clear trend to their properties as the size of the volume
(in the case of mass density) decreases; it is then assumed that the apparent trend
can be extrapolated downwards to a vanishingly small size, even though such a
process is impossible when thought of in terms of the more fundamental physical
entities (atoms, for example). It is then possible to construct a value at a point,
derivatives, etc. It is assumed that this continuum approximation can be used to
deduce properties of the system that, on a large scale, are not inconsistent with the
properties of the real system; the assumption is made even though the process of
taking progressively smaller scales does not produce any kind of regularity in the
limit in reality. The assumption itself is sometimes called the “continuum
hypothesis” (not to be confused with Cantor’s continuum hypothesis in set theory).
See for example, Batchelor [3], Sect. 1.2. In the case of gases, the approximation
can only be used if the Knudsen number is small. The Knudsen number, Kn, is the
ratio of the molecular mean free path length to a characteristic physical length scale
of the problem under consideration and is useful in the description of the flow of
low-density gases. In particle dynamics, the mean free path (m) is

kBT

πσ2p
ffiffiffi
2

p

where kB (J K−1) is Boltzmann’s constant, σ (m) is the particle diameter and p (Pa)
is the total (thermodynamic) pressure.

1.2.2 Rectangular Cartesian Tensors

When it is helpful to do so, the notation of rectangular Cartesian tensors in a
right-handed co-ordinate system will be employed, including the use of Einstein’s
summation convention, so that a repeated suffix implies summation even though the
summation sign is omitted, unless the opposite is explicitly stated. A comma sep-
arator is used to indicate differentiation. A vector v, for example, has three com-
ponents vi (i = 1, …, 3) and the position vector x has components xi (i = 1, …, 3).
The scalar product of v with another vector w can be written
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v ⋅w or vjwj,

and its divergence as

∇ ⋅ v, vj, j or
∂vj
∂xj

.

The same principles can be extended to tensors with more than one subscript.
Two useful examples are the isotropic tensor

δij =
0 if i≠ j
1 if i= j

�

and the alternating tensor

εijk =
1 if i, j, k is a cyclic permutation of 1, 2, 3
− 1 if i, j, k is an anticyclic permutation of 1, 2, 3
0 otherwise.

8<
:

For example, the ith component of v×w is εijkvk, j and of ∇× v is εijkvk, j. An
important identity exists relating these two tensors, namely

εijpεklp = δikδjl − δilδjk. ð1:1Þ

It can be proved by enumeration as follows.
First, consider the left-hand side of the identity. The value will always be zero

unless i≠ j, k≠ l and i, j, k and l only take values from two of the three possible
subscripts, 1, 2, 3. If these conditions for a non-zero answer hold, the value is +1 if
i, j are in the same order as k, l and −1 otherwise (the only nonzero contributions in
the sum over p are either both cyclic or both anticyclic in the first case, and of
opposite sense in the second case.).

Now consider the right-hand side of the identity. If i= j or k= l the expressions
either side of the minus sign are the same, giving the answer 0, or if three of the
subscripts are all different, one of the deltas on each side of the minus sign must
have different subscripts so that again the expression has the value 0. The remaining
cases are i= k≠ j= l and i= l≠ j= k giving a value of +1 in the first case and −1 in
the second.

This proves identity (1.1).
Examples of its use are the vector triple product,

εijpεklpujvkwl = ujwjvi − ujvjwi for u× v×wð Þ= u ⋅wð Þv− u ⋅ vð Þw

and the expansion
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εijpεklpvl, jk = vj, ji − vi, jj for ∇× ∇× vð Þ=∇ ∇ ⋅ vð Þ−∇2v.

In the case of the expressions written using tensor notation, u, v and w can be
tensors of any order, but great care has to be exercised if the same idea is used with
vector notation.

Two important integral theorems widely used in continuum mechanics are
Gauss’s Theorem (also known as the Divergence Theorem) and Stokes’s Theorem.
The exact conditions under which they apply need to be taken into account when
they are used, but their basic symbolic forms can be written in either vector or
tensor notation.

Gauss’s theorem:

Z
V
∇ ⋅ vdV =

Z
S
v ⋅ n dS or

Z
V
vj, jdV =

Z
S
vjnjdS. ð1:2Þ

The surface S whose outward normal is n, encloses the volume V.
Stokes’s theorem:Z

S
∇× v ⋅ n dS=

Z
C
v ⋅ dx or

Z
S
εijkvk, jnidS=

Z
C
vjdxj. ð1:3Þ

The circuit C, whose tangential element is dx whose components are (dx1, dx2,
dx3), is spanned by the surface S whose unit normal is n; n must be directed in a
right-handed sense to the direction of description of C (e.g. for a disk in the plane
z = 0 whose circular perimeter is described clockwise when seen from below,
n must be upward).

In the case of the tensor forms, v may be a tensor of any order and the tensor
form of the result may be obtained by contracting v with an arbitrary constant
tensor of one order lower, leaving free the subscript to which the theorem is to be
applied. The vector form of the relevant theorem can then be applied to the resulting
vector quantity. Since an arbitrary constant tensor was introduced, it can now be
removed, giving the required tensor form; care needs to be taken to be consistent in
the use of subscripts.

Certain combinations can sometimes occur frequently with rather specific
physical meanings, and specific notations are sometimes adopted for them. A useful
example in circumstances where properties are studied following the motion of a
substance, as in the fluid dynamics of a weld pool for example, is the inertial
derivative, written

D
Dt

≡
∂

∂t
+ uj

∂

∂xj

were u is the underlying velocity vector of an element at a specific point x in space
and a specific time t (and its inertial derivative is the acceleration of the element).
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The fluid dynamic equation of conservation of mass, see below (1.8), can therefore
be written alternatively as

Dρ
Dt

+ ρ∇ ⋅ u=0.

1.2.3 Conservation Equations and Their Generalisations

A number of ideas of fundamental importance in the sciences take the form of
conservation statements, a well-known example being the principle of conservation
of energy. A very much larger class of fundamental ideas in physics however can be
thought of as statements of the ways in which some quantity is not conserved; there
may be processes whereby it is generated or destroyed or, equivalently, transferred
into or out of another system that is analysed separately. The process by which such
statements can be converted into partial differential equations is described in detail
in Sect. 2.1.1 of [4]; it can be summarised as follows.

In the absence of generation or destruction terms, they are referred to as con-
servation equations. It is a not ideal terminology, not least because the most famous
conservation equation of all, the equation of conservation of energy for a single
particle moving in a conservative field of force, is not of this form as usually stated.
When generation or destruction terms are present, terminology for the resulting
equations is not standard. Possibilities are to refer to them as balance, generation or
transfer equations. The terminology that will be preferred here is to call them
generalised conservation equations or, following [5], just conservation equations;
both generation and destruction effects can then be included, distinguishing them
only by the sign of the relevant term.

For many quantifiable physical properties 𝔔 there is a relation between the way
in which they increase (or decrease) in V and the manner in which 𝔔 is introduced
into V. Such a relationship can be summarised by saying that

• The net rate of increase of 𝔔 in V is equal to the net rate of generation of 𝔔
inside V and on its surface S, less its net rate of outward flow across S.

(1.4)

The process of derivation of the mathematical form of such a statement is as
follows.

First, the case when all aspects of the physical process can be adequately
described in terms of continuous functions; an assumption of sufficient differen-
tiability will be made. The method will only be applied to properties that can be
properly described in terms of scalars, vectors, or tensors of any order.
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Suppose 𝔔 is defined at every point in some region of space V contained within
the domain of investigation D, and that

• there is a density k* units of 𝔔 per unit volume at each point of V, where k* is a
tensor of order r ≥ 0 with * indicating an appropriate set of r subscripts;

• there is a flow Q*i defined at each point of D so that the direction of flow and
magnitude of the quantity whose density is measured by k* is Q*i units of 𝔔 per
unit area per unit time;

• at an element with an outward unit normal n of the surface S of V, there is a rate
of generation G*j nj units of 𝔔 per unit area of S per unit time.

• a net number q* units of 𝔔 are generated per unit volume per unit time.

In these statements the region V can be any region, big or small, contained within
D, so that it and its bounding surface S can be conceptual rather than physically
distinct entities, and S is a part of V. Again, they will be considered to be fixed in
space for the moment, though that also is a condition which can be relaxed. The
general configuration is shown in Fig. 1.1 for flow across S in the case when the
flow is a vector, Q. The same applies to the surface generation term except that in
that case G cannot be considered as crossing the surface, but rather as being
generated at it.

In the third of the four properties of 𝔔, the discussion will be limited to the case
where G*i is independent of the orientation of the surface element. The third
property is essentially the same as the second but the distinction is helpful when it
comes to the physical origins of the respective terms; the two forms are usually
thought of in quite different ways. The third is somewhat similar to Newton’s Third
Law of Motion, in that it shows how regions may be combined in the same way that
the Third Law of Motion shows how bodies may be aggregated.

For a true conservation condition, G*i and q* are both identically zero.
Mathematically, the generalised conservation statement can be written

d
dt

Z
V
k*dV =

Z
V
q*dV −

Z
S
Q*jnjdS+

Z
S
G*jnjdS. ð1:5Þ

The two last terms in the equation correspond to the second and third of the
properties above and are very similar in a formal sense; as already noted, they are
worth distinguishing since they tend to arise for physically different reasons.

Since the region V is required to be fixed in space, the time derivative can be
taken inside the integral. Suppose that G*i − Q*i is a continuously differentiable
field defined in a neighbourhood of V. Gauss’s Theorem (1.2) can be applied to the
two surface integrals so that (1.5) can be written

1
V

Z
V

∂k*
∂t

+
∂Q*j

∂xj
−

∂G*j

∂xj
− q*

� �
dV =0. ð1:6Þ

This result is true whatever the size or shape of V provided only that it lies in D.
If the volume V is taken to contain a particular point x, and all points of V are within
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a distance d of it, the limit as d tends to zero of the left hand side has the value of the
integrand at x, provided that it is continuous. The argument can be applied at any
point x of D and so (1.5) has the equivalent mathematical form

∂k*
∂t

+
∂Q*j

∂xj
= q* +

∂G*j

∂xj
. ð1:7Þ

1.2.4 Governing Equations of Generalised
Conservation Type

Table 1.1 provides some examples.
Comments in connection with some of these examples are necessary.

1.2.4.1 Flow of a Viscous Fluid

In this chapter, the pressure in the Navier-Stokes equation (1.9) will be written as
pH, defined as minus one third of the mean normal stress. It thus differs from the
thermodynamic equilibrium pressure written here as p, but it should be noted that
the symbol p is regularly used with either meaning in the general literature; usually
there is no problem but sometimes the difference matters. With a suitable zero level
for pH, p and pH can be related by p= pH + μBuj, j; μB is the bulk viscosity, also
known as the volume viscosity. It is mentioned further in Sect. 7.1.1. In many
circumstances it is not necessary to distinguish between p and pH. See [6], Sect. 3.4
for the derivation and detailed discussion of these relations, and other alternative
forms. Formally at least, this term can be incorporated into the pressure term if the
context is such that no pressure values have absolute meaning; by contrast, that is
not so in the case of atmospheric pressure for example, or the definition of pressure
that follows (4.3). When an absolute definition of pressure is essential, the addi-
tional term involving μB should be included, but even so it is often left out. In
incompressible flow, for which uk, k =0, it can in any case be omitted.

Fig. 1.1 Flow out of
V across S in the case when
the flow is a vector, Q. The
component of Q in the
direction of n is Q cos θ.
© 2001 From [4]. Reproduced
by permission of Taylor &
Francis LLC, a division of
Informa plc

1 Mathematics in Laser Processing 9



Table 1.1 Some governing equations considered as examples of generalised conservation
conditions. SI base units are assumed

k* Q*j q* G*j

Dynamics of a Newtonian fluid [3], Chap. 3
Density, ρ Mass flow

rate, ρuj
– –

Equation of conservation of mass:

∂ρ
∂t +∇ ⋅ ρuð Þ=0 ð1.8Þ

Momentum
density, ρui

Momentum
flow rate,
ρuiuj

Body forces, ρFi Stress, σij = − pHδij + dij

Navier-Stokes equations:

∂ρui
∂t + ρuiuj

� �
, j = ρFi + σij, j = ρFi − pH, i + μ ui, j + uj, i − 2

3uk, kδij
� �� 	

, j ð1.9Þ

u is the velocity, μ is the coefficient of (dynamic) viscosity, pH is the hydrodynamic pressure,
equal to minus one third of the mean normal stress, and dij = μ ui, j + uj, i − 2

3uk, kδij
� �

is the
deviatoric stress tensor.
Heat conduction in a moving medium [3], Chap. 3
Internal energy
per unit
volume, ρE

Convection
ρEuj

Sources of internal
energy, q and
μBu

2
j, j + ρΦ

Fourier’s Law
kT, j

∂

∂t ρEð Þ+ ρEuj
� �

, j = ρ DE
Dt = q+ μBu

2
j, j + ρΦ+ kT, j

� �
, j ð1.10Þ

T is the temperature, k the coefficient of thermal conductivity, μB is the bulk viscosity and

ρΦ= μ u2i, j + ui, juj, i − 2
3u

2
j, j


 �
; see text for further comment and an expanded form.

Electromagnetic theory

Net charge
density, ρcharge

Current
density, j

– –

∂ρcharge
∂t + jk, k =0. ð1.11Þ

Linear thermoelasticity in an isotropic medium at rest

Momentum
density, ρ ∂ξi

∂t

– Body forces, ρFi Stress (with strain relation and
thermal expansion),

pij =
λekkδij +2μeij

− 1
3α 3λ+2μð Þ T − T0ð Þδij

ρ ∂
2ξi
∂t2 = ρFi + λ+ μð Þξj, ji + μξi, jj − 1

3α 3λ+2μð ÞT, i ð1.12Þ

λ and μ are the Lamé constants, ξ the displacement, eij the strain tensor given by
eij = 1

2 ξi, j + ξj, i
� �

, T the temperature, and α the volume coefficient of expansion.
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1.2.4.2 Viscous Heat Flow

As it stands, the form of the equation of heat conduction, (1.10), is immediately
appropriate to solids and liquids. In this case, k* is the internal energy E of the
substance, the sum of the internal thermal energy ETh, and the work performed on
the fluid, EW; see the introduction to classical thermodynamics in [3], Sect. 1.5. For
expressions for internal energy and their sources in fluid dynamics see [3], Sect. 3.4
where Batchelor provides a very thorough discussion. The first form of (1.10) is
obtained directly from (1.7) and allowance has been made for a source of internal
thermal energy, q. If the first form of the left hand side of the equation is expanded
and use made of (1.8), the second form is obtained. Since the left-hand side of this
second form can also be written,

ρ
DE
Dt

= ρcp
DT
Dt

− βT
Dp
Dt

+
p
ρ

Dρ
Dt

from [3], (1.5.7), it follows, with the use of (1.8), that

ρcp
DT
Dt

− βT
Dp
Dt

= q+ μBu
2
j, j + μ u2i, j + ui, juj, i −

2
3
u2j, j


 �
+ kT, j
� �

, j.

Here, cp is the specific heat at constant pressure and β is the coefficient of
expansion; other notation is defined in Table 1.1. Note that the second and third
terms on the right, the terms resulting from mechanical work, are equal to

μBu
2
j, j +

1
2
μ ui, j + uj, i −

2
3
uk, kδij


 �2
.

and are intrinsically non-negative. The derivation and detailed discussion of these
relations, and other alternative forms can be found in [3], Sect. 3.4.

In the case of gases, the heat flow is proportional to a pressure gradient as well as
the temperature gradient [5, 6]; this additional contribution is known as the viscous
heat flow. Although it is formally a second order effect in terms of its derivation in a
kinetic theory description of gas flow and an expansion in powers of the Knudsen
number, it can sometimes be comparable to the first order term, Fourier’s Law. The
Knudsen number, Kn, is the ratio of the molecular mean free path length to a
characteristic physical length scale and is useful in the description of the flow of
low-density gases. For example, for the flow caused by a pressure gradient in a gas
the viscous heat flow term is

θ4
2
μ

ρ
∇p, ð1:13Þ

1 Mathematics in Laser Processing 11



where, in the case of Maxwellian molecules, θ4 has the value 3; see [3]; conse-
quently it needs to be added to the Fourier’s Law term in the equation. Here, μ is the
stress viscosity, ρ is the mass density and p is the pressure of the gas. Since the
thermal conductivity k and the viscosity μ are both proportional to the molecular
mean free path, this term, the viscous heat transfer, cannot be neglected in com-
parison with the Fourier’s Law term in the hydrodynamic limit (in which the
Knudsen number tends to zero); see [6]. Under conditions in which the pressure is
comparable to or greater than atmospheric pressure, so that the density of the gas is
not low, the viscous heat flow term is likely to be small; for example, for air at
standard temperature and pressure, the ratio of the viscous heat flow to the Fourier
contribution is of the order of 10−3Δp/ΔT, but it is clear from this that if the
pressure differences are of the order of 1 bar, say, and the temperature differences
on the same length scale are not too great, this ratio would indicated that the viscous
heat flow was of importance. If conditions were near to a vacuum so that the gas
density was small, the term might even become dominant.

1.2.4.3 Conservation of Electric Charge

The equation of conservation of net charge, (1.11) in the table, provides part of the
theoretical justification for the existence of Maxwell’s displacement current, an
essential component of Maxwell’s equations. They, like the field equation formu-
lation of Newton’s theory of gravitation, have their origins in the behaviour of an
abstract test particle. The statements are then converted into differential form by a
similar technique that is based on the use of Stokes’s Theorem (1.3) rather than
Gauss’s Theorem. The process is described briefly in Sect. 1.5.

1.2.4.4 Linear Thermo-Elasticity in a Moving Frame of Reference

It is sometimes helpful to use the equations of linear thermo-elasticity in a moving
frame of reference. The linearisation depends only on the stress and strain tensors
being small, so, provided that the underlying motion of the entire work piece
consists only of a combination of a velocity and a rotation, (1.12) in Table 1.1 can
be used in a modified form. Suppose that there is a uniform, possibly
time-dependent, velocity U(t) and a time-dependent angular velocity ω(τ) about a
fixed point, x0 in the equivalent unstrained material. At the point x there is a small
displacement ξ(x, t) in the real material from the equivalent ideal unstrained
material. Write

Vi =Ui tð Þ+ εijkωj tð Þ xk − x0k
� �

;

V is thus the velocity of points in the ideal material, and is caused by a body
force F0. An additional small body force F must be added to this to produce the
small displacement ξ. V and F0 are related by
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ρ
∂Vi

∂t
+

∂

∂xj
ViVj
� �� �

=F0
i .

This equation can be subtracted from the one which results from using the
generalised conservation argument (for small displacements from the undistorted
motion) obtained by considering

ki = ρ Vi +
∂ξi
∂t

+Vk
∂ξi
∂xk

� �
,

Qij = kikj ̸ρ, qi = ρ F0
i +Fi

� �
and Gij = pij

where pij is given in Table 1.1. Equation (1.7) then shows, to the small disturbance
approximation, that the left-hand side of (1.12) in the table is replaced by

ρ
∂

∂t
+Vj

∂

∂xj

� �2

ξi +
∂

∂xj
Vi

∂

∂t
+Vk

∂

∂xk

� �
ξj

 �( )
.

Note that ∇ ⋅V=0. The body-force term ρFi on the right must be understood as
any small force in addition to F0, the force that is necessary to account for the
acceleration implied by the presence of the terms in U and ω. These last two
quantities must not depend on position in space and the constitutive equation for the
stress must depend only on the symmetric part of the displacement gradient
(a consequence of the Principle of Material Frame-Indifference, a principle which is
still a subject of some controversy, but seems unlikely to be found unsatisfactory in
the context of macroscopic material processing involving solids and liquids.).

1.2.5 Gauss’s Law

There are a number of physical laws whose mathematical form is very similar to
generalised conservation equations, but which are not usually thought of as such,
even though in some respects that is what they are. The reason is that the very
existence of the underlying quantity, usually a scalar whose spatial density is q,
itself produces effects that can be described in terms of a vector field Q; it has the
property that the flux of Q out of any volume V is proportional to the total amount
of the quantity contained in V. They are thus generalised flux conservation laws. In
the absence of q, it is then flux along a tube whose sides are parallel to Q that is
conserved. It follows that Z

S
Q ⋅ n dS= α

Z
V

qdV .
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It is always a part of the definition of Q that the constant of proportionality, α,
depends only on the system of units chosen. The same mathematical arguments as
those used above show that there is a corresponding differential form for these
conditions, given by

∇ ⋅Q= αq.

Table 1.2 gives some examples.

1.3 Boundary and Interface Conditions

1.3.1 Generalised Conservation Conditions

A problem is described not only by the governing equations in the interior of the
medium under consideration, but also by the initial conditions, the conditions at the
external boundaries of the problem and any internal boundaries between regions
with different properties. These initial and interface conditions are every bit as
important as the governing equations [3], p. 56. Although the initial conditions
quite often lapse into unimportance with the passage of time, the interface condi-
tions must always be taken into account.

The form of the initial conditions to be imposed will depend on the structure of
the governing equations and the kind of problem to be solved. To some extent they
will always depend on previous history, though often in only very simple ways. The
equation of heat conduction, for example, will normally only need to have the initial
temperature distribution specified, but even in simple problems care must always be
taken to ensure that assumptions made are justified and consistent with the math-
ematical model that it is proposed to use, as well as being a proper description of the
physical processes involved.

Boundary and interface conditions must likewise be considered carefully; failure
to do so can lead to many different problems. There might be no solution, many
solutions when only one is expected or, most dangerously of all, a solution may be
obtained that is in fact invalid but appears reasonable at a casual glance.

Many interface conditions are based on the same ideas of conservation or lack of
it that were considered in the previous section, and the appropriate mathematical
form can be obtained in much the same way. The underlying statement is indeed
identical and the initial starting-point in mathematical form is almost the same as
(1.4). There is one important difference however and that is to the fourth of the
properties listed. At a boundary or interface, B, there may be generation of𝔔 which
occurs only there; suppose that it has a magnitude Δq* per unit area of B. Perhaps
the most familiar example is the release of latent heat as steam condenses to water
but another might be the absorption of laser energy on a solid or liquid surface if
this takes place in an extremely thin layer whose detailed properties are not of
importance to the problem being studied.
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The necessary interface condition can be found by considering a volume V with
a fixed surface S which encloses the moving interface B separating region 1 from
region 2 in the manner shown in Fig. 1.2. The property 𝔔 is considered to be
crossing B from V1 to V2 so that V = V1 ∪ V2 and S = S1 ∪ S2. Suppose that B is
moving with a velocity n ̇ in the direction of its normal from V1 into V2; the unit
normal n on B is likewise directed from V1 to V2.

The mathematical form of the generalised conservation statement (1.4) for the
entire volume remains identical except that there is the additional termZ

B
Δq* dS

on its right-hand side. V can now be split into its components V1 and V2 that are
bounded by S1 ∪ B and S2 ∪ B respectively. Now notice that, for example,

d
dt

Z
V1

k*dV =
Z
V1

∂k*
∂t

dV +
Z
V1

k*
d
dt

dVð Þ=
Z
V1

∂k*
∂t

dV +
Z
B
k*½ �1 n ̇ dS. ð1:16Þ

In the case of V2 the expression is similar except that the sign of the last term on
the right is negative because of the convention adopted for the sign of n ̇.

The notation . . .½ �1 is the value of the enclosed quantity in region 1 for example,
and . . .½ � 21 is its value in region 2 minus its value in region 1. Equation (1.6) can be
applied to V1 and V2 separately and both subtracted from (1.16) to show that

Z
B
k*½ �1 n ̇ dS−

Z
B
k*½ �2 n ̇ dS

=
Z
B

Q*j −G*j
� �

1njdS−
Z
B

Q*j −G*j
� �

2njdS+
Z
B
Δq* dS.

Table 1.2 Examples of generalised flux conservation laws

q* Q*j α

Newton’s theory of gravitation

Mass density, ρ Gravitational field, F − 4πG
∇ ⋅F= − 4πGρ;
G is the universal gravitational constant.
Electromagnetic theory

(Absence of monopoles) 0 Magnetic flux density, B –

Gauss’s Law for magnetism:
∇ ⋅B=0 ð1.14Þ
Charge density, ρcharge Electric displacement field, D 1
Gauss’s Law:
∇ ⋅D= ρcharge ð1.15Þ
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The whole equation can be written as a single integral over B, divided by its
magnitude. Then so long as the integrand is continuous and the limit as the area of
B tends to zero is taken in such a way that the distance of every point on B from an
arbitrarily specified point on it tends to zero, the interface condition can be
expressed as

− k*n ̇+ Q*j −G*j
� �

nj
� � 2

1 =Δq* ð1:17Þ

When a substance changes phase there is usually a sudden change in its thermal
energy, a change which is usually described in terms of the latent heat of transition,
L 2
1, for transition from phase 1 to phase 2. Additional heat is usually required to

melt a solid material or boil a liquid, and to be removed in the case of condensing or
freezing (the freezing of very cold helium is an exception). If this approach is taken
the contribution E to Q in Table 1.1 when used in Table 1.3 is usually described in
terms of the latent heat. In the example given earlier of a surface vaporising under
the influence of a laser beam under circumstances where the absorption can be
regarded as taking place in an extremely thin layer, Δq* would then be considered
as consisting of two parts, a contribution from the latent heat of vaporisation which
can be written − ṁL21 and also from the power absorbed per unit area of the surface
from the beam, which will be indicated by qa. In that case, Δq* = − ṁL21 + qa,
where region 2 contains vapour and region 1 is liquid or solid; L21 and qa are then
both positive when the convention that n points from region 1 to region 2 is used.

It can often be convenient to express the normal in term of the gradient of an
expression for the surface S. Suppose it is given by the equation S x, tð Þ=0, then

nj =±
S, jffiffiffiffiffiffi
S2, k

q and n ̇=∓
1ffiffiffiffiffiffi
S2, k

q ∂S
∂t

.

Fig. 1.2 The control volume
V, whose surface S is divided
into two sections S1 and S2 by
the moving interface B. The
figure shows the convention
for the directions of the
normals n on each of the
surfaces B, S1 and S2; S1 and
S2 are fixed
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The first of these is obtained by considering a unit tangent t to S at x. Then if δs
is an arbitrary small distance along t from x, x + tδs is also on the surface to first
order. In the limit, expansion of

S x+ tδs, tð Þ− S x, tð Þf g ̸δs=0

gives the result that t ⋅ ∇S=0 for all tangential directions so that ∇S is seen to be in
the direction of the normal. The expression for n is obtained by normalising and
choosing an appropriate sign. In the same way, the expression for n ̇ is obtained by
considering a short time interval δt and noting that in the limit

S x+ n ̇nδt, t+ δtð Þ− S x, tð Þf g ̸δt=0;

use has to be made of the result for n.
The choice of sign is necessary to ensure compatibility with the convention for

the normal; n ̇ should be positive when the boundary is moving in the direction in
which n points.

Table 1.3 Some interface conditions as examples of generalised conservation conditions; the
notation is the same as that used in Table 1.1

Dynamics of a Newtonian fluid [3]
Mass conservation:
Δq* = 0,

ρ ujnj − n ̇
� �� �2

1 = 0 ð1.18Þ
n ̇ is the velocity of the boundary in the direction of the normal.
Momentum transfer:
Δq* = γ, i − ni γnj, j + njγ, j

� �
where γ is the coefficient of surface tension

ρui ujnj − ṅ
� �

+ pHni − dijnj
� �2

1 = γ, i − ni γnj, j + njγ, j
� �

. ð1.19Þ
The normal and tangential components of this condition simplify respectively to

ṁniui + pH − nidijnj
� �2

1 = − γnj, j and tidijnj
� �2

1 = − tiγ, i
where use is made of (1.18) and (1.24); see Table 1.1 for the definition of d; ti is the ith
component of a unit tangential vector.
ṁ= ρ ujnj − n ̇

� �� �
1 = ρ ujnj − n ̇

� �� �
2

is the mass flux across the moving boundary.
Heat conduction in a moving medium

The Stefan condition can be written as either

Δq* = qa = ṁE− knjT, j
� �2

1 or Δq* = qa − ṁL21 = − knjT, j
� �2

1 ð1.20Þ
see text for note on L21 and qa. L21 is the latent heat of transition from phase 1 to phase 2, in the
direction of the normal n.
Electromagnetic theory

When Δq* = 0:

ρchargen ̇− jknk
� �2

1 = 0. ð1.21Þ
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A few examples of the use of (1.17) are shown in Table 1.3. The case of a
moving interface between two fluids (often different phases of the same substance)
is now considered in detail. The basic quantity, 𝔔 is the momentum density vector,
ρv. Then k* is ρu*, Q*i is ρu*ui, and G*i is − pH + μBuk, kð Þδ*i + d*i where dij is the
deviatoric stress tensor; see Table 1.1. Thus the left-hand side of (1.17) is

ρui ujnj − n ̇
� �

+ pH − μBuk, kð Þni − dijnj
� �2

1. ð1:22Þ

To find the right-hand side it is necessary to consider further the form that Δq*
takes. In this instance the generating quantity is surface tension. Suppose the sur-
face tension is γ and consider the force on an element S in the surface whose
perimeter is C.

The total force on S as a result of the action of surface tension is

Z
C
γb dxj j

where dx is the length of an element of C and b is a unit vector perpendicular to
C in the tangent plane to S at the point on C under consideration, directed outward
from S. However, it is possible to relate b to the vector direction dx of the
description of C and the local normal, n. The relation is b dxj j=dx× n which
defines the direction of n when the usual convention is employed that the direction
of description of C is in a right-handed sense relative to the normal n of S.

Consequently, the ith component of the net surface tension force on S isZ
C
γ εijknkdxj.

It is possible to transform this integral into a surface integral by means of
Stokes’s theorem (1.3), giving

Z
C
γ εijknkdxj =

Z
S
εkij εmpj γnkð Þ, pnm dS

=
Z
S

γ, i − γnkð Þ, kni
� 	

dS

where use has been made of (1.1) and the fact that n is a unit vector. Thus, the
surface tension force in the direction of the normal n is equivalent to a force

γ, i − γnkð Þ, kni = γ, i − γ, knkni
� �

− γnk, kni.

per unit area. Notice that the first group of terms is tangential to the interface and the
second is normal to it.
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Combine this result with (1.22) and substitute it into (1.17) to show that the
interface condition at a fluid boundary is

ρui ujnj − n ̇
� �

+ pH − μBuk, kð Þni − dijnj
� �2

1

= γ, i − γ, jnjni
� �

− γnj, jni
ð1:23Þ

This equation has a component normal to the surface and two components
tangential to it. The most usual application is at a liquid/vapour boundary, in which
case 2 is the vapour side of the boundary and 1 is the liquid side.

Characteristic interface conditions for Gauss’s laws for gravitation, magnetism
and electric fields in the absence of surface effects at the boundary are similarly

F ⋅ n½ �21 = 0, B ⋅ n½ �21 = 0 and D ⋅ n½ �21 = 0.

They are modified by the addition of extra terms when surface effects are
present.

1.3.2 The Kinematic Condition in Fluid Dynamics

At an interface between a fluid and another medium it is usual to specify that the
tangential component of velocity is continuous across the separating surface, so that

u.t½ �21 = 0 ð1:24Þ

where u is the velocity vector and t is any vector tangent to the surface. The
background and reasons for such a condition are well presented in [3], p. 149 and
Sect. 1.9. In summary, at any discontinuity across a material surface, molecular
transport would rapidly give rise to a very large stress at the surface, whose effect
would be to tend to eliminate the relative velocity. In the case of a boundary
separating a fluid and a solid, the condition that the tangential component of
velocity should be continuous is known as the no-slip condition.

The same argument can be used to support (1.24) in the case of two different
substances, and of a single substance in different phases, including the case when
matter crosses the phase boundary, but it is then less satisfactory. The validity of the
no-slip condition between a solid and a fluid was discussed at length in the nine-
teenth century, but the result has been adequately confirmed by experiment, and its
practical success. It cannot be regarded as having the same firm theoretical foun-
dations as the other conditions and there are circumstances where it may not apply,
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either for pragmatic reasons, or because it has been found to be false. An example
of the first occurs when the inviscid fluid model is used as an approximation, in
which case (1.24) cannot be employed. The inviscid model of fluid flow at normal
temperatures ignores the region very close to the boundary in which normal
molecular interactions occur, so that the arguments supporting the no-slip condition
still apply, but are supposed to have no influence beyond a short distance from the
interface.

The inviscid model is an example where (1.24) applies but is ignored for
compatibility with a useful approximation in the solution procedure for the problem
under consideration. A circumstance in which it does not necessarily apply, how-
ever, occurs in the case of low-density gases, where the mean velocity of a molecule
can vary significantly in distances comparable with the mean free path. In this case
there can be a non-zero change in velocity and a temperature difference between the
gas and the solid or liquid adjacent to it [5, 6]. The question is considered further in
Sect. 5.3.1 in connection with the Knudsen layer.

1.4 Fick’s Laws

The heat conduction (1.10) is an example of a diffusive process. Suppose𝔔 is some
quantifiable property of the material which is conserved. Examples might be
thermal energy, particles diffusing through some medium, or a contaminating
chemical. If it has a concentration C and 𝔔 is conserved, then its flow rate qc is
related to C by Fick’s First Law,

qc = −D∇C ð1:25Þ

relative to the underlying medium, which is normally assumed to be at rest. In
(1.25) D is a diffusion coefficient. Conservation of𝔔, by (1.7) in the absence of any
generation processes, gives

∂C
∂t

+∇ ⋅qc =0.

If this equation is combined with (1.25), Fick’s Second Law is obtained,

∂C
∂t

=D∇2C, ð1:26Þ

provided the diffusion constant D can be regarded as a constant.
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1.5 Electromagnetism

1.5.1 Maxwell’s Equations

A number of physical laws are usually stated in the form that no work is done when
a unit test particle acted on by a force field F is moved round any closed path in
space. Another way of stating the result is to say that F is conservative. Such a
statement can be expressed in mathematical form asZ

C
F ⋅ dx=0

where C is such a path. It can be converted into the form of a differential equation as
follows. Suppose that C is simple and smooth but otherwise arbitrary in size,
orientation and location, and that it can be spanned by a surface at every point of
which F is differentiable. In that case Stokes’s Theorem shows thatZ

S
∇×F ⋅ n dS=0 ð1:27Þ

where n is the unit normal to S. Then consider a particular point in space and
construct a circular path of radius a about the point in a plane with a fixed (but
otherwise arbitrary) normal. Divide (1.27) by the area of the circle and take the limit
as a tends to zero, to show that the integrand must vanish. Since the direction of the
normal is arbitrary it follows that

∇×F= 0 ð1:28Þ

everywhere in the domain in which F has the required properties. Consequently,
F can be expressed as the gradient of a scalar. It is a standard result for conservative
fields that is sometimes taken as their definition, although the more usual definition
is that they are expressible as the gradient of some scalar field, usually referred to as
the potential (conventions vary on the sign of the potential however). The termi-
nology is independent of the physical interpretation of these scalar and vector fields.

If, by extension, a finite amount of work is done equal to the flux of a second
field, Q say, across a surface spanning the path C and lying in the domain of
definition of F, and the flux is otherwise independent of the choice of S, thenZ

C
F ⋅ dx=

Z
C
Q ⋅ n dS.

Stokes’s theorem can be applied in the same way as before to show that

∇×F=Q ð1:29Þ
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in the domain of definition of F and Q. The divergence of a vector field which is the
curl of another vector field is identically zero; necessarily, therefore,

∇ ⋅Q=0. ð1:30Þ

A vector field that satisfies such a condition is said to be solenoidal, and again
the terminology is used irrespective of the physical interpretation.

Comparison with the ideas of Sect. 1.2.3 shows that it might sometimes be
helpful to think of Q as a rate of flow of some conserved quantity in a steady state,
or when the density of the conserved quantity is constant in time.

The field theory formulation of Newton’s theory of gravitation is of this type.
The work done by a gravitational field F on a particle moving in a closed path C is
zero, and so the argument just given shows that

∇×F= 0.

There therefore exists an irrotational gravitational potential, and as a result of
Gauss’s law for the gravitational field (see Table 1.1), it satisfies Poisson’s equa-
tion. The classical form for the law of Conservation of Energy for a single particle
moving under the action of a gravitational field only is then a consequence of
Newton’s Second Law of Motion.

The application of the idea to electromagnetism is rather more involved. Fara-
day’s Law states that the induced electromotive force in a closed loop is propor-
tional to the rate of change of the magnetic flux through it. It is supplemented by
Lenz’s Law which adds that the polarity of the induced electromotive force induces
a current whose magnetic field opposes the change which produced it. These laws
can be summarised by saying that if F (above) is taken as the electric field E, B is
the magnetic flux vector, and Q is proportional to ∂B/∂t, then the latter is pro-
portional to ∇ × E. Lenz’s Law means that the sign of the constant is negative and
in SI base units its magnitude is one, so that

∇×E= −
∂B
∂t

. ð1:31Þ

In the case of the magnetic field H the starting point is Ampère’s Circuit Law
which says that in a steady state the circulating magnetic field H in a closed path
C is proportional to the total electric current J linked with C. Thus, in the same way
as for Faraday’s law, take F to be H and Q to be j. In SI base units, the constant of
proportionality is one (and is positive) so that

∇×H = j.

The result is clearly unsatisfactory when conditions are changing with time,
since the form of the law implies that ∇ ⋅ j = 0, contrary to (1.11) in Table 1.1.
Maxwell saw, however, that the difficulty could be resolved by the addition of an
extra term to the equation; suppose it is the vector X, and appears on the right of the
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equation. Then necessarily ∇ ⋅ X = −∇ ⋅ j and so from (1.11) and Gauss’s law,
(1.15),

∇ ⋅ X−
∂D
∂t

� �
=0.

Thus X = ∂D/∂t to which could in principle be added a solenoidal field that
necessarily vanishes whenever conditions are steady, but it is not required or can be
incorporated into the definition of H in the time-dependent case. Maxwell’s
extension to Ampère’s Law therefore results in the equation

∇×H = j+
∂D
∂t

. ð1:32Þ

To these equations must be added a couple of constitutive equations to relate B to
H, and E to D. For example, in free space they are

B= μ0H and D= ε0E ð1:33Þ

where μ0 = 4π × 10−7 H m−1 is the permeability of a vacuum (the magnetic
constant); if c is the speed of light, the permittivity of a vacuum, ε0, is equal to μ0
c−1. In most circumstances of interest a relation between j and other quantities must
be added to these.

1.5.2 Ohm’s Law

The classical Ohm’s Law for a simple conducting medium is the best known
relation between the current j and other field quantities. In vector form it states that
j = σE where σ (Ω−1 m−1) is the resistivity of the material; the reciprocal of the
resistivity is the conductance. The law is adequate for most purposes in normal
solids and liquids, but is often unsatisfactory in a gas, especially if the gas is totally
or partially ionised. In a substance moving with velocity u, the existence of the
Lorentz force implies that the simple Ohm’s Law needs to be modified to become
j= σ E+ u×Bð Þ. The general form of such a relation is more complicated, however,
but Spitzer [7], p. 28 shows that its form can be simplified if it is assumed that
(i) the equations are linearised, (ii) the plasma is fully ionised and electrically
neutral (an approximation that has to be verified a posteriori) and a scalar pressure
is used. In that case the relation for a fully ionised plasma becomes

me

e2ne

∂j
∂t

+
j
σ
=E+ u×B−

1
ene

j×B+
1
ene

∇pe −
me

eρ
∇pi ð1:34Þ
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where pe and pi are the electron and ion pressures, ρ is the mass density of the
vapour (from [7] on the assumption that ρ = mine if Z = 1, there are no neutral
ions, and the gas is electrically neutral), me and −e are the mass and charge of an
electron respectively, and ne is the number density of electrons. The third term on
the right of (1.34) corresponds to the Hall effect.

The coefficient of the first term is very small indeed (and the term would in any
case be zero in a steady state) and the last term is small compared to the previous
terms, so these two may be neglected. A rough estimate for the conductivity σ
(Ω−1 m−1) can be estimated as follows; see [7], pp. 138–139; also see [8]. A Lorenz
gas is a hypothetical fully ionised gas in which the positive ions are at rest and the
electrons do not interact with each other; if the electric field is small enough, the
electrical conductivity, σL, is given for such a gas by

σL =32ε20

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8πk3BT3

q
̸ e2Z

ffiffiffiffiffiffi
me

p
ln Λ

� �
where Z is the ionic charge, kB is Boltzmann’s constant, ε0 is the permittivity of free
space and Λ is a temperature-dependent parameter whose logarithm is of order 5
and varies only slowly with temperature at atmospheric pressure and temperatures
of the order of 104 K. Cohen [8] gives

Λ=
3π 2ε0kBTð Þ3 ̸2

e3n1 ̸2
e

.

The conductivity of an ionised gas can then be found in terms of σL from the
relation σ = γE σL where γE depends on the ionic charge, Z. When Z = 1, γE has the
value 0.582 and

σ ≈ 0.0153T3 ̸2 ̸ ln Λ Ω− 1 m− 1. ð1:35Þ
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Chapter 2
Simulation of Laser Cutting

Wolfgang Schulz, Markus Nießen, Urs Eppelt and Kerstin Kowalick

Abstract Laser cutting is a thermal separation process widely used in shaping and

contour cutting applications. There are, however, gaps in understanding the dynam-

ics of the process, especially issues related to cut quality. This work describes the

advances in fundamental physical modelling and process monitoring of laser cut-

ting, as well as time varying processes such as contour cutting. Diagnosis of ripple

and dross formation is advanced to observe the melt flow and its separation simulta-

neously as well as the spatial shape of the cut kerf. The cutting process is described

with a spatial three-dimensional Free Boundary Problem for the motion of one phase

boundary. In such dissipative dynamical systems a finite dimensional inertial mani-
fold exists which contains the attractor of the system. The existence of a finite dimen-

sional inertial manifold means that the motion of a finite set of degrees of freedom

can give a good approximation to the complete solution. Asymptotic methods are

used to identify the degrees of freedom, and integral methods are applied to derive

their equations of motion. Experimental findings about the morphology of ripple

formation guide the modelling approach and motivate the investigation of what is

known as the one phase problem. Solving inverse problems and the properties of

the thermal boundary layers are discussed. The model reproduces details of the U-

shaped ripples evolving at the cut surface. In discussion of what is known as the two

phase problem the properties of the melt flow are included. The additional degrees

of freedom are the melt film thickness, the mass flow and the temperature at the melt
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film surface. The onset of evaporation and the increase in capillary forces are the two

physical phenomena relevant to the build-up of adherent dross. The dynamic model

predicts a modulation frequency for the laser power that leads to almost complete

suppression of adherent dross in contour cutting. Heat transport in thin film flow is

investigated demonstrating how to control the error of reduced models by spectral

methods. To find the properties of the gas flow leading to melt ejection is a funda-

mental task in cutting. The interaction of the gas flow with the condensed phase is

mediated by two quantities, namely the pressure gradient and the shear stress along

the liquid surface. Results of a detailed analysis of the momentum boundary layer

of the gas flow is compared with numerical calculations using the Euler equations

as well as the viscous effects described by the compressible Navier-Stokes equa-

tions. Deflection and separation of a supersonic gas jet emanating from a nozzle and

propagating into the cut kerf is investigated using Schlieren photography and theoret-

ical analysis. Looking for the different situations present in cutting and trepanning,

the formation of horizontal structures in the ripple pattern in the cut is discussed.

The effect of design and alignment parameters on nozzle performance in cutting are

investigated and two dominant effects are discussed, namely the feedback of the gas

flow into the nozzle and deflection of the gas flow away from the cutting front. Dis-

cussion of the onset of dross formation is extended to include compressible gas flow

in the simulation such that the nozzle pressure enters the calculation of the process-

ing domain for a dross-free cut.

2.1 Introduction

Laser processing dominates the market for industrial laser applications, with metal

sheet cutting more important than metal sheet welding and marking, as well as other

applications that are not yet widespread. Scientific research and development are

related to monitoring and quality assurance. Today the development of the technol-

ogy high-performance cutting machines, which is already well established, is moving

towards a so-called autonomous machine, which is thought to incorporate cognition

of the underlying physical mechanisms. Related fundamental research activities are

focussed on the influence of fluctuations of the parameters and the resulting dynami-

cal features of the process as well as scatter in cutting results. The dominant dynam-

ical features of the process are ripple formation [1] and adherent dross [2, 3]—in

contour cutting [4], processing at high cutting speeds, precision machining of micro-

structures [5, 6]. The applicability to high-quality cutting of diode pumped solid state

lasers [7] and fiber lasers in the multi kW power range is also under investigation

and researchers are exploiting their potential. The fundamental physical processes—

also present in carving, welding and drilling—are related to the movement of free

boundaries separated by the melt flow establishing the dynamical shape of the cut-

ting front. Fundamental results are available for the physics of thin film flow [8–13],

wetting [14, 15] and flow separation [16–19], as well as evaporation and condensa-

tion [20–24]. Specific investigations deal with the development and application of
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mathematical methods for the analysis of partial differential equations (asymptotic

methods [25–27], integral (variational) [28, 29] and spectral methods [30]) and Free

Boundary Problems [29], which yield the formulation of approximate (asymptoti-

cally exact) models [25, 26, 31–33]. Numerical methods for tracking of free bound-

aries (Level Set method [34, 35], and adaptive sparse grids [36, 37]) are applied.

The comparison of approximate models with advanced numerical simulations and

experimental identification [4, 38] by diagnostic methods with temporal and spatial

resolution is used to improve understanding and to determine the physical limits of

cutting-machine performance.

Historically, investigations of fundamental experiments [39–42] and modelling

are carried out to discover the different physical mechanisms contributing to the

technical process. The physical foundations and their possible application to ther-

mal processing are given by van Allmen [43]. In the monograph of Steen [44] the

dominant physical processes and their technical relevance for laser applications are

discussed. The main modelling activities up to 1994 are reviewed by Steen [45].

Comprehensive surveys [46] of the practical tasks for laser cutting are available.

The physical mechanisms dominant in cutting—such as the balance of the thermal

energy heating up the material to be cut, the two phase transitions of melting and

evaporation, the melt flow and its hydrodynamical stability [47] as well as the flow of

the assist gas in cutting related to momentum and heat transfer [48] from the inert gas

jet to the melt—are explored through experimental evidence and have been discussed

in connection with the early models. The thin melt film is driven by a supersonic gas

jet which is in contact with the melt at the free moving liquid surface. Depending on

the position and type of the gas nozzle, as well as the shape of the cutting front, the

gas pressure and the shear stress on the melt film can change, and the compressible

flow can separate from the cut metal sheet. Performing numerical simulations of

supersonic gas flow and using the Schlieren method [42, 49–52], characteristics of

the complex gas jet such as supersonic domains, shocks, expansion waves and flow

separation have become more well understood. Turbulent effects of the gas flow have

been discussed [53]. The main interest then changed from the discussion of specific

problems to the question of how to give a closed formulation of the process, and

what are the additional effects introduced by the coupling of the physical processes.

It became essential to distinguish between the independent parameters of the process

such as cutting speed, laser power, intensity distribution etc., and quantities, which

evolve during the process and have to be calculated as part of the solution, such as the

slope of the cutting front, the melt film thickness, the surface temperature, the width

of the cut kerf [54–58] etc. Additional effects of the reactive gas cutting process

have been investigated [53, 59–61]. The oxygen and iron concentrations within the

liquid oxide layer were investigated [62–64] and yield the reaction rate and hence the

energy released by the exothermal reaction. By comparing the action of the oxygen

gas jet in laser cutting and in autogenous gas cutting the high performance laser gas

cutting process, referred to as burning stabilised gas cutting, was invented [65] and

later applied in industry.
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2.1.1 Physical Phenomena and Experimental Observation

Direct observation of the melt flow as well as the formation of dross and striations

is observable during a special type of laser cutting referred to as trimming or trim-

cutting. Temporally and spatially resolved diagnosis of ripple and dross formation

during trim-cutting (Fig. 2.1a) was introduced by Zefferer [66]. Zefferer combined

the observation of thermal radiation emitted from the cutting front and light from an

external illumination source reflected by the cut surface. This technique was subse-

quently applied by other scientists to cutting [67] as well as welding [38]. Trimming

of sheet metal means cutting along the edge of the work piece, such that the cor-

responding trim-cut evolves with a one-sided cutting front producing only one cut

surface. To allow visual inspection during cutting and to avoid expansion of the gas

jet the open side of the trim-cut is covered by a plate made out of transparent mate-

rial. Two drawbacks remain present in the diagnosis of trim-cutting introduced by

the transparent plate, namely the high temperature at the cutting front, which limits

the proximity of the plate and the sensitivity of the gas flow to position and bending

of the plate. There are plausible and interesting ideas how to improve the trim-cut

technique, such as using materials with low melting temperature (Tm = 96 ◦
C Rose’s

alloy) to reduce the overall thermal load of the transparent plate [68].

The ideas of Zefferer [66] and Beersiek [38] and the first demonstrations were

improved by Moalem [69] and further refinements today open the possibility of

simultaneously observing thermal emission from the liquid surface, separating

molten material and vapour flow as well as the shape of the moving front and ther-

mal expansion of the solid on top of the sheet in the environment of the melting front

during real processing (Fig. 2.1c). Observation in the coaxial direction with respect

to the laser beam axis can be carried out by recording thermal emission from the

cutting front (Fig. 2.1b), which gives detailed information about the dynamics of the

surface temperature. As the main result, the signal amplitude of fluctuations depends

on the cutting speed being more pronounced for low cutting speed. However, while

recording the thermal emission only, it is hard to see features of the spatial shape of

the cutting front such as the width of the cut at the top and bottom surface. More

Fig. 2.1 Observation of ripple and dross formation. a Trim-cutting using in addition external illu-

mination by a flash lamp [66]. Separation of the melt flow, droplet and dross formation as well as

ripple formation. Observation of a real cut with an optical set-up coaxial with the laser beam axis.

Without (b) and with (c) external illumination
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Fig. 2.2 Ripple morphology: a At least three different kinds of ripples can be distinguished. b For

ripples of the first kind no resolidified melt can be observed and c the averaged ripple frequency

increases linearly with cutting speed

detailed results are demonstrated by Moalem [69] combining the attenuated thermal

signal with the spectral filtered reflection of an external light source (Fig. 2.1c). As

shown in the sketch in Fig. 2.1c of the cutting front the different areas can be clearly

distinguished in the camera recordings.

At least three different ripple patterns are observable, referred to as ripples of first,

second, and third kind (Fig. 2.2a). They evolve subsequently with increasing sheet

thickness and cutting speed. Ripples of the first kind appear at the top of the cut edge

and up to feed rates of 4 m/min especially. Almost no resolidified material can be

observed on metallurgical inspection of the cross section near the top of the cut edge

(Fig. 2.2b). The averaged ripple frequency increases nearly linearly with respect to

the cutting speed up to a value of about 500 Hz at 4 m/min (Fig. 2.2c). Ripples of the

second kind are characterised by double the ripple frequency of first kind, and with

increasing cutting speed their onset is shifted towards the top surface of the sheet

metal. Ripples of the third kind are characterised by the dominance of resolidified

molten material. To probe more deeply into the mechanisms leading to ripple for-

mation requires the identification of the different types of ripple morphology and

the relating of these findings to the processing parameters. Zefferer [66] compared

the ripple frequency νr with the modulation frequency νmod and pointed out, that the

visibility of ripples strongly depends on their shape. For this reason he introduced

the notion of natural ripples and natural ripple frequency, which have been firmly

established to be a consequence of natural fluctuations of the processing parameters

or the temporally varying gas flow. U-shaped ripples with a sharp tip are clearly vis-

ible to the naked eye down to extremely small ripple amplitudes of about <10µm.

As result, the ripple frequency depends linearly on modulation frequency (Fig. 2.3a).

However, directly observable ripples show this behaviour only in a narrow interval

of modulation frequencies around the natural ripple frequency of a few hundred Hz

observed for unmodulated laser radiation. Indeed the laser radiation fluctuates and

induces ripple formation even for unmodulated power. In spite of that, any modula-

tion frequency induces a movement of the melting front resulting in ripple formation

at the cut surfaces. The observability of ripples at low modulation frequency suffers

from their large wavelength as well as their smooth and wavy shape. At large modu-

lation frequency the ripple amplitude goes down to a µm scale and a microscope is
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Fig. 2.3 Ripples of first kind: a The averaged ripple frequency νr changes with modulation fre-

quency νmod of the laser power and the cutting speed v0 (v0 = 1.5 (filled square), 1.25 (square),

1.0 (filled circle), 0.5 (circle) m min
−1

). b The ripple pattern for different values of the modulation

frequency νmod (v0 = 1.25m min
−1

). Laser power PL = 0.9 + 0.15 ⋅ sin(νmodt) kW, sheet thickness

d = 2mm, stainless steel, gas pressure Pk = 8 ⋅ 105 Pa.

necessary for observation. It is therefore misleading to ignore the strongly reduced

visibility of ripples at high and low frequencies. The waviness of the cut surface

as a consequence of low values for the modulation frequency is clearly visible at

low modulation frequency (Fig. 2.3b). For high modulating frequencies the corre-

sponding small ripple amplitude is found to be superimposed on natural ripples.

These experimental findings are related especially to the movement of the melting

front only, and therefore significantly guide the modelling approach. They motivate a

closer look at the so-called one-phase problem (Fig. 2.4) and the detailed structure of

the solution describing the thermal boundary layers. Subsequent iterative extension

of the model by increasing the spatial dimension and investigating the meaningful

properties of liquid and gaseous phases turns out to be more favourable than trying to

solve an apparently comprehensive model. The most challenging task in the diagnos-

tics of cutting is observation of the gas and vapour flow. The Schlieren method [70,

71] is a powerful technique for investigating the properties of the supersonic gas jet

as it flows along the surfaces of a cold prepared kerf (model kerf). This model kerf is

made out of three layers, substituting the shape of the cut front as well as the two cut

surfaces. Interpreting the results from the Schlieren method requires transferring the

data from a model flow along a cold, simplified (sharp edges, flat surfaces) set-up to

the real cutting situation. Indeed the Schlieren results suffer from the effects of sur-

face temperature, which strongly increase the temperature and momentum boundary

layer thicknesses. The shape of the real cutting front and the interaction of gas and

liquid flow introduce additional open questions.
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(a)

(b)

(c)

(d)

(e)

Fig. 2.4 Formulation of the one-phase Free Boundary Problem. The different length scales intro-

duce a hierarchical structure of the solution: a spatially one-dimensional model where the front

position ξ = A(τ ) and heat content Q(τ ) are the free parameters, b spatially two-dimensional model

with curvature α(τ ) as additional free parameter, and c the axially resolved two-dimensional model,

which reproduce the axial shape of the melting front. d Top view, lateral cross section with ther-

mal boundary layer δM = κ∕v0 and beam radius w0. e Side view, longitudinal section with thermal

boundary layers δH due to p re-heating and δI due to thermal isolation. x = δMξ, y = w0η, z = dζ

2.2 Mathematical Formulation and Analysis

A typical property of dissipative infinite dimensional dynamical systems is the exis-

tence of a finite dimensional attractor [25], which is a subset of the phase space

attracting all trajectories. From the theory of finite dimensional dynamical systems

it is well known that, in systems with different time scales after the decay of the fast

degrees of freedom, the dimension in phase space is reduced. By analogy, the analy-

sis of some examples [26, 27, 31] of dissipative partial differential equations yields

the result that the long time dynamic of such systems can also be concentrated in the

neighbourhood of a manifold having a finite dimension. Such manifolds are called

inertial manifolds. Obviously, the attractor is a part of the inertial manifold. In prin-

ciple, the existence of a finite dimensional inertial manifold means that the motion

of a finite set of degrees of freedom can give a good approximation to the complete

solution. The contraction of phase space is also well known from systems of ordinary

differential equations and the corresponding attractor is called the central manifold.
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One example of such a behaviour is well known from the Boltzmann equation of

kinetic theory. The solutions of this differential equation are known as distribution

functions, describing the probability amplitudes for a particle in phase space. In the

short time limit, which corresponds to non-equilibrium, these solutions have a rather

complex structure. In the long time limit, which corresponds to quasi-equilibrium

(equilibrium of flows), the solution is completely described by the equilibrium distri-

bution. The equilibrium distribution is parameterised by a small number of averaged

quantities like the thermodynamical temperature and the hydrodynamical drift veloc-

ity. The dynamics of these parameters are governed by the simpler hydrodynamical

equations of motion. For this example the approximate dynamical system is given by

the hydrodynamical approximation of the kinetic equations, where the approximat-

ing step is the assumption of the local thermodynamical equilibrium. The solution

of the hydrodynamical equations of motion plays the role of the inertial manifold of

the Boltzmann equation.

For many partial differential equations of continuum physics the existence of an

inertial manifold has been proved and their dimension estimated. From these esti-

mates we can expect a decrease of the dimension in phase space with the dissipation

in the system.

In some cases the inertial manifold is explicitly constructed; see for example [72]

for the case of the Chaffee-Infante reaction-diffusion equation. Historically, essential

advances in the understanding of physical processes and analysis of the partial dif-

ferential equations are established by the application of integral methods. Famous

examples are the quantum mechanical treatment of the Helium atom by Hylleraas

[73] applying variational methods and the formulation of the Bénard Problem by

Saltzmann [74] and Lorenz [75] using integral methods. It is shown that the motion

of the complete system contracts on short time scales into a subspace of lower dimen-

sion. Hylleraas identified the three crucial characteristic dynamical variables for the

description of the Helium atom, namely the orbital radii of the two electrons and

their separation. The Lorenz system consists of three ordinary differential equations

of first order with respect to time. The dynamics of these three characteristic dynam-

ical variables or degrees of freedom only, are still able to reproduce the most impor-

tant properties of the Bénard Problem.

Characteristic dynamical variables are encountered in long-time dynamics near

the inertial manifold. The construction of equations of motion for the character-

istic dynamical variables is also the crucial step for the testing and final identifi-

cation of reduced models for Free Boundary Problems in thermal processing. The

fundamental idea for deriving models with a reduced dimension in phase space is

to find integral representations of the partial differential equations. The variational

method introduced by Biot and Daughaday [28] allows the formulation of an integral

equation which is equivalent to the Free Boundary Problem ((2.11)–(2.13), (2.34)–

(2.35), (2.52)–(2.54)). The application of the variational method to the spatial one-

dimensional Free Boundary Problem is given in [33]. The approximating step is the

assumption of fast relaxation for the spatial distribution of the temperature, which is

parameterised by slowly varying characteristic dynamical variables.
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2.2.1 The One-Phase Problem

In cutting, the interaction of the gaseous, liquid and solid domains takes place

only across spatially two-dimensional surfaces. The solid volume 𝛺(τ ) (Fig. 2.4) is

bounded by the absorption front 𝛤
+(τ ) and the bottom surface 𝛤

−(τ ). A part of the

absorption front is a free boundary called the melting front 𝛤m(τ ). Hence, adding the

various effects of the gas- and melt flow only change the boundary values, while the

structure of the model for the solid, called the one-phase model, remains unchanged.

To find the properties of a comprehensive cutting model relies on the detailed analy-

sis of the one-phase model, which was first formulated in 1997 by Enss et al. [32].

The phase boundary of the one-phase Free Boundary Problem can move into

the material and erosion takes place or remains unchanged. Resolidification is not

allowed. Mathematically the problem is formulated as follows (Fig. 2.4a). The mate-

rial volume 𝛺(t) ⊆ R2 × (0, d) is bounded by the absorption front 𝛤+(t) = ∂𝛺(t) ∩
{z < d} and the bottom surface of the solid material 𝛤−(t) = ∂𝛺(t) ∩ {z = d}. The

intensity I = I0(t)f ([𝐱 − 𝐯0t]∕w0) of the laser beam is characterised by its maximum

value I0(t), the spatial distribution f (0 ≤ f ≤ 1) and the laser beam radius w0. The

laser beam is directed top to bottom with local direction 𝐬 = 𝐬(𝐱, t) (|𝐬| = 1) of the

Poynting vector 𝐒 = I0f 𝐬 and moves with the velocity v0 in the positive x-direction,

𝐯0 = v0𝐞x. The absorbed heat flux qa = −Ap 𝐧 ⋅ 𝐒 depends on the degree of absorp-

tion Ap, where 𝐧 = 𝐧(𝐱, t) is normal with respect to the absorption front 𝛤+(t). The

velocity −vp𝐧 of the free boundary is therefore related to the degree of absorption

Ap = Ap(μ), which depends on polarisation p and wavelength of the laser beam as

well as the angle of incidence ϑ (μ = cos(ϑ)). The normal component vp ≥ 0 of the

velocity is restricted to non-negative values, since resolidification is not allowed.

The absorption front 𝛤+(t) can be subdivided into two regions: the melting front

𝛤m(t), where the temperature equals the melting point T = Tm and erosion takes

place (vp ≥ 0), and the rest 𝛤+(t) ∖ 𝛤m(t) (T < Tm and vp = 0). The melting front

𝛤m(t) is the free boundary of the one-phase problem. The resulting shape of the cut

surfaces—where ripples are formed—is a result of the motion of the border line

∂𝛤m(t), which is located at the leading edge and is a part of the cut surface. With

these definitions the one-phase Free Boundary Problem has the following general

form: Find the solution of the heat conduction equation

∂T
∂t

= κ △ T , T = T(𝐱, t), 𝐱 ∈ 𝛺(t), (2.1)

subject to the free boundary conditions

qa − λ▿T ⋅ 𝐧 = 𝛒𝐇mvp, 𝐱 ∈ 𝛤m(t) (2.2)

T = Tm, 𝐱 ∈ 𝛤m(t)
qa − λ▿T ⋅ 𝐧 = 𝟎, 𝐱 ∈ 𝛤+(t) ∖ 𝛤m(t) (2.3)

▿T ⋅ 𝐧 = 𝟎, 𝐱 ∈ 𝛤−(t)
T|𝐱|→∞ = Ta, 𝐱 ∈ 𝛺(t).
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Here Ta and Tm are the ambient- and the melting temperatures. Hm is the melting

enthalpy, λ is the heat conductivity, ρ the density, κ = λ∕(ρc) the thermal diffusivity

and c the specific heat capacity. In comparison with the well known Stefan-problem,

as represented by Elliot et al. [29] or Fasano et al. [76] there is a different and more

complicated situation involved in thermal erosion by a moving heat source,

∙ the energy transfer takes place directly at the free boundary,

∙ the heat flux absorbed at the free boundary depends on the angle of incidence and

via the intensity distribution f (𝐱, t) on the position and

∙ the boundary conditions are changing discontinuously at the boundary ∂𝛤m(t) of

the melting front.

There are typically three clearly different spatial scales involved in cutting.

δM ≪ w0 ≪ d (2.4)

namely, the thickness δM = κ∕v0 of a thermal boundary layer at the melting front 𝛤m
and the spatial scales of the laser beam. The shape of the isophote of the laser beam

also introduces entirely different length scales. Typically, the beam radius w0 ≪ zR is

small compared with the Rayleigh length zR and these scales give the characteristic

measures for the shape of the capillary in welding or the melting front in cutting.

The scales

t =
δ2M
κ

τ , x = δM ξδ , y = w0 η , z = d ζ , θ =
T − Ta

Tm − Ta
(2.5)

are therefore characteristic for cutting. The non-dimensional form of the heat con-

duction equation (2.1) in a frame of reference moving with the laser beam axis at

velocity v0
∂θ

∂τ
= [ ∂θ

∂ξδ

+ ∂2θ

∂ξ2
δ

] + (
δM

w0
)2 ∂2θ

∂η2 + (
δM

d
)2 ∂2θ

∂ζ2
, (2.6)

clearly demonstrates the importance of the different length scales. In particular, the

spatially one-dimensional properties in the feed direction are dominant for fast move-

ment of the beam axis (the square brackets in (2.6)) and the lateral term δM∕w0 ≪ 1
as well as the axial terms δM∕d ≪ 1 only contribute small corrections. The smallness

relation δM ≪ w0 ≪ d of the length scales induce a set of three one-phase models

hierarchically ordered with respect to the corrections introduced by higher spatial

dimensions. As indicated in Fig. 2.4a–c the different magnitude of the contributions

in (2.6) at the leading order gives the position A(τ ) of the melting front with respect

to the feeding direction (spatially one dimensional model), the width or radius α(τ )
of the melting front in the η-direction (spatially two dimensional model) and its axial

shape as part of the solution of the spatially three-dimensional model. The ratio

δM∕w0 of the boundary layer thickness and the beam radius is called the inverse

Péclet-number Pe
−1

(Pe = w0∕δM = w0v0∕κ).
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2.2.1.1 One-Dimensional One-Phase Model

The one-dimensional one-phase model is introduced in [33]. The idea by which the

equations of motion for the melting front are derived and the fundamental proper-

ties of the solution are outlined. Consider the leading order of (2.6) with respect to

the smallness relation δ∕d ≪ δ∕w0 ≪ 1 the most fundamental limiting case of the

boundary value problem can be extracted. The spatial one-dimensional problem

∂θ

∂τ
= ∂θ

∂ξδ

+ ∂2θ

∂ξ2
δ

θ ∣ξ2
δ
=1= 1 , θ ∣ξ2

δ
→∞= 0 (2.7)

has the general quasi-steady solution

θ(ξδ) = exp[−ξδ] , ξδ =
x
δ
= Pe

x
w0

= Pe ξ. (2.8)

As a result, there are three parameters well suited to describing the structure of the

exact quasi-steady solution (2.8) for the temperature in advance of the melting front

thus motivating the ansatz

θapp(ξ, τ ) = θs(τ ) exp
[

−ξ − A(τ )
Q(τ )

]

, ξ ≥ A(τ ) , (2.9)

which is characterised by three time-dependent characteristic variables, the surface

temperature θs(τ ), the position of the melting front A(τ ) and the thermal penetration

depth Q(τ ). In the spatial one-dimensional problem the change of boundary condi-

tions can take place with respect to time only, and spatial coexistence is not cov-

ered. During the melting phase the surface temperature θs(τ ) = 1 equals the melting

temperature. Q(τ ) is the penetration depth of the temperature. For Q(τ ) = 1∕Pe the

quasi-steady solution (2.8) is reproduced by (2.9) and the position A(τ ) = Pe τ of the

melting front moves together with the beam axis at the cutting speed Pe = (w0∕κ)v0.
Of course, the spatially integrated temperature has the physical meaning of the

energy content E,

E(τ ) =
∞

∫

A(τ )

θapp(ξ, τ )dξ = θs(τ )Q(τ ) ; (2.10)

the quantity Q(τ ) during the melting phase (θs(τ ) = 1) can also be interpreted as

energy content. In the beginning of the material treatment or while the intensity

is modulated, the dynamical system can remain in the heating phase. The surface

temperature θs(τ ) < 1 is smaller than the melting temperature and the position of

the front A(τ ) = const. remains unchanged.
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A detailed derivation of the equations of motion for the characteristic dynamical

variables θs(τ ), A(τ ) and Q(τ ) using a variational approach is given in [33]. The

equations of motion reduce to the system of ordinary differential equations (ODE-

system),

heating phase (θs < 1) melting phase (θs = 1)

θ̇s =
1

(1 − b1)Q
(γf − b1

θs

Q
) θ̇s = 0 (2.11)

Ȧ = 0 Ȧ = 1
1 + hm − b1

(γf − b1
1
Q
) (2.12)

Q̇ = 1
θs
(γf − θ̇sQ) Q̇ = γf − (1 + hm)Ȧ. (2.13)

Here γf = γ(τ )f (A(τ ) − Pe τ ) is the absorbed intensity and b1 = 3∕5.

The independent parameters of the problem are the Péclet-number Pe, the time-

dependent maximum value γ(τ ) of the intensity with distribution f (x), and the

inverse of the Stefan number hm:

Pe =
w0v0

κ
, γ =

ApI0
λ(Tm − Ta)∕w0

, hm =
Hm

c(Tm − Ta)
. (2.14)

The system (2.11)–(2.13) is an example of ordinary differential equations with

a discontinuous right hand side [77]. The solution can switch between the heating

phase and the melting phase (Fig. 2.5a) and is used to check the performance of

numerical codes solving the corresponding partial differential equations

Fig. 2.5 aThe solution of the ODE-system (2.11)–(2.13) (dotted) is reproduced well by the numer-

ical solution (solid) of the corresponding PDE-system. A spatially one-dimensional domain is

heated and ablated by the action of the absorbed laser radiation with intensity γ(τ ). b Time scale

separation depending on Péclet-number Pe changes the relaxation path. The solid lines correspond

to the value Pe = 1.5 ⋅ 10−2; the dashed lines correspond to Pe = 15. c To compensate for a dynam-

ical variation of the cutting speed v0(τ ) (dashed) the intensity γ(τ ) can be controlled. Quasi-steady

control (solid) leads to strong deviation 𝛥A of the front position, while the deviation is suppressed

using the inverse solution of the ODE-system for the control (dotted)
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(PDE-system). During the heating phase the surface temperature θs < 1 is below

the melting point and the front does not move Ȧ = 0. In the melting phase the sur-

face temperature θs = 1 is equal to the melting point and the front moves Ȧ > 0. As

shown in Fig. 2.5a the initial heating phase terminates at τ1 = 2.9ms while the sur-

face at A(τ1) = 0 reaches the melting point θ(ξ = 0, τ1) = 1. The system switches to

the melting phase and part of the material is ablated Ȧ > 0. At τI = 18ms thermal

isolation at the bottom is already present.

2.2.1.2 Time Scale Separation

Consider the melting phase, where the front position A(τ ) and the thickness Q(τ ) of

the thermal boundary layer relax towards the the quasi-steady state {PeQ(τ ),A(τ ) −
Pe τ} = {1, 1} (Fig. 2.5b). Time scale separation depending on Péclet-number Pe

changes the relaxation path of the ODE system (2.11)–(2.13) towards the quasi-

steady state {PeQ(τ ),A(τ ) − Pe τ} = {1, 1} of the melting phase. Relaxation of the

fast variable towards the slow surface and subsequent relaxation of both fast and slow

variables towards the quasi-steady state is characteristic for the melting phase. The

corresponding slow surfaces are indicated in Fig. 2.5b. The time scales tκ = κ∕v20
and tv0 = w0∕v0 are characteristic for heat conduction and movement of the melt-

ing front position, respectively. The ratio tv0∕tκ = Pe of these time scales provides

the meaning of the Péclet-number Pe for the dynamical properties of the solution.

Analysis using the theorem of Vasil’eva, Gradshtejn and Tichonov [78] yields the

following results:

∙ For Pe ≫ 1 first the energy content relaxes fast towards the quasi-steady value,

which corresponds to the actual value of the distance A1 = A(τ ) − Pe τ between

the melting front and the laser beam axis. Further development of the system takes

place along the slow surface

(1 + hm)Ȧ = γf , Q =
(1 + hm)

γf
, γf = γf (A(τ ) − Pe τ ) (2.15)

in phase space.

∙ For Pe ≪ 1 first the position A(τ ) of the melting front relaxes fast to the quasi-

steady value, which corresponds to the actual value of the energy content Q. Fur-

ther development of the system takes place along the slow surface

Q̇ = b1(
1
Q

− Pe) , γf (A(τ ) − Pe τ ) = (1 + hm − b1)Pe +
b1
Q

. (2.16)

in phase space.

The slow surfaces intersect at the stable quasi-steady point.

Let the initial value Q(τ = 0) > Qstat for the energy content be larger than the

quasi steady value Qstat = 1∕Pe. The distance A(τ ) − Pe τ of the front with respect
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to the laser beam axis then changes only slightly when Pe ≫ 1. For small values

Pe ≪ 1 the front at first moves very rapidly out of the laser beam and further on

approaches the quasi steady point together with its energy content, while moving

slowly. For small values of the Péclet-number Pe, the position of the melting front

responds more strongly to changes of the processing parameters than is the case for

large values.

As result of quantitative analysis of the ODE-system (2.11)–(2.13) the Péclet-

number has to be compared with the scaled gradient G ∶= 1∕f (∂f∕∂ξ) = O(1) of

the intensity distribution f (ξ). For a Gaussian distribution this value is of the order

of unity. Moreover, the fast and slow time scales can be given explicitly:

Pe ≫
|G|
b1

∶ tfast =
1 + hm − b1

1 + hm

κ

b1v20
, tslow =

w0
|G|v0

, (2.17)

Pe ≪
|G|
b1

∶ tfast =
1 + hm − b1

1 + hm

w0
|G|v0

, tslow = κ

b1v20
. (2.18)

These characteristic times are comparable with experimentally observed times for

the changes of the thermal emission of the melting front. Inserting typical values for

the distance A(τ ) − Pe τ = 1 between the front position and the laser beam axis gives

the corresponding value for the gradient |G| = 4. The value w0 = 150µm for the

laser beam radius, v0 = 5 cm s−1 for the cutting speed and κ = 6 ⋅ 10−6m2s−1 for the

thermal diffusivity gives the values Pe = 1.25, b1Pe∕|G| = 0.19 ≪ 1. As result, the

characteristic times tfast = 0.4ms for relaxation of the melting front and tslow = 4.0ms
for the relaxation of the penetration depth are found.

2.2.1.3 An Inverse Problem

A control problem relevant to contour cutting or during the start of a cut can be

posed. Using the reduced equations of motion (2.11)–(2.13) allows the solution of

the inverse problem for the control of the processing parameters. Let RL(τ ) be the

position of the laser beam axis, which is accelerated R̈L(τ ) ≠ 0 with respect to the

material. An inverse problem can be formulated as follows. Find the power γ(τ ) as a

function of time, for which the distance A1 = A(τ ) − RL(τ ) between the position of

the front A(τ ) and the laser beam axis RL(τ ) remains constant. Let c(τ )

c(τ ) =
γ(τ )f (A1)
1 + hm

−
⋅
RL (τ ) (2.19)

be the dynamical correction to the quasi steady control. Then the expression for the

unknown power γ(τ ) has the form

γ(τ ) =
1 + hm

f (A1)
(ṘL(τ ) + c(τ )) (2.20)
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and the dynamical correction c(τ ) is the solution of the initial value problem

ċ(τ ) + b1c(τ )[ṘL(τ ) +
1 + hm

b1
c(τ )]2 =

b1
1 + hm

R̈L(τ ) , c(τ = 0) = 0 . (2.21)

For uniform motion R̈L(τ ) = 0, ṘL(τ ) = Pe = const, the correction c(τ ) = 0 is the

unique solution and the power γ equals the quasi steady value γ(τ )f (A1) = (1 +
hm) Pe. Consider the deviation 𝛥A(τ ) = A1 − [A(τ ) − RL(τ )] of the position of the

front from its quasi steady value. The result for this deviation is shown in Fig. 2.5c

(solid line) as a function of the cut length S for the quasi steady control γ(τ ) ∝ ṘL(τ ).
With values of the acceleration R̈Lκ∕w0 = 0.5 g of cutting machines attainable today,

the deviations reach values which are of the order of the laser beam radius w0 =
100µm.

2.2.1.4 Two-Dimensional One-Phase Model

The dynamics of the lateral extent of the cutting front (Fig. 2.4b, e) are described by

equations of motion for the radius rm of the melting front which may deviate from

the beam radius w0. To derive the equations for the radius α = rm∕w0, the boundary

problem for a moving cylindrical source, frequently cited in the literature related to

welding and cutting applications, is considered:

0 = Pe
∂θ

∂ξ
+ ∂2θ

∂ξ2
+ ∂2θ

∂η2 , ρ2 = ξ2 + η2
≥ α2

(2.22)

θ ∣ξ2+η2=α2= 1 , θ ∣ξ2+η2→∞= 0 (2.23)

where the lengths are scaled with the beam radius w0. The solution can be given in

explicit form and in plane polar coordinates {ρ,ϕ} gives:

θ(ρ,ϕ) = exp[−Pe ρ cos(ϕ)∕2] S(ρ,ϕ), ρ > α (2.24)

S(ρ,ϕ) = θ0K0(Pe ρ∕2) + 2
∞∑

n=1
θnKn(Pe ρ∕2) cos(nϕ),

θn = [
In(x)
Kn(x)

]x=Pe α∕2, n = 0, 1, 2, ...

Asymptotic analysis of the quasi-steady solution (2.24) with respect to the small

parameter ε = 1∕k gives an expression for temperature at the vertex line {ρ,ϕ = 0}

θ(ρ,ϕ = 0) ∼
exp[−2k (ρ∕α − 1)]
√
2
√

ρ∕α − β0

, β0 =
1
2
, k = Pe α

2
→ ∞. (2.25)
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which indicates a lateral correction of square root type to the exponential depen-

dence (2.28) which is well known from the spatial one-dimensional solution. The

correction takes into account the additional heat flux necessary to reach the melting

point on a boundary curve with radius α. Moreover, there is a shift β0 with respect to

the centre of the cylindrical axis with an asymptotic value of β0 = 1∕2. The asymp-

totic analysis suggest an approximate ansatz θapp(ρ,ϕ, τ ) for the description of the

time-dependent, two-dimensional melting front:

θapp(ρ,ϕ, τ ) =
⎛
⎜
⎜
⎝

√

ρ∕α − β

1 − β

⎞
⎟
⎟
⎠

−1

exp[−1 + cos(ϕ)
2

ρ∕α − 1
Q∕α

] (2.26)

where the shift β = β(Q∕α) depends on the ratio Q∕α = δM∕rm of the thickness δM
of the thermal boundary layer and radius rm of the cutting front at the vertex line

ϕ = 0

β = β(x) = x exp[x] E1[x], x = Q∕α, Q = Q(τ ), α = α(τ ); (2.27)

the parameters Q, α of the quasi-steady solution are identified as characteristic

dynamical variables Q(τ ) and α(τ ). The spatially one-dimensional solution is repro-

duced by the limiting case for large values of the radius α of the melting front:

lim
α→∞

θapp(ν + α,ϕ = 0, τ ) = lim
α→∞

exp[− ν

Q
]

√

1 + ν∕α
1−β[Q∕α]

= exp[− ν

Q
] (2.28)

where the abbreviation

ν = ρ − α , ρ∕α = 1 + ν∕α. (2.29)

for the distance ν from the boundary is introduced. Since the displacement β is non-

negative 0 ≤ β ≤ 1∕2 and remains bounded, the temperature θ1D is an upper bound

θapp ≤ θ1D for the temperature in advance of the curved melting front.

The ansatz (2.26) is used to derive the equations of motion for the two-dimensional

one-phase model of the melting front by using a variational approach. To apply the

variational approach as discussed in [33] means to find the so called thermal potential

𝐡 by solving the equations

θ = −∇ ⋅ 𝐡 , ∇ × 𝐡 = 𝟎 (2.30)

The expansion with respect to ϕ at the vertex line ϕ = 0 of the melting front

θ(ρ,ϕ, τ ) = θ0(ρ, τ ) + θ2(ρ, τ )
ϕ2

2
+⋯
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hρ(ρ,ϕ, τ ) = hρ0(ρ, τ ) + hρ2(ρ, τ )
ϕ2

2
+⋯ hϕ(ρ,ϕ, τ ) = hϕ1(ρ, τ )ϕ +⋯ (2.31)

gives a system of equations with the radius ρ as an independent variable

0 = ∂

ρ∂ρ
hϕ1 −

hρ2

ρ

−θ0 =
∂

ρ∂ρ
(ρhρ0) +

hϕ1

ρ

−θ2 =
∂

ρ∂ρ
(ρhρ2)

for the calculation of the Taylor coefficients in the expansion (2.31). Inserting the

ansatz (2.26) into the formal solution

hρ0(ρ, τ ) =
1
ρ ∫

∞

ρ

θ0(ρ′, τ )ρ′dρ′ + 1
ρ ∫

∞

ρ

hϕ1(ρ′, τ ) dρ′ (2.32)

hϕ1(ρ, τ ) = −1
ρ ∫

∞

ρ

hρ2(ρ′, τ ) dρ′ , hρ2(ρ, τ ) =
1
ρ ∫

∞

ρ

θ2(ρ′, τ ) ρ′dρ′ (2.33)

and direct integration yields an explicit expression for the thermal potential 𝐡. Apply-

ing the variational calculus discussed in [33] the final result for the equations of

motion reads:

α̇ = 1
1 + hm

[(γf2 −
b2
Q
) +

1 + hm + b2
1 + hm − b1

(γf0 −
b1
Q
)] , (2.34)

Ȧ = 1
1 + hm − b1

(γf0 −
b1
Q
) , Q̇ = b1(

1
Q

− Ȧ) . (2.35)

where b1 = 3∕5 and b2 = 1∕10. As a result, the dynamics of the spatially one-

dimensional dynamical variables {A,Q} is decoupled from the motion of the addi-

tional two-dimensional variable α. It is worth discussing the limiting case of large

values of the Péclet-number. Owing to time scale separation as shown in Fig. 2.5b,

the dynamical variables move on the slow surface: (1 + hm)Ȧ = γf , Q = (1 +
hm)∕γf . Additionally, inserting a Gaussian intensity distribution f (𝐱) = exp(−2𝐱2)
in the intensity γf the Taylor coefficients f0, f2 are

f = f0 + f2
ϕ2

2
, f0 = exp(−2Ā2), f2 = −4α(α − Ā) f0. (2.36)

The distance Ā = A − RL between the position of the front ξ = A(τ ) and the moving

laser beam axis ξ = RL(τ ) has been introduced. Finally, in the limiting case Pe → ∞
the lateral equations of motion
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α̇ =
γf0

1 + hm
[−4α(α − Ā) + 1] , Ā = A − RL (2.37)

(1 + hm)Ȧ = γf0 , Q = 1
Ȧ
, (2.38)

are solved explicitly. The stable (α ≥ 0) quasi-steady (Ȧ = Pe, α̇ = 0) solution reads

α = 1
2

Ā + 1
2

√
Ā2 + 1 , γf0(Ā) = (1 + hm)Pe , Q = 1

Pe
(2.39)

For the quasi steady state the radius α > Ā is larger than the distance Ā between the

melting front and the laser beam axis. Since the lines of constant values for the inten-

sity are circles, the radius of curvature of the isophote at the vertex line equals the

distance Ā. Comparison with numerical results shows that the radius α of curvature

at the vertex line is already closely connected to the width of the cutting kerf.

The laser beam axis and the feeding direction span the xz-plane (y = 0 or η = 0).

The intersection of the xz-plane and the cutting front gives a curve referred to as

the ceiling line, or centre line of the cutting front. The dynamics of α(τ ) is closely

related to the formation of ripples at the cut edge, if the radius of curvature α(τ ) at

the ceiling line φ = 0 is accepted as an approximation to the shape of the cutting

front. The boundary ∂𝛤m (t) is defined by the spatial coexistence of the boundary

conditions (2.34) and (2.35) for the melting phase, where the melting front moves

vp > 0, and the heating phase, where the cut edge evolves (vp = 0). For the dynamical

system, the non-dimensional velocity vp of the boundary is vp = (Ȧ − α̇) cos(φ) + α̇

which determines the azimuth angle φ = φ(τ ) where the boundary conditions are

changing, namely vp(φ) = 0,

cos(φ) = −α̇

Ȧ − α̇
. (2.40)

The stationary solution (Ȧ = Pe, α̇ = 0) shows that φstat = ±π∕2 and any deviation

from the stationary state leads to a dynamical response of the arc length α(τ )2φ(τ )
of the melting front. In particular, the arc length can change faster than the cutting

speed resulting in U-shaped ripples evolving at the cut surface.

2.2.1.5 Three-Dimensional One-Phase Model

The Free Boundary Problem for a single phase describing the axial motion of the

melting front (Fig. 2.4) in the non-dimensional variables ξ = x∕w0, ζ = z∕d reads
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∂θ

∂τ
= ∂2θ

∂ξ2
+
(w0

d

)2 ∂2θ

∂ζ ′2
,

θ|ξ=a(ζ ′) = 1,

γ(τ )μA(μ)f (a(ζ) − Peτ ) +
[
∂θ

∂ξ
−
(w0

d

)2 ∂θ

∂ζ ′
∂a
∂ζ ′

]

= −hm
∂a
∂τ

,

∂θ

∂ζ ′
|
|
| ζ ′=0
ξ≥a(0)

= −
(

d
w0

)2

γA(1)f (ξ)

The asymptotic analysis (w0 ≪ d) of this problem shows that outside the bound-

ary layers at the top δH and bottom δI of the metal sheet the terms containing

(w0∕d)2 ≪ 1 can be neglected. Therefore the axial dynamics of the melting front

are determined dominantly by spatial one-dimensional heat conduction in the feed-

direction [32, 33]. Within the upper boundary layer of thickness δH the temperature

field is determined by preheating of the laser beam (Fig. 2.4e).

An approximate solution for (w0∕d)2 ≪ 1 can be derived by solving the preheat-

ing problem separately, which gives the initial value for the position ξ = A(ζ, τ ) of

the axially distributed melting front. The interaction of the boundary layers δH and

δM can be calculated by matching the thermal boundary layers, in fact.

2.2.1.6 Thermal Boundary Layers

There are three different thermal boundary layers involved in cutting (Fig. 2.4e).

Ahead of the laser beam, heating (Neumann type) of the material surface takes place

resulting in a thermal boundary layer of thickness δH = Pe−1∕2. The position where

the surface temperature reaches the melting point is called the leading edge of the

cutting front. The cut evolves at the leading edge. The cutting front is moving and so

there is a second thermal boundary layer (Dirichlet type) with thickness δM = Pe
−1

.

At the lower surface ζ = 𝛥 the heat transition to ambient conditions is fairly small

compared to the flux inside the metal; this state of near thermal isolation is the rea-

son for the third thermal boundary layer whose thickness is δI . It is worth mentioning

that the cutting model includes different types of boundary conditions at the top sur-

face (Neumann type) and the melting front (Dirichlet type). Moreover, at the leading

edge {ξ, ζ} = {A(ζ = 0), 0} the different boundary conditions coexisting spatially

and interact. At the lower edge ζ = 𝛥 of the cutting front there are also two coexist-

ing Neumann conditions with very different boundary values, namely the heat flux,

which moves the melting front, coexists with the relatively small-valued thermal

radiation condition; the latter may even be best represented by thermal isolation giv-

ing a homogeneous Neumann condition. In consequence a third boundary layer δI
exists. The different thickness δH , δM , δI of the thermal boundary layers tend to sup-

port three-dimensional effects for the heat transport. In contrast to heat transport with

fixed boundaries, the solution of free boundary problems is sensitive to the effects

of coexisting boundary conditions. In this case, the position A(ζ = 0) of the leading
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(a) (b) (c)

Fig. 2.6 Interaction of different thermal boundary layers with thickness δM , δH at the leading edge

{ξ, ζ} = {A(ζ), 0} and the lower edge ζ = 𝛥 of the cutting front depending on position ζ ∈ {0, 𝛥}
and Péclet-number Pe. a The front position ξ = A(ζ) calculated without (dotted, reduced model)

and with (solid, numerical model) interaction of the boundary layers. b The numerical solution for

the temperature (gray scale) reproduces the different scales δM = O(ε) and δH = O(ε1∕2) which are

derived from singular perturbation analysis for moderate values of the Péclet-number (Pe = 1). c
Singular perturbation analysis gives the temperature as the sum of three contributions θH , θM , θC
related to pre-heating at the surface ζ = 0, the heat flux at the melting front ξ = A(ζ) and a correction

taking into account the interaction of the thermal boundary layers δH and δM

edge is an initial value for the quasi-steady shape of the melting front A(ζ), and its

shape at the lower surface ζ = 𝛥 influences stability of the cut as well as wetting and

separation of the melt flow.

The effects of three-dimensional heat transport at the leading edge {ξ, ζ} =
{A(ζ = 0), 0} and the lower edge ζ = 𝛥 of the cutting front depend on position

ζ ∈ {0, 𝛥} and on the Péclet-number Pe (Fig. 2.6a). In general, thermal boundary

layers are singular perturbations of the heat conduction equation and are therefore

hard to analyse by numerical methods. To find the structure of the solution near the

leading edge, to be able to evaluate the accuracy of numerical results and to iden-

tify an ansatz for the reduced model, the asymptotic solution has to be analysed.

Introducing the spatial scales x = w0ξ, z = w0ζ and the smallness parameter ε

ε = 1
Pe

, Pe =
w0v0

κ
(2.41)

the quasi-steady model problem (Fig. 2.6c) can be restated as follows. Find the solu-

tion of the heat conduction equation

∂θ

∂ξ
+ ε

∂2θ

∂ξ2
+ ε

∂2θ

∂η2 = 0 (2.42)

subject to the boundary conditions (Fig. 2.6c)
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∂θ

∂η
∣η=0 =

{
−QH falls 0 < ξ < ξH , QH > 0

0 const
(2.43)

∂θ

∂ξ
∣ξ=0 = −QM , QM > 0 (2.44)

∂θ

∂η
∣η=𝛥 = 0 (2.45)

θ(ξ, η) ∣ξ→∞ = θ0. (2.46)

In the singular limiting case ε → 0 the appropriate new scales δM and δH given by

the thickness of the corresponding boundary layers

ξ̂ = ξ∕δM , η̂ = η∕δH , δM = ε, δH =
√

ε (2.47)

are found. The solution emerges as the superposition

θ(ξ, η) = θ0 + θM

(

ξ̂ = ξ

δM

)

+ θH

(

ξ, η̂ = η

δH

)

+ θC

(

ξ̂, η̂
)

+ O(ε) (2.48)

of the outer solution θ0, which is determined by the boundary condition (2.46) and

three contributions θM , θH , θC related to pre-heating at the surface ζ = 0, the heat

flux at the moving melting front ξ = A(ζ) and a correction θC which describes the

interaction of the thermal boundary layers δH and δM near the leading edge {ξ, ζ} =
{A(ζ = 0), 0}. As a result, the explicit solution reads:

θM

(

ξ̂
)

= ε QM exp(−ξ̂) (2.49)

θH (ξ, η̂) = ε1∕2 QH

⎡
⎢
⎢
⎢
⎣

2
√

ξH − ξ
√

π exp
(

η̂2

4
√

ξH−ξ

) − η̂ erfc

(
η̂2

2
√

ξH − ξ

)⎤
⎥
⎥
⎥
⎦

(2.50)

θK

(

ξ̂, η̂
)

= −ε3∕2 π−1∕2 QH exp
(

− η̂2

4

)

exp(−ξ̂) (2.51)

The numerical solution for the temperature (Fig. 2.6b, gray scale) reproduces the

different scales δM = O(ε) and δH = O(ε1∕2) which are derived from singular pertur-

bation analysis. It is worth mentioning that the asymptotic values remain significant

and give a suitable approximation even for moderate values of the Péclet number

(Pe = 1). As result of the singular perturbation analysis, numerical values for the

spatial resolution in numerical calculations can be given, which are needed to resolve

the thermal boundary layers.

The effects of the thermal boundary layer in the lateral direction are pronounced

in the case of contour cutting. The lateral shape of the evolving cut kerf is relevant to

the cut quality in connection with the evenness of the cut surface, and for melt flow
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Fig. 2.7 a Numerical calculation of temperature, motion of the cutting front and development of

the cut surface. Detail at the corner of the cut. The intensity is considered to be constant and no

ripple formation occurs. b At the start of the cut and near the corner, the temperature and thermal

boundary layers and also the cut shape (solid) deviate from the ideal shape (dotted). The trace of

the laser beam axis is indicated as a dashed line

which changes with the formation of the gas flow pattern. Numerical simulation

(Fig. 2.7) of the Free Boundary Problem is carried out using a modified Level-Set

method [34, 35] for the motion of the melting front and adaptive methods on hierar-

chically ordered and sparse grids [37] for accurate approximation of the temperature

distribution within the boundary layers. Deviations from the ideal shape of the cut

kerf are limited by the extent of the thermal boundary layers. The results indicate that

at the start of the cut and near the corner, deviations of the boundary layer thickness

from the ideal values are present, which can be calculated in detail by taking into

account the local curvature.

2.2.2 The Two-Phase Problem

Approximate solutions of the variational equation describing long-time behaviour

are found. The corresponding finite dimensional dynamical system describes the

movement of time-dependent characteristic parameters, such as the front position A,

front radius α, surface temperature θs and energy content Q. The extent of the model

for the melt flow—one example of a sequel-process—can be treated in a similar way,

by describing the dynamics of integrated quantities like the melt film thickness h and

mass flow m. The mass flow m is the melt velocity integrated with respect to the melt

film thickness. The onset of evaporation at the irradiated metal surface is a further

example of a sequel-process. Quality degradation such as scorings in oxygen cutting,
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unevenness in contoured fusion cutting and ripple formation from resolidifying melt

are a direct consequence of melt flow.

The suitable dynamical variables are the melt film thickness h(τ ), the mass flow

m(τ ) and the temperature θs(τ ) at the melt film surface. These variables are time-

dependent parameters of the spatial distributions of the velocity and the temperature

in the melt. The dynamics on shorter time scales governing relaxation to the equi-

librium distributions can be described by spectral methods. Using the integral rep-

resentation of the balance equations for mass, momentum, and energy the equations

of motion for the dynamical variables h(τ ), m(τ ), θs(τ ) read

Re

(
∂m
∂τl

+ 6
5

∂

∂ζ

[
m2

h

])

= −
∂Πg

∂ζ
h + 3

(
𝛴g

2
− m

h2

)

, momentum (2.52)

∂h
∂τl

+ ∂m
∂ζ

= vP, mass (2.53)

1
2

∂

∂τl

[

θshg1

]

+ 5
8

∂

∂ζ

[

θsmg2

]

= 1
Pel

[

qa −
θs

h
g3

]

energy (2.54)

m||ζ=0 = h||ζ=0 = θs
|
|ζ=0 = 0. initial values (2.55)

The dynamical system (2.52)–(2.55) for the melt flow is coupled to the gaseous and

the solid phases by the pressure gradient ∂Πg∕∂ζ as well as by the shear stress 𝛴g
exerted by the gas flow and by friction at the melting front, respectively. The cutting

problem is extended by the dynamical system for the motion of the melting front

(2.34)–(2.35). Inserting the time dependent characteristic parameters into the ansatz

for the spatial distribution allows the reconstruction of the three-dimensional rep-

resentation of the movement in phase space. Two examples, namely the formation

of ripples and adherent dross, will be used to demonstrate that the analysis in phase

space—spanned by integral quantities—is more transparent than the interpretation

of spatially three dimensional results from direct numerical integration.

The formation of ripples is a characteristic dynamical feature of the cutting

process. Taking the melt flow into account (2.52)–(2.55) an additional property of

the cutting process—the formation of ripples of the second kind—becomes part of

the solution [4]. Ripples of the first kind, namely U-shaped ripples evolving at the

cut surface (Fig. 2.8a), are reproduced by the dynamical system as a result of the

Fig. 2.8 Ripples of the first kind (a) and second kind (b) are reproduced by the dynamical system
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Fig. 2.9 Processing domains related to cut quality. Quality classes introduced by Arata [39] for

oxygen cutting (a) are applicable to fusion cutting (b, c). There are at least two different kinds of

dross observable, which are related to droplet formation by capillary forces (We, solid black) or

by the onset of evaporation (TV , solid gray). The maximum cutting speeds (dotted) are limited by

material thickness and laser power

moving melting front (2.40). In the upper part of the sheet the influence of the melt

flow on the movement of the melting front is negligible, since the heat contained

in the melt film, its thickness and the mass flow of molten material, remains fairly

small. Heat transport by convection in the melt film is involved when ripples of the

second kind are formed (Fig. 2.8b). Any ripple of the first kind causes a melt wave

propagating in the axial direction. The subsequent heat transport—convection in the

axial direction—leads to an additional and delayed motion of the melting front by

a heat wave (2.74) moving the melting front. As a result, the ripple frequency is

doubled. Ripples of the third kind are a consequence of resolidified melt at the cut

surfaces. Introduction of quality classes by Arata [39] is applicable to fusion cutting

(Fig. 2.9a, class II, III, IV). The quality classes are related to the dynamical process-

ing domains and can be identified with the underlying physical mechanisms. Three

main processing domains in fusion cutting (Fig. 2.9b) are characterised by different

morphology of the adherent dross and become observable by online measurement

of the thermal emission with a CCD-camera [4]. The ratio of the stagnation pressure

ρu2m of the melt flow at the bottom of the sheet metal and the counteracting capillary

pressure σ∕dm is called the Weber number We

We =
ρu2m
σ∕dm

(2.56)

where ρ, um, σ and dm are the liquid density, velocity of melt, surface tension and

thickness of the melt film, respectively. If the capillary forces become comparable

with the inertia of the melt We ≈ 1 then the separation of melt flow becomes unsta-

ble. The tendency to the formation of dross is estimated from the solution (Fig. 2.9c

solid black curve, We) and occurs for low cutting speeds. The dross shows a circu-

lar shape and adheres on one side of the cutting kerf. The thermal emission recorded

with the camera images shows low signal levels, strongly fluctuating and asymmetric
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Fig. 2.10 a Water tap model. b Solution for the propagation of an initial perturbation from the

linear stability analysis (dots) compared with the numerical solution (solid). The hollow λ− and

solid circles λ+ give the time dependent position of the travelling melt wave from linear stability

analysis

with respect to the feeding direction. The interpretation for low values of the Weber

number is that the CCD-image shows an asymmetric position of the single melt

thread (Fig. 2.9b, We) and there is dross at one side of the kerf, called dross of kind 1.

For increased cutting speeds the melt film starts to evaporate depending on cutting

speed v0 and thickness d of the sheet metal as the model predicts (Fig. 2.9c solid gray

curve, TV ). With the onset of the evaporation pressure the CCD-image shows a sym-

metric splitting of the melt thread and dross at both sides of the kerf appears, referred

to as dross of kind 2. Finally the maximum cutting speed achievable (Fig. 2.9c dotted

curve) is given by energy balance. The correlation between the processing domains

II (We) and IV (TV ), and the characteristics of the CCD-images and the formation of

the different kinds of dross is striking. The equations of motion (2.52) and (2.53) for

mass flow m = m(ζ, τ ) and melt film thickness h = h(ζ, τ ) are analysed with respect

to stability of the travelling melt waves (Fig. 2.10). A model problem—we call it the

water tap model—is considered; it describes the outflow from an orifice with diam-

eter hr and mass flow mr down a rigid wall in the ζ-direction, ζ ∈ [0,∞). The flow

is accelerated by a shear stress 𝛴 at the free liquid surface and a no-slip condition is

imposed at the rigid wall. The equations of motion for the water tap read:

Re
(

∂m
∂τ

+ 6
5

∂

∂ζ

[
m2

h

])

= 3
2
𝛴 − 3 m

h2
(2.57)

∂h
∂τ

+ ∂m
∂ζ

= 0 (2.58)

h(ζ, τ )||
|ζ=0

= hr, m(ζ, τ )||
|ζ=0

= mr(τ ) (2.59)

h(ζ, τ )||
|τ=0

= hr, m(ζ, τ )||
|τ=0

= mr(τ )
|
|
|τ=0

(2.60)
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In the long time limit the thickness h(ζ, τ ) of the liquid undergoes relaxation towards

the value h∞ on the relaxation length λr. Linear stability analysis shows that there

are two solutions with different velocities of propagation λ(±)
which are related to

fanned and damped disturbances of the liquid waves. The (2.57) and (2.58)

u(ζ, τ ) =
(

m(ζ, τ )
h(ζ, τ )

)

= u0(ζ) + u1(ζ, τ ) (2.61)

are linearised with respect to the deviation u1 from the quasi-steady solution u0

∂u1
∂τ

+ A(u0)
∂u1
∂ζ

= B(u0) u1. (2.62)

The eigenvalues λ(±)
and eigenvectors v(±) of the matrix A(u0) are given by

λ(±) = 1
5

m0
h0

(

6 ±
√
6
)

> 0, v(±) =

(
λ(±)

1

)

, (2.63)

the velocities and the direction of propagation for the perturbation u1, respectively.

The dispersion relation for harmonic perturbations with respect to a constant melt

film thickness with frequency ω and complex valued wave-number k ∈ ℂ is

k2 − k
λ(+)

[

ω
(

1 + 1
c

)

− i
(

b̃1 −
b̃2
c

)]

= − 1
λ(+)

[
ω2

λ(−) − i ω

λ(−) (b̃1 − b̃2)
]

, (2.64)

c = 6 −
√
6

6 +
√
6
, b̃1,2 =

1
Re

3
5

m0

h30

(

4 ∓
√
6
)

.

The solution shows growing Im(k1) > 0 and damped Im(k2) < 0 contributions. With

increasing Reynolds number Re the absolute value ∣ k ∣ of the solutions decays and

the length scale for amplitude growth as well as for damping increases. As a result,

the modulation frequency of the laser power producing one single wave crest of melt

moving down the cutting front can be estimated by the ratio of velocity of propa-

gation for the growing wave amplitude and the sheet thickness. This kind of power

modulation is used to avoid the formation of adherent dross in contour cutting.

The capillary forces become dominant for low cutting speeds and for cw opera-

tion. The melt flow does not separate completely from the sheet metal. Low cutting

speeds are encountered in contour cutting and therefore a reliable control strategy

is of interest. For this task it is crucial to differentiate between the cutting speed v0
and the velocity vp(t) of the cutting front. From the results about the capillary forces

(Fig. 2.9) the formation of adherent dross is related to small values of the Weber num-

ber We ∝ u2mdm, which has to be kept at values larger than unity. Modulation of the

laser power results in a correspondingly modulated velocity vp(t) of the melting front
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Fig. 2.11 The cutting process can evolve periodically using modulated laser power. The recorded

CCD-images in this case show the typical properties of high quality cuts of class III known from CW

operation (cutting speed 1.2 m/min, thickness 3 mm, N2 14 bar, nozzle diameter 1.4 mm, maximum

CO2 laser power 2.6 kW/pulsed, duty cycle 70%, pulse frequency 450 Hz, beam radius 150µm,

Rayleigh length 2.2 mm, focal position −2.4mm, stainless steel (1.4301), CCD camera frame rate

2.9 kHz)

and hence the time dependent mass flow umdm = vp(t)d ≫ v0d can be significantly

larger than its value v0d averaged with respect to the time of the modulation period.

The modulation parameters, namely pulse duration and the duty cycle, can be chosen

such that only one wave of ejected melt is produced during each laser pulse. The laser

pulse duration ton has to be matched to the typical time d∕um for the propagation of a

melt wave propagating down the melting front with sheet thickness d. Additionally,

the cycle time T = ton + toff has to meet the time averaged energy balance, such that

the cut length ∫ vp(t′)dt′ = v0T matches the movement of the laser beam axis with

velocity v0. Using these constraints, the parameters for the pulse mode operation,

namely pulse duration and duty cycle, are determined. Figure 2.11 gives an exam-

ple for a cut at a low cutting speed v0 = 1.2m/min performed with modulated laser

power which remains dross-free. The CCD-images show that the melt thread remains

at the centre of the cutting front as for cw-cutting and parameters corresponding to

quality class III in Fig. 2.9.

2.2.2.1 Heat Transport in Thin Film Flow

Taking into account the liquid flow in cutting requires extending the one-phase prob-

lem by introducing the heat transport through the melt film. To investigate the domi-

nant effects of heat transport in thin film flow the heat transport through a liquid layer

with an established Couette-flow profile is a suitable model problem. The convec-

tive heat transport in thin film flow and the accuracy of equations for the boundary

layer dynamics reduced by spatial integration, are two fundamental aspects which

can be discussed in detail. The corrections to the spatially integrated equations of

motion are found by applying a spectral method, which can be applied in a similar

way to more detailed formulations of the problem. Consider a viscous, incompress-

ible fluid flowing on an infinitely extended horizontal plane under the influence of

a constant shear force, created by a homogeneous gas flow along the surface. We

assume that the gas pressure along the surface is constant. The momentum balance

of the Navier-Stokes equations
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Re(ut + uuz + vux) = −pz + uzz + uxx, (2.65)

Re(vt + uvz + vvx) = −px + vzz + vxx (2.66)

with no-slip boundary conditions at the rigid wall x = 0 and continuity boundary

condition at the free surface x = h(z, t)

u = v = 0, x = 0, ht + uhz = v, x = h(z, t) (2.67)

has Couette flow as the well known stationary solution [79, 80]:

v(x, z) = 0, u(x, z) = x, h(z) = 1. (2.68)

The heat conduction in the melt film [81] is described by the partial differential

equation

∂θ

∂t
+ Pe u∂θ

∂z
+ Pe v∂θ

∂x
= ∂2θ

∂x2
(2.69)

with boundary conditions

θ|x=0 = 0, ∂θ

∂x
|
|
|x=h

= γ(t)f (z). (2.70)

Here Re, Pe denote the Reynolds and Péclet-number respectively. We consider the

instantaneous solution θ0(x, z, t) = γ(t)f (z)x of the (2.69). The function θ0 satisfies

the (2.69) for Pe = 0 in the stationary case and the boundary conditions (2.70). Look-

ing for a solution of the form θ(x, z, t) = θ0(x, z, t) + θ1(x, z, t), the function θ1 satisfies

the inhomogeneous equation with homogeneous boundary conditions:

∂θ1
∂t

+ Pe u
∂θ1
∂z

−
∂2θ1
∂x2

= −
∂θ0
∂t

− Pe u
∂θ0
∂z

(2.71)

θ1|x=0 = 0,
∂θ1
∂x
|
|
|x=h

= 0 (2.72)

We look for a spectral decomposition θ1(x, z, t) =
∑

ak(z, t)wk(x) of θ1, where

k ∈ {0, 1, ...,∞} and wk(x) are the eigenfunctions of the eigenvalue problem

w′′
k (x) = −λku(x)wk(x), wk(0) = 0, w′

k(h) = 0, (2.73)

including the convective transport proportional to the flow velocity u(x). Normalis-

ing, and introducing the quantity ek so that

∫

h

0
wj(x)wk(x)u(x)dx = δjk, ek =

√
3Ai′(−hλ

1∕3
k ) − Bi′(−hλ

1∕3
k ),
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the eigenvalues λk(h) are determined by the transcendental equation ek = 0 having

an infinite number of solutions. The two lowest solutions k = 0, 1 of this equation

for h = 1 are λ0 = 3.47662… and λ1 = 44.1385… and are separated by an order of

magnitude. The corresponding eigenfunctions have the form

wk(x; h) = Nk(h)−1∕2
[√

3Ai(−λk(h)1∕3x) − Bi(−λk(h)1∕3x)
]

,

where Nk(h) represents the normalisation constant. As a result, the equations of

motion for the spectral components ak(z, t)

ck
∂ak(z, t)

∂t
+ Pe

∂ak(z, t)
∂z

+ λkak(z, t) = qk(z, t;Pe) (2.74)

ck =
∫

h

0
w2

k(x; h)dx = Nk(h)−1
{

he2k −
(

43
λk(h)

)1∕3 1
𝛤 (1∕3)2

}

qk(z, t,Pe) = −γ′(t)f (z)
∫

h

0
xwk(x; h)dx − Pe γ(t)f ′(z)

∫

h

0
xu(x)wk(x; h)dx

have the form of a wave equation and the wave velocity ck of the k-th mode depends

on the thickness h of the melt film. Temporal γ′(t) and spatial Pef ′(z) changes of the

absorbed intensity together with the flow velocity Pe enter the source term qk(z, t,Pe)
for the spectral components of the heat wave. The quasi-steady solution γ′(t) = 0 of

(2.74) can be integrated directly thus giving

ak(z) = γ

[√
2πλk

4Pe
exp

{
λ2

k − 8zλkPe

8Pe
2

}(

1 + erf

(
4Pe z − λk

2
√
2Pe

))

− e−2z2
]

(2.75)

×
∫

h

0
xu(x)wk(x; h)dx. (2.76)

To evaluate the accuracy of the equations of motion for boundary layer dynamics

reduced by spatial integration we apply the method of integrated balance [81] to the

heat conduction equation (2.69) as an approximate approach. The heat conduction

equation is integrated with respect to the melt film thickness x ∈ {0, h} obtaining

∂

∂t ∫

h

0
θdx + Pe

∂

∂z ∫

h

0
xθdx = γ(t)f (z) − ∂θ

∂x
|
|
|x=0

.

Assuming time scale separation such that the surface temperature θ̂ is the slow vari-

able and the spatial distribution is the fast variable, the temperature is given by a

linear function θ(x, z, t) = θ̂(z, t)x of the spatial coordinate x. The integrated balance

becomes an equation for the surface temperature θ̂:
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(a) (b)

Fig. 2.12 Comparison of the solutions from the integral method (dotted) with the spectral method

(dashed) for Pe = 1.5. As reference, the solution from the spectral method is given for a low value

of the Péclet-number Pe = 0.1. a The temperature θ(h, z) at the liquid surface x = h and b the heat

flux θx(0, z) at the solid boundary x = 0

h2
2

∂θ̂

∂t
+ Pe

h3
3

∂θ̂

∂z
= γ(t)f (z) − θ0(z, t). (2.77)

In particular, for the Gaussian distribution f (z) and constant maximum intensity

γ(t) = γ = const. the result is given by

θ̂(z) = 3
√
2πγ

4h3Pe
exp
{

9
8h6Pe

2 − 3z
h3Pe

}

erfc

(
3
√
2

4h3Pe
−
√
2z

)

. (2.78)

The resulting surface temperature θ(x = h, z) and the heat flux θx(0, z) at the solid

boundary x = 0 reconstructed from the spectral and integral method (Fig. 2.12) show

displacement by convection and widening by diffusion of heat compared with the

absorbed intensity. The results agree very well and the error introduced by the inte-

gral approximation can be determined using spectral methods. Both methods are

suitable to evaluate numerical calculations. The equation of motion (2.77) from the

integrated balance shows a pronounced dependence on the melt film thickness h. The

spectral approach already showing the effects of temporal variations of the intensity

can be directly extended to include spatial variations of the melt film thickness h(z, t)
as well. Spatial variations of the melt film thickness h(z, t) in fact change the structure

of the mathematical problem qualitatively by introducing coupling of the equations

for the spectral components ak(z, t).

2.2.3 Three-Phase Problem

To find the properties of the gas flow leading to melt ejection is a fundamental task in

cutting. The interaction of the gas flow with the condensed phase is mediated by two

quantities, namely the pressure gradient and the shear stress along the liquid surface.
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Fig. 2.13 Pressure p, velocity u and shear stress τ at the condensed surface in fine cutting. Numer-

ical solution for the compressible flow calculated with the Navier-Stokes equations (solid) and the

non-viscous Euler equations (dashed). The shear stress τ from the solution of the Euler equations

is calculated using the Prandtl boundary layer expression given in (2.91)

There remain a couple of intriguing questions about the effects of the gas flow on

the melt flow and their relation to quality criteria in cutting such as ripples of the

third kind and dross formation. These quantities are related to separation and reso-

lidification of the melt. In particular, separation of the supersonic gas flow from the

cutting front are observed using Schlieren photography [42, 66, 68]. Other effects

like the feedback of a wavy melt surface on gas flow are not considered in detail.

However, discussion of the properties of supersonic gas flow in cutting suffers from

the numerical difficulties involved [82]. Compared to well established simulations

of compressible flow in aerofoil construction the situation in cutting is much more

difficult due to the widely different temperature scales and spatial scales involved.

The smallest temporal and spatial scales involved in cutting are related to gas flow

phenomena and the most detailed properties of the shape of the condensed boundary,

namely the liquid surface at the melting front, have to be addressed. In particular, to

probe deeper into medical or photovoltaic applications like fine cutting of metallic

stents or silicon wafers requires the inclusion of evaporation and flow of gas and

vapour at a tube wall, or wafer thickness in the range of a few hundreds of microm-

eters (Fig. 2.13). Therefore, for the analysis of the gas flow phenomenon it is crucial

to support the development and evaluation of numerical schemes by rigorous mathe-

matical analysis. To find the details of the analysis of compressible non-viscous flow

described by the Euler equations, boundary layer theory and improved experimental

methods are used to guide efforts to extend numerical methods for the solution of

the compressible Navier-Stokes equations.

2.2.3.1 Momentum Boundary Layer of the Gas Flow

Using asymptotic analysis of the compressible Navier-Stokes equations the viscous

effects near the condensed boundary can be described by a set of coupled ordinary

differential equations. The structure of the solution for the momentum boundary

layer can be found and moreover, explicit expressions for the shear stress τg(ξ) at

the condensed boundary η = 0 and the thickness δg(ξ) of the viscous boundary layer

in the flow direction ξ can be derived. Near the condensed surface viscous forces
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slow down the velocity of the cutting gas and a boundary layer for the momentum

evolves. The thickness δG of the momentum boundary layer is characterised by the

distance from the condensed surface where the flow changes from viscosity to inertia

dominated. For laminar flows the ratio ε = δG∕L of the thickness δG and the length

L along the flow becomes a smallness parameter for the Navier-Stokes equations. In

the limiting case ε → 0 the compressible Navier-Stokes equations take the form of

the well known Prandtl boundary layer equations for compressible flows:

∂tρ + ∇(ρv) = 0, (2.79)

ρ(∂t + ⟨v,∇⟩)u + ∂xp = ∂yμ ∂yu, (2.80)

∂yp = 0, (2.81)

ρ(∂t + ⟨v,∇⟩)h − u∂xp = μ(∂yu)2 + 1
Pr

∂yλ ∂yh, (2.82)

for the four dependent quantities density ρ, velocity v = v(x, y) and gas pressure p,

subject to the no-slip boundary conditions

v(x, y) ∣y=0= 0, T(x, y) ∣y=0= Ts(x) (2.83)

at the condensed surface y = 0, where Ts(x) is the temperature of the condensed sur-

face. The boundary conditions for large values of y → ∞ are given by the properties

of the outer flow.

v(x, y) ∣y→∞ = v∞(x), T(x, y) ∣y→∞= T∞(x), (2.84)

ρ(x, y) ∣y→∞ = ρ∞(x) (2.85)

The Prandtl number Pr = μcp∕λ is the ratio of dynamical viscosity µ times spe-

cific heat capacity cp and heat conductivity λ. Here u, v are the components of

the velocity v = (u, v) parallel and perpendicular to the condensed boundary y = 0,

respectively. The specific enthalpy h = e + p∕ρ of the gas depends on the internal

energy e = e(T) = cvp∕ρ (cv = (γ − 1)−1), where the temperature T is related to

density and pressure via the equation of state (p = ρR̃T , R̃ specific gas constant).

As a consequence of the boundary layer approximation the pressure does not change

∂yp = 0 within the boundary layer. The mass balance (2.79) can be satisfied by intro-

ducing a potential𝛹 (x, y), such that ∂y𝛹 = ρu and ∂x𝛹 = −ρv. Introducing the trans-

formation {ξ, η} = {ξ(x), η(x, y)} for the spatial variables

ξ(x) =
∫

∞

0
μ∞ρ∞u∞dx′, η(x, y)

√
2ξ(x) = u∞

∫

y

0
ρdy′ (2.86)

the Prandtl boundary layer equations (2.79)–(2.82) are reduced to an equivalent form

for two dependent quantities g(ξ, η), f (ξ, η) as discussed by Rogers [83]. The most

interesting result is found by considering the limiting case for slowly varying prop-

erties of the outer non-viscous flow characterised by the values ρ∞, u∞, μ∞, h∞
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and H∞ far outside the viscous boundary layer. The total enthalpy H∞ = h∞ + v2∕2
of the outer flow includes the contribution v2∕2 from the stagnation pressure. More

precisely, the boundary values for the viscous flow within the boundary layer change

with the spatial coordinate ξ in the flow direction on a length scale large compared

to the boundary layer thickness itself. Consequently, the solution for f = f (η) and

g = g(η) describing the gas flow within the boundary layer can be seen to depend

on ξ only as a parameter. The boundary layer flow can be found by solving a set of

coupled ordinary differential equations

fηηη + f fηη + β(g − f 2
η
) = 0, β = β(𝖬𝖺∞, γ) (2.87)

gηη + Pr fgη + (Pr −1)σ̄(fηfηη)η = 0, σ̄ = σ̄(𝖬𝖺∞, γ) (2.88)

where 𝖬𝖺∞ and γ are the Mach-number and the adiabatic coefficient, subject to the

boundary conditions

f (η = 0) = 0, fη(η = 0) = 0, g(η = 0) = h(T(ξ, 0))
H∞(ξ)

(2.89)

fη(η → ∞) = 1, g(η → ∞) = 1 (2.90)

at the condensed surface (2.89) describing the no-slip condition fη = u and prescrib-

ing the surface temperature T(ξ, 0) as well as the properties of the outer flow (2.90).

As a result, the explicit expressions for the shear stress τg(ξ) and the thickness δg(ξ)
of the viscous boundary layer read

τg(ξ) = cτ

μ(ξ, 0)ρ(ξ, 0)u∞(ξ)
√
2ξ

, cτ = fηη(0) (2.91)

δg(ξ) = cδ

√
2ξ

ρ∞(ξ)u∞(ξ)
, cδ =

⎡
⎢
⎢
⎣

∞

∫

0

H∞
h∞

(g − f 2ηη) − fη(1 − fη)dη
⎤
⎥
⎥
⎦

(2.92)

where the factors cτ and cδ reflect the details within the boundary, are of the order of

unity, and give only a small correction to the scales depending on ξ. Comparing the

numerical solution for the compressible flow along the free boundary calculated from

the Navier-Stokes equations and the inviscid Euler equations (Fig. 2.13) shows devi-

ations for pressure p and shear stress τ only in the regions where the flow undergoes

large spatial variations due to expansion from the stagnation point near the upper

edge x = 0 and separation at the lower edge x = 0.2mm. The velocity u of the Euler

flow corresponds to the outer flow velocity u∞ and from the Navier-Stokes flow it

does not reach the no-slip boundary value u = 0, depending on the spatial extent of

the boundary cell element. The Prandtl boundary layer approximation gives a useful

scale for the driving force exerted by the shear stress τg given in (2.91) that guides

the development of reliable numerical schemes. As result, the numerical scheme can

be used to reproduce the limiting case of a viscous boundary layer.
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Fig. 2.14 Density gradient

of a supersonic gas jet. The

positions of two Mach discs

are indicated (white arrows)

2.2.3.2 Deflection and Separation

A supersonic gas jet emerging from a nozzle into the ambient gas forms an inter-

acting wave and flow pattern. The wave pattern within the jet consists of shock and

expansion waves as well as Mach discs (Fig. 2.14, white arrows). The outer boundary

of the jet forming the flow pattern is characterised by a curved contact discontinuity

between the gas jet and the ambient gas. For free expansion of the jet, the shock and

expansion waves have an almost linear spatial shape and the contact discontinuity

is curved. Across the contact discontinuity the gas density as well as the velocity

component in the tangential direction changes discontinuously while pressure and

the normal component of the velocity are continuous. The shape of the contact dis-

continuity depends on the nozzle parameters and thus is a free surface within the

ambient gas. The resulting flow pattern undergoes cyclic changes. At the edge of

the orifice, where the contact discontinuity evolves, the nozzle pressure changes to

the ambient pressure discontinuously and therefore the contact discontinuity as well

as a converging shock spatially coexist. Expansion waves arise during the transition

from the converging shock wave to the contact discontinuity. With increasing dis-

tance from the orifice the expansion waves are reflected at the contact discontinuity,

leading to local minima of pressure at positions where the gas jet reaches its maxi-

mum diameter. The reflected expansion waves together with the converging shocks

build a disc-like shock called the Mach disc. A cyclic change from reflected shocks

and expansion waves forms the diamond-like characteristic structure observed by

Schlieren photography. The jet is accelerated and decelerated between sonic and

supersonic flow regions, where sonic flow is established at the Mach discs.

Schlieren diagnostics and simulation are performed for the gas flow impinging on

an edge and for a gas flow in a prepared kerf (model kerf) made out of three layers

substituting the shape of the cut front. Agreement between Schlieren photography

and simulation is striking (Fig. 2.15).

An additional oblique shock is formed between body and nozzle when the gas

jet impinges on a rigid body. The oblique shock deflects and accelerates the gas jet
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Fig. 2.15 Density gradient of the gas flow through a model kerf. Comparison of Schlieren photog-

raphy and simulation both showing the oblique shock (white arrows) above the rigid body deflecting

the gas jet a without glass plates and free expansion to the sides (sheet thickness d = 6mm) and

b with glass plates confining the kerf on both sides (sheet thickness d = 20mm). Nozzle diame-

ter D3 = 1.5mm, displacement Vx = Vy = 0mm, stand-off distance A = 0.75mm, nozzle pressure

pK = 15 ⋅ 105 Pa, kerf width 500µm

Fig. 2.16 Pressure and

tangential velocity

component along the edge

related to Fig. 2.15a. A jump

in the gas flow properties

occurs at the point of

separation (z ≈ 2, 6mm)

into the kerf. The jet is partially aligned to the body and deflected by the oblique

shock. Although the oblique shock leads to a deflection of the jet, the wave pattern

of the deflected jet remains qualitatively unchanged. As a consequence the aligned

part of the jet is related to the driving forces for melt acceleration along the rigid

body, i.e. the pressure gradient and shear stress. Strength and shape of the oblique

shock depend on the nozzle position and parameters as well as on the body’s shape.

The range of jet alignment depends on the nozzle position and parameters as well as

on the body shape; the driving forces can therefore be adjusted by a proper choice

of nozzle position and parameters. The main difference between the flows along the

rigid body without glass plates and free expansion to the sides (Fig. 2.15a) and the

flow through the model kerf with two glass plates bounding the kerf on both sides

(Fig. 2.15b) is the magnitude of the gas pressure behind the oblique shock. For the

model kerf the pressure p is larger (p ∼ 10 ⋅ 105 Pa) than the pressure (p ∼ 3 ⋅ 105 Pa)

without lateral kerf walls. Consequently, the flow within the kerf separates far down

the front of the model kerf at a separation depth ds ∼ 5.7mm (Fig. 2.19) compared

to ds ∼ 2.6mm (Fig. 2.16).
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The spatial extent of shock and expansion wave patterns is well reproduced in the

upper part of the kerf, while in the lower part the contrast of the experimental results

suffers additionally from larger amplitudes of the non-stationary oscillating flow. The

simulation gives the instantaneous flow while the experimental observation is aver-

aged with respect to time. Simulation therefore shows that the instantaneous density

changes even in the lower part of the kerf are much stronger than expected from

Schlieren photography. Improved recording of the flow using high-speed videog-

raphy reproduce the oscillatory behaviour of the gas flow. While strong reflections

occur in channel flow, these reflections perpendicular to the kerf walls are suppressed

in the vicinity of the cutting front. Simulations and experimental observations show

that the shape of the deflecting oblique shock changes depending on the shape of

the kerf. The shape of the oblique shock and the subsequent expansion taking place

in the direction of the open side of the cut kerf tends to suppress the appearance of

reflections perpendicular to the kerf walls. Induced by a shock, the gas flow sepa-

rates from the wall and the depth ds of separation can be determined from the wave

pattern. Numerical results reproduce the jump-like change of the gas flow where the

flow separates from the rigid body (Fig. 2.16). The pressure gradient changes its sign

and the velocity component tangential to the wall is slowed down considerably. The

driving forces on a melt film induced by the gas flow change suddenly in a drastic

way, leading to a deceleration of the melt flow as well as to a growing thickness of

the melt film. The measured depth ds of separation changes significantly when a flow

around an edge is compared with a flow through a model kerf. The depth ds of sep-

aration is significantly larger in the case of the model kerf, showing that an analysis

of a flow around an edge will not give valid results when flow situations in a cutting

kerf are considered.

The analysis of gas flows through the model kerf is detailed with respect to the

nozzle displacement Vx (Fig. 2.17). The agreement of experiment and simulation

concerning the depth where separation of the gas flow from the condensed surface

sets in (Fig. 2.19) and the related wave pattern (Fig. 2.18) is extremely good. A larger

nozzle pressure pK leads to an increase of the separation depth ds. Reducing the

stand-off distance A can increase the depth of separation as well, until feedback into

Fig. 2.17 The parameters for design and alignment of a conical-cylindrical nozzle with respect to

the cut kerf
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Fig. 2.18 Density gradient of the gas flow within a kerf. Comparison of Schlieren photography

and simulation for different values Vx of displacement. a Vx = 0(a), 0.35(b), 0.75(c)mm. Nozzle

diameter D3 = 1.5mm, displacement Vy = 0mm, stand-off distance A = 0.75mm, nozzle pressure

pK = 15 ⋅ 105 Pa, kerf width 500µm, sheet thickness of d = 20mm

Fig. 2.19 The depth ds where the gas flow separates from the condensed surface depends on nozzle

pressure pK , the stand-off distance A and the nozzle displacement Vx. Experimental results (solid)

and the simulation (dashed) indicate that the depth ds of separation is dominantly influenced by the

nozzle displacement Vx

the nozzle takes place due to stagnation of the gas flow at the sheet metal (Fig. 2.20).

For the chosen experimental setup the onset of feedback can be observed for stand-off

distances smaller than A < 0.5mm. Experimental results and the simulation indicate

that the depth of separation is dominantly influenced by the nozzle displacement Vx.

The effect of jet deflection is minimised by reducing the overlap between nozzle and

material.

Obviously, the displacement Vx and the width b of the cut kerf cannot be pre-

scribed directly, are a part of the solution, and depend on different processing para-

meters such as cutting speed, spatial distribution of the laser radiation etc. Moreover,

with increasing depth of separation the flow tends to lower oscillatory amplitudes.

From these findings it is quite clear that high-quality cutting relies on a gas flow

where it does not separate from the front and the flow relaxes to a quasi-steady state
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Fig. 2.20 Feedback into the nozzle due to stagnation of the gas flow at the sheet metal surface. The

mass flow mz out of the nozzle, the pressure p, the density ρ and the gas velocity vz at the nozzle

exit are integrated with respect to the diameter D3 of the orifice, and their dependence on the stand-

off distance A is given. a Conical nozzle (D2 > D3) and b conical-cylindrical nozzle (D2 = D3).

D2 = D3 = 0.24, A = 0.175, d = 0.26mm, pK = 19 ⋅ 105 Pa (Argon)

on time scales much shorter than those prescribed by other parameters such as cut-

ting speed and laser power. It remains an intriguing problem to find the time scales of

relaxation and the dynamical properties of the gas flow depending on the parameters

of nozzle design and alignment.

2.2.3.3 Gas Flow in Cutting and Trepanning

Periodically repeated reflection of shocks and compression waves along the side

walls are observed in Schlieren photography and are related to the formation of hor-

izontal structures of the ripple pattern in the real cutting situation. Looking for the

different situations present in cutting and trepanning the main difference for the gas

flow is related to the open kerf in cutting compared with the circular hole in trepan-

ning. Simulation shows that the shape of the deflecting oblique shock is related to the

shape of the kerf. Subsequent expansion taking place in the direction of the open side

of the cut kerf tends to suppress the appearance of strong reflections perpendicular

to the kerf walls. However, in trepanning the extent of the circular cut can be small

enough to enhance the strength of shocks reflected from the condensed wall behind

the actual position of the cutting front (Fig. 2.21). This behaviour can be observed in

trepanning, where a drill hole is widened by performing a trim cut along the circular

wall. In particular, performing trepanning and having the laser beam axis inclined

with respect to the sheet metal surface the effect of reflected compression waves is

further enhanced leading to periodic changes of the driving forces for the melt flow

and corresponding changes in the thickness residual recast layers. If the distance for

expansion of the gas flow by widening the hole diameter or by proper alignment of

the nozzle by shifting the nozzle wall towards the right-hand upper edge of the cir-

cular drilled wall (Fig. 2.21a) is increased, the reflections in the gas flow are absent

and resoldification can be avoided.
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Fig. 2.21 Reflection of shocks and compression waves takes place in trepanning of inclined sheet

metal leading to separation of the gas flow and pronounced periodic axial variation of the pressure

(simulation) and periodic formation of recast layers (cross section). a Nozzle alignment towards the

right-hand upper edge of the circular cut (wall position on the right side of the cut) and b nozzle

axis aligned to the laser beam axis

Fig. 2.22 Simulation of the three dimensional problem including the gas flow from the com-

pressible Navier-Stokes equations. a Pressure p [105 Pa] and tangential components b vaxial
(3.3 ⋅ 102 m s

−1
) and c vlateral (3.3 ⋅ 102 m s

−1
) of the gas velocity in axial and lateral direc-

tion, respectively. (D3 = 1.5, A = 0.75, d = 4mm, pK = 15 ⋅ 105 Pa, N2, w0 = 300µm, PL = 4kW,

v0 = 1.5m min
−1

, d = 4mm)

Simulation of the three dimensional problem including the moving cutting front

and the gas flow calculated with the compressible Navier-Stokes equations are car-

ried out to compare the effects of the driving forces in the axial and lateral directions

along the cutting front (Fig. 2.22). As a consequence of the processing parameters

the gas flow does not separate from the cutting front. The pressure gradient as well as

the gas velocity are directed dominantly in the axial direction. There are no shocks at

the cut surfaces and even the pressure and velocity vary smoothly along the cutting

front and the cut surfaces.
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(a)

(b)

(c)

(d)

(e)

Fig. 2.23 Pressure p (solid, (d), (e)) and tangential components vaxial, vlateral of the velocity v
(dashed, (a), (b), (c)) are given depending on the lateral (gray) direction measured by the arc

length s at a depth of z0 = 2mm (a) vaxial(s, z0), (c) vlateral(s, z0), (e) p(s, z0) and the axial direc-

tion (black) at the ceiling line s = 0 as a function of the depth z (b) vaxial(s = 0, z), (d) p(s = 0, z).
(D3 = 1.5, A = 0.75, d = 4mm, pK = 15 ⋅ 105 Pa, N2, w0 = 300µm, PL = 4 kW, v0 = 1.5m min

−1
,

d = 4mm)

(a)

(b)

Fig. 2.24 Simulation of the three dimensional problem including the compressible Navier-Stokes

equations. Comparison of gas flow taking place at a spatially two- (dashed) and three-dimensional

(solid) domain. The values for the three-dimensional flow are taken from the ceiling line. a Pressure

p (10
5

Pa) and b axial component v (m s
−1

) of the gas velocity
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Fig. 2.25 Pressure gradient pz (solid) and gas velocity vz (dashed) depending on the displace-

ment Vx between nozzle axis and front. D2 = D3 = 0.24, A = 0.175, d = 0.26mm, pK = 19 ⋅ 105 Pa

(Argon)

Spatial variations of pressure and velocities of the gas flow taken from the results

in Fig. 2.22 are compared (Fig. 2.23). The ratio of lateral (gray curves) and axial

quantities (black curves) are of the same order of magnitude as the ratio 2πw0d−1 ∼
0.18 of the lateral 2πw0 and axial d length of the cutting front. Due to the presence

of the cut surfaces the oblique shock is enhanced leading to a large pressure p ∼
10 ⋅ 105 Pa at the top of the cut compared with the maximum pressure p ∼ 3 ⋅ 105 Pa

for the case where free expansion perpendicular to the cutting direction takes place

(Fig. 2.16).

There is an extended range of processing parameters, where the two-dimensional

properties of the gas flow already reproduce the qualitative behaviour of the three

dimensional flow (Fig. 2.24). In general, the spatial changes of gas pressure p along

the cutting front change by an order of magnitude. As a rule of thumb, for a typical

situation in cutting the pressure p along the cutting front changes at an average rate of

about ∼ 108 Pa m
−1

which equals 1 bar mm
−1

. The value of 108 Pa m
−1

corresponds

to a cutting depth z > 0.5mm in Fig. 2.24 (a, solid line). The maximum value of the

pressure gradient located near the upper edge of the front is up to ten times larger,

but the extent of this region of high pressure gradient is limited to a few hundred

microns, as shown in Fig. 2.25.

2.2.3.4 Alignment of Nozzle Position and Cutting Front

The effect of design and alignment parameters on nozzle performance in cutting are

investigated in more detail. Two dominant effects are discussed, namely the feed-

back of the gas flow into the nozzle and deflection of the gas flow away from the

cutting front. Feedback into the nozzle sets in due to stagnation of the gas flow at

the sheet metal. Feedback diminishes both the mass flow out of the nozzle orifice

and the outflow velocity. With increasing deflection, first the driving forces along

the cutting front (pressure gradient and shear stress) are reduced and finally the gas

flow separates before reaching the full cut depth.
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As is well known from experimental evidence, the simulation also shows that

it is advantageous to use a conical nozzle design in cutting instead of the Laval or

Laval-Venturi design. The Laval nozzle generates larger gas velocities and lower

gas pressure at the orifice, which turns out to be of minor importance due to the

stagnation-type flow evolving at the sheet metal surface and the subsequent transi-

tion of the flow through an oblique shock into the cutting kerf; moreover, the pressure

gradient at the cutting front is smaller for the Laval design. In particular, the align-

ment parameters: stand-off distance A of the nozzle with respect to the surface of

the sheet metal, and the displacement Vx of the nozzle axis and the cutting front, are

more sensitive for the Laval nozzle.

The parameters of the conical nozzle are given by the thickness of the nozzle

wall Dw, diameters D2, D3 of the orifice and stand-off distance A as well as the kerf

parameters width and depth b, d of the cut and displacements Vx, Vy with respect

to feed and lateral direction as sketched in Fig. 2.17. Additional parameters such as

length of the cylindrical part between D2 and D3 of the orifice and the length of the

conical part above D2 are of less importance.

The simulation results are related to feedback into the nozzle caused by stagnation

of the gas flow at the sheet metal, and the resulting pressure, velocity, density and

mass flow out of the nozzle and along the cutting front.

The gas velocity at the orifice reaches the velocity of sound c =
√

γp∕ρ for a

conical nozzle. However, feedback due to stagnation is present due to the compress-

ibility of the gas and a sufficiently large stand-off distance is necessary to avoid the

unwanted counteracting effect.

The displacement Vx of the nozzle with respect to the feed direction dominantly

changes the driving forces for the melt flow (Fig. 2.25). Variations along the front

are pronounced for the pressure gradient pz, while the axial component vz of the gas

velocity changes only slightly.

2.2.3.5 Dross Formation Depending on Gas Pressure

Discussion of the onset of dross formation is carried out with respect to cutting speed

v0 and sheet thickness d (Fig. 2.9), where the driving forces exerted on the melt flow

were estimated by their scales only. The analysis can be extended to include com-

pressible gas flow in the simulation so that the nozzle pressure pK enters the calcula-

tion of the processing domain (Fig. 2.26b). The transitions to the adjacent domains II

and IV related to droplet formation and evaporation are characterised by low values

for the Weber number (We ≤ 1, domain II) and the onset of evaporation (𝛩s ≥ 1,

domain IV). Both quantities are determined by the gas flow via the free quantities’

outflow velocity u = um∕u0 and thickness h = dm∕dm0 of the melt film (Fig. 2.26c).

The scale u0 for the outflow velocity results from global mass balance in the melt

film. The scale dm0 for the melt film thickness is obtained from the momentum in

the outflow direction at the ceiling line (centre line) of the cutting front and depends

on dynamical viscosity η, cutting speed v0, sheet thickness d and a typical value for
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Fig. 2.26 The processing domain III for determination for a cut free of dross. Dross of kind 1.

(domain II: droplet formation, gray, insert (a) and kind 2. (domain IV, onset of evaporation, black,

insert (e). CCD-images of the thermal emission from the cutting front. a Comparison of exper-

iment (squares) and simulation (solid lines). Nozzle pressure pK = 14 ⋅ 105 Pa. b The calculated

boundaries of the processing domains depending on nozzle pressure at sheet thickness d = 3mm.

c Outflow velocity u (solid) and thickness h (dotted) of the melt film depending on nozzle pres-

sure at d = 3mm. (CO2 laser, PL = 2.6 kW, w0 = 150µm, zR = 2.2mm, focal position z0 = d∕2,

stainless steel)

the driving forces. Here, the dominant driving force, shear stress τg or the pressure

gradient dpg∕dz exerted to the melt film surface by the cutting gas, has to be inserted.

The scales for the Weber number We (droplet formation) and the surface temperature

Ts (evaporation) are thus

We = ρ

σ
u20dm0, u0 = v0

d
dm0

, (2.93)

𝛩s =
Ts − Tm

Tv − Tm
= exp

(
v0dm0

κ

)

, d2
m0,τ = 2

ηv0d
τg

, d3
m0,p =

ηv0d
dpg∕dz

(2.94)

where σ is the surface tension of the liquid and Tv, Tm denote the evaporation and

melting temperature, respectively. As a result, the simulation reproduces the exper-

imental results for the onset of evaporation and droplet formation as functions of

the cutting speed v0 and sheet thickness d (Fig. 2.26a). Additionally, the simulation

shows that the processing domain III has the tendency to be closed for decreasing

nozzle pressure at pK ∼ 3 ⋅ 105 Pa. The most interesting result is related to the sensi-

tivity of the outflow velocity u and thickness h of the melt film on the nozzle pressure

pK . Scatter of the processing parameters shows different sensitivity with respect to

their actions on the outflow velocity and the melt film thickness. The values for the

processing parameters within the dross free processing domain III, 1 indicated in

Fig. 2.9c and the allowable fluctuations leading to adherent dross can be derived.

Consequently, the confidence interval (the distance between region III, 1 and III, 2)

can be determined.
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To probe more deeply into the understanding of dross formation requires identifi-

cation of additional features of the dross morphology, and the detailing and identifi-

cation of the dominance of either the fluctuations or the temporal averaged parameter

settings of the contributing mechanisms.

2.3 Outlook

Laser cutting machines account for the highest percentage of the laser market for

industrial applications. In spite of the technical success already achieved, laser cut-

ting is expected to exploit additional future potential offered by new laser systems

such as multi-kW fibre laser and cutting machines with improved performance.

To simplify handling and trouble-shooting the machine suppliers aim to introduce

cognition in relation to the process into the machine, and development efforts are

directed towards an “autonomous cutting machine”. One crucial step towards a cut-

ting machine having more autonomous properties consists of extending knowledge

about the processing domains and including a larger set of the processing parameters.

For example, models for the propagation of laser radiation could take into consider-

ation more details than just free propagation and the geometric optics of reflections.

Extending the number of parameters spanning the phase space of the processing

domains also means including not only a sufficient number of parameters but also

understanding the influence of their fluctuations. To know more details about the

accuracy necessary for a save parameter-setting requires the ability to distinguish

between fluctuations of processing parameters, the scatter of residual cut quality, and

the sensitivity of the dependence of the cut quality on the processing parameters.

While some properties of macro cutting can be applied to processing of small

sheet thickness, simulation of fine cutting remains a challenge [84, 85]. To probe

deeper into medical or photovoltaic applications like fine cutting of metallic stents

or silicon wafers requires the inclusion of evaporation and flow of gas and vapour

at a tube wall, or wafer thickness in the range of a few hundreds of micrometres.

Processes of this kind are at the border line between drilling and cutting, since vapour

flow from evaporation and gas flow from the nozzle are involved simultaneously.

The need for more detailed analysis of numerical schemes, their performance

as well as their reliability in solving coupled dynamical equations with very differ-

ent length scales along the free boundaries, becomes apparent. The smallest length

scales of a few tenth of µm for the momentum boundary layer up to scales of about

ten mm corresponding to the sheet thickness favour advanced developments includ-

ing cartesian grid methods, discontinuous Galerkin methods and the adaptive grid

refinement. Such methods are not directly applicable at present and appropriate mod-

ification of them requires detailed mathematical analysis.
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Chapter 3
Glass Cutting

Wolfgang Schulz

Abstract The state of the technology of ultrashort pulse laser applications such as
glass cutting is dominated by direct ablation of a dielectric material, however the
first installations used in-volume filament-like modifications. The variety of
intriguing physical phenomena range from numerous nonlinear effects of ionisation
to propagation of radiation strongly coupled to electron dynamics and include the
formation of filaments. However, the potential as well as the challenge with respect
to glass cutting is to tailor the combination of material composition and the laser
radiation, which enables the suppression of unwanted damage and stable propa-
gation of an optical and electronic channel; both might be called filaments. Ultra-
short laser pulses interacting with the dielectric material generate free electrons
dominantly via multiphoton ionisation (MPI) and cascade ionisation (CI). The
dense plasma produced results in great changes of the refractive index and the
surface reflectivity. When laser-induced plasma density reaches the well-known
critical value ρcrit =ω2ε0me ̸ e2 dependent on the laser frequency ω, the material
gets highly absorbing. Laser ablation induced by relaxation of electron energy to
the atoms takes place after the laser pulse has ceased. This ablation mechanism
allows the use of the critical free-electron density ρcrit as the criterion ρablation = ρcrit
for modelling ablation. The material near the ablated wall is characterised by a free
electron density ρ< ρcrit . Here indeed the material is not ablated but will be
modified or damaged due to the energy released by high-density free-electrons.
Once more, a threshold value ρdamage for the free electron density can be identified.
As result, the shape of the ablation front as well as the morphology of a damaged
region is described nearly quantitatively.
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3.1 Introduction

Ultrashort pulsed laser ablation has become a powerful technology inmicromachining
of transparentmaterials formore than a decade, such aswaveguidewriting [1], drilling
[2, 3] and cutting [4]. Nonlinear absorption of laser energy by multi-photon ionisation
and cascade ionisation allows localised material removal with high accuracy in the
micrometer scale. As the time of laser energy deposition into the electron system of
materials is much shorter than that of material removal and again much shorter than
equilibrium heating of the atomic system, processing with ultrashort laser pulses has
the potential to minimise destructive thermal and thermo-mechanical effects.

However, laser induced damage in the surrounding volume of the ablation front
remains a relevant and intriguing issue in glass cutting with ultrashort laser pulses.
Laser induced free electrons at the ablation threshold reach the critical electron
density ρcrit . The energy stored in the electron plasma after thermal relaxation
finally results in damage such as unwanted modifications of the electronic state, and
also cracking if not removed together with the ablated material. This kind of
damage is called electronic damage, because of residual refractive index modifi-
cations [5–8].

Thermal damage, however, is identified as happening in addition to electronic
damage. This is a consequence of using highly productive high power lasers which
allow for a high repetition rate of laser pulses, with a subsequent inherent risk of
localised heat accumulation. A heat affected zone characterised by modifications of the
atomic structure like softening and melting of the amorphous material is a result [9].

3.2 Phenomenology of Glass Processing with Ultrashort
Laser Radiation

The numerous physical mechanisms involved in laser ablation of dielectrics have
been widely investigated both experimentally and theoretically. In particular,
investigations of laser-induced damage in bulk dielectrics used for laser fusion
optics gives important insights [5, 7]. During the formation of bulk damage, the
nonlinear effects of ionisation and propagation of radiation, such as the formation of
filaments, are the two effects that appear to be most relevant for guiding the physical
modelling of laser ablation. Laser damage, such as refractive index modification
[5], molten regions [10] and micro-cracks [3] is crucial for the quality criteria of the
processed glass product, such as the bending strength of the cut material. The
laser-glass interaction with picosecond pulsed lasers therefore has to be investigated
to control the evolving ablation front and avoid laser damage.

It is worth mentioning that in glass cutting with ultrashort pulsed laser radiation
there are three observable quantities characteristic of the ablation mechanisms,
which are useful in the identification of a reduced model. These characteristics are
found to be
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1. the rough shape of the ablation front: the shape of the ablation front shows a
microscopically rough surface and the length scale fits the expected diffraction
pattern present in the ablated region well. This diffraction pattern has a large
Michelson contrast changing the laser intensity at the ablation front on a
micrometer scale;

2. the saturation of the ablation rate after applying a specific number of single
laser pulses [11]: the ablation rate turns out to be limited by a threshold value for
the fluence related to a finite angle of incidence for the Poynting vector of the
radiation incident at the ablation wall;

3. the different modification or damage patterns observed within the material
volume emerging from the ablation front: there are at least 5 different damage
patterns which can be related to their underlying nonlinear effects.

There are at least 5 different damage patterns related to different mechanisms,
grouped into electronic damage and thermal damage:

1. Chipping of the glass at its non-irradiated rear side often happens previous to
ablation at the irradiated front side and is often called rear side damage.
Damage at the rear side is explained as a consequence of reflection of the
radiation at the rear side raising the radiation intensities above the ablation
threshold.

2. dense short spikes, which are needle-like or spike-shaped damage appearing
along the full length of the ablation wall, see Figs. 3.2a, and 3.5a, b, e, f; they
are related to diffraction and are also referred to as interference damage;

3. sparse long spikes, which are sparsely distributed over the length of the ablation
wall and an order of magnitude longer than the dense short spikes, see Fig. 3.5b;
they are related to (multiple) reflections [12] at the ablation wall and are
prominent in the case of single pulse ablation along single tracks of the scanned
laser beam axis;

4. effects normally referred to as filamentation damage emerging at the entrance
edge of the ablation front having a length up to a few millimetres; see Fig. 3.2d.
This kind of damage is understood as a focusing effect of the radiation, which is
focussed at a spatially extended and curved entrance edge acting like a focusing
lens. Filamentation damage is pronounced for single pulse ablation along
multiple tracks of laterally shifted passes of the scanning laser beam axis.

5. Last not least thermal damage happens for large overlap of subsequent laser
pulses or high repetition frequencies at larger averaged laser power.

Two kinds of electronic damage are observable in Fig. 3.4d. Filamentation
damage is initiated at the entrance edge and subsequently propagates deeply into
the material sometimes even penetrating the whole thickness of the glass sheet.
Interference damage happens along the whole ablated wall and consists of
needle-like modifications or cracks. Thermal damage is distinguished by its smooth
shape as shown in Fig. 3.5c, d, g, h.
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3.3 Modelling the Propagation of Radiation
and the Dynamics of Electron Density

Several numerical models [11, 13, 14] of laser ablation with ultrashort pulses have
been presented and the critical free-electron density for laser breakdown has been
widely used as an ablation criterion. For laser ablation with a single pulse, the
time-resolved ultrafast radiative transport equation (TE) is solved [13] to simulate
the energy deposition and predict the crater shape. The TE model, however, cannot
describe the diffraction and refraction of the following laser pulse induced by the
ablated crater, and is thus limited to single-pulse ablation. To analyse multi-pulse
ablation, Vázquez de Aldana et al. introduced a numerical simulation for the
propagation of light within the ablation channel in dielectrics with femtosecond
laser pulses based on the integration of the scalar wave equation. However, the
underlying model is to be preferred when the laser pulse is shorter than 50 fs.
Enormous computational power and time are required for longer pulses because a
high resolution in space and time is required. Therefore, the time-resolved wave
equation is not favourable for laser ablation with multiple picosecond pulses.

The study of Sun et al. [15] presents a numerical simulation, called GlassCut,
focusing on both laser ablation and laser damage in transparent dielectrics with
multiple picosecond laser pulses. The simulation code combines the numerical
implementation of a beam propagation model (BPM) and a model for the dynamics
of the electron density generated by the radiation propagating into the initially
transparent material. The beam propagation model is based on the paraxial
Helmholtz equation, whereas the model for electron dynamics describes the non-
linear absorption of photons in dielectrics. Simulation runs show nearly quantitative
agreement with experimental evidence concerning the evolution of the ablated
shape and the morphology of the well-known 5 different kinds of modified and
damaged regions induced by multiple incident laser pulses in the glass. The
numerical simulation GlassCut describes the laser energy deposition in the sample
by coupling of non-linear beam propagation (Beam Propagation Method BPM) to a
plasma model for the dynamics of the electron density. BPM is used to solve the
paraxial Helmholtz equation. The plasma generation is described by a rate equation
for the free-electron density. The shape of the ablated region and the damaged
region are determined by tracking two related isolines for the spatial distribution of
the free-electron density from the solution. The values of the two isolines for the
electron density are ρablation : = ρcrit and ρdamage : = ρmaterial for the positions of the
ablation front and the damage region, respectively.

The well-known critical electron density [16].

ρcrit =
ω2ε0me

e2

is nearly independent of the material and its composition, depending only slightly
on the effective mass me of the electronselectrons. Here ε0 is the vacuum electrical
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permittivity and e is the electron charge. However, ablation of borosilicate glass sets
in at an electron density ρcrit =4.2 × 1021 cm− 3 for radiation with wavelength
λ=1 μm and is strongly dependent on the laser frequency equal to 2πc ̸ λ. The
electron density ρdamage : = ρmaterial is strongly material dependent and has to be
measured by experiments for the material that is being processed.

3.4 Radiation Propagation Solved by BPM Methods

Suppose that the laser beam propagates into the glass sample in the z direction and
the x− y plane is perpendicular to the z direction. The general ansatz for the electric
field E x, y, zð Þ is expressed as

E x, y, zð Þ=E x, y, zð Þ exp in0k0zð Þ,

where k0 = 2π ̸ λ and n0 are the wave number and index of refraction of the
material, while E(x, y, z) is the envelope of the electric field. With the Slow Varying
Envelope Approximation of the Helmholtz equation the ansatz yields

2ik0
∂E
∂z

= −Δx, yE− k20ðε− 1ÞE

where the dielectric function ε of the material is given by

ε=1−
ρbe

2

ε0me

ω2 −ω2
0 − iχω

ω2 −ω2
0

� �2 + χ2ω2
, χ = χmax

ρmax
ρmax + βρcrit

Here ρb is the bound electron density, ω0 is the material resonance frequency.
The damping constant χ at resonance equals the reciprocal of the electron relaxation
time, which varies from 0.1 to 10 fs in transparent dielectrics [17].

The response of the material to the incident radiation is determined by the
complex dielectric function ε, where the real and imaginary parts represent
refraction and loss terms, respectively. Thus, the diffraction and refraction of the
electric field caused by the ablation front, its entrance edge acting like a slit pro-
voking a diffraction pattern, and the laser-induced solid-state-plasma within the
material volume are considered by the simulation.

3.5 The Dynamics of Electron Density Described
by Rate Equations

In transparent dielectrics, the electrons in the valence band can be excited as free
electrons by strong electric fields via multi-photon ionisation MPI. The intensity
I of the electric field drives the temporal change of the free electrons density ρ and
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is described by the term for multi-photon ionisation, σIk . The number k of photons
necessary to overcome the band gap energy Δ is determined experimentally. The
free electrons are then excited to even higher energy levels by single-photon
absorption called inverse bremsstrahlung absorption. Reaching a typical energy
Ecas =1.5Δ the electron has enough energy to ionise an additional bound electron
and both electrons are once more excited by inverse bremsstrahlung absorption; this
absorption mechanism is called cascade ionisation and is described by the rate
Envelope Approximation acIρ. However, there are some losses for the free-electron
density due to electron-hole recombination ηrecρ

2 and electron diffusion ηdiff ρ. On
the picosecond scale, recombination dominates and diffusion can be ignored. As
result, the temporal evolution of the free-electron density ρ is described by a rate
equation of the generic form [16, 18, 19].

dρ
dt

= σIk + αcIρ− ηrecρ
2.

It is worth mentioning that considering Keldysh’s theory of electronic ionisation
[20], the competing tunnel ionisation takes place in the low frequency limit and can
be neglected compared to the multi-photon ionisation at a photon energy of 1 eV
which turns out to be the high frequency limit (Fig. 3.1). In more detail, the Kel-
dysh parameter γ =ω cε0n0mΔ ̸Ið Þ1 ̸2 ̸e is a quantitative measure for the ratio of
multi-photon and tunnelling ionisation. Here m is the reduced mass of the electron
and the hole m=me ̸2 and c is the speed of light in a vacuum.

A typical laser intensity for ps-laser systems is up to 1013 Wcm−2 and the
well-known Keldysh parameterg γ [20] is larger than 1.8. The MPI coefficient σ is
therefore chosen in the Kennedy approximation [18] for multi-photon ionisation.

Fig. 3.1 Photo-ionisation rate for the glass sample at 532 nm calculated from the complete
Keldysh model (red solid line), with Keldysh’s approximation in the tunnelling ionisation limit
(green dash-dotted line) and in the MPI limit (blue dotted line), and with Kennedy’s
approximation of the Keldysh model in the MPI limit (black dashed line). Reproduced from
[21] with the permission of The Optical Society
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When γ ≥ 1, Kennedy’s approximation in the MPI limit is consistent with the
complete Keldysh model so that the coefficient of the MPI rate reads

σ =
2ω
9π

mω
h ̸ 2π

� �3 ̸2 e2

16ω2cε0n0Δ

� �k

exp ð2kÞΦ 2k− 4π
Δ
hω

� �1 ̸2
" #

where Φ[.] denotes the Dawson probability integral.
Considering the cascade ionisation αcIρ as already mentioned, the free electrons

absorb energy from the electric field by inverse bremsstrahlung absorption after
being generated. When the kinetic energy of the free electron in the conduction
band accumulates the typical energy Ecas =1.5Δ, it will shortly produce a new free
electron while colliding with atoms or molecules. Neglecting the collisional losses
and the excitation time of free electrons to gain the energy Ecas then the cascade
ionisation coefficient αc [18] takes the form

αc =
1

1+ω2τ2
e2τ

cε0n0meEcas

in the formula where τ is the electron-electron collision time typically taking the
value τ = 1 fs.

3.6 Properties of the Solution with Regard to Ablation
and Damage

Heating by the electrons that constitutes energy deposition in the material, and
heating of the atoms until material removal occurs are separated in time in ultrashort
pulsed laser processing. The electric field excites the electrons to the conduction
band by multi-photon ionisation followed by cascade ionisation. The free electron
density goes up during the laser pulse until reaching the critical electron density ρcrit
[16] that leads to strong absorption and almost no reflection, ultimately leading to
breakdown. Laser ablation induced by electron energy transition to the atoms takes
place after the laser pulse has passed. This ablation mechanism allows the use of the
critical free-electron density ρcrit as the criterion ρablation = ρcrit for ablation in the
model. As result, in the model the material is removed in the region where the
free-electron density exceeds the critical value ρcrit.

The material near the ablated crater wall is characterised by a free electron
density ρ < ρcrit. Here the material is indeed not ablated but will be modified or
damaged due to the energy released by high-density free electrons. Once more, a
threshold value ρdamage for the free electron density can be identified. In the bulk of
fused silica, the free-electron density corresponding to the damage threshold is
close to ρdamage = 1020 cm−3 [5, 6]. The damage patterns are formed along the
interference patterns of the laser radiation propagating into the material and
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changing the optical properties. Within the zones where the electron density is
above this threshold electron density ρdamage, modification and damage are
observed. For ablating boroaluminosilicate glass the threshold electron density for
laser damage is assumed to be of the same order of magnitude as that for fused
silica. Thus, the damage threshold free-electron density ρdamage = 0.025 ρcrit
is nearly two orders of magnitude lower than the ablation threshold criterion
ρablation = ρcrit in the model.

First of all, comparison of the simulation results with experimental evidence
successfully guides reduction of the complexity of the physical model successfully.
Figure 3.2a, b show the cross-sections of the ablated craters and the damaged
regions after 5 and 10 pulses in the experiment, which agree well with the
numerical results shown in Fig. 3.2c, d. The experimental results show that the
crater width after 10 pulses was slightly larger than that after 5 pulses, whereas it
was constant in the numerical results. It is worth to mention, that forward propa-
gation of the laser radiation is taken into account by the Beam Propagation Method
BPM only, neglecting the propagation of the radiation backwards. The comparison

Fig. 3.2 Cross-sections of the ablated craters and the damage regions after experiments: 5 pulses
(a) and 10 pulses (b) and after the numerical work: 5 pulses (c) and 10 pulses (d). In c and d, the
damage region is denoted by the red contour region where the electron density is larger than
ρdamage = 1020 cm−2. Reproduced from [21] with the permission of The Optical Society
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with experiments supports the Slow Varying Envelope SVE approximation to the
wave equation.

Figure 3.2a, b show a thin dark layer near the crater wall and some needle-like
structures beneath the crater wall, namely the damage region. Due to the
laser-induced free-electron density and its energy release, the refractive index of the
sample was permanently changed and some other defects were generated, such as
colour centres, influencing the interaction of the material with the next incident
pulse. In the numerical simulation, using the damage criteria ρablation > ρ≥ ρdamage,
the damage regions shown in Fig. 3.2c, d are in nearly quantitative agreement with
the experimental results.

Estimates for the thickness of the damaged layer from Fig. 3.2 may give values
that are too large owing to the thickness of the glass sample. As shown in Fig. 3.3e,
a regular 2 μm thick layer of damage is generated near the crater surface after the

Fig. 3.3 Numerical results for the cross-sections at different numbers of pulses for the intensity
distributions in air (a) and in glass (b), the free-electron density (c) during the nth pulse, the ablated
crater profile (d) and the damage region (e) after the nth pulse. The number of pulses n is shown in
the lower left corner of each graph; the intensity in (a) is in 1016 W m−2 unit, in (b) is logarithmic
in W m−2. Electron densities in (c) and (e) are logarithmic in cm−3. For each graph in (e), the
damaged region is indicated by the red contour region where the electron density is greater than
ρdamage = 1020cm−2. All the graphs have the same horizontal scale as shown in (e). Reproduced
from [21] with the permission of The Optical Society
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first pulse. For subsequent pulses, refraction and diffraction on the crater wall play a
significant role in the propagation of the electric field and drastically change the
energy deposition in the material. As a result, the damaged regions become different
after the first pulse, and several needle-like damaged regions in a distance of several
microns were formed beneath the crater wall and surrounding the whole crater. In
particular, two extremely long spikes of about 10 μm depth inside the sample body
were generated by the crater edges after the second pulse, which can also be
observed in the experimental results shown in Fig. 3.2a, c.

The laser pulse propagates into the target glass from above in the normal
direction. Using numerical simulation, the ablation processes for 10 incident pulses
were obtained. Figure 3.3a–e show the cross-sections for laser intensity in air (a),
laser intensity in the glass (b), free-electron density (c), crater profile (d), and
damage region (e), respectively. The characteristics of the ablated crater are the
most intuitive and of primary interest in the laser ablation process. The profiles and
the fine structure of the ablated craters are shown in Fig. 3.3d. The crater shape after
the first pulse is nearly parabolic because of energy deposition through the initial
planar interface and the Gaussian beam shape. This non-planar crater will reflect,
refract and diffract the incident electric field when the second laser pulse arrives.
The interference pattern of the laser field in the crater cavity, as shown in Fig. 3.3a,
induces the fine structure of the crater wall. The crater structure becomes more
complex and pronounced for subsequent laser pulses. The interference effect of the
laser beam is therefore the main cause for the fine structure of the crater wall.

3.7 Electronic Damage Versus Thermal Damage

The nearly quantitative agreement of the morphology in the damaged region
between experiments and simulation reveals that the damage near the ablated wall is
strongly related to the evolving high electron density. It is remarkable that the
additional effects of the numerous subsequent processes such as thermalisation of the
electron energy and the thermomechanical response of the material finally leading to
damage, only slightly change the results. However, additional thermal effects come
into play for larger vales of the average power absorbed. With a higher repetition rate
and increasing overlap of subsequent pulses the specific effects of ultrashort pulses
change and become more similar to the appearance of long pulse or even continuous
wave laser radiation. In order to verify the electronic nature of the damage mecha-
nism and to distinguish it from thermally induced modification, the effect of heat
accumulation on the damaged region was investigated experimentally by comparing
different repetition rates and spatial overlaps of the adjacent pulses.

With increasing pulse number and corresponding depth of the groove the shape
of the walls approaches an asymptotic shape; the inclination of the ablated wall is
limited as seen in Fig. 3.4c. A pass of the laser beam along the contour to be cut,
Fig. 3.4a, consists of single laser pulses with beam radius w0 ablating the material
while moving in the direction of the scan with a step size s between two pulses.
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A repetition rate f and speed of scanning vs result in an overlap O of subsequent
pulses, Fig. 3.4b. As sketched in Fig. 3.4c, the ablated depth of the groove
increases during every subsequent pass of the single pulses until the ablation rate
saturates and no more material is ablated.

The scaled overlap Os is defined by

Os = 1−
s

2w0

� �
for 0 < s≤ 2w0, s=

vs
f

The cross-sections of the ablated channels obtained at different spatial overlaps
and number of passes are shown in Fig. 3.5, where the pulse energy is 40 μJ (50 μJ
for 0.54 overlap) and the repetition rate is 400 kHz. In the glass volume near the
ablated wall, two groups of damage morphology can be clearly distinguished,
namely damage induced by the excited free electrons (spike shaped) and by heat
accumulation (smooth shape). Spike shaped damage happens at lower spatial
overlap (Os = 0,0.54) and smooth shapes are observed at a higher spatial overlap
(OS = 0.85, 0.90).

The simulated damage morphology with a pulse energy of 40 μJ, spatial overlap
of Os = 0 and pass number of 10 is shown in Fig. 3.2d. The simulated ablated
shape and the damage morphology agree well with the experiments. The temporal
evolution of the simulated damage morphology shows that the two long spikes
starting at the entrance edge, Fig. 3.5e, are partly obscured by the numerous
additional effects of the subsequent pulses and thus cannot be clearly distinguished
after 5 pulses, which is consistent with Fig. 3.5a and e. We found that all the three

Fig. 3.4 Cutting glass samples (a) is carried out by shifting the scanned track perpendicular to the
scan direction in order to increase the overall cut depth. Preparation of cross-sections (d) clearly
indicates the saturation of the reachable cut depth. Heat accumulation effects are investigated by
ablating single tracks without shifting the scanned track. Ablation with pulses with an overlap O
generate a single track (b) where the laser beam is scanned multiple times along the single track.
The number of scans along a single track is called the number of passes (c). Reproduced from [15]
with permission of ELSEVIER LTD. in the format Book via Copyright Clearance Center
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types of spike shaped damage are well reproduced by the corresponding free
electron density and therefore described as electronic damage.

Simulation of the time dependent temperature near the entrance edge at a
sampling point (shown in Fig. 3.5e–h by red dots) and comparing the maximum
temperature reached with the softening temperature Ts =971 ◦C [22] of the glass
reveals the conditions for the transition from electronic to thermal damage
(Fig. 3.6). Material heated above the softening temperature responds with residual
thermal modification visible as darkening as shown in a pronounced manner in
Fig. 3.5c, d, g, h.

With the scanning speed reduced and therefore with reduced step size s of the
beam axis between adjacent pulses, the step size s = 6 μm approximately equals
the beam radius w0 = 6.5 μm and the spatial overlap is Os = 0.54. There are about
two pulses hitting each position on the surface; see Fig. 3.6a.

The initial heated volume and the thermal diffusion rate can be determined by
time-resolved observation of the thermal diffusion. Applying the transient lens
method to irradiation of borosilicate glass with 200 fs pulses Sakakura et al. measured
the heated length dκ ≈ 5 μm and the thermal diffusivity κ≈ 4.6 × 10− 7 m2s− 1. As a
result, the typical thermal relaxation time τκ = d2k ̸κ=10 μs is in the range of a tenth

Fig. 3.5 Influence of overlap Os (a)–(d) and repetition rate (e)–(h) on damage morphology while
scanning 5 and 10 passes, respectively. Pulse energy 50 µJ at overlap Os = 0.54 and 40 µJ at
overlap 0.0, 0.85, 0.9. Overlap Os is a 0.0, b 0.54, c 0.85, d 0.9. Results for different repetition
rates f of 10, 100 and 400 kHz are shown: e 0.54, 10 kHz; f 0.54, 400 kHz; g 0.85, 40 μJ,
100 kHz; d 0.85, 40 μJ, 400 kHz. Reproduced from [15] with permission of ELSEVIER LTD. in
the format Book via Copyright Clearance Center
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of a microseconds [23]. At a repetition rate of f = 400 kHz, the time Δτ = 2.5 μs
between two subsequent laser pulses is much larger than the typical relaxation time
τep = 100 ps [24] of the free-electron energy to the phonons in borosilicate glass but
shorter than the typical thermal relaxation time τκ = 10 μs. Thus although heat
accumulation is expected to happen for all the simulated repetition rates 10, 100,
400 kHz it is worth mentioning that due to the small overlap Os = 0.54 of the laser
spot for 50 mJ pulses, the temperature rise remains fairly moderate. In particular, the
temperature remains below the softening temperature Ts =971 ◦C of the material and
no darkening of the glass occurs. The cross-sections of the ablated channels and
damaged regions after 5 and 10 passes of ablation with 50 μJ laser pulses are shown in
Fig. 3.5b, f, respectively. The shape of the ablated wall as well as the damage mor-
phology are both similar to those at the spatial overlap ofOs = 0, which indicates that
electronic damage is still dominant in the damaged regions and thermal damage is not
pronounced because of the limited pulse number irradiating the same material
position.

Thus although heat accumulation prevails over free electron energy release at an
overlap of Os =0.54 the softening temperature is not reached and darkening is
absent.

Increase the spatial overlap Os =0.85, as shown in Fig. 3.6b, with the pulse
number increased to 7 pulses at every position of the sample. At a low repetition
rate of 10 kHz the situation is qualitatively unchanged and the peak value remains
smaller than the softening temperature Ts. However, at higher repetition rates
greater than 100 kHz heat accumulation becomes dominant; see Fig. 3.6b, where
darkening happens and also see Fig. 3.5c, d, g, h.

Fig. 3.6 Simulation of heat accumulation of the glass sample near the entrance edge at the sampling
point (x, y, z) = (6.5, 0.0, 5.0) μm, (indicated in Fig. 3.5e–h as dots) during one pass of ablation at
different repetition rates f ∈ 10, 100, 400f g kHz: a Os =0.54, 50 μJ, b Os =0.85, 40 μJ. The laser
passed after irradiating the sample with 2 pulses (a) and 7 pulses (b), respectively. The softening
temperature of the glass is Ts =971 ◦C is indicated by the dotted lines. Reproduced from [15] with
permission of ELSEVIER LTD. in the format Book via Copyright Clearance Center
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3.8 Glass Cutting by Direct Ablation or Filamentation?

A substantial time ago researchers predicted self-focusing of light in dielectric media
[25, 26]. In 1964 Hercher [27] first demonstrated the Kerr effect causing a change of
the index of refraction in the medium, resulting in self-focusing of the beam
accompanied by modification damage within an extremely narrow and elongated
tubular region. For a few years now various industries have started to become
interested in the self-focusing effect and are investigating the potential for low
damage cutting of thin glass sheets for display applications, for example (Fig. 3.7).

Fig. 3.7 The typical appearance of a Townes-like beam (white insert) referred to as a filament,
which consists of a built up length followed by a narrow, slightly oscillating beam until the
intensity of radiation due to absorption becomes too small to establish an equilibrium between
Kerr-focusing and plasma defocusing. The figure shows a simulation of self-focusing radiation for
different focal positions of a Gaussian beam irradiated onto glass from the left
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Self-focusing happens due to the fact that the real part of the index of refraction
n = n0 + n2I + n4I

2 in nonlinear optical media depends additionally on the linear
contribution n0 as well as the second n2 and fourth n4 power of the electric field
E. As is already well-known, plasma generation in dielectrics needs strong
absorption to establish a high electron density and consequently leads to modifi-
cation or even damage and cracking after thermal relaxation of the electron energy.
However, the potential of glass cutting as well as its challenge is to tailor a suitable
combination of material composition as well as laser radiation, which will enable
stable propagation of an optical and electronic channel; both might be called
filaments.

Introducing the vacuum wave number ω ̸c and the number k of photons to
overcome the band gap energy (multi-photon ionisation), the corresponding wave
equation reads
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In addition to propagation (first term) and diffraction (second term), the equation
has to cover at least two nonlinear effects relevant to propagation at high intensities
I∝ Ej j2. These are focusing by the Kerr-effect (third term) and defocusing by the
plasma of free electrons (fifth term). In particular, a third necessary effect is
introduced through the imaginary part of the index of refraction (fourth term). This
term has to be considered taking into account the absorption of light that results in
excitation of free electrons that generate the defocusing plasma within the dielectric
material.
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Chapter 4
Keyhole Welding: The Solid and Liquid
Phases

Alexander Kaplan

Abstract Deep penetration laser welding relies on the evaporation of material by a
high power laser beam in order to drill a vapour capillary, usually referred to as a
keyhole. During continuous welding the keyhole is kept open by the pressure in the
vapour which evaporates continuously from its wall; the pressure acts continuously
against the surface tension pressure that favours contraction, as well as against the
welding speed. In contrast to pulsed wave (pw-) laser welding, during continuous
wave (cw-) laser welding quasi-steady state conditions of the accompanying tem-
perature field, and thus of the shape of the keyhole and melt pool, are established.
Nevertheless, in the keyhole and melt pool complex fluid mechanical mechanisms
take place. The most important thermodynamic and melt flow phenomena in
keyhole laser welding will be briefly discussed and for some of them mathematical
models and calculation results will be presented, complementing two comprehen-
sive surveys. Notation employed in this chapter is given in Table 4.1. The math-
ematical models presented complement two comprehensive surveys, one of them
published earlier [1], the other recently [2].

4.1 Heat Generation and Heat Transfer

4.1.1 Absorption

During absorption [3–5], i.e. interactions of photons with matter at the solid or
liquid surfaces or in the plasma volume, the optical energy of the laser beam is
partially converted into heat. The heat so generated drives the thermodynamics of
the welding process. In deep penetration laser welding absorption is a highly
complex mechanism [6] composed of contributions from the direct absorption of
the laser beam at the keyhole wall (the main governing mechanism), absorption
during multiple scattering, absorption in the metal plasma and absorption at the top
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Table 4.1 Notation

Symbol Units Meaning Symbol Units Meaning

A % Absorptance rf m Focal radius
Aw m2 Weld cross section area rkh, Rkh m Keyhole radius
cp J kg−1 K−1 Specific heat capacity rL m Laser beam radius
cp* J kg−1 K−1 Artificially enhanced

specific heat capacity
t s Time

d M Sheet thickness T K Temperature
dw M Filler wire diameter Ta K Ambient

temperature
EL J Laser beam pulse energy l – Subscript for

liquid phase,
liquidus

hc W m−2 K−1 Convective heat transfer
coefficient

s – Subscript for solid
phase, solidus

I – Radial index v – Subscript for
evaporation

Iij W m−2 Beam power density at i,
j

V m s−1 Welding speed

IL W m−2 Laser beam power
density

vw m s−1 Filler wire feeding
rate

ILa W m−2 Absorbed beam power
density

wg m Joint gap width

I0() – Modified Bessel function
of first kind, zero order

x m Coordinate in
welding direction

J – Time index xf m Keyhole front
location

k – Index xr m Keyhole rear
location

K W m−1 K−1 Thermal conductivity Y m Coordinate lateral
to welding

K0() – Modified Bessel function
of second kind, zero
order

Z m Vertical
coordinate

K1() – Modified Bessel function
of second kind, first order

β – Vertical keyhole
wall angle

Lm J kg−1 Latent heat of melting δ – Ellipsis, aspect
ratio of the axes

Pe – Péclet number ε – Emissivity factor
Pef – Péclet number at keyhole

front
ρ kg m−3 Specific mass

density
PL W Laser beam power σSB W m−2 K−4 Stefan-Boltzmann

constant
qv W m−2 Heat flux at the

evaporation front
η – Ellipsis, azimuthal

angle
R m Radial coordinate κ m2s−1 Thermal

diffusivity
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surface of the work piece. The remaining part of the laser beam radiation is lost by
reflections at the surface, multiple back reflections through the top of the keyhole
and transmission through the keyhole; the last only applies when the keyhole
penetrates right through the work piece. The amount of absorbed energy is most
simply expressed as the product of the incident laser beam power multiplied by an
overall absorptance. The latter is usually quoted as a percentage, and is sufficient for
simpler modelling such as the moving point source or moving line source models.
For more accurate study of heat conduction, however, the spatial (and temporal)
distribution of the absorbed laser beam power across the keyhole wall surface is
also of importance. Models in which a point and a line source of heat are super-
imposed [7], or several point sources are superimposed [8], take this into account.
Other models implicitly calculate the distribution of the absorbed power [5, 9], as
will be described below.

In particular, the absorptivity of a material (at any location) is determined by its
optical constants n and k that are functions of the material, the laser wavelength, the
temperature, and the angle of incidence [3, 5]. Moreover, the surface topography
[5, 9–11] and chemistry (usually in the form of oxides) alter the local absorptance. For
a smooth keyhole the absorptance can become very sensitive to the Fresnel-curve
characteristics [9, 10]. Wavy keyhole surfaces were recorded by high speed
imaging for fibre laser welding at a wavelength of 1070 nm [11]. For such cases
keyhole modelling [9] and post-modelling of the images [11] have shown that the
waviness causes a less sensitive, high absorptance result. Numerical simulations
carried out by Computational Fluid Dynamics, CFD, [12–14] often inherently
consider (by ray-tracing) Fresnel-absorption and multiple reflections, which enable
a more detailed analysis.

For a given temperature dependence of the absorptivity, the absorptance dis-
tribution as a function of space and time will result iteratively from the temperature
field that is generated. During the initiation of laser welding (and during pulsed
laser welding) the absorptance and its influence on the heat conduction can be
calculated from a semi-analytical mathematical model [5, 9], described below.

4.1.2 Heat Conduction and Convection

The heat generated by absorption (determining the local temperature gradient at the
surface) is conducted into the metal sheets by thermal conduction accompanied by
convection, i.e. relative motion of the material, in particular the welding speed.

For an established quasi-steady state keyhole during cw-laser welding the
temperature field is governed by conduction of the absorbed laser beam power
(distributed over the keyhole wall) and by convection from the welding speed and
accompanying melt pool motion.
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4.2 Steady State 3D-Solutions Based on Moving Point
Sources of Heat

For constant welding speed, frequently used simple models [15, 16] are the moving
point source of heat

Tðx, y, zÞ=Ta +
2APL

Kr
exp −

vðx+ rÞ
2κ

� �

With r=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2 + z2

p
and the moving line source of heat,

Tðx, yÞ=Ta +
APL

2πdK
exp −

vx
2κ

� �
K0 −

v
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
2κ

 !
,

where K0() is the modified Bessel function of the second kind and zero order.
As a result of the singularity at the origin, these solutions are inaccurate close to

the heat source. A more accurate solution (without the singularity) is given by the
moving Gaussian source of heat, see [17], where integration involving a Green’s
function takes into account an absorbed laser beam power density of Gaussian
character. A numerical integral has to be evaluated, but in contrast to the moving
point source the beam radius is taken into account, giving solutions which are quite
accurate even close to the laser beam. This model was extended by superposition
[18] of different Gaussian distributions at the surface, making it possible to model
almost any arbitrary cw beam power density distribution, such as line-shaped
beams, doughnut beams or other multimode beams. The method has proved to be
very powerful. In particular, it was demonstrated that approximating higher order
modes by a Gaussian beam can under certain circumstances cause fundamental
errors.

A very flexible approach is the superposition of moving point sources of heat
enabling the simulation of more complex temperature fields and shapes [8], par-
ticularly vertical heat flow, as illustrated in Fig. 4.1.

This model approach is suitable for many different complex situations, e.g. for
conduction-like laser welding, Fig. 4.2a, or for deeper partial penetration welding,

Fig. 4.1 Model of
superposition of moving point
sources of heat and resulting
isotherms: a melting and
evaporation isotherm,
b evaporation isotherm
dependent on the number of
sources employed
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Fig. 4.2b, where the upper region is dominated by planar 2D-heat flow, while the
lower region is governed by 3D-heat flow. A nail-shaped weld penetrating com-
pletely through the work piece, as in Fig. 4.2c, has the opposite behaviour to
Fig. 4.2b. Twin-sided simultaneous welding with two nail-head shapes is shown in
Fig. 4.2d.

The method of superimposing moving point sources of heat nevertheless pro-
duces a great many simplifications, but it allows the straightforward creation of
reasonably realistic temperature fields, and in turn cooling rates; the latter are of
importance in the calculation of the metallurgical behaviour, for example.

Fig. 4.2 Calculated shape of the melt pool and keyhole based on superposition of moving point
sources of heat: a low power (500 W), not welded through, b moderate power (1500 W), not
welded through, c high power, welded through, widening at the top, d widening at top and bottom
(e.g. twin-sided welding). Reprinted from [8], copyright (1998) with permission from Old City
Publishing
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4.3 Steady State 2D-Heat Conduction from a Moving
Cylinder at Constant Temperature

Another powerful analytical solution is the moving cylinder (the keyhole cross
section), where the surface of a cylinder is set at a constant temperature; this might
be the evaporation temperature in the case of a keyhole. An analytical expression
[19] describes the accompanying planar temperature field T(x,y) which only
depends on the Péclet number

Fig. 4.3 Calculated results of the dimensionless heat flux at the surface as a function of the
azimuthal angle for the model of a moving ellipse at constant surface temperature: a different
elongation aspect ratios δ of the ellipse for Pe = 1.32, b different Pe-numbers for a laterally
elongated ellipse (keyhole) with δ = 0.25 and c for a longitudinally elongated ellipse with δ = 1.5.
Reprinted from [20], copyright (2005) with permission from Institute of Physics Publishing Ltd
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Pe=
vR
2κ

,

where R is the keyhole radius, v the welding speed and κ the thermal diffusivity.
This model assumes a certain keyhole radius, thus the power per unit depth results
(from the heat flux, i.e. the azimuthal integration of the normal temperature gradient
at the boundary). More sophisticated is the assumption of a moving elliptical
cylinder [20] instead of a circular cylinder, providing an additional geometrical
parameter of freedom. The calculated dimensionless heat flux q at the ellipse
(keyhole wall) as a function of the azimuthal angle η is shown in Fig. 4.3 for
different Péclet numbers Pe and elliptical aspect ratios δ = a/b, if a is a coordinate
in the welding direction and b a coordinate perpendicular to it.

As can be seen, the aspect ratio δ of the ellipse has some influence on the
azimuthal heat flux distribution, while high Péclet numbers lead to a strong azi-
muthal asymmetry. For an ellipse that is strongly elongated in the lateral direction,
Fig. 4.3b, the maximum heat flux is no longer located at the leading edge, but at the
side.

A highly accurate solution for the temperature field T(x,y) in the horizontal plane
can be computed numerically, as has been done by several authors for a given
(usually circular) keyhole cross section, e.g. by the Volume of Fluids method, VOF
(or Finite Control Volume method, FCV); here, 2D-melt flow around the keyhole
was taken into account [21] as will be described later. Figure 4.4 shows the
resulting isotherms of the temperature field in the melt pool, calculated for steel for
a keyhole diameter of 200 µm and a welding speed of 3 m/min. Comparison with
the (thermodynamically identical) analytical solution for the moving cylinder shows
very good numerical agreement as long as the melt flow speeds are not too high.
Nevertheless, in addition to the melt flow, the numerical solution can take into
account the latent heat of melting and temperature dependent material properties.
For higher speeds and more intense melt flow, numerical analysis can explain the
usual sharp rear shape of the resolidification isotherm rather than the round one seen
in Fig. 4.4.

Fig. 4.4 Isotherms of the temperature field accompanying a circular moving keyhole, calculated
by the VOF-method (keyhole diameter 2rkh = 200 μm, welding speed v = 3 m/min, low C steel)
[21]
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4.4 Sophisticated Quasi-3D-Model Based on the Moving
Line Source of Heat

The keyhole geometry can be calculated [6, 9, 21] in the x, z-plane point-by-point
by applying a local energy balance between the incident laser beam radiation,

ILðr, zÞ= 2PL

r2f ðzÞπ
exp −

2r2

r2f ðzÞ

 !
,

and the heat flux required locally to reach evaporation temperature at a given
welding speed. The heat flux is derived from the moving line source model of heat
flow (applied in each plane of vertical discretisation, by matching the length of the
evaporation isotherm), for example, at the front wall of the keyhole to

qv, frontðxf Þ= ðTv −TaÞ ρcpv2 1+
K1ðPef Þ
K0ðPef Þ

� �
,

where

Pef =
vxf
2κ

is the Péclet number for the keyhole front wall location xf(z).
With the use of approximations to the value of the Bessel function, simplified

expressions can be derived for the heat flux at the front and rear side, respectively:

qv, front = ðTv −TaÞ ρcpv2 2+
vRkh

2κ

� �− 0.7
" #

and

qv, rear = ðTv − TaÞ ρcpv2
vRkh

2κ

� �− 0.7

.

The fluxes of the absorbed beam power (taking into account different absorption
mechanisms) and the heat flux (required for maintaining the evaporation temper-
ature) are balanced by the angle of inclination β(z) of the keyhole wall, calculated
separately at the front and rear walls:

AðβÞILðx, zÞ= qvðRkhðzÞÞ tanðβðzÞÞ;

A(β) can take into account different absorption contributions, in particular the
local angle-dependent Fresnel-absorption.
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In each horizontal plane the keyhole wall angle and the approximate temperature
field can be calculated, making use of the vertical discretisation. The keyhole
geometry described by xf(z) and xr(z) is found by integration from both sides,
+x and –x at z = 0, towards incrementally lower x- and higher z-values respec-
tively. At each location the keyhole wall angle β(z) in the xz-plane is calculated
from the above energy balance, enabling successive calculation of the keyhole
shape from the top surface until both curvatures meet at the bottom of the keyhole
(or until they end at the bottom surface of the workpiece).

The model consists of many submodels [6, 21] that allow high modelling
flexibility in choosing between high accuracy and simplicity.

The fluid flow as well as phenomena related to pressure at the rear wall of the
keyhole are not taken into account in this model.

4.4.1 Surface Convection and Radiation

The absorbed laser power generates a distributed heat source as the governing
boundary condition for the heat flow. Conservation of energy for quasi-steady state
conditions requires equivalent heat losses at the boundaries. During laser materials
processing, however, the heat input is highly concentrated and thus dominant, while
the heat losses are distributed over large surface areas and have therefore a less
significant influence on the temperature field. In contrast, the main cooling mech-
anism locally affecting heat conduction is dissemination of heat into the sur-
rounding extended metal sheet, which remains close to room temperature. The heat
can dissipate freely within the work piece and infinite sheet size is often a valid
approximation. This divergent flow is seen to be dominant when compared to flow
across the surface boundaries resulting from forced gas convection and thermal
radiation. Moreover, the method of clamping the work piece can significantly
conduct off heat, leading to a complex three-dimensional heat flow.

Losses by surface convection to the ambient atmosphere or, in particular, to the
shielding gas flow, can be taken into account in a linear manner by introducing a
heat transfer coefficient hc, which must be determined empirically:

−K∇T = hcðT −TaÞ.

The hot metal vapour or plasma streaming out of the keyhole in deep penetration
laser welding [6, 21] can have the opposite effect of conducting additional heat to
the surface. As known from high speed imaging, this flow is rather unpredictable
and fluctuates considerably; it is not yet well understood.

The same boundary condition can be additively extended to include radiative
surface losses by thermal emission obeying the Stefan-Boltzmann law (according to
Planck’s radiation law):
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−K∇T = εσSBðT4 −T4
a Þ.

However, the absolute magnitude of convective and radiative surface losses is so
small (a few Watts) that it is often neglected and a simple no-heat-flux boundary
condition is applied:

n.∇T =0.

Only in exceptional circumstances is any boundary of the workpiece close to the
processing zone, causing a significant stagnation of the heat flow and a corre-
sponding increase in temperature. For analytical heat source models the method of
mirror images can be applied to simulate no heat flux across an edge in an easy
manner [8, 15, 22]. However, normally the metal sheets provide sufficiently large
regions around the processing zone to enable wide dissemination of the heat flow.

4.4.2 Phase Transformations

During laser materials processing a series of phase transformations can take place,
often in both directions: melting and resolidification, evaporation and condensation,
metallurgical phase transformations (e.g. from ferrite to austenite and vice versa), or
chemical reactions (e.g. oxidation). According to the direction of evolution of
enthalpy and Gibb’s free energy, phase transformations either liberate or consume
energy. In a temperature field, this source or sink of energy through phase trans-
formations leads to a corresponding jump of the temperature gradient; in a medium
at rest which does not change density as a result of the change,

−Ksn.∇Ts = −Kln.∇Tl + ρvLm

where v is the normal velocity of the phase-front in the direction n, the unit normal
to it. In CFD-simulations [12, 13] it is common to introduce an artificially increased
(or lowered) heat capacity in a narrow temperature interval around the phase
transformation temperature to simulate the consumption (or generation) of heat:

c*p =
Lm

Tl − Ts
;

see also Chap. 8 For analytical modelling very few solutions can take this phase
transformation discontinuity into account. It is easier to handle phase transforma-
tions at the surface, e.g. evaporation corresponds to heat flux losses that can often
be directly subtracted from the absorbed power density of the beam, simply low-
ering the boundary condition [22].
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4.4.3 Transient and Pulsed Heat Conduction

Transient conditions take place during pw-laser welding, during process initiation
and termination, when there are strongly varying conditions (in the product
geometry, for example), during process oscillations, etc. In many situations the
quasi-steady-state conditions are sufficiently representative. For oscillating condi-
tions powerful techniques for the solution of the heat conduction equation have
been developed [19, 23], particularly by expanding the steady state solutions of
moving sources of heat to allow for oscillating conditions. Another method for
treating oscillating conditions as well as stability criteria is the perturbation method
that does not require a quantitative numerical solution of the physical state. Instead
it focuses on dynamic behaviour, particularly the stability of oscillations.

4.5 Model for Initiation of Laser Spot Welding

For single pulse laser welding (spot welding, with no relative motion) a model was
developed [22] that calculates heat conduction for a flat surfaced work piece (i.e.
before keyhole drilling) by taking into account the surface absorptance A(r, t) as a
function of space and time, as a result of the temperature dependence of the
absorptance, A(T). If the solution for an instantaneous ring source of heat [10],

Tijðr, z; tÞ= ΔQij

8ρcpðπκðt− tjÞÞ3 ̸2 exp −
r2 + r2i + z2

4κðt− tjÞ
� �

I0
rri

2κðt− tjÞ
� �

,

is used, superposition of such individually matched ring sources

ΔQij =2AijIij2πriΔriΔtj

in space (radius ri) and time (instant tj), by integrating over the radial coordinate as
shown in Fig. 4.5, and iteratively over time, allows calculation of the resulting
temperature field (discretised formulation of the corresponding integral):

Tðr, z; tÞ= Ta + ∑
j
∑
i
Tijðr, z; tÞ+ ∑

k
∑
j
∑
i
Tijðr, z− 2kd; tÞ

The finite thickness d of the work piece (assumed laterally infinite) is taken into
account by the method of mirror sources [15]. In the calculation each ring source
has a portion ΔQ of energy and represents a radial interval Δr around the location ri
and a time interval Δt around the instant tj of the entire absorbed heat input of the
laser pulse.

It should be emphasized that this superposition provides a high degree of flex-
ibility for modelling almost any (radially symmetric) power density distribution in
space (beam profile IL(r)) and time (pulse profile IL(t)).
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From the various calculated results in [22], one for AuNi-coated copper is shown
in Fig. 4.6. For two laser beam pulse energies the melting radius at the surface is
plotted as a function of time. For higher beam energies, the evaporation temperature
will be reached and the development of the evaporation domain radius (assuming
no changes in shape of the surface) is also shown.

The analysis allows detailed study of the absorptivity as a function of space and
time. A steep increase in the absorptivity during melting (as the Au-layer disappears
and the heated Cu increases its absorptivity) significantly accelerates the heating
process. Correspondingly, beyond the melting threshold the melting radius grows
rapidly, making the process highly sensitive to disturbances. This was recognised as
a source of unreliability and an important industrial problem; it was possible to
study it and performance was successfully improved by lowering the sensitivity of
the surface conditions which in turn lower the absorption. Figure 4.7 illustrates the
theory for the initiation of pulsed laser welding, derived from the model. The
impact of small absorbing pollutions (hot spots) and the threshold to keyhole
formation can be explained, for example.

Fig. 4.5 Mathematical
model [22] and geometry of
pulsed heating of a (laterally
infinite) work piece by a
circular laser beam, by
superposition of instantaneous
ring sources of heat of
different radius and energy,
including mirror sources for
the finite sample thickness d.
Reprinted from [22],
copyright (2005) with
permission from Elsevier

Fig. 4.6 Calculated radius,
rm and rv, of the surface
melting and evaporation
domains as a function of time
for two laser pulse energies
EL. Reprinted from [22],
copyright (2005) with
permission from Elsevier
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Through the solution of one integral, another analytical solution [24] provides
the temperature field in space and time for step-functions of the boundary condition
of Gauss-distributed heat input. This model, originally applied for laser hardening
was recently introduced to pulsed conduction mode laser welding [25], which can
also serve for the initiation of keyhole welding. In contrast to the above ring source
model, the absorptivity cannot be considered as a function of temperature. How-
ever, the solution enables superposition of Gaussian sources in space as well of
literally any pulse shape in time, again also including mirror sources for flat sheets,
to model shaped laser beams in a highly flexible manner.

4.5.1 Geometry of the Liquid Pool

Heat conduction, along with convection, governs the geometry of the interface
domains of the phase transformations, particularly the shape of the keyhole and of
the molten pool during laser welding, but also the Heat Affected Zone. The cross
section achieved during the process, which is often a design goal, is a projection of
the three-dimensional interface, e.g. the weld seam shape or the hardened track.
Moreover, the temperature gradients at the interface determine the metallurgical
structure. Another important role of the geometry of the melt pool is its influence on
fluid flow, which is determined by its inner shape- the keyhole wall- and its outer
shape, the solid-liquid interface.

For low welding speed when the Péclet number is small, heat conduction
dominates over convection and the isotherms are close to a rotationally symmetric
shape around the laser beam axis and the conditions are correspondingly less
constrained.

Fig. 4.7 Theory of the radial absorptivity (upper figure) and material cross section (lower figure)
for seven different stages of pulsed laser processing: a room temperature, with correspondingly
low absorptivity, b central spot of high absorptivity, c increased absorptivity during heating,
d diffusion of the coating during melting, e melt spot exceeding the beam size, f evaporation
losses, g keyhole formation with multiple reflections enhancing the absorptivity. Reprinted from
[22], copyright (2005) with permission from Elsevier
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In contrast, at high speed the isotherms become significantly asymmetric and
elongated; see for example Fig. 4.2 and Fig. 4.4, even though the speed is only
moderate. The fluid flow and vapour conditions become highly constrained by
strong directional forces and mechanisms.

The shape of the liquid pool results from numerical simulations by CFD
[12–14, 26]. For example, the simulations explain why not only the top but also the
bottom of the sheet facilitates the development of strong melt streams that elongate
the pool.

4.6 Mass Balance of a Welding Joint

Figure 4.8a illustrates a typical laser butt weld cross section. The shape of the weld
cross section is governed to first order by conservation of mass (cross section area).
For the case shown here of zero gap, material has flowed down due to root
drop-through (sagging) as is typical for aluminium welds due to its physical
properties, such as large melting interval and low viscosity; material is therefore
missing at the top surface, leading to depletion or undercut. An increasing of the
average gap width, as seen in Fig. 4.8b, would correspondingly increase the
material deficit (cross section area) and in turn the trend to undercutting at the top
surface, independently of the process itself. In contrast, the addition of filler wire
(either cold wire or arc-augmented wire-addition during hybrid welding), as shown
in Fig. 4.8c, raises the top surface, avoids undercutting and permits shape a rein-
forcement of a desired height.

The cross sectional area added by wire feeding depends on the process. It is
proportional to the wire feeding rate and inversely proportional to the welding
speed, and is thus governed by the ratio vw/v. The change in the cross section area of

Fig. 4.8 Calculated weld seam cross section for a zero gap, b different gap widths, c different
filler wire speed vw (wire diameter 0.8 mm)
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a weld by the above two phenomena can be expressed by a mass balance (refor-
mulated in terms of area):

ΔAw =
d2wπvw
4v

−wgd.

While butt and overlap joints (mostly) correspond to highly symmetric condi-
tions in the processing direction, other joint geometries lead to lateral asymmetry, as
in the case of fillet joints or tailored blanks, which often makes mathematical
modelling more difficult.

The liquid pool geometry is one of the main links between heat conduction and
melt flow and plays an essential role in the phenomena discussed in the following
section.

4.7 Melt Flow

The shape of the melt pool as defined by the keyhole (the liquid-vapour interface),
its melting and resolidification front (the solid-liquid interface) and its surface (the
liquid-gas interface) is mainly the result of heat conduction, accompanied by
convection caused by the relative motion of the work piece and the laser beam and
various melt flow phenomena.

For the most common case of cw-laser welding heat conduction leads to
quasi-steady state conditions relative to the laser beam. Besides free surface con-
ditions, certain phenomena, such as evaporation at the keyhole wall or flow of the
shielding gas, govern the fluid mechanical boundary conditions of the melt pool that
in turn induce melt pool motion. Although the melt flow is usually considered
relative to the keyhole for the sake of simplicity (so that a coordinate system
moving with the laser beam, keyhole and melt pool is generally used), it should not
be forgotten that this relative motion is superimposed on the welding speed. This
means eddies induced by Marangoni flow, for example, are really spiral type
viewed relative to the work piece.

For pw-laser welding, and in particular for single pulse laser welding, the
conditions are highly transient and even more complex. One example, namely the
keyhole collapse during single spot laser keyhole welding that often ends in
the formation of a pore, is described in Chap. 8. Spatter ejection during drilling
of the keyhole is also typical, as the transient conditions are not in balance, in
contrast to cw-laser welding, and often lead to a considerable excess of evaporation
recoil forces that accelerate the melt.

Inside the melt pool different types of melt flow can take place. A number of
important flow phenomena selected are illustrated in Fig. 4.9 and will be briefly
described in the following.

4 Keyhole Welding: The Solid and Liquid Phases 103



A. Melt flow redirected to pass around the keyhole.
B. Marangoni flow driven by surface tension gradients.
C. Redirected flow that can cause spatter.
D. Humping caused by accumulating downstream flow.
E. Stagnation point for accelerated flow.
F. Inner eddies.
G. Keyhole front melt film flow downwards, driven by boiling recoil pressure.

4.7.1 Melt Flow Passing Around the Keyhole

For an established keyhole the welding speed drives the molten material towards the
keyhole front. As only a small portion of the upstream melt evaporates, conservation
of mass and the reduction of the melt flow cross section through the keyhole requires
acceleration to take place so that the melt can pass around or under the keyhole; the
process is illustrated as mechanism A (and G) in Fig. 4.9. The driving force for this
acceleration is the evaporation recoil pressure at the front of the keyhole, controlled
by the incident laser beam power and by the local keyhole wall angle. As a regulating
mechanism, the more the upstream melt tries to push the keyhole front wall forward,
the more strongly is the laser beam locally absorbed; the keyhole wall reacts by
evaporation and through the resulting ablation recoil pressure.

Fig. 4.9 Different melt flow
phenomena during laser
welding: A melt passing
around the keyhole,
B Marangoni flow, C drop
ejection, D humping, E rear
flow stagnation, F inner
eddies, G flow downwards to
the root, alternatively flow
underneath the keyhole
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4.7.2 Numerical 2D-Simulation of the Melt Flow Around
a Prescribed Keyhole Shape

The melt flow around the keyhole can be computed by numerical simulation
(Computational Fluid Dynamics, CFD), as will be presented using the method of
Volume of Fluids (VOF, or Finite Control Volumes, FCV). Reduce the problem to
one in a horizontal plane (xy-coordinates) and assume a cylindrical keyhole of
prescribed diameter (assumed to resist the melt motion by reason of its shape, which
is maintained in reality by evaporation and the fluid pressure of the escaping
vapour), the melt pool shape and the flow conditions can then be calculated for
these simplified conditions; the results depend solely on the keyhole diameter, the
welding speed and the material.

The temperature field and the resulting shape of the melt pool have already been
shown in Fig. 4.4. Figure 4.10 shows the computed [21, 27] melt flow field (upper
half: velocity vectors, lower half: lines of constant speed) for steel, with a keyhole
diameter of 200 μm, and at a speed of 3 m/min.

It shows a rather narrow melt film in front of and beside the keyhole. High
velocities are therefore required in these regions to maintain the mass balance. In
the large melt pool behind the keyhole the melt slows down again before
resolidification.

At lower speed the melt pool becomes wider. In particular the channel between
the keyhole and the melting isotherm becomes wider, thus causing a less con-
strained flow at a lower speed. For a larger keyhole a very narrow channel can result
where a high pressure develops in order to drive the melt around the keyhole, to
ensure conservation of mass. The high speed generated can lead to phenomena such
as surface waves, undercuts with central peaks (mechanism E in Fig. 4.9) and
humping (mechanism D in Fig. 4.9). Materials with higher thermal conductivity or

Fig. 4.10 Melt flow field (upper) and lines of constant speed (lower) calculated by the
FCV-method for steel, v = 3 m/min, 2rkh = 200 μm [21, 27]. Reprinted from [27], copyright
(2005) with permission from Old City Publishing
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with a larger difference between the melting and boiling temperatures like Alu-
minium provide a much wider channel compared to steel for otherwise identical
conditions. Correspondingly, relatively little acceleration is caused; nevertheless,
processing aluminium is usually very unstable, because of the low viscosity, low
surface tension, etc.

The high speed is a result of steep pressure gradients in the melt that in turn are
caused by evaporation at the keyhole front. The evaporating keyhole front has a
self-regulating mechanism for continuously redirecting the upstream melt laterally
around the keyhole. The resulting speed of the melt at the centreline of the melt and
along the keyhole boundary is plotted in Fig. 4.11; x is positive in front of the
keyhole, x = 0 to x = −314 μm is along one half of the keyhole circumference, and
x < −314 μm is behind the keyhole, for three different welding speeds.

The narrow channel between the keyhole and the melt front, and the corre-
spondingly constrained flow, can have a significant impact on several melt flow
phenomena. Despite the highly non-linear nature of viscous fluid flow, the flow
behaviour around the keyhole often follows a fairly regular behaviour, as can be
seen from Fig. 4.11. Based on the stagnation pressure of the welding speed v,

pd0 = ρ
v2

2
,

a general linear approach to finding the pressure along the keyhole can be for-
mulated [21]. Behind the keyhole the melt slows down again in the large melt pool
followed by resolidification. Various simulations with somewhat differing results
can be found in literature for this boundary value problem. Figure 4.12 shows the
streamlines and absolute velocity values of an FE-based flow field calculation
[28, 29] and the corresponding temperature field.

Fig. 4.11 Calculated
(FCV-method) melt flow
speed at the centreline (y = 0,
position x) and along the
keyhole wall when flowing
around a cylindrical keyhole
of diameter 2rkh = 200 µm,
for three welding speeds
v (low C-steel) [21]
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For a circular keyhole and low speed, Fig. 4.12a, the flow is similar to the above
results, although a slight jet remains in the wake. For high welding speeds, see
Fig. 4.12b for an elongated keyhole, the acceleration beside the keyhole leads to
strong jets that have a significant impact on the wake and can in practice cause
humping (mechanism D), in this case the formation of large, regular drops at the
weld surface. Even for a moderate welding speed the accelerated flow can signif-
icantly affect the resulting shape of the weld, by the formation of a central peak for
example, accompanied by undercuts; see mechanism E in Fig. 4.9 (described
below) that can originate from the mechanism A described above. Recently, thanks
to the availability of more computational power, even three-dimensional simula-
tions were successfully carried out [12, 13], making it possible to explain further,
phenomena like the formation of vortices, induced for example by Marangoni flow,
which lead to three-dimensional trajectories or the separation of the keyhole during
overlap welding with a gap. Transient mathematical modelling also enabled the
calculation of the reaction of evaporation and absorption on the melt flow as a
function of time, demonstrating the development of stable elastic oscillations of the
melt pool in response to the keyhole wall mechanisms [30].

4.7.3 Marangoni Flow Driven by Surface Tension
Gradients

A phenomenon well known from arc welding is thermocapillary flow or Marangoni
convection, often calculated by numerical methods (e.g. comparing FCV with the

Fig. 4.12 Calculated (FE-method) streamline, velocity and temperature for a cylindrical keyhole,
2rkh = 200 μm, v = 5 m/min, Fe, b elongated keyhole, width 100 μm, length 250 µm,
v = 15 m/min, Fe; legend velocity u*: a = 0.5, b = 2, c = 3, d = 4, e = 5, f = 7, g = 9; legend
temperature T*: a = 0.6, b = 0.8, c = 0.99, d = 1.01, e = 1.2, f = 1.4, g = 1.6 [28, 29]
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Moving Particle Semi-implicit method, MPS) in arc welding [31] and inherently
part of laser welding CFD simulations [12, 13, 32]. This kind of flow is driven by
surface tension gradients which form a boundary condition of shear force type on
the melt flow; that in turn is generated by the temperature dependence of the surface
tension. A negative temperature coefficient for the surface tension is the more
common case, which results in a lower surface tension in the middle of the melt
pool and a higher surface tension towards the solid-liquid boundary. A corre-
sponding flow develops radially outwards. Conservation of mass combined with the
necessary existence of a stagnation point at the solid-liquid interface results in
eddies developing in which the melt flows downwards (the possibility of upward
flow is limited by surface tension). It then returns to the centre in deeper regions and
flows up again; see mechanism B in Fig. 4.9. This kind of eddy (due to the welding
speed eddies in fact become advancing spirals) supports heat conduction radially
away from the keyhole, thus widening the weld pool and making it more shallow.
This mechanism may be one of the origins for the often typical nail shape (or wine
glass shape) of the weld. While CFD simulation enables highly accurate solutions,
the widening can be taken into account in relatively simple models as well, by
introducing (and matching) an increased thermal conductivity, for example, or by
superimposing artificial point sources of heat [7, 8].

Under certain circumstances, namely if the temperature coefficient of the surface
tension is positive (as in the case of the addition of surface active elements such as
sulphur or oxygen to steel, for example), the flow is directed in the opposite
direction, so that at the surface it flows towards the centre of the melt pool where it
is redirected downwards, leading to deeper weld pools. Combinations of both
directions of flow can take place in the same melt pool.

Marangoni convection is a complex but important phenomenon which is always
present and is often dominant during laser welding. Today, high speed imaging
allows a better understanding of this mechanism and its interaction with the other
melt pool flows.

4.7.4 Flow Redirection, Inner Eddies, Spatter
and Stagnation Points

The strongest driving force in keyhole laser welding used to be the recoil pressure
from laser-induced vaporisation at the keyhole front. It induces the flow around the
keyhole described above, but it can also generate a vertical melt flow downwards,
mechanism G, as will be described below, and three-dimensional combinations of
melt streams. The solid-liquid interface acts as an often complex, three-dimensional
redirecting boundary to the flow, for continuity of mass. It can also cause inner
eddies, mechanism F, which in turn could transport bubbles. Under certain con-
ditions the redirected flow can lead to spatter, mechanism C. A survey and
description of the basic routes for spatter formation is given in [33]. The most likely
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origin for spatter is initially strong boiling and recoil pressure at the keyhole front,
acceleration of the melt and subsequent redirection of the melt flow such that a
significant vertical velocity component is generated, normal to the pool surface. If
the momentum of the flow remains concentrated and the vertical component is so
strong that it overcomes the surface tension forces, melt columns can escape and
drops can separate as spatter. Another origin for spatter can be acceleration of the
melt at the rear wall of the keyhole when dragged by the vapour jet. The melt flow
accelerated by the recoil pressure along with redirecting actions can lead to complex
melt flow patterns, particularly in the large rear part of the melt pool and close to the
surfaces, as CFD-simulations [12, 13, 32] as well as X-ray high speed imaging [34]
have confirmed.

A typical redirection of fast melt flow is at the rear point of the melt pool,
mechanism E in Fig. 4.9, where solidification takes place. Before solidification the
melt might be redirected upwards, which can cause excess of weld metal in the
centre accompanied by undercuts towards the sides, or the formation of large
humps, mechanism D.

4.7.5 Humping Caused by Accumulating Downstream Flow

Humping is a phenomenon often experienced in laser welding, particularly at very
high speeds. It is characterised by the regular development of large drops on the
melt pool; see mechanism D in Fig. 4.9. These periodically resolidify at the top
weld surface or even at the root of the weld, thus leading to an unacceptable weld
quality. Three different types of humping have been distinguished [34]. In partic-
ular, strong acceleration of the melt under a blind keyhole followed by subsequent
stagnation far behind the keyhole have been observed at high welding speed with
the aid of high speed imaging. Moreover, in contrast to, or in combination with,
drops at the surface formed by humping, channels can form between the resolidi-
fying drop and the lateral boundaries of the weld. In the weld seam they appear as
cavities or severe undercuts.

4.7.6 Keyhole Front Melt Film Flow Downwards, Driven
by Recoil Pressure

As mentioned above, the melt film in front of and beside the keyhole is more
strongly controlled (by the laser beam) than is the large melt pool. In particular, the
evaporation recoil pressure at the keyhole wall continuously tries to maintain a
balance against collapsing melt flow and surface tension forces as well as against
the continuously incoming melt delivered as a result of the speed of welding.
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The excess of recoil (or ablation) pressure from evaporation acts as a force on the
melt film that causes vertical melt film flow in addition to the horizontal redirecting
mechanism, A. Consequently, the melt can either be accelerated to the top or
bottom. Both can cause spatter. For lasers with 1 µm wavelength, such as fibre
lasers, high speed imaging has shown for a variety of parameters waves flowing
down the keyhole front, which can be reconstructed, as in Fig. 4.13a, by
post-modelling of the images, for deeper analysis [11]. The waves are of mass flow
type and driven by the boiling pressure. Similar waves resulted from
CFD-simulation, see Fig. 4.13b. The consequence of this strong downward flow is
the risk of spatter or of humping at the weld root. The fast flow downwards also
tends to elongate the root because of convective heat transfer, supported by the free
surface. For partial penetration such flow can pass the material below the keyhole,
mechanism G, then flowing upwards again, instead of or in addition to the sideways
flow, mechanism A. Gravity has only a minor impact here, except in the case of
wide, extended melts.

4.8 Concluding Remarks

While heat conduction phenomena during laser beam welding are easier to
understand, with the exception of convection in the melt flow, the above account
describes only some of the melt flow phenomena that can occur. For example, the
description of another melt flow mechanism, in this case the collapse of the keyhole
causing pores, can be found in Chap. 8.

Fig. 4.13 a Laser-induced boiling front with waves flowing downwards, reconstructed by
post-modelling from a high speed image (courtesy by R. Matti), b side view cross-section of a
similar front by CFD-simulation of the melt flow (by courtesy of J. Pocorni and S. J. Na)
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The superposition of all these mechanisms and their non-linear fluid mechanical
nature leads to extremely complex conditions and flow fields that are today only
partially understood. Mathematical modelling and simulation as well as high speed
imaging are suitable methods for improved understanding and control of these
phenomena; such understanding is important since these phenomena often deter-
mine the resulting weld quality.
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Chapter 5
Laser Keyhole Welding: The Vapour
Phase

John Dowden

Abstract Several aspects of the properties of the keyhole and its relationship to the
weld pool in laser keyhole welding are considered. The aspect of most immediate
importance is the exchange of energy between the laser beam itself and the molten
material of the weld pool. Many mechanisms are involved, but the two considered
here are the process of direct absorption at the keyhole wall (Fresnel absorption)
and the two-stage process of absorption of energy by inverse bremsstrahlung into
the ionised vapour that forms in the case of the longer-wavelength lasers such as the
CO2 laser, followed by thermal conduction to the wall. Consideration is given to the
role of the Knudsen layer at the boundary. The possibility that the exchange may be
influenced by the vapour flow in the keyhole is considered. More generally, the
dynamics of the flow is investigated and the balances necessary to keep the keyhole
open are investigated. A simple model of the interaction of the vapour with the
molten material in the weld pool is proposed which can be used to investigate their
interaction. Order of magnitude estimates suggest that it is far from simple but that
some simplifying approximations are possible. The chapter ends with some basic
models of electromagnetic effects in an ionised vapour as an introduction to the
more comprehensive analysis provided in Chap. 7.

5.1 Notation

The symbols employed for the physical constants and the main variables used in
this chapter, and their SI base units, are given in Table 5.1. Other symbols are
defined when they are first introduced; subscripts and primes may be added to the
symbols for related variables in specific contexts.

J. Dowden (✉)
Department of Mathematical Sciences, University of Essex,
Colchester, Essex CO4 3SQ, UK
e-mail: john.dowden@essex.ac.uk

© Springer International Publishing AG 2017
J. Dowden and W. Schulz (eds.), The Theory of Laser Materials Processing,
Springer Series in Materials Science 119,
DOI 10.1007/978-3-319-56711-2_5

113



T
ab

le
5.
1

N
ot
at
io
n

Sy
m
bo

l
U
ni
ts

M
ea
ni
ng

Sy
m
bo

l
U
ni
ts

M
ea
ni
ng

c
m

s−
1

Sp
ee
d
of

lig
ht

γ
N

m
−
1
(k
g
s−

2 )
C
oe
ffi
ci
en
t
of

su
rf
ac
e
te
ns
io
n

e
C
(A

s)
M
ag
ni
tu
de

of
th
e
ch
ar
ge

of
an

el
ec
tr
on

ε 0
F
m

−
1
(A

2
kg

−
1

m
−
3
s4
)

Pe
rm

itt
iv
ity

of
fr
ee

sp
ac
e,

=
8.
85

4
×
10

−
12

F
m

−
1
=
μ
−
1

0
c−

2
w
he
re

μ 0
=
4π

×
10

−
7
H

m
−
1

k B
J
K
−
1
(k
g
m

2

s−
2
K
−
1 )

B
ol
tz
m
an
n’
s
co
ns
ta
nt

λ
W

m
−
1
K
−
1
(k
g
m

s−
3
K
−
1 )

T
he
rm

al
co
nd

uc
tiv

ity

m
e,
m
n,

m
i

kg
M
as
s
of

an
el
ec
tr
on

,
a
ne
ut
ra
l

at
om

,a
n
io
n

μ
Pa

s
(k
g
m

−
1
s−

1 )
D
yn

am
ic

vi
sc
os
ity

P
Pa

(k
g
m

−
1
s−

2 )
Pr
es
su
re

μ r
–

(R
ea
l)
re
fr
ac
tiv

e
in
de
x

p 0
Pa

A
m
bi
en
t
pr
es
su
re

ν
m

2
s−

1
K
in
em

at
ic

vi
sc
os
ity

,
μ/
ρ

r
m

R
ad
ia
l
co
-o
rd
in
at
e

ρ
kg

m
−
3

M
as
s
de
ns
ity

v
m

s−
1

V
el
oc
ity

ve
ct
or

ρ c
ha

rg
e

C
m

−
3
(A

m
−
3
s)

C
ha
rg
e
de
ns
ity

v r
or

u
m

s−
1

R
ad
ia
l
co
m
po

ne
nt

of
v

ω
s−

1
A
ng

ul
ar

fr
eq
ue
nc
y
of

la
se
r
ra
di
at
io
n

v z
or

w
m

s−
1

A
xi
al

co
m
po

ne
nt

of
v

ℏ
J
s
(k
g
m

2
s−

1 )
Pl
an
ck
’
s
co
ns
ta
nt
/2
π

z
m

A
xi
al

co
-o
rd
in
at
e

114 J. Dowden



5.2 The Keyhole

The broad qualitative aspects of what happens in the keyhole in laser keyhole
welding are reasonably clear, but the details are complex and are not too well
understood. Experiments show that the keyhole is usually not in a steady state, even
in a frame of reference that is stationary with respect to the laser beam, but much
can be learned from a study of the steady state. In outline, the energy from the laser
beam first enters the keyhole; much of it is then absorbed and reflected directly at
the keyhole wall by the process of Fresnel absorption, but some of the power of the
laser, depending on its wavelength, is absorbed into the partially ionised vapour that
fills the keyhole. It is either re-radiated or else passed by thermal conduction in the
vapour to the keyhole wall. For a CW CO2 laser this fraction can be substantial, but
is much less when the wavelength is shorter. This transfer process is illustrated in
Fig. 5.1.

If time dependence is ignored, the main equations and the reasons for them can
be found in [1] and in a form extended to variation along the keyhole in [2, 3]. The
power absorbed per unit volume by inverse bremsstrahlung, q, is given in terms of
the absorption cross-section, σ, by

q=4πUmeanσne where σ =
niZ2e6 1− exp −ℏω ̸kBTð Þf g

6μrε30cℏω3m2
e

ffiffiffiffiffiffiffiffiffiffiffiffiffi
me

6πkBT

r
g ̄ ð5:1Þ

where Umean (W m−2) is the mean intensity of radiation in all 4π directions and Z is
the average charge of the positive ions in units of proton charge. The Gaunt factors
are the ratio of a corrected version of the formula to the classical result, and different
factors are used for different interactions [4]; they are discussed in Sect. 7.5.1, but
here the average value g ̄ of the appropriate factor is taken as unity. Thus

σ0 ≡ σ ̸
niZ2e6g

6μrε30cℏω3m2
e

ffiffiffiffiffiffiffiffiffiffiffi
me

6πℏω

r
=

1− exp − 1 ̸T ′

� �
ffiffiffiffiffi
T ′

p where T ′ = kBT ̸ℏω. ð5:2Þ

For a CO2 laser with vapour at 104 K, the value of T ′ is 7.5. The assumption that
the electron temperature is approximately the same as that of the ions and neutrals
will be made, so that Saha’s equation,

Fig. 5.1 The relative
geometry of the work piece,
laser and keyhole during laser
keyhole welding and the
transfer processes involved
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neni
nn

= n0N T ′′
� �

,

can be used to relate the number densities of electrons, neutrals and ions, ne, nn and
ni respectively, if local thermodynamic equilibrium is assumed. In the equation,

n0 = 2
gi0
gn0

meI
2πℏ2

� �3
2

, T ′′ =
kBT
I

and, approximately,

N T ′′
� �

= T ′′
3
2 exp −

1
T ′′

� �
≈T ′′3 ̸2; ð5:3Þ

I is the ionisation energy of the atoms of the vapour in the keyhole, which will be
assumed to consist mainly of iron from the work piece. Number densities are related
to charge density, mass density and pressure by

ρcharge = e Zni − neð Þ,

ρ=mini +mnnn +mene,

p= ni + nn + neð ÞkBT .

Assume that me ≪mi =mn and that ρcharge = 0 so Zni = ne; although the second
of these assumptions is shown not to be true in Sect. 5.7, it is none the less
convenient and likely to be a good approximation in view of the high conductivity
of an ionised vapour. The quasi-neutrality approximation can then be used. Assume
also that Z = 1 provided the temperature is not too high, so

ni = ne = n0 S T ′′, p′′
� �

−N T ′′
� �� �

and

nn = n0 2N T ′′
� �

+
p′′

T ′′
− 2S T ′′, p′′

� �	 

,

ð5:4Þ

where

p′′ =
p
n0I

and S T ′′, p′′
� �

≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N T ′′ð Þp′′

T ′′
+N T ′′ð Þ2

r
.

The mass density is therefore given by

ρ=mnn0 N T ′′
� �

+ p′′ ̸T ′′ − S T ′′, p′′
� �� �

. ð5:5Þ

Equations (5.3) and (5.4) applied to (5.1) and (5.2) show that
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q0 T ′′, p′′
� �

≡
q

4πUmeanD Tð Þn20σ0 T ′ð Þ

=N T ′′
� �

2N T ′′
� �

+
p′′
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where

D=
Z2e6g Tð Þ

6μrε30cℏω3m2
e

ffiffiffiffiffiffiffiffiffiffiffi
me

6πℏω

r
.

For iron, T ′′ has the value 0.11 at 104 K, and at atmospheric pressure the value of
p′′ is about 6 × 10−7 while n0 is about 10

29 m−3. The ionisation then tends to be
low since N ≈ 4.1 × 10−7 and p′′ ̸T ′′≈ 5.5 × 10− 6. The vapour itself is strongly
conductive at these temperatures. Since the degree of ionisation is relatively low,
the coefficient of thermal conductivity will be taken to have the form

B
ffiffiffiffi
T

p
where B=8.324× 102 ×m− 1 ̸2Ω− 1d − 2 J m− 1 s− 1 K− 3 ̸2; ð5:6Þ

see [5]. In (5.6) m is the molecular weight of the gas, d (measured in pm) is the
molecular diameter and Ω is weakly dependent on temperature. From [6], d for iron
is about 140 pm, while at 5000 K, Ω is 0.6, and at 104 K, it is 0.5.

The results obtained so far must be combined with the equation of heat con-
duction (1.10), for which an approximation to the velocity components in the
vapour is needed. An order of magnitude calculation suggests that the convection
terms and the longitudinal conduction term have a fairly small effect compared to
the lateral conduction term on the temperature distribution, but their inclusion
would allow a qualitative evaluation of their effects.

Assume that the radially inward flow caused by ablation at the keyhole wall is
not confined to a narrow layer but decreases more or less uniformly with distance
from the wall; see Sect. 5.6.2 for further discussion of this aspect of the problem. If
the pressure gradient in the keyhole is considered to have a minor role compared to
the lateral conditions at the wall, and since the longitudinal viscous terms can be
ignored by comparison with the radial ones, the longitudinal term in the
Navier-Stokes equation is approximately

1
r
∂

∂r
μr

∂uz
∂r

=0 giving uz =W zð Þ.

Since compressibility of the vapour is not central to the problem under con-
sideration, ignore it so that u.∇ρ ≈ 0; the equation of conservation of mass then
shows that
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1
r
∂

∂r
rur +

∂uz
∂z

=0 so ur = −
dW
dz

r.

so the equation of heat conduction becomes

ρCp − 1
2

dW
dz

r
∂T
∂r

+W
∂T
∂z

	 

=

1
r
∂

∂r
λr

∂T
∂r

. ð5:7Þ

The effects of longitudinal conduction have been ignored compared to the radial
terms. Mass is not conserved along the length of the keyhole because of ablation at
the keyhole wall. If W is taken to be a linear function of z, dW/dz is a given constant
so (5.7) becomes

1
r′

∂

∂r′
r′
ffiffiffiffiffiffi
T ′′

p ∂T ′′

∂r′
+PEΣ T ′′, p′′

� �
=

υC′

pρ
′ T ′′
� �

a′ z′
� �

W ′ z′
� �

a′ z′
� � ∂T ′′

∂z′
−

da′ z′
� �
dz′

.r′
∂T ′′

∂r′

� �	

−
1
2
a′ z′
� � dW ′ z′

� �
dz′

r′
dT ′′

dr′


 ð5:8Þ

in dimensionless form (see [1, 3]), where a0 is for example the beam radius or the
radius of the keyhole at the surface, aðzÞ= a0a′ðz′Þ is the keyhole radius and W0 is a
velocity scale for W; ℓ is a characteristic longitudinal length scale such as the
thickness of the work piece, the expected average depth of a blind keyhole or a
suitable length scale deduced by consideration of the other dimensional and
dimensionless groups in the problem. Additionally,

Σ T ′′, p′′
� �

≡ g ̄ T ′′
� � 1− exp −ℏω ̸IT ′′

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IT ′′ ̸ℏω

p N T ′′
� �

2N T ′′
� �

+
p′′

T ′′
− 2S T ′′, p′′

� �	 

,

E≡
n20
πB

Z2e6

6μrε
3
0cℏω3m2

e

ffiffiffiffiffiffiffiffiffiffiffi
me

6πℏω

r
kB
I

� �3 ̸2

W− 1, υ=
n0a20W0

ℓB

ffiffiffiffiffi
k3B
I

r
,

C′

p =
mn

kB
Cp, 4πUmean =

P
πa2

and z=ℓz′, r= a0r′.

E is about 8.775 × 108 W−1 for iron vapour in CO2 laser light. If z is measured
positive downwards, da/dz will usually be negative and so will dW/dz for regions in
which the flow in the keyhole is upwards. The dependence of g ̄ on T is not known,
but its value seems to be close to one at the relevant temperatures. The specific heat
Cp can be calculated from
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Cp =
∂H
∂T

� �
p
where H =

5p
2ρ

+
Ini
ρ
; ð5:9Þ

H is the enthalpy per unit mass, and the partial derivative can be calculated using
(5.4) and the effective constitutive relation (5.5).

In principle, the pressure has to be related to the flow of the vapour in the
keyhole, and will itself depend on both r and the longitudinal co-ordinate
z. Although the viscous thermal flow term (1.13) should perhaps be included as
well, an order of magnitude calculation suggests that the ratio of its value to the
Fourier heat flow is likely to be an order of magnitude less than one. Its neglect is
therefore convenient but not necessarily fully justified so whether or not it can be
neglected will depend on the purpose of the model. Sometimes the pressure can be
regarded as not varying greatly from the average local value. As shown later
though, that is not a good approximation for the fluid dynamic aspects of the
problem, and the question of what holds the keyhole open.

Equation (5.8) has to be solved for the temperature T with appropriate boundary
conditions at the keyhole wall.

5.3 The Keyhole Wall

5.3.1 The Knudsen Layer

When a gas or vapour occupies a region adjacent to a solid or liquid boundary, there
is a thin layer, identified by Knudsen [7], in which the velocity distribution of the
molecules of the gas is not Maxwellian. Since molecules immediately adjacent to
the boundary cannot have a component of velocity relative to it that is directed
towards it, there is an adjustment layer with a thickness of a few mean free paths
before equilibrium is reached. The region is known as the Knudsen layer. The
distribution of velocities immediately adjacent to the wall is usually assumed to be
half-Maxwellian, an assumption which is well supported by observation. The
hydrodynamic continuum approximation (Sect. 1.2.1), Kn ≪ 1, does not apply in
the layer and if it is to be used elsewhere, discontinuity conditions have to be
introduced. In laser processing consideration of the Knudsen layer can be important
since strong vaporisation can occur on, for example, the keyhole wall in laser
keyhole welding. The gas near the wall is not in translational equilibrium, which is
reached in a few mean free paths as a result of particle collisions.

5.3.1.1 Ablation Through the Knudsen Layer

At the boundary between the liquid and vapour phases the material of the work
piece crossing it experiences an intense phase change. It arrives at the boundary as a
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liquid with a normal component of velocity that is relatively close to the velocity of
the interface itself, and leaves it as a vapour that is much less dense than the liquid;
conservation of the mass flow rate therefore requires it to have a very much higher
velocity. The random velocity fluctuations of the individual particles very close to
the boundary cannot be considered to be isotropic as there will not be many
back-scattered particles at the interface. The result is that a Knudsen layer forms in
the vapour in which the transition from a non-equilibrium velocity distribution at
the surface of the liquid region, to a local Maxwell-Boltzmann distribution some
few mean free paths above the metal surface occurs. See for example [7–12].

Knight [11] has shown that the following discontinuity relationships hold. The
subscript V indicates conditions on the vapour side of the Knudsen layer and L

indicates conditions in the liquid immediately prior to vaporisation; ρSV is the
density of saturated vapour at the temperature of the liquid at the interface, TL, since
Knight’s analysis assumes that emitted particles were in equilibrium with the liquid
before vaporisation. Figure 5.2 shows schematically the regions to which each of
the subscripted variables applies.

The discontinuity in the temperature is given by

TV
TL

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ 1

4
πm2 γ − 1

γ +1

� �2
s

− 1
2
m
γ − 1
γ +1

ffiffiffi
π

p
8<
:

9=
;

2

,

and the discontinuity in density by

ρV
ρSV

=

ffiffiffiffiffiffi
TL
TV

r
m2 + 1

2

 �
exp m2� �

erfc mð Þ− mffiffiffi
π

p
	 


+
1
2
TL
TV

1−m
ffiffiffi
π

p
exp m2� �

erfc mð Þ� �

Fig. 5.2 The Knudsen layer, showing the regions to which the notation of Sect. 5.3.1 applies. T is
the temperature, p the pressure, ρ the density, u the velocity, c the speed of sound and Ma the
Mach number. Vaporising material moves from left to right and if conditions are steady in time,
n ̇=0
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where erfc is the complementary error function as defined in [13], and

m=
unVffiffiffiffiffiffiffiffiffiffiffi
2RTV

p =MaV

ffiffiffi
γ

2

r
.

R is the gas constant for the vapour, MaV is the vapour Mach number just outside
the layer with a speed of sound given by

cVa =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γpV ̸ρV

p
=

ffiffiffiffiffiffiffiffiffiffiffi
γRTV

p
;

γ is the adiabatic index of the vapour and is usually given the value 5/3 appropriate
to a monatomic gas; unV is the normal velocity component in the vapour just outside
the Knudsen layer. The normal components of gas velocity are related by the
condition of conservation of mass, (1.18), modified for a layer of finite but varying
thickness, so that

ρL unL − n ̇ð Þ= ρV unV − n ̇′
� �

where n ̇ is the velocity of the interface measured positive following the direction of
motion of the ablated material and n ̇′ is the velocity of the outer edge of the
Knudsen layer. Since ρV ≪ ρL, n ̇′ can usually be ignored and indeed when con-
ditions are steady in time, both it and n ̇ are zero, so ρLunL = ρVunV if the system is
stationary. The conditions depend strongly on the Mach number of the vapour flow
based on the normal velocity unV.

Various simplifications have been proposed, based on slightly different
assumptions. For example, Anisimov showed in [8] that in a vacuum TV = 0.67 TL
and ρV = 0.31 ρSV; the saturated vapour pressure pSV corresponding to ρSV can be
found from a vapour pressure relationship such as that given in [14] for example.
Conditions inside a keyhole, however, are not those of a vacuum, and Finke et al.
[10, 15] found the discontinuity conditions as functions of the Mach number
numerically. Their results were calculated for values of the Mach number at the
edge of the layer, unV/cVa, in the range 0–1 and can be approximated by the
following quadratic relations. If

x1 = unV ̸cVa, 0≤ unV ≤ cVa and x2 =
1
4
pSV ̸pV − 1ð Þ, pV ≤ pSV <5pV

then

TV ̸TL =1− 0.31x1 − 0.09x21, ð5:10Þ

ρV ̸ρSV =1− 1.16x1 + 0.56x21, TV ̸TL =1− 0.60x2 + 0.24x22,

ρV ̸ρSV =1− 1.03x2 + 0.35x22 and unV ̸cSV =1.47x2 − 0.47x22.

5 Laser Keyhole Welding: The Vapour Phase 121



The same notation is used as in Fig. 5.2 and cVa =
ffiffiffiffiffiffiffiffiffiffi
γp ̸ρ

p
is the speed of sound.

In these calculations, as in Knight’s analysis, the normal component of velocity at
the edge of the layer, unV (or equivalently the Mach number MaV), is a free
parameter determined by the flow far from the boundary.

5.3.1.2 Thermal Flux and Viscous Slip in the Knudsen Layer

The no-slip condition (1.24) for a gas moving adjacent to a non-interacting fluid or
solid boundary does not necessarily apply because of the presence of the Knudsen
layer, and the appropriate viscous slip conditions and associated thermal flux have
been studied in detail in [12, 15], Chaps. 3–6. The extension to the case when there
is ablation or condensation at the interface, as in the case of the keyhole in laser
welding where there is an asymptotic large tangential flow as well, has been
investigated [16], Chap. 7. The results are not straightforward, but the arguments in
favour of (1.24) in the absence of ablation apply with greater strength in the
presence of vigorous ablation and it seems reasonable to assume that it can be used
as an approximation. The same may not be true, though, when condensation occurs.

When there is no phase change at the boundary, the formal position is that (1.24)
is replaced by a slip condition [17, 18]. There is a tangential slip velocity u (so that
u.n = 0) between the surface and the gas which must satisfy

u.t= σp
vm
p
nitjdij + σT

μ

ρ

1
T
t.∇T ð5:11Þ

for any tangential vector t, where n is a unit vector normal to the surface directed
into the gas, dij is the deviatoric stress tensor defined in Table 1.1, σp is the viscous
slip coefficient and στ is the thermal slip coefficient (both of these are dimension-
less); vm is the most probable molecular velocity at the local temperature T and m is
the molecular mass of the gas. The density ρ and vm are given by

ρ=
pm
kBT

and vm =

ffiffiffiffiffiffiffiffiffiffi
2kBT
m

r
.

Reference [19] provides a critical review of values; the value of σp depends on
the diffuse fraction α in Maxwell’s boundary condition which lies between 0 and 1;
see [19], Sect. 3.8.2. It appears to be given fairly accurately by

σp = 2− αð Þ σp 1ð Þ− 0.1211 1− αð Þ� �
̸α

and σp(1) has a value close to unity; σT is given by 0.75 + bα where b is given
variously as 0.375 or 0.3993.

The theory so far has been derived for a solid boundary at rest, but the same
ideas apply if the boundary were liquid and in motion, provided the slip velocity is
understood to be relative to the (tangential) velocity of the boundary.
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Related to (5.5) is the existence of a heat flux, q, tangential to the surface (so q.
n = 0) in the Knudsen layer which is related to the viscous stress at the edge of the
hydrodynamic regime by

q.t= κsnitjdij; ð5:12Þ

κs (m
2 s−1) is a surface heat conductivity given by

κs =
μv20
2p

1
2
θ4 − σT

 �

where θ4 is the same constant that appears in (1.13) and has the value 3 for
Maxwellian molecules [12], but will be different for other models.

Some modification is necessary to combine these results with the results of
Sect. (1.13) or the work of authors cited in, for example, [16, 19], Chap. 7. At
atmospheric pressure however, even at temperatures of the order of 104 K, the
coefficients of ∂uτ./∂n and ∂lnT/∂τ in (5.11) and (5.12) are small. This suggests that
the results relating to tangential mass and heat flows can be ignored when the
process being studied takes place at or close to atmospheric pressure. In particular,
it is likely that the no-slip condition (1.24) remains a good approximation.

5.3.2 Fresnel Absorption

When a laser beam is incident on a metallic surface, the wave is partly reflected and
partly absorbed; the process is usually referred to as Fresnel absorption. The
subject was analysed in detail by Stratton [20] and was applied in the case of
p-polarised light to laser cutting by Schulz et al. [21]. It is assumed that the light is
absorbed by the classical Fresnel formulae and the light beam couples to the metal
electron gas. This absorbs some of the intensity by Joule heating. The process gives
absorption and reflection coefficients that are independent of the incident intensity,
and depend on the angle of incidence θ of the laser beam measured from the normal
to the surface and on the material-dependent quantity

ε2 =
2ε2

ε1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε21 + σst ̸ωε0ð Þ2

q .

The quantities ε1 and ε2 are the real parts of the dielectric constants of the metal
and the vapour respectively through which the beam is being transmitted and σst is
the electrical conductance per unit depth of the work piece; ε1 and ε2 have typical
values that are approximately unity while σst has a value of about 5.0 × 105 W−1

m−1. A CO2 laser with a wavelength of 10.6 μm has a value for ω of
1.78 × 1014 s−1, and so ε has a value of about 0.08. In the case of laser cutting,
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p-polarised light is more effective than s-polarised light [22] and the reflection
coefficient in that case is

RsðθÞ= cos2 θ+ ε− cos θð Þ2
cos2 θ+ ε+ cos θð Þ2 .

For laser welding the roughly circular cross-section of the keyhole makes an
assumption of circularly polarised light more appropriate; the reflection coefficient
is then

Rc θð Þ= 1
2

1+ 1− ε cos θð Þ2
1 + 1+ ε cos θð Þ2 +

cos2 θ+ ε− cos θð Þ2
cos2 θ+ ε+ cos θð Þ2

 !
.

A characteristic of both formulae is that when θ is near ½π, so that the beam is
close to grazing incidence, the reflection coefficient is remarkably small so that a
high proportion of the intensity is absorbed. For a p-polarised beam, the minimum
value of the reflection coefficient is

3− 2
ffiffiffi
2

p
≈ 0.17 when cos θ= ε ̸

ffiffiffi
2

p

and for the circularly polarised case the stationary value is attained close to the same
value of cos θ when ε is small with a value depending on ε but close to 0.6. These
should be compared to the values when θ is zero, which are approximately 0.85 in
both cases when ε is 0.08.

This simple electromagnetic model for absorption at a metal surface is often used
at the wavelength of a CO2 laser; at that wavelength a simple model of electro-
magnetic interaction involving resistive dissipation is probably adequate. At shorter
wavelengths, though, the model becomes less satisfactory; neither does it allow for
surface impurities.

5.4 The Role of Convection in the Transfer of Energy
to the Keyhole Wall

In the case of a CO2 laser, inverse bremsstrahlung ensures a substantial degree of
ionisation and resultant flow of thermal energy from the ionised vapour in the
interior of the keyhole to the wall. At shorter wavelengths the effect becomes
progressively less important; for a Nd:YAG laser it is known that some ionisation
can occur but the rise in temperature is not significant. To find the temperature
distribution and the flow of heat to the wall in the longer wavelength case, it is
necessary to solve (5.8) with an appropriate boundary condition on the temperature
to allow for the effect of the Knudsen layer; (5.10) provides an example. Supposing
that the vapour consists effectively of single un-ionised iron atoms, the pressure is
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atmospheric, and unV is of the order of 1 m s−1 (see [23] and Sect. 5.6.3) x1 is
approximately 0.063 ̸

ffiffiffiffiffiffi
TV

p
. When substituted in (5.10) and taking TL to be 2999 K

these give a value of 10−3 for x1 and 2998 K for TV, the boundary condition to be
imposed on (5.8), suggesting that the presence of the Knudsen layer has only a
small effect on the solution. It is worth noting that the speed of sound in unionised
iron vapour at this temperature is nearly three times that for air at room temperature.

To find the heat transferred to the boundary by inverse bremsstrahlung, (5.8) has
to be solved. At the CO2 wavelength, an order of magnitude calculation suggests
that the dominant term is the second on the left, with the convection terms on the
right playing a relatively minor role. For first order estimates therefore they can be
neglected and (5.8) approximated by

1
r′

∂

∂r′
r′
ffiffiffiffiffiffi
T ′′

p ∂T ′′

∂r′
+PEΣ T ′′, p′′

� �
=0. ð5:13Þ

Reference [1] pp 205–240 describes solutions of this equation and Fig. 5.3
shows the heat flux to the keyhole wall that results, in the case of iron vapour.
Equation (5.13) has three solutions for a given power if the laser power is high
enough, only one otherwise. There is always a solution for which the temperature is
almost equal to the temperature at the keyhole wall; for iron it seems there is no
other solution for a power of less than about 0.82 kW. At higher powers there is an
upper solution with rather high temperatures in the range 11–20 kK, and an
intermediate solution in the range 7–11 kK. These temperature values correspond to
a laser power at the given cross-section of 5 kW. In the high temperature case the
power absorbed rises with incident laser power, but in the middle-range case it falls
very slowly. At low powers when no solution other than the almost constant one
exists, the near-isothermal solution is undoubtedly stable. It seems likely when
there are three solutions, that the solutions with the lowest and highest temperature
ranges are stable and the middle-range one is unstable. The temperatures in this
upper solution may seem rather high, but as the solid curve in Fig. 5.4 shows, they
fall rapidly away from the axis of the keyhole, so that the average value will be
substantially lower than the maximum on the axis.

Fig. 5.3 Power absorbed per unit depth at the keyhole wall for iron vapour as a function of power
at the given cross-section of the keyhole calculated using (5.13). The dotted line includes a
correction for a higher degree of ionisation. © 2001 From [1]. Reproduced by permission of Taylor
and Francis LLC, a division of Informa plc
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At atmospheric pressure and a temperature of 104 K the term EΣ on the left of
(5.8) has a value of 0.188 kW−1 for iron vapour; when ℓ = 1 cm, a0 = 0.1 mm,
W0 = 300 m s−1 [23, 24] the value of υ is 177 and at the same values as before for
p and T, C′

p is equal to 29.2. The order of magnitude of the right hand side of the
equation is then 60.2 × 10−4. At lower temperatures, of the order of 5 kK at
atmospheric pressure, the ratio of the convective term to the absorption term rises
dramatically and is very high at the boiling temperature. Since the effect of the
convective terms is cooling on balance, they may have a very substantial effect on
the temperature distribution, and on the energy available to be absorbed by the work
piece.

At the CO2 wavelength, the convective term makes little practical difference to
the temperature distribution. If a is assumed independent of z, W to be linear in z,
and ℓ is the thickness of the work piece which is fully penetrated, W is given by

W z′
� �

=
z′

z′stag
− 1

where z′stag is the position of the stagnation point and has the value ½ in these
circumstances. If the velocity scale W0 is taken as the magnitude of the exit velocity
at either end of the keyhole, a solution for T independent of z is then possible. The
solid line in Fig. 5.4 represents the solution for the dimensionless radial temperature
distribution when the power in the fundamental frequency is 5 kW. From (5.1) it is
clear that there is almost no contribution to inverse bremsstrahlung absorption from
higher harmonics. The solid line represents both of the cases when W at z = 0 is
0 m s−1 (υ = 0) and when it is 300 m s−1, a reasonably representative value in
practice (υ = 200); the two cases are indistinguishable. T(0) is predicted to be 23
kK; although this temperature may seem rather high, it should be noticed from the
graph that the temperature falls off quite rapidly away from the axis, and in fact the
average value is 16 kK. Furthermore, for a conical blind keyhole the average
temperature over the whole keyhole is then predicted to be of the order of 13 kK.

Fig. 5.4 Dimensionless temperature y = [T(r) − TV]/[T(0) − TV] as a function of the
dimensionless radial distance r/a, calculated using (5.8). The cases when υ = 0 and 200 (solid
curve) are indistinguishable; the broken line shows the case when υ = 47000; in the latter case QB

is zero
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For lasers with higher fundamental frequencies much less energy is absorbed by
inverse bremsstrahlung resulting in a much lower temperature on the axis and on
average over the whole keyhole.

The quantity that is of importance is the net rate of flow of heat from the vapour
to the metal per unit depth. It is given by

QB ≡ 2πa − λ
∂T
∂r

+ ρHur

� �����
r= a

=2πB
I
kB

� �3 ̸2

−
ffiffiffiffiffiffi
T ′′

p ∂T ′′

∂r′
− υa′2

dW ′

dz′
5
2
p′′ +2N +

p′′

T ′′
− 2S
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r′ =1

ð5:14Þ

where λ is given by (5.6) and H by (5.9). The critical quantity in determining the
importance of thermal convection in the welding process is the ratio of the second
of these terms to the first, since the second term has the effect of reducing the
energy transferred into the work piece. With the same example as before of a 5 kW
laser power into 1 cm of metal, the ratio is about 2% so that neglect of the con-
vection term remains justifiable. The constant E is very strongly dependent on the
wavelength of the laser used, and it falls rapidly with decreasing wavelength
whereas the parameter υ, which is largely determined by W0 and is not strongly
frequency dependent, is not affected to the same extent. A consequence is that the
radial ablation velocity increasingly tends to suppress absorption by inverse
bremsstrahlung when progressively higher wavelengths are used.

Included in Fig. 5.4 is the temperature profile which corresponds to a very much
greater degree of convection; the particular instance shown is the limiting case in
which QB as given by (5.14) is zero; in that case the power necessary to melt the
work piece and provide the weld pool must be supplied entirely by Fresnel
absorption at the keyhole wall. At higher levels of convection no solution is pos-
sible and the plasma is extinguished.

The same is generally true of longitudinal convection. From (5.8) its effects are
of the same order of magnitude as those of radial convection, but the mathematical
problem is harder since the equation becomes a parabolic partial differential
equation with a singular point (at which the coefficient of the highest derivative in z′

vanishes) which occurs in the interior of the solution domain. One approach is to
re-introduce the second derivatives in z′ so that the elliptic structure of the equation
is restored; they had been neglected since elsewhere their effect is negligible, so this
is not wholly satisfactory and would present problems in a numerical scheme of
solution as well as introducing complications in an analytical approach. Alterna-
tively, retain the parabolic form of the equation, exclude the singularity and insist
on obtaining matching solutions in the two regions, with T and ∂T/∂z continuous at
the stagnation point. These difficulties are, however, of a technical nature and have
no underlying physical significance.

It seems that, for most purposes, the simplified model given by (5.13) in which
convection is ignored, is probably adequate for the study of CO2 laser welding.
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5.5 Fluid Flow in the Keyhole

5.5.1 General Aspects

Equations (5.5)–(5.9) can be used to estimate the parameters of a partially singly
ionised gas of iron atoms at atmospheric pressure and a temperature of 1000 K. The
density ρ ≈ 7.22 × 10−4 kg m−3 from (5.5), the thermal conductivity λ ≈ 1 kg m
s−3 K−1 from (5.6), and the specific heat Cp ≈ 24 × 104 m2 s−2 K−1 from (5.9).
Table 5.2 shows values found in the literature, or deducible from it, for the dynamic
viscosity of some air-like mixtures. Regarded as functions of temperature, T, the
graphs for the viscosity, μ, have a very similar shape in all cases; a maximum value is
reached as indicated in the table followed by a fairly rapid fall to a value under
0.3 × 10−4 Pa s at 2 kK or lower. A representative value of 2 × 10−4 Pa s can be
taken for air or argon, and a corresponding value for iron vapour can be deduced
which is perhaps nearer 3 × 10−4 Pa s, since the viscosity is approximately pro-
portional to the square root of the molecular mass. If a typical value of 300 m s−1 for
the axial velocity, W, in the keyhole is taken (see Amara and Bendib [24], for
example) and a value of 10− 4 m for the radius of the keyhole, a0, the Reynolds
number, Re, and the Prandtl number, Pr, have the following orders of magnitude,

Revapour =
2Wa0ρ

μ
≈ 0.3 and Pr =

μCp

λ
≈ 75.

It seems that viscosity dominates over thermal conductivity and the flow is far
from turbulent; the threshold for turbulent flow in a conventional pipe is at a
Reynolds number of around 30, with fully developed turbulence only occurring for
a very much higher value. For turbulence to occur in the keyhole it would be
necessary for the flow velocity to be 100 times faster at the very least. There are
some unexpected consequences for the study of the behaviour of the keyhole and
the flow in the melt pool.

For example, consider the Reynolds Number in the melt pool; it is possible to
estimate its order of magnitude. Amara and Bendib [24] quote experimentally
observed keyhole vapour ejection velocities of the order of 100–200 m s−1, while
Amara et al. [23] produced a theoretical model that gives keyhole vapour velocities

Table 5.2 Some estimates for the maximum viscosity of ionised gases

Source Gas μ (10−4 Pa s) At: (K)

Devoto [52, 53] Argon 2 (order of magnitude) –

Palmer and Wright [54] Air-like mixture 2.3 104

Gupta [55] Air-like mixture 2.5 104

Armaly [56] Air-like mixture 2.3/2.5 9/11 × 103

Wilke [57] Air-like mixture 1.7 6 × 103

Murphy [58] Air-like mixture 2.3 104
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in the interior of the keyhole which can be many times greater than this at 1 bar. For
the purposes of order of magnitude calculations here, take the kinematic viscosity in
the molten region, νliquid, equal to 2.85 × 10−7 m2 s−1, ℓ = 0.5 × 10−2 m and
Wliquid = 300 m s−1 since the tangential component of velocity at the interface has
to be continuous, see [1] p 205; ℓ is a measure of the size of the weld pool. With
these values

Reliquid =
Uℓ
ν

≈ 5× 108

showing that the Reynolds number is very high and would still be high enough for
turbulence to be expected in the melt pool even if the velocities were of the order of
cm s−1 rather than hundreds of m s−1, and the radius of the keyhole were used
rather than the dimensions of the melt pool.

Graphs of the degree of ionisation, the Prandtl number and the Reynolds number
as functions of temperature at atmospheric pressure are shown in Figs. 5.5 and 5.6.
Ionisation has a significant effect on Re and Pr, and hence also on the Péclet
number, Pe = Re Pr; curve A in Fig. 5.5 shows that the change from little ioni-
sation to almost complete single ionisation takes place in the middle of the relevant
temperature range.

5.5.2 Turbulence in the Weld Pool and the Keyhole

The graph of the Reynolds number in the two regions shows that the flow in the
keyhole is dominated by viscosity and is not turbulent in the conventional sense.
A suitably modified Poiseuille flow in the keyhole is therefore to be expected; the

Fig. 5.5 (A) Degree of
ionisation, ni/(ni + nn) and
(B) the Prandtl number
Pr = ν ̸κ as functions of
temperature at atmospheric
pressure for iron vapour

Fig. 5.6 Reynolds number
Re=Wℓ ̸ν as a function of
temperature (based on
W = 300 m s−1, ℓ=0.1 mm
in both the liquid and vapour
regions)
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keyhole, however, is known to be a writhing, tortuous entity, far from dynamically
stationary, with a great many of the characteristics commonly associated with
turbulence. The reason for this lies in the molten region, not the keyhole itself. The
Reynolds number close to the keyhole wall (based on the same length scale and
velocity) is very high, with a value at the level associated with fully developed
turbulence. In consequence, a strongly turbulent motion is to be expected near the
keyhole wall in the liquid region though not in the vapour. The important difference
between the two regions is that the density of the vapour is very much less than that
of the liquid metal even though their axial velocities are comparable. The similarity
of the velocities is a result of the tangential interface condition; see Sects. 1.3.2 and
5.3.1. Consequently, the momentum per unit volume of the molten material is very
much greater than that of the vapour, so the shape of the interface is dominated by
the complex turbulent motion in the liquid, even though the dynamics of the flow in
the vapour has the relative simplicity of a motion dominated by viscosity. As a
result, it seems likely that the welding region for a blind keyhole can be divided
schematically into regions as in Fig. 5.7a, with four separate regions when con-
sidered in a frame of reference at rest relative to the laser beam.

Region A. The highly viscous vapour region inside the keyhole.
Region B. A mixed region consisting intermittently at any given point of viscous

vapour some of the time and near-inviscid liquid metal; its characteristics are not
unlike those of turbulence, and can be considered in many ways as a turbulent
mixture of two interacting phases of the material, mixed with any shielding gas or
surrounding atmosphere that has found its way into the keyhole. There may be both
evaporation and condensation occurring between the molten and gaseous phases of
the material of the work piece.

Region C. A region consisting entirely of molten material. It probably has a
turbulent region adjacent to region B and may have a mushy zone adjacent to region
D.

Region D. The solid region of the work piece.

Fig. 5.7 Schematic diagrams of the welding region, showing a the four different regions and b the
conversion of the energy of a downward-directed laser beam to downward momentum of liquid
material near the bottom of a blind keyhole. Uworkpiece indicates the direction of translation of the
work piece relative to the laser beam
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For a keyhole that penetrates the work piece completely the same general
principles will hold, but region B will be thinner and the location of the exit of the
keyhole will be more or less well defined unless penetration is only just achieved.

5.5.3 Stability of the Keyhole Wall

In the case of a keyhole that penetrates completely through the work piece with a
substantial radius at the exit point, the laser is rapidly re-drilling the keyhole as soon
as instabilities form; [25] gives an account of the mechanism for the generation and
propagation of such disturbances. The keyhole thus retains its approximately
cylindrical shape. If a significant degree of taper is expected so that penetration is
barely achieved, or if the keyhole is blind, the lower part of the keyhole may be
very unstable and the instabilities can produce bubbles towards the bottom of the
keyhole [26, 27]. Under such conditions, any given point in space near the bottom
of the keyhole may be occupied by vapour at one time and by liquid metal at
another, a very special form of turbulence that is essentially two-phase flow with
strong transitions from one phase to the other, with the formation of droplets a
strong possibility.

The bottom end of a blind keyhole may move around erratically, and its
boundary deform, in a manner reminiscent of chaotic behaviour; although its shape
and position are given deterministically it appears to behave randomly. An inter-
esting feature of such a situation is the possibility of a substantial downward force
on adjacent regions of liquid material. Ablation on the upper surface of a protrusion
from the keyhole wall or on a droplet occurs whenever the material is not shielded
by molten material higher up the keyhole, but the ablation pressure which results
does not balance the surface tension forces. A substantial excess pressure is pro-
duced in the liquid on upward-facing parts of the liquid while lower parts are
shielded. The result is clearest in the case of droplets which will be impelled to
move downwards (ultimately transferring their momentum to the melt pool), but the
same applies to regions connected to the main body of fluid. In either case, there
will be a net downward motion in the molten material [25]. As this occurs where the
upward velocity of the vapour in the keyhole is least, it can result in a net down-
ward flow in the molten region through condition (1.19), rather than the anticipated
upward flow that occurs elsewhere [28, 29]. The situation is illustrated schemati-
cally in Fig. 5.7b.

5.5.4 Stability of Waves of Acoustic Type

A clear audible signal is often heard during laser keyhole welding for which there
could be many different causes. For example, the oscillations of the keyhole wall as
a result of fluid motion in the molten zone surrounding the keyhole have been
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investigated [30]. That theory has been experimentally tested, but there are practical
difficulties in identifying the type of oscillations to study and compare with it. It
may be difficult to distinguish between oscillations associated with the keyhole wall
and those that are fundamentally oscillations of the vapour in the keyhole. The two
are necessarily linked, but have very different origins.

The natural frequencies of acoustic oscillations of the keyhole cavity itself can
be expected to impose a formant on the sound detected, and thus emphasize some
frequencies more than others. The keyhole is analogous to an organ pipe open at
each end and a somewhat similar analysis is possible. Reference [31] ignored
interaction with the keyhole wall, which was taken to be fixed and have the form of
a circular cylinder. The analysis was based on (5.1)–(5.5) with the addition of the
time-dependent fluid dynamic conservation (1.5) and Euler equations, i.e. (1.9)
without the viscous terms. In addition the energy (1.10) was taken in the form

ρ
DH
Dt

−
Dp
Dt

=∇.λ∇T + q−L+V ≡Q ð5:15Þ

where D/Dt is the inertial derivative; see Sect. 1.2.2 for the notation. H is the
enthalpy per unit mass given by (5.9), λ is a suitable thermal conductivity, L is the
rate of loss of energy by radiation from the vapour for which an estimate was
provided but subsequently neglected, and V is the rate of working of viscous
stresses, also neglected. See (5.1) for q.

The very much greater inertia of the molten metal of the weld pool compared to
that of the vapour suggests that the oscillations of the keyhole wall and those of the
vapour may not be closely linked, as the frequencies of oscillation of the vapour are
higher than the fundamental frequencies of the keyhole wall. When the laser is
switched off, fluid dynamic forces produce a collapse time for the keyhole of the
order of 1 ms [32, 33] so that the possibility of linking cannot be entirely ignored at
frequencies comparable to 1 kHz. For much higher frequencies however there is not
enough time for adjustment to take place.

A linearised version of the equations with appropriate end-conditions showed
that the stability of small oscillations with an angular frequency ωA, proportional to
exp iωAtð Þ could be determined from the roots of the cubic polynomial

aX3 + bX2 + cX + d=0.

where X = − iωA and

a= ρT − ρρTHp + ρρpHT , b= ρTQp − ρpQT ,

c= ρ
n2π2

ℓ2 HρρT +HT
� �

, d= −QT
n2π2

ℓ2 .
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Subscripts indicated derivatives: ρ, Q and ni (used in the definition of H), are
considered to be functions of p and T while for the purpose of constructing these
coefficients H is given by

H ρ, p,Tð Þ= 5p
2ρ

+
I
ρ
ni p,Tð Þ

and its derivatives are constructed accordingly; Q(p,T) is an averaged and
approximated form of the right-hand side of (5.15) and ℓ is the length of the
keyhole. The coefficients a – d need to be evaluated at suitable values of p and T,
obtained either by observation or from the full theoretical model in a steady state.

For oscillations to be stable it is necessary for the real parts of all the roots of the
cubic to be non-positive (asymptotic stability requires them to be negative), and the
Routh-Hurwitz criterion1 can be used to discover if it is so. According to that
criterion the real parts of all roots are negative if

a, b, c and d are all of the same sign and bc > ad.

If the right-hand side of (5.15) is not zero, as is normally the case, the solutions
X of the cubic will always have a negative real part if the above conditions are
satisfied and the system is then stable, but otherwise it is unstable. Investigation of
the equations approximating Q by q only, and using this criterion, showed that the
system is always unstable at temperatures above about 4 kK, with high growth rates
characteristically between about 5 and 12 kK depending on the value of the ioni-
sation energy, I, the pressure in the keyhole and the laser frequency. The growth
rate Re(X) depends on other parameters as well but for a 10 kW CO2 laser in a
keyhole of length 1 cm it is considerably greater than the time expected for a
vapour element to be ejected from the keyhole. However, that is not necessarily true
for a Nd:Yag laser for example, or for much lower-powered CO2 lasers. For
temperatures above about 12 kW the growth rates are very much lower and the
ejection process, as well as the effects of viscosity (ignored here), may be sufficient
to damp out disturbances. See Fig. 5.8.

In general, the disturbances have associated with them an oscillatory character
whose angular frequency is given by |Im(X)|. If the value of q is low, because of a
much higher laser frequency than a CO2 laser for example, the behaviour of the
disturbances may be almost entirely oscillatory in character with a frequency that
increases with temperature; see Fig. 5.9. That is not necessarily so for higher values
of q, however. Figure 5.9 shows that there can be a temperature range at typically
between about 10 and 12 kK where the associated frequency of the disturbances is
low enough to be in the audible range, or absent entirely. It may be that this is
reflected in changes in the acoustic signal heard during welding.

1https://www.en.wikipedia.org.wiki/Routh-Hurwitz_stability_criterion.

5 Laser Keyhole Welding: The Vapour Phase 133

https://www.en.wikipedia.org.wiki/Routh-Hurwitz_stability_criterion


The most probable implication of the instability of steady-state conditions in the
keyhole is that there may exist large-amplitude oscillations of acoustic type in the
vapour of the keyhole. They might be periodic of limit cycle type, or chaotic;
perhaps they contain considerable energy. Whether this is enough to produce such
great differences in the mean values of quantities like the temperature or pressure in
the keyhole, that the traditional assumptions of dynamical equilibrium in theoretical
models are invalidated, is not known. The interaction with other fluid dynamical
aspects of the motion in the vapour and boundary is also unclear. It is possible that,
in spite of the analysis given in Sect. 5.5.2, such mechanisms might cause turbu-
lence in the keyhole.

Fig. 5.8 The growth rate coefficient Re(X) (s−1) of the most unstable disturbance for n = 1 for
iron as a function of temperature T (kK), in the case when the hole radius is 0.3 mm, for powers of
3, 5 and 10 kW, at atmospheric pressure in a keyhole of length 1 cm for a CO2 laser. Redrawn
from [31], with the permission of the International Institute for the Joining of Materials

Fig. 5.9 The frequency |Im(X)|/2π (Hz) of the associated acoustic oscillations of the same keyhole
as a function of temperature for powers of 350 W, 3 kW, 10 kW and a notional adiabatic example
in which q = 0. Redrawn and augmented from [31], with the permission of the International
Institute for the Joining of Materials
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5.5.5 Elongation of the Keyhole

It is very usual for models of the keyhole to assume that its cross section is circular
at any given distance along the axis of the laser beam, whether or not the centre of
the circle is on the axis and whether or not the radius of the circle is assumed to be
independent of depth; the primary assumption is therefore that the keyhole cross
section is almost entirely determined by the beam profile. At best that can only be
an approximation and there are circumstances when it can be far from the case. It
will not be so if two beams are used, or if the beam is inclined to the work piece,
and an interesting example occurs in the case of laser lap welding of zinc-coated
steel sheets. The problem is that zinc (boiling point, 1180 K) vaporises below the
melting temperature of steel (melting point of iron, 1811 K) and usually causes
severe disruption to the welding process with the zinc vapour trying to find a means
of escape [34], often by ejecting some of the steel which should be forming the
weld, as soon as it melts, and by creating pores within the weld. A number of
ingenious techniques have been developed to combat the problem.

Under some circumstances welding of zinc-coated sheets without any special
arrangements can be successfully performed. In [34, 35] Yu extended earlier work
which showed that successful results for the welding of sheets with coatings that
were rather thicker than normal are possible. For example, satisfactory welds with a
zinc coating of thickness 20 mm made with a Nd:YAG laser were reported while
welds made under the same conditions on sheets with a zinc layer of only 7 mm
were not acceptable. Unlike the latter case, it was found that the keyhole in the
former case was substantially elongated in the direction of welding, at least in the
upper sheet, with the effect being very pronounced at higher translation speeds. This
elongation had also been seen by others; see [36, 37]. Reasons were suggested for
the observed behaviour, supported by a simple analytical model relating welding
speed and material properties to describe the influence on keyhole geometry. It was
suggested that vaporising zinc can form a channel through the liquid metal on the
front wall of the keyhole, and that this is likely to happen in a more consistent
manner when the zinc layer is thicker. A simple model of the process in which there
is a quite well directed jet of zinc vapour emerging from the gap between the two
sheets at the front of the keyhole which impinges on the rear wall of the keyhole
was proposed; it tends to push the liquid steel to one side and also parallel to the
axis of the laser. The effect is therefore to produce a keyhole which is elongated in
the direction of welding as observed in experiments.

A simple theoretical model that is partly based on standard empirical models for
gas jets and partly on basic fluid dynamic theory was constructed. It gave good
agreement with experimental results.
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5.6 Further Aspects of Fluid Flow

5.6.1 Simplifying Assumptions for an Analytical Model

All the mechanisms discussed in Sects. 5.5.3–5.5.5 point to mechanisms that might
trigger turbulence in the keyhole in spite of the discussion in Sect. 5.5.2, without
being conclusive. Although a common view is that the flow is turbulent in the
interior, it is worthwhile constructing a simple analytical model of the interactions
of the keyhole and the molten material on the assumption that it is not. Such a
model is possible by assuming that region B is thin; that no distinction need be
made between regions C and D; that the keyhole is almost parallel-sided; that flow
parallel to the laser beam in the molten region is driven locally by the axial flow of
the vapour in the keyhole; that flow perpendicular to the laser beam is driven by the
translation of the work piece, and that most of the material needs to avoid the
keyhole.

5.6.2 Lubrication Theory Model

A simple lubrication theory approach to modelling of flow in the keyhole can give
some insight into the character of the flow. Take constant values for the density, ρ,
and dynamical viscosity, μ, so that the axial and radial components of the equations
of motion and the equation of conservation of mass, are approximated by

ρ u
∂u
∂r

+w
∂u
∂z

� �
= −

∂p
∂r

+ μ
∂
2u
∂r2

+
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∂u
∂r

−
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� �
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∂u
∂r

+
u
r
+

∂w
∂z

=0; ð5:18Þ

w is the axial velocity in the z-direction, u is the radial velocity in the r-direction
and p is the pressure. Assume that the radius of the keyhole, a(z), for a laser beam of
radius a0, is small compared to its length, ℓ, but retain the term in ∂p/∂z in (5.17)
because of the possibility of a longitudinal pressure gradient term that is of the order
of magnitude (ℓ/a0)

2 greater than the radial pressure gradient.
If the Reynolds number is sufficiently low, neglect the left-hand sides of the first

two equations and use the lubrication theory approximation; the assumption is made
that the flow is locally the same as it would be if conditions were entirely uniform,
with an effectively constant pressure gradient. There is a regularity condition at
r = 0 to be satisfied, and the pressure should be effectively the ambient pressure, p0,
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at z = 0 and z = ℓ. Continuity of stress is required at the keyhole wall; its normal
component determines the position of the boundary, r = a. From (1.19) the tan-
gential component has to be continuous at the boundary, and mass-flow has to be
continuous. The conditions apply so long as the motion in the molten metal has any
viscosity, whether or not the main body of the motion is separated from the boundary
by a thin boundary layer. As a result, the equations of fluid dynamics for the molten
region have to be solved and matched to the solution in the vapour region.

It is helpful to postpone the matching process and simply specify at this stage
that on r= a, u a, zð Þ= −U zð Þ and w a, zð Þ=W zð Þ. The linearised lubrication theory
model (5.16)–(5.18) has the solution

u= − 1
2
r
dW
dz

+
1
4μ

1
4
r 2a2 − r2
� � d2p

dz2
+ ar

da
dz

dp
dz

	 

,

w=W +
1
4μ

dp
dz

r2 − a2
� �

,

with the pressure given by the differential equation

U = 1
2
a
dW
dz

−
1
4μ

a3

4
d2p
dz2

+ a2
da
dz

dp
dz

	 

with pð0Þ= pðℓÞ= p0; ð5:19Þ

the last condition is a result of the requirement that u(a,z) = −U. One consequence
is that

δp≡ p− p0 =O μUℓ2 ̸a30
� �

. ð5:20Þ

U and W are not independent and, in principle, an analysis of the liquid region is
necessary to establish a connection.

5.6.3 Boundary Conditions

An important aspect of such a model is that part which gives the keyhole radius a
(z) and the ablation velocity at the wall, U. There are essentially two conditions, one
a boundary condition that determines the location of the keyhole wall by a balance
of forces; see Table 1.2. The other is the thermodynamic condition satisfied by
material crossing the boundary wall. A simplified implementation of the former is
to require that

pðaÞ− p0 − nidijnj
� �

+ ρun að Þ2 = γ

a
, ð5:21Þ

where un = n.u a, zð Þj j and n.u a, zð Þ≈−U −W da ̸dzð Þ, so that the sign is positive
when n.u(a, z) is directed outward, the direction of increasing value of the radial
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co-ordinate, r. The effective coefficient of surface tension is γ; it may be less than
the normal value since ablation is also taking place at the surface so that the
inter-molecular forces are much weakened. As a further approximation pliquid will
be taken to be equal to p0, the atmospheric pressure. Consequently, the equation has
terms whose orders of magnitude are in the ratio

μℓ2un
ρa30

:
μun
ρa0

: u2n:
γ

ρa0
≈105un: 10un: u2n: 10

5 ð5:22Þ

if all quantities are measured in SI base units. The last figure in the ratio is probably
an overestimate for the reason given above. The term nidijnj in (5.19), which uses
the notation of Table 1.1, is the normal component of the viscous stress and dij is
the deviatoric part of the corresponding stress tensor; see [38] for the form of the
individual stress components in polar co-ordinates. From its definition, it is of the
order of μU/a and is therefore small by comparison with δp whose order of mag-
nitude is given by (5.20) to be of the order of magnitude of μUℓ2 ̸a30; it cannot
necessarily be neglected.

The significance of the ratios (5.22) is most easily seen with the aid of a diagram
representing the magnitudes of the various terms. In Fig. 5.10, the x-coordinate is
x = log10(un) and the y-coordinate is the magnitude of the components of the ratios
on the right of the equation. In general, the uppermost line at any given value of
x belongs to the dominant effect at that speed. Possible balances between terms
occur when two or more such lines cross, and it is these points which represent a
possible equilibrium state. Figure 5.10 shows that two different balances are pos-
sible in theory. The first is one in which the ablation forces balance the pressure

Fig. 5.10 Magnitudes of terms in the boundary condition (5.22). The magnitudes of the
individual terms are shown by the straight lines A y = x + 5 representing pressure effects; B
y = x + 1 representing viscous effects; C y = 2x representing ablation effects; D y = 5
representing surface tension effects. The dominant terms at any given value of x = log10(un) are
shown bold and possible equilibrium balances by circles
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(x = 5; put un = 105 in the ratio); since it requires the axial velocity to be of the
order of 107 m s−1 it can be rejected on the grounds that such high velocities are not
observed in practice.

The second possibility is one in which there is a balance between the
viscosity-driven pressure term and the ablation term (put un = 1 in the ratio),
although this cannot be true near the exits, where p = p0. The balance then
determines the necessary ablation rate and the power needed to provide it.

Viscosity, therefore, is likely to dominate in the central section of the keyhole
which is then kept open by a balance of the excess of the conventional pressure
against the surface tension. The ablation velocity at the keyhole wall has to be of the
order of 1 m s−1 (with axial and hence ejection velocities of the order 102 m s−1),
figures which are broadly compatible with [23]. Such considerations do not apply at
the exits of the keyhole, where p(a) ≈ p0; in these regions the keyhole has to be kept
open by ablation pressure. The balance is now predominantly between the ablation
term and the surface tension term (put un = 105/2 in the ratio). It does not neces-
sarily result in excessively high axial velocities though, since the exit region is short
and indeed these velocities are still compatible with the results of [23]. It follows
that it is necessary to retain at least the first and last two terms in (5.21) although the
second can safely be ignored. Except at the bottom of a blind keyhole, and perhaps
in the entry and exit regions, it is unlikely that a more accurate expression is needed
for the surface tension term on the right. The arguments presented in Sect. 5.5.2
suggest that other considerations may apply at the bottom of a blind keyhole.

The model can be developed somewhat further with the conditions taken as

δp=
γ

a
, for 0 < z<ℓ; ð5:23Þ

the inequalities are strict and near the ends both of the principal radii of curvature
may need to be taken into account, as well as the ablation term so that (5.23) should
be replaced by

δp+ ρu2n að Þ= γ
1

a
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ a′2

p −
a′′

1+ a′2ð Þ3 ̸2

( )
, when z≈ 0 or ℓ ð5:24Þ

where dashes indicate differentiation with respect to z. It is also possible that in the
vicinity of z = z0, the bottom of a blind keyhole, the ablation pressure should also
be taken into account and it would be necessary to make allowance for the incli-
nation of the surface.

From (5.19), δp is given by solving the equation

d2δp
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+16μ U − 1
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=0. ð5:25Þ
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Formally, the boundary conditions on this equation are

δpð0Þ= δpðℓÞ=0

but such conditions can only be applied in conjunction with (5.24). Otherwise the
condition at z = 0 has to be taken as δp = γ/a0 where a0 is the beam radius, with a
rapid transition region to the outside atmosphere; it is likely that the ablation
pressure plays an important role here, and indeed may even provide the major
balance. Similar considerations apply to the exit from the keyhole on the far side of
the work piece with a0 replaced by aℓ, though the ablation pressure is most unlikely
to play a significant role here. If a difference of external pressure between the two
ends of the keyhole exists, it can be taken into account. Seen from this point of
view, (5.23) and (5.25) provide an equation linking a and U − 1

2aW
′ of the form
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dz2

+ 2
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. ð5:26Þ

A second relation between U and a is the thermodynamic energy transfer con-
dition between the laser, the ablated material, and the work piece. An example of a
simple form of such a relation is provided in [1] pp 105 and 174–182. The
Rosenthal line source solution [39, 40] is integrated about the laser axis to obtain
the average temperature at a given distance from the axis in terms of the power
absorbed per unit depth of the work piece, Q. The average keyhole radius, a, can be
deduced for a given material with a boiling temperature TB, so that an approximate
relation is obtained between QTh, the associated value of Q, TB and a of the form

TB =T0 +
QTh

2πλ
I0

Uworkpiecea
2κ

� �
K0

Uworkpiecea
2κ

� �

If the power, P, at a given cross section is considered to be absorbed solely by
Fresnel absorption at a rate QF per unit depth, it is approximated by
P=P0ða ̸a0Þ2ð1−RÞ where R is a representative value for Rp(θ) given in Sect. 5.3.2.
If absorption by inverse bremsstrahlung is ignored and the power per unit depth QA

needed to produce ablation is QA,QF =QTh +QA these result can be combined to
show that

2a′1− 2R da
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where
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and

Lv = cpS TM −T0ð Þ+ cpL TB −TMð Þ+LM + LV .

Uscale is a velocity scale for the radial vapour motion (e.g. that given above, with
a value of the order of 1 m s−1) and is used to scale both U and W while z is scaled
with ℓ and a with a0. Uworkpiece is the velocity of translation of the work piece
relative to the laser and

F xð Þ= 1
I0 xð ÞK0 xð Þ ∼ 2x for x large.

The error in the approximation for F(x) is only greater than 10% for x less 0.4,
and decreases rapidly as x increases, being about 1% when x is 5. The three
dimensionless numbers P′

0L, P
′

0B and Pe are generally of the order of one.
The other interface conditions are continuity of tangential stress, continuity of

tangential velocity and conservation of mass, respectively
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ρL uL að Þ−wL að Þ da
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where the subscript L indicates the value in the molten region and the absence of a
subscript indicates the value in the vapour. The conditions are all expressed on the
assumption that a0 ≪ ℓ and O(wa0) = O(ℓu) in both liquid and solid regions.

5.6.4 Solution Matched to the Liquid Region

The interface conditions are not sufficient by themselves to close the model com-
pletely since it is necessary to solve the fluid equations in the liquid region. If,
however, it is assumed that flow immediately adjacent to the keyhole is turbulent,
an empirical relation from the study of turbulence can be used to provide an
additional relation which avoids the difficulty. The difference between the wall
velocity and the asymptotic velocity can be related to the wall stress by the
approximate relation

asymptotic velocity −wall velocity = k0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wall stress ̸liquid density

p
where k0 lies between about 0.035 and 0.05; see [41], p 279.
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For the layer on the liquid side of the keyhole wall, the difference between the
wall velocity, W, and the axial velocity at the liquid/solid boundary (which is
necessarily zero) is large so that if the turbulent layer is thin the asymptotic velocity
of the turbulent layer at the keyhole relative to the velocity at the keyhole wall is not
very different from W, and this empirical relation can be used as an approximation.
For a thin turbulent layer in the molten metal next to the keyhole wall, it follows
that W is given approximately by

W = − k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μV
2ρL

∂w
∂r

����
����
r= a

s
sign

∂w
∂r

����
r= a

� �
; ð5:28Þ

where a0 ≪ ℓ; ∂w/∂r is obtained from (5.18), (5.19) and (5.23). Figure 5.11 shows
a characteristic solution of (5.26)–(5.28) in dimensionless form, exhibiting features
such as the following. There is a stagnation point at approximately half way down
the keyhole, a pressure maximum at approximately the same place, and an
outwardly-directed vapour flow at either end. It is interesting to notice that the
magnitude of the radial velocity at the wall is least at the top of the keyhole and
greatest at the bottom, though it must be remembered that the model requires a short
adjustment region here to balance the surface tension forces in the absence of a
compensating pressure effect.

When there is absorption of energy directly into the vapour in the keyhole that is
sufficient to produce ionisation, even if only on a small scale, the radial and axial
components of velocity of the vapour could affect the lateral conduction of heat to
the keyhole wall. The discussion of Sect. 5.4 suggests that the effect can be ignored
in many standard situations, but the model given in this section could be used to
study cases where the effect needs to be taken into consideration.

5.7 Electromagnetic Effects

5.7.1 Self-induced Currents in the Vapour

As distinct from the use of hybrid arc and laser beam welding, it has long been
known that the introduction of an electric current can affect the characteristics of the

Fig. 5.11 Sample solution
for the flow in the keyhole
matched to the liquid region,
using (5.28) to approximate
effects of turbulent flow in the
weld pool
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resulting weld and alter its quality [42] as a result of the Lorentz forces. It is
possible for example to increase the welding depth, or affect the size of the
nail-head. An alternative approach is to consider the use of a magnetic field to
influence the weld, a technique that is well-established in foundry technology and in
arc welding processes, for example. Magnetic stirring during the laser welding of
aluminium has been studied by Vollertsen and Thomy [43], and magnetically
supported laser beam welding with a CO2 laser was first studied by Kern et al. [44].
They showed that it is possible to suppress humping, improve top bead quality,
modify the seam cross section, reduce splashing, dampen plasma plume fluctuation
and increase process stability; the polarity and orientation of the magnetic field
made a considerable difference to the results. Kern had performed CO2 laser beam
welding experiments with a magnetic field applied perpendicular to the welding
direction and noticed effects on the weld pool behaviour, whereas similar experi-
ments with a Nd:YAG laser did not, from which the inference could be drawn that
in the first case there must be a significant current, but that the size of this current
depended on the frequency of the laser light. Diagnostic measurements suggested
that in the interaction zone of laser beam welding in the absence of a magnetic field
there was a net current of 8–14 A. Experiments with electron beam welding sug-
gested that the cause was the presence of a thermoelectric voltage between the melt
and the base material of the order of 10−6 V K−1. Ambrosy et al. [45] analysed the
problem in terms of the generalised (macroscopic) Ohm’s law in the plasma. An
example of such a relation is provided by (1.36) which, in this form, applies to a
fully ionised plasma, but a relation with similar structure will apply to a partially
ionised vapour as well. The coefficient of j×B in this equation can be replaced by
ωec ̸σνc where ωec is the electrical cyclotron frequency and νc is the collision
frequency, with units Wb− 1m− 1s− 1 and m− 3s− 1 respectively.

If the current density j is considered in the absence of external electric and
magnetic fields, the first three terms in (1.32) can only be present if the fields are
induced by an intrinsic current and therefore cannot themselves cause it. A possible
cause exists in the form of the fourth term on the right, and only requires the
presence of a gradient of the electron pressure. Since it is temperature dependent,
the effect requires the presence of a substantial plasma, as may be expected with a
CO2 laser beam where inverse bremsstrahlung absorption is strong but not at
shorter wavelengths such as that of a Nd:YAG source; see (5.2) and [46], in
accordance with their experimental results.

Equation (1.32) implies the existence of electromagnetic effects in the plasma,
irrespective of whether there are externally imposed electric or magnetic fields. The
complete set of equation for the electromagnetic dependent variables are appro-
priate forms of (1.14), (1.15), (1.31)–(1.33) and (1.34) for the unknowns j, B, H, E,
D and ρcharge. Equations (1.14) and (1.31) are not wholly independent, which
accounts for the apparent discrepancy in the number of unknowns compared to the
number of equations; in the steady state, (1.31) has only two independent com-
ponents instead of three and in the time-dependent state (1.14) ensures that the same
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is true. Mathematically rather than physically (1.11) is a consequence of (1.15) and
(1.32) and is therefore not an independent equation.

The equations explicitly contain the velocity field u and implicitly p and T; they
are determined by suitable forms of (1.8), (1.9) and (1.10). The fluid mass density
can be regarded as a convenient subsidiary variable, and is given by (5.5) in a gas.

The inclusion of ρcharge in the list of unknowns in the problem together with the
inclusion of the gradient of the electron pressure in (1.34) implies that the conve-
nient assumption that the ionised vapour is electrically neutral (see for example
Sect. 5.2) is in general not true, although the high conductivity, σ, of an ionised
vapour is likely to ensure that neutrality is a good approximation. Order of mag-
nitude estimates confirm the assumption that ρcharge has little effect on such
processes.

Suppose that conditions are steady and no external fields are present. Although
(1.34) can only be regarded as a rough guide for a partially ionised vapour, it can
provide an illustration of possible mechanisms, even if these are not to be relied on
in detail. An order of magnitude calculation then suggests that its terms are
approximately in the ratio

0: j: 102ΔV : 10− 6j: 10− 13j2: 102: 0

where E = −∇V and j = | j |. Multiplying by σ and taking the divergence shows
that a balance between the 3rd–6th terms must exist as well as one including the
second. The principal balance therefore is one in which ΔV is of the order of 1 V,
j is of the order of 100 A m−2 and the only important terms in (1.34) are the 2nd,
3rd and 6th. The equations then simplify to

ρcharge = −∇ ⋅ ε∇Vð Þ and ∇ ⋅ σ∇Vð Þ=∇ ⋅
kBσ
e

∇ neTð Þ
ne

	 

. ð5:29Þ

The current can be calculated from the approximate form of (1.34),

j= σ −∇V +
1
ene

∇pe
	 


ð5:30Þ

and the charge density, if required, is given by

ρcharge = −∇2
Z

εkB
nee

∂

∂T
neTð ÞdT

	 

.

Thus

V =V0 Tð Þ+V1ðxÞ where V0 Tð Þ=
Z

kB
ene

∂

∂T
neTð ÞdT ð5:31Þ

where V1 satisfies
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∇ ⋅ σ∇V1ð Þ=0. ð5:32Þ

Define V0 to be zero at ambient temperature. Although it is assumed that the total
pressure varies little from the atmospheric value, the partial pressures are temper-
ature dependent.

Equation (5.29) must be solved for the potential V and matched to appropriate
boundary conditions on the surface of the work piece and the walls of the keyhole.
For there to be no current in the work piece it would be necessary for these to be an
equipotential surface, a possibility which is not immediately self-evident. The
numerical values for a typical keyhole weld with a CO2 laser shown in Table 5.3
suggest that such a current may be possible, even if it is not particularly large. The
imposition of an external magnetic field would then affect the velocity distribution
in the weld pool.

Most of any return circuit will be through a mixture of the surrounding atmo-
sphere, the shielding gas, and the partially ionised vapour. The metal vapour is
much more conductive than the work piece and will play a significant part in such a
circuit. The mathematical problem is to solve (5.30)–(5.31) with j.n and V contin-
uous at the keyhole walls and the work piece’s surface, and V → 0 at infinity.
A numerical solution is needed, but insight into the question of whether or not a
non-zero current might be expected to flow as a result of the mechanism alone can
be obtained from an idealised model problem.

For most of its length conditions in the keyhole are uniform with V0 varying
between about 9 and 15 V between the keyhole wall and the axis of the keyhole, so
consider a model consisting of the region above the work piece with an average
value for V0 at the keyhole exit and another, lower, average value over the rest of
the surface of the work piece. Take an average value for the resistivity of the
medium above the work piece, σvapour, and a higher one, σmetal, for the resistivity of
the work piece itself. Although this model is much simpler than reality, it is still
more sophisticated than necessary. Figure 5.12 shows a one-dimensional idealisa-
tion that contains all the essential features. There is a plasma region above the plane
z = 0 and a metal region below. Both regions are bounded by surfaces which are
connected by a link of zero resistance, so that they are electrically equivalent. In
both regions (5.31) reduces to d2V1/dz

2 = 0.

Table 5.3 Values of voltage induced by electron pressure at atmospheric pressure, and resistivity

T(K) 300 800 3000 10000

Voltage: V0(T) from (5.31)(V): 0 3.9 9.3 14.3
Resistivity 1/σ of plasma from
(1.30):

0.378 Ω m 0.087 0.012 Ω m 0.002 Ω m

Resistivity of iron: 9.98 Ω m 57.1 Ω m
Typical resistivity of
an iron/nickel alloy

34.3 Ω m

Resistivity of air 3 × 10−5 Ω m

5 Laser Keyhole Welding: The Vapour Phase 145



The solutions for V and j = | j | are included in Fig. 5.12 in terms of the arbitrary
constants c1 and c2. The continuity conditions on j and V at z = 0 (which may be
thought of as equivalent to the work piece surface) and z = h (equivalent to z = −a,
the end of the keyhole) give the values of the constants so that the current density in
the system is

j=
V0 hð Þ−V0 0ð Þ

h ̸σvapour + a ̸σmetal
. ð5:33Þ

In this instance at least, the gradient of the electron pressure leads to a net current
without the need to impose an external current or an electric or magnetic field.

Although the gradient of the electron pressure may therefore be the cause of
Kern’s intrinsic current [44], Ambrosy et al. [45] have identified the thermal
emission current density as probably the principal cause. The point is important
since knowledge of the source of the current distribution in the weld pool is nec-
essary before it is possible to ensure high quality weld seams.

There is a current density at the cathode surface (only) caused by escaping
electrons whose magnitude is given by the Richardson-Dushman equation corrected
for the Schottky effect as

AT2 exp −
W −ΔW
kBT

� �
where ΔW =

ffiffiffiffiffiffiffiffiffiffi
e3E
4πε0

s
.

E is the local electric field, −e is the electronic charge, W is the electron work
function of the surface (the minimum amount of energy needed for an electron to
leave the surface) and A is Richardson’s constant with a theoretical value given by

mek2Be
2π2ℏ3 ≈1.20 × 106 A m− 2 K− 2,

although in practice its value depends on the material. The work function W is
usually about half the ionisation energy of a free atom of the metal. For iron, for
example, it is about 4.7 eV (7.5 × 10−19 J) [47], a value which is broadly char-
acteristic of most common metals including unoxidised aluminium (about 4.2 eV),

Fig. 5.12 Model problem for
current and voltage induced
by the gradient of the electron
pressure in the vapour
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although in the case of aluminium the value more than doubles when exposed to air
so that it oxidises. The effect represents a modification to the condition on j.n at the
interfaces. An estimate for the current generated gives a value of the order of 10−5

A m−2 compared to an estimate of the order of 10 A m−2 from (5.33).

5.7.2 The Laser Beam as a Current Guide

The fact that a laser beam of sufficiently low frequency, such as a CO2 laser, can
have a high enough temperature to produce ionisation, with the resulting low
electrical resistance of a plasma or partially ionised vapour, means that in principle
an electric current could be guided through an otherwise unionised atmosphere.
Some theoretical work has been carried out on the idea [48, 49] and a patented
application exists [50].

An energy balance equation can be set up for a cylinder of ionised vapour. If P is
the total power at a given cross section of the cylinder and QB is the power absorbed
per unit depth into the vapour by inverse bremsstrahlung at a given cross section; it
can be estimated using (5.1)–(5.5). Power is lost from the arc through conduction,
convection and radiation. Conduction of heat along the axis of the arc per unit
length is likely to be small, but it is included as Qaxial. There will be a radiation loss
Qradiation and a loss by convection and lateral conduction, Qconvection. They are
balanced by power input to the arc as a result of ohmic heating from the current
flowing in the arc, Qohm, and absorption of energy from the laser beam, QB. Then

dP
dz

= −QB and QB +Qohm =Qaxial +Qradiation +Qconvection.

Approximate the heating E.j per unit volume using Ohm’s law, j = σE, so that
the ohmic heating per unit length of the arc in terms of the total current J is
approximately

Qohm = J2 ̸πa2σ

where the conductivity σ is given by (1.35). Ignore the axial conduction term Qaxial.
The component due to radiation might be expressed in the form

Qradiation =2πaRcσSBT4

where Rc is a coefficient which takes account of the fact that the cylindrical arc is
not radiating like a black body and σSB is the Stefan-Boltzmann constant. Con-
sideration of a partially ionised vapour using a quantum treatment is not straight-
forward, but [51] gives an example of an estimate for Rc obtained by a classical
argument. It has the properties
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Rc ∼ 1 − 1 ̸4s2 as s→∞ and ∼ 2s as s→ 0 where s = 1
4
πðnn + niÞd2aa;

da is a suitable measure of the mean atomic diameter. For an arc with a radius of
1 mm at atmospheric pressure in air the value of Rc is close to 1.

To calculate the rate of loss of thermal energy per unit length of the arc as the
result of thermal convection, an expression for the mass flow rate per unit area
through the arc, ṁ, is required. If n is a unit vector in the direction of the laser beam
and g ̂ is a unit vector vertically upward, an estimate is

ṁ≈ π1 ̸4
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ρρ0ga
n× g ̂j j

r

if the density ρ of the hot ionised gas is small compared to the density ρ0 of the
surrounding gas and the angle of inclination of the arc to the horizontal is not too
great. The reasons are explained in the note at the end of the section. It should be
regarded as the magnitude of a vector mass flux taking place in the upward vertical
direction. To this must be added another vector mass flux that is the result of any
wind. It has a magnitude 2a n× w× nð Þj j per unit length of the arc and is in the
direction of the mass flux per unit area of the wind, w. The two quantities may be of
the same order of magnitude. If the temperature of the arc is 104 K, the laser beam
has a radius of 1 mm and the wind has a speed of 1 m s−1, the ratio of the two is
0.7:1 with a magnitude for the latter of 2 × 10− 4 kg m− 1 s− 1, so that in a wind of
only quite moderate speed its cooling effect may dominate. A good deal of insta-
bility might therefore result if such an arc were to be employed in an open place;
photographs tend to confirm it.

Qconvection is the sum of Qconv,lateral, the rate of loss of energy by thermal con-
vection per unit length of the arc, and Qconv,axial, a component of convection of
thermal energy along the arc by the wind. If H is the increase in enthalpy per unit
mass of the material passing through the arc, given approximately by (5.9), they are
given by

Qconv, lateral ≡ H −
p
ρ

� �
n× ṁg ̂+2aŵ n× w× nð Þj j½ �× nf gj j

and

Qconv, axial =
d
dz

πa
2

H −
p
ρ

� �
− ṁg ̂.n+2aw.n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− ŵ.nð Þ2

q� �	 

.

The equations can be solved for the temperature of the arc for a given beam
radius and input power, and the relative magnitude of the various terms in the
energy balance equation evaluated. With the temperature of the arc known as a
function of distance along the arc, the maximum length of arc possible for a given
power and beam radius, and the resistance of the arc, can be found.

148 J. Dowden



Calculations given in [48, 49] show that to obtain a path of the order of a metre
or more in a gas such as air, very high powers are required for the laser beam,
typically of the order of 100 kW or more, but that the resistance of the path can be
very low with a total value for the whole path of a small fraction of an ohm. These
distances are large compared to those currently used in materials processing, but the
analysis demonstrates the way that a laser beam can influence the path of an electric
current.

5.7.2.1 Note on Cooling by Thermal Convection

Consider the circular arc to be replaced by a square cross section with side d in-
clined at an angle θ to the horizontal so that cos θ= n× g ̂j j, and suppose that air at
density ρ0 enters across the bottom surface, is immediately converted to a density ρ
and leaves across the top surface with that density. The height of the section is d sec θ
so the momentum balance requires that

ptop +
ṁ2

ρ
+ ρgd sec θ= pbottom +

ṁ2

ρ0

provided the angle of inclination of the arc to the horizontal is not too great.
Archimedes’ Principle immediately adjacent to the arc gives

pbottom = ptop + ρ0gd sec θ.

Solving these gives

ṁ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρ0ρgd sec θ

p
≈ π1 ̸4

ffiffiffiffiffiffiffiffiffiffiffiffiffi
ρρ0ga
n× g ̂j j

r
if d2 = πa2.
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Chapter 6
Basic Concepts of Laser Drilling

Wolfgang Schulz and Urs Eppelt

Abstract The state of the technology of μs pulse laser applications is dominated

by single pulse drilling, percussion drilling and even trepanning used for high speed

drilling with melt expulsion. However, short ps pulses have to be addressed any-

way, since there are technical aspects in addition to achieve high speeds in drilling,

namely, structuring and tapering while maintaining the mechanical integrity of oper-

ation. As an example, to avoid delamination of thermal barrier coatings while struc-

turing the inlet of cooling holes in turbine manufacturing as well as to avoid cracking

at the drilled wall forces the scientist needs to take into consideration the mecha-

nisms of short pulse ablation at least in the case of ps pulses. The variety of intrigu-

ing physical phenomena span from recast formation well known from the action

of μs-pulses, via formation of cracks typical for ns- to ps-pulse duration, towards

homogeneous expansion, phase explosion and spallation characteristic for fs-pulses.

The numerous phenomena are related to physical models describing propagation

and absorption of radiation, ionization, evaporation and non-linear transport of mass,

momentum and energy. Technical achievements like lasers emitting 100 ps or shorter

pulses and related experimental observations introduce the future need for simula-

tions to cope also with kinetic properties of beam-matter interaction. Temperatures

approaching the critical state during ablation with pulse durations in the range from

some ps to a few hundred ns raise the question whether Equation of State phenom-

ena are contributing to the overall appearance in drilling. In particular, beam aber-

rations instead of a free running or multiply reflected beam pattern are encountered

in modelling independent of pulse duration. Beam aberrations are not only intro-

duced by the action of beam guiding and forming optics, but also by spatially dis-

tributed feedback from the dynamical shape of the ablated material surface. Effects

changing the phase distribution of the incident laser radiation are incorporated in the
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models for the first time: for example, some temporal and spatial changes of the den-

sity in the gaseous phase. In drilling, the dynamical phenomena governing the shape

of the drilled hole are identified experimentally and can be related to the processing

parameters theoretically.

6.1 Introduction

Modelling and simulation relevant to developing improved technical applications

improved by extending the scientific basis from macro applications into the field of

shorter pulses of about a few nano-seconds and smaller length scales down to the

wavelength of the radiation are considered. Some key physical phenomena become

apparent and are more dominant on smaller scales. As a result, there is also feed-

back from improved models on the micro-scale to simulations describing macro-

applications. The analysis deals with the interaction of physical quantities including

photon and wave properties of radiation, energy flow density and photon energy, via

evaporation dynamics changing from quasi-steady to kinetic behaviour with shorter

time scales and changing material properties while approaching the critical state at

large temperatures, towards non-linear transport phenomena due to the fast move-

ment of the ablation front in drilling with µs and ns pulses.

Research directions in the field of pulsed beam-matter interaction are twofold.

While diagnostic methods are extended and refined to reveal additional phenomena

and to improve understanding of them [1, 2], the investigation of phenomena that are

already known are also detailed to achieve a mapping of the dominant phenomena

to the causal radiation properties. To detail the relevance of the different physical

phenomena means to divide the parameter space spanned by the radiation properties

and the processing parameters into subspaces, which are called processing domains.

Different processing domains can be distinguished either by the different properties

of the final processing result or by the corresponding path the system undergoes in the

physical phase space during the interaction. As a result, a single processing domain

is then characterised by a unique subset of selected physical phenomena, which are

found to be dominant. Their typical time scales and intensity regimes are indicated.

The theoretical goal is to reveal the specific model structure which reproduces the

characteristics of the different processing domains. The approach consists of iterative

extension, refinement and reduction of the specific physical models so that finally the

essential physics is included, but there is no unnecessary complexity.

6.2 Technology and Laser Systems

The state of the technology of pulsed laser applications is dominated by single pulse

and percussion drilling with µs-pulse duration used for high speed drilling with

melt expulsion (Fig. 6.4). Drilling cooling holes and fuel filters as well as drilling
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holes for lubricant feed is performed with top-hat like spatial beam profiles [3].

Experiments for this application suggest the use of gas for drilling [4] to provide

protection for the optical system from metallic melt ejection and to improve drilling

quality when drilling break through occurs. Establishing high combustion temper-

atures for greater efficiency of aero-engines has raised the problem that plasma-

sprayed Thermal Barrier Coatings TBC made out of zirconia are fault-prone to

delamination when exposed to thermal gradients [5]. Use has been made of a high

pulse energy Ep < 50 J for high rate percussion drilling and it remains attractive,

even when dealing with the properties of melt expulsion such as recast formation

[6]; subsequent hot-cracking [7] as well as delamination of TBC remain an impor-

tant problem. Reliable diagnostics of recast and cracking are improving continuously

using microwave metrology, for instance [8]. It is worth mentioning that solving the

additional task of structuring the inlet of cooling holes in turbine manufacture bear-

ing in mind the TBC delamination task, favors a combination of short pulse ablation

in the ps range with long pulses [9].

Flash lamp pumped laser systems with large pulse power at moderate up to high

beam quality are applied on the industrial level [10–12]. For comparison with mod-

elling and simulation a typical laser systems is singled out. Such a laser system,

referred to as laser system S1, combine beam quality M2
< 1.6 with large pulse

duration tp = 0.1 − 0.5ms at high pulse power Ppeak = 2 kW. The maximum inten-

sity I0 at a focal length of f = 100mm is about I0 = 9 × 107 Wcm−2
(Rayleigh length

0.8 mm, focal radius 24µm). It is worth mentioning that the spatial distribution of the

intensity changes with pulse energy and pulse duration (Fig. 6.1). In particular, the

nearly Gaussian intensity distribution at a pulse duration of tp = 100µs approaches

a rectangular shape at a pulse duration of 500µs. The linear polarisation of the laser

radiation facilitates pulse truncation or modulation of the temporal pulse shape using

electro-optical devices, which is useful for probing deeper into the details of the tem-

poral evolution of the drill-hole.

The state of the art in short pulse high power laser development is summarised

in Fig. 6.2. Diffraction limited high beam quality fibre lasers, slab lasers, disk lasers

and still rod lasers are available. This new generation of radiation sources has been

demonstrated and is increasingly available at an industrial level. From a scientific

point of view these achievements are exciting, since high power, high beam qual-

ity laser radiation gives new opportunities to probe deeper into a wider variety of

Fig. 6.1 Spatial distribution of intensity for laser system S1 at pulse duration 100, 300 and 500µs
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Fig. 6.2 Laser systems and industrial availability. With Chirped Pulse Amplification (with CPA)

a factor 103 for the peak power is achievable. Yb:Disclaser (dotted): 1 Jenoptik, 2 Time-Bandwidth

(without CPA), 3 TRUMPF (6.5 ps without CPA), Yb:Fibre laser (dashed): 4 Corelase, 5 IAP FSU

Jena, 6 PolarOnyx, 7 Univ. of Michigan UoM, Yb:Tungstate Laser (solid bold), 8 Amplitude Sys-

tems, 9 Light Conversion, Ti:Sapphire-Laser (without borderline), 10 APRC Japan, 11 Coherent, 12

MBI Berlin, 13 Spectra Physics, 14 Thales 100/30, Glass Laser (dash-dotted) 15 Nova LLNL/Phelix

GSI/Vulcan/RAP, 16 POLARIS FSU Jena, Yb:Innoslab (solid) current fs∕ps-research (white bar)
with specifications: 𝜏p ∼ 1 ps (Yb:YAG), 𝜏p ∼ 200 fs (Yb:KLG), 𝜈rep ∈ {10kHz, 50MHz}, Pav =
200W at 𝜆 = 1030 nm

the phenomena encountered in laser-matter interaction. To approach the upper right

part of Fig. 6.2 is the goal for future high precision high rate ablation applications.

Nevertheless, many of the commercially available lasers are applied in niche mar-

kets today and are about to expand into new areas. The advent of promising techni-

cal applications [13] lies today in (a) ns and µs drilling of shaped holes by helical

drilling [14], (b) drilling of extreme aspect ratios in dielectrics/glass by ns-slab lasers

[15], (c) nm-size periodic structuring of polymers by interferometric approaches, (d)

ablation by ns- and ps-pulses for metal moulds [16], (e) generation of waveguide

structures in glass by fs-pulses [17]. On the laboratory scale a next generation of

diffraction-limited short pulse lasers is on the horizon [18]. In particular, ps-lasers at

multi-hundred watts of average power with repetition rates of several MHz, fs-lasers

at 400W [15] average power, and green frequency-doubled lasers at 200W are under

construction. At the short pulse end, attosecond lasers have been demonstrated and

will themselves open a new domain in the interaction of light and matter [19].

6.3 Diagnostics and Monitoring for µs Pulse Drilling

Numerous investigations of diagnostic methods and monitoring applied to laser

applications which aim at a better understanding are reviewed [20, 21]. The observed

physical quantities in drilling are the molten material splashing out of the drill

entrance, the vapour jet above and below the drilled material and the thermal
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Fig. 6.3 Truncation of the pulse shape by electro-optic modulators

radiation emitted from the drill hole. In particular, lateral observation is applied to

materials which are transparent to the thermal radiation emitted by the plasma or the

melt [10, 22, 23]. To find the relation between laser parameters and the temporal

evolution of the hole is a fundamental task. The measurement of the drilling veloc-

ity or time dependent drilled depth usually requires the interpolation of data between

different experimental runs by time-consuming preparation of sections, and the sub-

sequent application of light microscopy. As an alternative to this time-consuming

approach, drilling near the outer edge of a work piece allows the detection of the

drilled depth during the process by observation of the thermal deformation of the

material surface using high-speed videography [23].

To find the relation between laser parameters and the temporal evolution of the

drill hole, electro-optic modulators are used to change the temporal pulse shape or

to truncate a part of the laser pulse (Fig. 6.3). The direction of the linearly polarised

electric field is rotated by the Kerr effect and then light is selected by a polariser.

The particular advantage of extra-cavity electro-optic modulators is that the tem-

poral pulse shape is modulated without changing the laser parameters such as the

spatial distribution of the intensity (Fig. 6.1), since the laser parameters as well as

the laser dynamics remain unaffected. As shown in Fig. 6.3 the original laser pulse

with duration tp = 300µs can be modulated by choosing a truncated pulse duration

ttr = 100µs with a delay td with respect to the original pulse; the maximum jitter of

6µs is fairly acceptable. Using pulse truncation down to a duration ttr = 10µs, the

initial stages of the drill hole, especially the different dynamics of the evolution of

the width and depth, can be analysed in detail (Fig. 6.13). Moreover, to single out the

region of nearly constant pulse power (Fig. 6.15) as well as truncation of the tempo-

ral region where the pulse power decays (Fig. 6.16) reveals the effects of pulse shape

on the overall appearance of the drill hole.

Improving quality assurance in drilling hollow components such as tubes or tur-

bine blades, one technical task is to protect the rear side of the work piece. Different

methods are investigated, such as the use of backer material which is removed after
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drilling, or using liquids to flood the internal volume. Advances in the precise detec-

tion of the drill-through time are reported. Different approaches claim

∙ measurement of the delay an acoustic signal undergoes after reflection at the

drilled wall

∙ inductive measurement of magnetic properties of the plasma

∙ optical detection of the thermal radiation emitted from the drill base in the coaxial

or lateral direction with respect to the laser beam axis.

6.4 Phenomena of Beam-Matter Interaction

In optics generally photons or electromagnetic radiation are considered to interact

with matter. The laser matured into a versatile light source and now continues to

open up new opportunities for probing deeply into a variety of optical phenom-

ena related to both photons and waves. Although numerous optical phenomena have

already been found, and researchers have been exploiting their potential for technical

applications for decades, it remains a challenge to set up a structuring or mapping

(Sect. 6.4.1) of the relation between well known phenomena and the radiation prop-

erties which cause them. Experimental diagnosis as well as theoretical analysis suffer

from the complication that the properties of laser radiation as well as the response of

the material are dependent, at the very least, on time, space and energy. Moreover,

pulse parameters such as pulse energy and pulse duration, as well as the spatial and

temporal shape of the pulse, cannot be chosen independently but depend on the tech-

nical set-up of the radiation source and the dynamics of laser light generation. One

of the numerous examples where details of the radiation properties become relevant

to the interpretation of laser-matter interaction is the so-called pedestal pulse fol-

lowing the main laser pulse [24]. As a consequence of the pedestal pulse, the action

of the main fs-pulse, which might be related to the processing domain referred to

as “Cold Ablation” (Fig. 6.4) characterised by spallation, is obscured by the action

of the longer ps-pedestal related to the processing domain known as “Hot Ablation”

which mainly causes evaporation.

Bearing in mind, however, that the different phenomena take place simultaneously

in different spatial regions as well as overlapping with respect to time and energy,

it remains a challenge to distinguish the particular contribution of the different phe-

nomena to the overall action of the laser pulse. In spite of that, there are selected

parameter settings where only a small number of physical phenomena contribute;

they can be distinguished by only four parameters, namely the photon energy, the

energy flow density 𝜖 [J ⋅ms−1 ⋅ m−3] often called intensity I [Wm−2] and the tem-

poral and spatial extent of interaction often addressed as pulse duration and beam

radius. It is therefore worth mentioning that there are indications of the existence

of different physical domains of beam-matter interaction which can be classified by

pulse duration (Fig. 6.4) and intensity (Fig. 6.6).
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Fig. 6.4 Mapping of the three different physical domains—Cold Ablation, Hot Ablation and Melt

Expulsion—with respect to the corresponding time scales. The ablation threshold (solid line), the

maximum available pulse energy (grey) and the threshold for the critical state (dashed) of matter

are indicated qualitatively. For long pulse durations the radiation also interacts with the ablated

material in the gaseous phase (plasma threshold, dotted line). Typical time scales for thermalisation

of electrons 𝜏e, relaxation of phonon temperature tph, for kinetics in the Knudsen layer approaching

a quasi-steady state tKn and the onset of fully developed melt flow tin limited by inertia are given

6.4.1 Physical Domains—Map of Intensity
and Pulse Duration

The interaction of radiation with matter in general takes place via excitation of elec-

trons leading to polarisation and ionisation of atoms, molecules or condensed matter.

Three physical domains distinguished by the corresponding time scales of their acti-

vation are indicated in Fig. 6.4, namely, Cold Ablation, Hot Ablation and Melt expul-

sion. Cold Ablation is characterised by beam-matter interaction taking place domi-

nantly in the condensed state and the dynamics of subsequent ablation is governed by

pure kinetic properties (Sect. 6.4.5). Thermalisation of the photon energy absorbed

by the electrons which leads to a thermodynamic equilibrium in the electron system,

and which establishes an electron temperature Te, takes place. One important method

of describing kinetic properties is molecular dynamic simulation. Although Cold

Ablation is analysed by molecular dynamic calculations [25–27] of the heavy parti-

cles, neglecting charged particles like electrons and ions, the results give remarkable

insight. Hot Ablation sets in while the phonon system approaches local thermody-

namical equilibrium with the initially heated electron system. The radiation interacts

with both condensed and gaseous matter. In Hot Ablation the condensed and gaseous

phases do not reach a common equilibrium state, since they are separated by the
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evaporation front, which has the short time kinetic properties of a dynamical Knud-

sen layer. Melt Expulsion is characterised by reaching a fully developed continuum

limit, where the long time limit of the kinetic Knudsen layer [28] across the evap-

oration front is also established. For ns-pulses evaporation takes a dominant role

in the absorption of energy, but only a small amount of momentum is transferred

to the melt and melt ejection sets in. With increasing pulse duration approaching

the µs time scale, the energy is finally used mainly for melting, while evaporation

acts as a powerful driving force introducing large momentum to the molten material

via the recoil pressure at the liquid surface. Even in the range of dominant melting

with increasing pulse duration a characteristic transition takes place, namely, from

an inertia-dominated onset of melt flow at time scale tin typical for sub-µs-pulses

to fully developed melt ejection for µs-pulses and longer pulse durations. For µs-

pulses melt flow is governed by the equilibrium between spatial changes of the recoil

pressure and friction of the liquid at the solid melting front only. Further details are

discussed in Sect. 6.5.

Cold Ablation. Some more detailed relations and physical scales to support the

understanding of the different physical domains can be given. For pulse durations

tp smaller than tp < 100 fs absorption of radiation initiates the processing domain

called “Cold Ablation” (Fig. 6.4). In “Cold Ablation” the absorption of laser light

by electrons and thermalisation—first between the electrons and later in the phonon

system—are almost terminated while the matter remains in the condensed state. A

few picoseconds later the phonon temperature rises and ablation of hot matter starts

to take place. Typical atomic time scales for changes of the binding forces initiated by

electron excitation or emission are comparable to the time rB∕ve ∼ 2.5 × 10−17 s the

electron needs for one round trip of the Bohr orbit with radius rB = 5.3 × 10−11 m and

velocity ve = 2.2 × 106 ms−1 [29]. In metals characterised by a large electron density,

a pulse duration in the range of some femtoseconds is also a long time compared

with the atomic scale rB∕ve. Absorption and subsequent cold ablation can therefore

happen without thermalisation of energy. Subsequent thermalisation of electrons by

electron-electron collisions at 𝜏e ∼ 10 fs is much faster than the thermalisation of

phonons and thermalisation takes place separately with respect to time. It is worth

mentioning that the time scale 𝜏e for relaxation of energy in the electron system

𝜏e = (𝜏−1e−e + 𝜏
−1
e−ph)

−1 = (A T2
e + B Tph)−1, (6.1)

can be related to the final temperatures Te and Tph which the subsystems of elec-

trons and phonons are approaching during thermalisation [30, 31]. The constants A
and B are related to the electron-electron and electron-phonon collision frequencies,

𝜈e−e = A T2
e , 𝜈e−ph = B Tph. Values for the constants A and B are collected together

in Table 6.1.

Molecular dynamic calculations for a fs-pulse [25] and a ps-pulse [26] showed

that matter passes through one of at least four different possible paths in the physi-

cal phase space during beam-matter interaction (Fig. 6.5a). Typically, the material is
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Table 6.1 Parameters of the hyperbolic two-temperature model at Te = Tph = 300K
Au Al Cu Pb

A K−2s−1 1.2 × 107 2 × 107 1 × 107 0.9 × 107

B K−1s−1 1.2 × 1011 7 × 1011 1.08 × 1011 47 × 1011

𝜏𝐐e
fs 26 4.6 31 0.7

te = Ce∕hex ps 0.579 0.067 0.467 0.377

tph = Cph∕hex ps 70.6 4.27 57.5 11.2

(a) (b)

Fig. 6.5 a A typical path in the phase space for pulses longer than tp ≫ 100 ps is related to the

processing domain called “Melt Expulsion”. Abbreviations are G Gaseous, V Vapor, L Liquid,

S Solid, TP Triple Point, CP Critical Point. b The physical path in the phase space of a pre-selected

material volume related to the action of a fs-pulse. The physical path is projected onto a sub-space

spanned by kinetic energy instead of temperature and density. For reference, the binodal lines of

the state of matter diagram for thermodynamical equilibrium are indicated (dashed). Depending on

the energy absorbed, the dynamics of the matter volume follows four different paths in the physical

phase space indicated by (1) spallation, (2) nucleation, (3) fragmentation and (4) vaporisation

modelled by Newton’s equations of motion using a 2D-Lennard Jones potential with

three parameters, namely binding energy 𝜖 of a few eV, atomic length scale 𝜎 of

the order of a few Angstrom, and a cut-off radius. The calculated quantities such as

kinetic energy and density are averaged with respect to an initially selected material

volume and scaled by the binding energy 𝜖 and the initial density 1∕𝜎2
, respectively.

Absorption of photons is approximated by an instantaneous energy transfer to the

heavy particles with a spatial distribution given by the Lambert-Beer law. The most

interesting and plausible result from the molecular dynamic calculations is that the

pulse energy is a dominant parameter for the selection of the path in phase space.

At large energy density of the pulse far above the ablation threshold, different par-

tial processes contribute their particular characteristics to the overall appearance of

ablation. Even for small pulse duration in the range of tenths of femtoseconds the

larger pulse energy leads to the temporal and spatial coexistence of different states



162 W. Schulz and U. Eppelt

of the gaseous phases as in the case of vaporisation (4) and fragmentation (3) as well

as nucleation (2) of ablated particles (Fig. 6.5a).

Near the ablation threshold, spallation (1) is observed in the calculations, not only

for fs-pulses [25] but also for ps-pulses [26, 27]. In spallation no gaseous phase is

involved, while the thermo-mechanical load exceeds the yield stress of the mater-

ial and removal-like spalling of a thin metal disk is observed. The nucleation (2)

path goes through the liquid phase as well as through the coexistence of a liquid-

solid phase, and ends in the coexistence of a liquid-gas phase. Employing a phenom-

enological interpretation, nucleation is characterised by the development of vapour

bubbles in homogeneously boiling molten material. For the last two ablation mech-

anisms, fragmentation (3) and vaporisation (4), ablation occurs outside the liquid-

solid and liquid-vapour-coexistence regions, having the effect that the mass is sepa-

rated from the surface just before relaxation to thermodynamic equilibrium becomes

noticeable. The two paths are differentiated by cluster formation, which takes place

in fragmentation (3) and is absent in vaporisation (4).

Hot Ablation. For pulse durations around tp = 100 ps absorption of radiation

initiates the processing domain called “Hot Ablation” (Fig. 6.4). Electron Te and

phonon Tph temperatures are well defined thermodynamical parameters. Relaxation

towards a common temperature T = Tph = Te for electrons and phonons as well as

the formation of a dissipative heat flux are the main physical effects encountered.

In general, the initial heat flux Qe of the electrons is much smaller than the spa-

tial change Qe ≪ −𝜆e∇Ue∕Ce ∝ ∇Te of the energy Ue absorbed by the electrons.

A detailed discussion of the dynamics involved by analysing the hyperbolic two-

temperature model

𝜕Ue

𝜕t
+

𝜕Qe

𝜕z
= I0A0f (t)𝛼e−𝛼z + hex(Tph − Te), (6.2)

𝜏Qe

𝜕Qe

𝜕t
+ Qe = −𝜆e

𝜕Te
𝜕z

, (6.3)

𝜕Uph

𝜕t
+

𝜕Qph

𝜕z
= hex(Te − Tph), (6.4)

𝜏Qph

𝜕Qph

𝜕t
+ Qph = −𝜆ph

𝜕Tph
𝜕z

, (6.5)

is given by Kostrykin et al. [30]. Here the absorption of the laser radiation is

described by the term I0A0f (t)𝛼e−𝛼z, where I0f (t) is the time-dependent intensity of

the radiation, A0 = 1 − R0 is the degree of transmission at the surface related to the

degree of reflection R0, and 𝛼
−1

is the penetration depth of the laser radiation. The

thermal diffusivity of the phonons can be neglected compared to the electron diffu-

sivity, 𝜆ph∕Cph ≪ 𝜆e∕Ce. The main questions arising from (6.2)–(6.5) are related

to the time scales for relaxation of electron temperature te = Ce∕hex and phonon

temperature tph = Cph∕hex towards a common value, as well as the relaxation time

𝜏𝐐e
of the electron heat flux. The values of these coefficients at Te = Tph = 300K

are presented in Table 6.1. Time scale separation for relaxation in the electron and
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phonon systems is pronounced. The long time limit for the heat flux Qe of the elec-

trons, which is given by Fourier’s Law Qe = −𝜆e∇Ue∕Ce, is established during the

same very short time 𝜏𝐐e
∼ 𝜏e ∼ 10 fs that the thermalisation of the electron system

requires [30, 31]. For pulse durations much longer than 𝜏𝐐e
the relaxation of the heat

flow is negligible, thus showing that the standard parabolic two-temperature model

of Anisimov is adequate, where the idealised assumption of instantaneous heat prop-

agation is assumed [32]. As a result of time scale separation, for ps-pulses and the

material data in Table 6.1, the electron temperature Te is the fast variable with time

scale te instantaneously following the dynamics of the phonon temperature, whose

time scale turns out to be the slow variable with time scale tph ≫ te governing the

dynamics during absorption and relaxation to a common temperature in metals.

Melt Expulsion. Kinetics in the Knudsen layer involved in evaporation and the

numerous effects of the physical domain referred to as “Melt Expulsion” (Fig. 6.5b)

are discussed in subsequent Sects. 6.4.2–6.4.5 and 6.5.

Ionisation and excitation depend not only on photon energy compared to atomic

transitions energies, but also on the number density of photons, so that the intensity

of the radiation induces quite different types of beam-matter interaction in metals.

At least four domains can be differentiated with respect to intensity, which are char-

acterised by heating of matter, the effects of sub- and super-atomic field strengths

as well as the properties of relativistic particles (Fig. 6.6). At intensities lower than

1011 Wcm−2
absorption of infrared radiation in metals basically behaves optically

linear and elevated temperatures are established via Joule heating of the atoms by col-

lisions with excited electrons from the conduction band. For pulse durations greater

than 10 ps the energy is dissipated in local thermal equilibrium. Thermal emission

of electrons from condensed matter and collisional ionisation in metal vapours by

Fig. 6.6 Mapping of the different physical domains—Heating, Sub- and Super Atomic Field

Strength as well as Relativistic Particles—with respect to the corresponding intensity for metals
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the Richardson effect dominate the formation of ionised vapour or plasma. Corre-

sponding thermal processes such as drilling and micro-processing are widely used

in applications today.

At higher intensities above 1011 Wcm−2
the multi-photon absorption or Multi-

Photon Ionisation MPI in the infrared spectrum are observable [33]. The threshold

intensity I = n ⋅ h𝜈 ⋅ c for MPI of about 1011 Wcm−2
corresponds to a photon density

n = 4∕3𝜋𝛥s3. The spatial distance 𝛥s = c𝛥tvirtual∕N between the photons moving at

the speed of light c has to be as short as the photon travel distance c𝛥tvirtual during

the lifetime 𝛥tvirtual of virtual states in the atom divided by the number N of photons,

which are needed to overcome the ionisation potential. Inserting 𝛥tvirtual = 10−15 s,
N = 5 and the photon energy h𝜈 = 1.5 eV, then the spatial distance 𝛥s = 6 × 10−8 m,

the photon density n ∼ 1021 m−3
and the threshold intensity I = 7 × 1010 Wcm−2

for

MPI give plausible measures for the experimental evidence. The response of metals

shows intensity-dependent optical properties. The non-linear effects are useful for

increasing temporal and spatial resolution or selectivity in diagnosis and processing.

Notable examples for increased temporal resolution are the colliding pulse mode

CPM-laser and two-photon spectroscopy, or sub-wavelength modification which is

based on increased spatial resolution. The data for threshold intensity IMPI in Multi-

Photon Ionisation MPI of aluminium, copper and iron for the KrF- and TiSa-laser

have been thoroughly investigated [34] and are collected in Table 6.2.

Above-Threshold Ionisation ATI is a kind of beam-matter interaction in which

atoms subject to intense laser fields at intensities above 1012 Wcm−2
absorb more

than the minimum number of photons required for ionisation. Since the first exper-

imental discovery of ATI for Xenon atoms by Agostini in 1979 [35], ATI has been

an important subject in ultrafast laser-atom interactions. Xenon with the ionisation

potential of 12.27 eV absorbs twelve photons emitted from a Nd-glass laser, each

having a photon energy of 1.17 eV at 1013 Wcm−2
of laser intensity. Both Multi-

Photon Ionisation MPI and Above-Threshold Ionisation ATI are also involved in the

formation of ionised processing gases.

Table 6.2 Threshold intensity IMPI , number of photons n involved and ionisation potential Uion for

multi-photon ionisation MPI of atoms. KrF-laser: wavelength 248 nm, photon energy 5 eV. TiSa-

laser: wavelength 800 nm, photon energy 1.5 eV

Atom Uion (eV) Laser N IMPI(Wcm−2)
Cu 7.73 KrF 2 1.0 × 109

TiSa 5 5.0 × 1011

Al 5.99 KrF 2 2.3 × 1010

TiSa 4 9.5 × 1011

Fe 7.87 KrF 2 1.0 × 1010

TiSa 7 1.0 × 1013
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The effect of Field Ionisation FI is revealed by the observation that fewer pho-

tons are necessary to ionise an atom than are required to overcome the energy

Uion for ionisation. Field Ionisation FI and Tunnel Ionisation TI come into play

at intensities where the laser field E changes the atomic structure by ponderomo-

tive forces. At intensities I = (𝜖0c∕2)E2
atom above I > 1016 Wcm−2

the electrical field

strength becomes comparable with typical atomic fields Eatom = (4𝜋𝜖0)−1e∕r2B ∼
5 × 109 V cm−1

depending on the Bohr radius rB = 5.3 × 10−11 m [36]. In particular,

the potential U(x) = U0(x) − eEx for an electron with charge e becomes asymmetric

compared with the unperturbed potential U = U0(x). The energy Uion for ionisation

of Rydberg electrons and continuum electronic states is decreased by the pondero-

motive energy Up,

Up =
1
me

( eE
2𝜔

)
, 𝛾 =

Uion

2Up
(6.6)

which for free electrons in the laser field depends on electron mass me and charge

e as well as the electric field amplitude E and photon energy ℏ𝜔. The transition

from dominant Field Ionisation to tunnelling is characterised by 𝛾 = 1, where 𝛾 =
(Uion∕2Up) is the well known Keldysh parameter.

At 1018–1019 Wcm−2
the travel distance an electron needs to pick up its own rest

energy mec2 is only one wavelength 𝜆 of the incident visible light eE𝜆 = mec2 and

the motion of the electron becomes relativistic. The energy of the wave becomes so

large that the electron “surfs” on the wave. The wave exerts direct light pressure on

the electron. The plasma and the particles become relativistic, the mechanisms lead

to concepts and realisation for particle acceleration and to free electron lasers. If the

field is a factor of 103 higher (I = 1024 Wcm−2
), the same effect occurs not only for

electrons—they continue surfing at the bottom of this wave—but also for heavy pro-

tons with mass mp. The proton motion becomes relativistic eE𝜆 = mpc2. Matter is

directly compressed by the radiation in accordance with the fast ignitor concept of the

Lawrence Livermore National Ignition Facility NIF. At about 1029 Wcm−2
the dis-

tance an electron needs to pick up its own rest energy is only its own de Broglie wave-

length 𝜆dB. Thus the field comes into resonance with the matter wave. A change from

collective absorption of electromagnetic radiation by electrons to a direct localised

interaction of the photon with the particle has occurred, and electron positron pairs

are generated.

6.4.2 Beam Propagation

The effects of the wave-like, moving absorption front leading to dynamical aber-

rations of the laser radiation have to be analysed in comparison with free prop-

agation in vacuum. The effects of the moving absorption front, where the laser

is partially absorbed and reflected, on radiation propagation are rarely discussed
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beyond the level of geometric optics. Modelling and calculation of radiation propa-

gation is feasible as long as well known model equations, such as Maxwell’s equa-

tions, vector valued wave equations, and higher order Slowly-Varying-Envelope

SVE-approximations or the geometrical optics approximation remain tractable by

the available numerical methods. Numerical methods such as the Finite-Difference-

Time-Domain FDTD-method, the Boundary-Element-Method BEM and the Beam-

Propagation-Method BPM are sufficiently well developed in the literature to be

applicable.

At the absorption front (the drill wall, the surface of the capillary in welding, or

the cutting front), the laser radiation is reflected, absorbed or diffracted. Reflection

and diffraction introduce changes in the laser beam. More precisely, the orientation

and the absolute value of the Poynting vector are changed. The beam-forming effect

of the absorption front has to be investigated in more detail by taking into account the

wave properties of the radiation and the boundary conditions for strongly absorbing

media. To solve Maxwell’s equations directly the Finite-Difference-Time-Domain

FDTD-method can be applied [37, 38]. The material equations of Drude and Lorentz

are used to describe the electromagnetic properties of the metal or dielectric. Absorb-

ing boundary conditions of so called “Perfectly Matching Layer” PML-type as well

as periodic conditions work well at the external boundaries. Reflection, transmission

and absorption of a plane wave incident on a plane surface are known analytically

and serve as a test case. The accuracy of the numerical solution can be determined by

comparison with the well known Fresnel Formulae (Fig. 6.7). Although the required

Fig. 6.7 Amplitude of a plane wave field emitted from boundary 1 incident on a plane surface

(boundary 2) of a dielectric with periodic boundary conditions at the left and right boundaries

calculated by the Finite-Difference-Time-Domain FDTD-method. The “Perfectly Matching Layer”

PML is located above boundary 3. Comparison of the degree of reflection for a metal (complex

refraction index n = 1.42 + i ⋅ 1.59) calculated by the FDTD-method (circle) and the exact solution

(solid line) from the Fresnel formulae as a function of the angle of incidence. Spatial resolution

becomes important at glancing incidence
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spatial resolution in the range of 1∕30-times the radiation wavelength is rather high,

it is worth the cost of the calculation in order to gain a qualitative understanding.

Analysis of the structural stability of the physically approximated model equa-

tions for radiation propagation is carried out by revealing the changes in the solution

depending on different physical model equations (Maxwell’s equations, vector val-

ued wave equations, the higher order SVE-approximation, the geometrical optics

approximation). As a matter of fact, the accuracy of the different numerical meth-

ods such as the FDTD-method, the Boundary-Element-Method BEM and the Beam-

Propagation Method BPM also have to be investigated.

6.4.3 Refraction and Reflection

The relevance of probing deeper into the details of radiation propagation becomes

important if the optical path contains non-ideal optical objects such as density varia-

tions or particles within the gaseous phase. The cost of modification and adaptation

of the model equations as well as the appropriate numerical methods are least in

so far as Ray-tracing can be used to describe the phenomena in question. For every

additional order of reflection the cost increases in proportion to the number N of grid

points. Calculating diffraction integrals means an increase to N2
. Finite-Difference

approaches are far more expensive, since the temporal evolution of the wave field

has to be resolved, too. The aberration or beam forming due to metal vapour/plasma

or a supersonic gas flow are investigated in detail. Radiation propagation in media

with a spatially distributed index of refraction can be calculated by Ray-tracing. The

eikonal equation of geometrical optics is solved allowing for a spatially distributed

index of refraction n(𝐫), where the arc length s along the ray 𝐫 is introduced:

d
ds

(
n(𝐫(s))d𝐫(s)

ds

)
= ∇n(𝐫(s)) (6.7)

In inhomogeneous media ∇n(𝐫(s)) ≠ 0 the light rays become curved instead of being

straight lines. The intensity is calculated solving the hierarchically ordered irradiance

transport equations for the field amplitude [39]. To cope with the property of the solu-

tion that the wave fronts do not remain single valued but interfere with each other,

the power of the refracted rays is projected and stored on a background grid. Meth-

ods for interpolation of point-wise defined quantities and adaptive approximation of

functions by adaptive grid refinement are applied (Fig. 6.8).

It is worth mentioning that via the Cauchy dispersion relation the index of refrac-

tion n

n − 1 = A(1 + B
𝜆2

) (6.8)
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Fig. 6.8 Ray-tracing extended to inhomogeneous media and reconstruction of the multiply over-

lapping rays leading to caustic formation. A circular wave travelling outwards from the white cir-

cular area is diffracted by a spatially circular distribution of the index of refraction located left of

the wave-emitting centre (white circle). Multiple reflections calculated by forward 3d-Ray-tracing

account for curvature and redistribution of power into a triangular surface grid

depends on the material parameters A and B (A = 87.80 × 10−5 and B = 22.65 ×
10−11 cm2

for mercury vapour, A = 29.06 × 10−5 and B = 7.7 × 10−11 cm2
for nitro-

gen), on radiation wavelength 𝜆 and is also related to the density 𝜌 of the gaseous

phase, where

n − 1
𝜌

=
n0 − 1
𝜌0

which indeed changes in supersonic flow. Measured reference values n0 and 𝜌0
are available [40–42]. Analysis of refraction in inhomogeneous media combined

with multiple reflections is used to reveal parameter ranges—so called processing

domains—where these effects show a dominant effect on the dynamical stability

of the process. Improved understanding of radiation propagation is applied for a

process-adapted design with beam-forming optics.

6.4.4 Absorption and Scattering in the Gaseous Phase

Absorption of infrared laser radiation in the metal vapour is governed by acceler-

ated electrons colliding with atoms or ions. For the typical situation of drilling steel

with µs-pulses, which is characterised by a pulse duration tp > 100µs, pulse energy

Ep < 400mJ and focal diameter 2w0 = 40µm of the laser beam, the metal plasma

remains in local thermodynamic equilibrium and the number of multiply ionised

ions is considerably smaller. The coefficient of absorption 𝛼 of the metal vapour can

therefore be well approximated by the well known Drude model
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𝛼 =
𝜔
2
p 𝜈e

c(𝜔2 + 𝜈2e )
, 𝜔p =

√
ne e2

𝜖0 me
, ne = ne(Tg, 𝜌g), 𝜈e = 𝜈e(Tg, 𝜌g) (6.9)

where 𝜈e is the collision frequency of electrons, 𝜔 the laser frequency and me the

electron mass. The coefficient of absorption 𝛼 depends on electron density ne and on

electron temperature Te via the frequency 𝜈e of electron collisions. In consequence,

the gas-dynamic state of the vapour enters the absorption coefficient 𝛼 via the density

𝜌g and temperature Tg. These quantities have to be estimated by calculations using

the drilling model of Sect. 6.5, for instance. The electron collision frequency 𝜈e is

composed of two parts 𝜈e = 𝜈e,g + 𝜈e,i, since electrons are dominantly colliding with

atoms 𝜈e,g [43] and ions 𝜈e,i [44]

𝜈e,g = c1
√
Te ng , c1 =

8 (2𝜋)3∕2r2
Fe

√
e

3
√
me

≈ 2.8 10−13
[

Hz
m3

√
eV

]
(6.10)

𝜈e,i = c2
i2 ni ln(g)

T3∕2
e

, c2 =
e4(2𝜋e)−3∕2

3𝜀20
√
me

≈ 1.6 × 10−12
[
eV3∕2

m3 s

]
(6.11)

g = 12𝜋 ne 𝜆3Db, 𝜆Db =

√
𝜀0 Te
ne e2

(6.12)

where the atomic radius rFe for iron, the neutral atom density ng, the degree of ion-

isation i, and the particle density ni of ions, the Debye length 𝜆Db, the number g of

electrons within the Debye sphere and the dielectric constant 𝜀0 are introduced. From

(6.11) and (6.12) it turns out that for a small degree of ionisation i the contribution of

the electron-ion collisions remains small compared to electron-atom collisions. As

a result, the electron density ne(Tg, 𝜌g) and the absorption coefficient 𝛼(Tg, 𝜌g) can

be calculated using the gas-dynamic state {Tg, 𝜌g} resulting from the evaporation

model.

The coefficient of absorption 𝛼 for the parameter range encountered in high speed

drilling with Nd:YAG lasers 𝜆 = 1µm dominated by melt ejection with intensi-

ties up to I0 < 1012 Wm−2
is below 𝛼 < 2m−1

. As a result, the absorption length

is expected to be of the order of half a metre, much longer than the typical ablation

depth or depth of a drilled hole. In consequence, plasma absorption in steel vapour

produced at 𝜆 = 1µm, I0 < 1012 Wm−2
can be excluded from the list of dominant

phenomena.

6.4.5 Kinetics and Equation of State

Energy and momentum is transported over a given distance L by the repeated move-

ment of particles along a free path length 𝜆 between two subsequent collisions.

Depending on the Knudsen number Kn = 𝜆∕L, either the continuum assumption of
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Fig. 6.9 Dependence of the coefficient of absorption 𝛼 and electron density ne on plasma temper-

ature Tg and gas density ng for stainless steel. Parameter range (dark-grey) is that encountered in

high speed drilling dominated by melt ejection with intensities up to I0 < 1012 Wm−2

fluid mechanics Kn ≪ 1 holds or the kinetic properties of matter become essential

Kn ≥ 1. It is worth mentioning that the kinetic properties of matter are present not

only for evaporation by fs-pulse duration at intensities larger than 1016 Wcm−2
, but

also play a dominant role in continuous evaporation at moderate intensities. Fluid

mechanics fails as long as the distance L from the condensed surface remains com-

parable with the mean free path 𝜆g ∼ n−1∕3g in the gaseous phase whose particle den-

sity is ng. For laser drilling within the condensed matter having a particle density

nc the Knudsen number Kn ≪ 1 is small, since the mean free path 𝜆c ∼ n−1∕3c is

small compared with the optical penetration depth 𝛼
−1

. Immediately on the gaseous

side of the condensed surface there is a layer formed known as the Knudsen layer,

where the Knudsen number jumps to large valuesKn ≫ 1, while the distance L ≪ 𝜆g
remains small in the vicinity the condensed surface. The Knudsen number again

approaches small values at distances L ∼ n𝜆g, which are a n-times the mean free

path 𝜆g = n−1∕3g in the gaseous phase. In consequence, kinetic items are involved in

any kind of condensed-gaseous phase change and the Navier-Stokes equations are not

applicable. The task is to find the kinetic details of the Knudsen layer, like analysing

the quasi-steady state of the Knudsen layer for example, and determining the time

tKn the transition from a kinetic to a continuum state of the vapour takes. The tran-

sient time tKn for the build-up of a quasi-steady Knudsen layer (Fig. 6.4) has to be

compared with pulse duration tp. Separation of the time scales tKn and tp is expected

to change the overall result of evaporation (Fig. 6.9).

The quasi-steady properties of the Knudsen layer are calculated using the Boltz-

mann equation for the kinetic distribution function 𝛷 = 𝛷(𝐱,𝐕G). The function 𝛷

describes the distribution of particles at position 𝐱 with the hydrodynamical velocity

𝐕G at the gaseous side of the Knudsen layer whose thickness is 𝛥
vap

. The long time

limit

𝐕G∇𝛷 = J(𝛷,𝛷), 𝛷|𝐱∈𝛥
vap

= 𝜙(𝐕G), 𝛷|𝐱→∞ = 𝜙
MB(𝐕G), (6.13)
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has been solved numerically by Aoki [45], where the operator J(𝛷,𝛷) is called the

collision integral for relaxation of the distribution function 𝛷 towards the Maxwell-

Boltzmann equilibrium distribution 𝜙
MB(𝐕G) present on the gaseous side of the

Knudsen layer. The result of the kinetic calculation gives a relation between the con-

tinuum properties of the gaseous phase outside the Knudsen layer (gas pressure PG,

temperature TG, Mach-number Ma = VG∕c(TG)) and the temperature TL at the con-

densed or liquid side of the Knudsen layer.

PG = G1(Ma) ⋅ P
sat
(TL) (6.14)

TG = G2(Ma) ⋅ TL (6.15)

where P
sat

is the saturation pressure. For strong evaporation, referred to as the

Chapman-Jouguet case

𝐱 ∈ 𝛥
vap

∶ Ma =
VG

c(TG)
= 1. (6.16)

the Mach number Ma = 1 is already known. Here the gas-dynamics, in particular

the gas pressure, do not change the evaporation process. It is worth mentioning that,

for moderate evaporation, the Mach number Ma < 1 has to be determined and the

additional information has to be taken from the gas flow outside the Knudsen layer

𝐱 ∈ 𝛥
vap

∶ PG = PG(TG,VG) (6.17)

These model equations for quasi-steady evaporation correspond to the system path

in the state diagram in Fig. 6.5b for large pulse duration. While the quasi-steady

properties of the Knudsen layer are well known from the literature [28], the analysis

related to the transient time tKn for the build-up of quasi-steady properties of the

Knudsen layer remains an open question.

Moreover, relations depending on the state model, such as the ideal gas equation

PG = 𝜌G Rs TG and other material properties like the enthalpies for phase transitions,

become functions of temperature and pressure. Approaching the critical temperature

the difference between the density of condensed matter and of the gas vanishes. Ide-

alised state models are not applicable while approaching the critical temperature and

more refined models have to be involved. In addition to molecular dynamic calcula-

tions, there are promising thermodynamical approaches like the Quotidian Equation

of State QEOS developed by More et al. [46].

6.5 Phenomena of the Melt Expulsion Domain

In drilling with µs pulses the dynamical phenomena governing the shape of the

drilled hole are identified experimentally and can be related to the processing para-

meters theoretically. Technical concern is focused on the build-up of recast at the
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Fig. 6.10 Ablation at the drill base, widening by melt flow and narrowing by recast at the drill

wall, shadowing the beam from the drill base, and recondensation of vapour

drilled wall. Advances are made by relating the borders of the processing domain to

dominant phenomena (Fig. 6.10) encountered in drilling such as ablation at the drill

base, widening of the drill by melt flow and narrowing by recast at the drill wall,

shadowing of the beam from the drill base near the entrance of the drill by the melt

film and recast layer, recondensation of vapour at the drill wall and absorption by the

plasma. After reaching a typical drilled depth recast formation sets in at the entrance

of the drill hole (Figs. 6.12f, 6.15). Recast formation leads to deviation from a cylin-

drical drill and tends to narrow or even to close the entrance. Shadowing effects

and strong aberration of the radiation take place. The distribution of the aberrated

radiation determines the hole shape.

Mathematical model reduction is carried out using the existence of an inertial

manifold, which is present in distributed dynamical systems dominated by diffu-

sion [47, 48]. The corresponding long time limit of the underlying physical model

is derived [18, 49, 50]. In principle, a spatially distributed dynamical system con-

sists of an infinite set of dynamical parameters. Approaching the inertial manifold

a substantial reduction in the number of degrees of freedom takes place. While the

fast quantities undergo relaxation on the shortest time scales they are adiabatically

linked to the small number of slowly varying quantities. Detailed exploitation of the

time scale separation allows the analysis to be based on a model which shows no

unnecessary complexity. Subsequent extensions including shorter time scales and

the corresponding additional dynamical parameters can be carried out stepwise and

with controlled error. Experimental evidence (Fig. 6.11) shows that the final shape of
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Fig. 6.11 Shape of the single pulse drills. Cross sections for truncated pulse durations ttr ∈
{5, 75}µs (CMSX-4, Nd:YAG laser, tp = 300µs, Ep = 325mJ)

the drill base is established during the first few tenths of microseconds, which rein-

forces the mathematical arguments for a reduced model describing the dynamics of

the drill base in the long time limit. Although temporal changes of the processing

parameters on time scales larger than a few microseconds result in a dynamical evo-

lution of the drill hole, the dynamical system does not leave the inertial manifold.

These new scientific findings [9, 10] are shown by carefully taking into account the

shadowing effects of melt flow and recast formation on radiation propagation; for-

merly they were obscured. Applying pulse durations in the range up to a few tenths

of a ns the drill terminates in a transient regime in which the melt flow is not fully

developed. The appearance of such a transient regime is seen to be a consequence of

the time scales (6.24) of the model (Fig. 6.18) and can be observed in experiments

(Sect. 6.7.5).

6.6 Mathematical Formulation of Reduced Models

The mathematical argument for the derivation of reduced models is the existence

of an inertial manifold in dissipative dynamical systems of partial differential equa-

tions [47, 48]. The concept of inertial manifolds is applicable to cutting, welding and

drilling [51]. The long-time limit for a fast moving ablation front is given by a three-

dimensional inertial manifold, an asymptotic subspace with the minimum number

of degrees of freedom spanned by the position A(t) and the global curvature 𝛼(t) of

the absorption front as well as the heat content Q(t) in the condensed phase. Devia-

tions from the three-dimensional inertial manifold are due to spatial details like local

curvature, and temporal effects such as the short rise time of the laser pulse whose

effects decay on short time scales compared with the typical times for the movement

of the slowest variables A(t), 𝛼(t), Q(t). Deviations from the inertial manifold are

investigated by spectral decomposition of the diffusion operator.
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6.6.1 Spectral Decomposition Applied to Dynamics
in Recast Formation

For analysis of recast formation at the drill walls the curvature 𝛼(t) is negligible and

A(𝜏) describes the position of the resolidification front. The time-scale trec for the

build-up of the recast layer of thickness A(𝜏) at the drill wall can be found by analy-

sis of the heat dissipation in the melt film and the solid, which becomes nonlinearly

coupled by the movement of the recast front 𝜌 = A(𝜏). The molten material flowing

from the drill base leads to widening of the drill base and prepares the initial condi-

tions (𝜏 = 0) for the melt flow and further heat dissipation into the solid at the drill

wall. The liquid in the interval 𝜌 ∈ [−1,A(𝜏)] covers the solid region 𝜌 ∈ [A(𝜏),∞].
The recast front 𝜌 = A(𝜏) starts to move with Ȧ(𝜏) < 0 into the liquid melt film.

The liquid temperature 𝜃𝓁(𝜌, 𝜏) is described by a spectral decomposition using the

eigenfunctions cos(𝜆k𝜌) of the diffusion operator whose eigenvalues are 𝜆k and mode

amplitudes are ak(𝜏). The dynamics of the temperature 𝜃s(𝜌, 𝜏) in the solid are rep-

resented by changes of the penetration depth Q(𝜏) of the heat. The temperatures in

the liquid and solid are coupled at the free moving boundary, namely the recast front

whose position is given by 𝜌 = A(𝜏):

𝜃𝓁(𝜌, 𝜏) = 1 +
∞∑
k=0

ak(𝜏) cos
(
(k + 1∕2)𝜋

A(𝜏)
𝜌

)
, 𝜃s(𝜌, 𝜏) = exp

(
−𝜌 − A(𝜏)

Q(𝜏)

)

(6.18)

Initially, when the recast front starts to move into the liquid, the liquid temperature

𝜃𝓁(𝜌, 𝜏) ≥ 1 is above the melting point 𝜃 = 1 and heat is dissipated into the solid

which remains at a lower temperature 𝜃s(𝜌, 𝜏) ≤ 1. The initial conditions (𝜏 = 0),

namely the values for ak and A,Q, are given as a result from heat convection at

the drill base and the heat released earlier into the solid, respectively. As boundary

conditions at the drill wall, there is no heating by the laser beam and the recast front

A(𝜏) remains at melting temperature 𝜃 = 1 so that

𝜕𝜃𝓁

𝜕𝜌

∣
𝜌=−1= 0, 𝜃𝓁 ∣

𝜌=A(𝜏)= 𝜃s ∣𝜌=A(𝜏)= 1, 𝜃s ∣𝜌→∞= 0. (6.19)

The dynamics in the solid and liquid phase are nonlinearly coupled by the movement

of the recast front at position 𝜌 = A(𝜏) described by the Stefan boundary condition

𝜕𝜃s

𝜕𝜌

||||𝜌=A(𝜏) −
𝜕𝜃𝓁

𝜕𝜌

||||𝜌=A(𝜏) = hm Ȧ(𝜏). (6.20)

The equations of motion for the degrees of freedom ak,Q,A are derived by inserting

the ansatz (6.18) into the heat conduction equations for the liquid (6.21) and the solid

(6.22) as well as into the Stefan boundary condition (6.23):
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ȧ𝓁 +
⎛
⎜⎜⎜⎝

(
𝓁 + 1

2

)
𝜋

A(𝜏)

⎞
⎟⎟⎟⎠

2

a𝓁 = − Ȧ(𝜏)
A(𝜏)

∞∑
0
2𝜋 gk𝓁

(
l + 1

2

)
ak, (6.21)

Q̇ = 3
5

(
1
Q

− Ȧ
)
, (6.22)

(1 + hm) Ȧ = −Q̇ +
∞∑
k=0

ak ⋅

⎛
⎜⎜⎜⎝

(
k + 1

2

)
𝜋

A(𝜏)

⎞
⎟⎟⎟⎠
⋅ (−1)k (6.23)

where the initial conditions read a𝓁||𝜏=0 = a𝓁0, Q(𝜏)|
𝜏=0 = Q0, A(𝜏)|

𝜏=0 = 1.

As a result, the relaxation of heat in the liquid trec1 = d2m∕𝜅𝓁 with melt film thick-

ness dm as well as in the solid trec2 = (𝛿s)2∕𝜅s with penetration depth 𝛿s of the heat

and the difference of the heat flux at the recast front contribute to the time scale of

the dynamics. The time scale trec is given by the slowest contribution. The growth

time-scale ∣ Ȧ ∣≫ 1 of the recast layer becomes small and is given by trec1 = d2m∕𝜅𝓁
for almost no heat release into the solid trec2≪trec1 and no initial overheating of the

liquid (ak(𝜏 = 0) = 0). To slow down the build-up of a recast layer, ∣ Ȧ ∣≪ 1 and

heating at the melt film surface along the drill wall has to balance the heat released

into the solid.

6.7 Analysis

Modelling guided by experimental observation and comparison with simulation

results gives seven fundamental findings which support understanding of the melt

expulsion domain (Fig. 6.4), namely (1) the time-scales for initial heating and relax-

ation of melt flow during the rise time of the pulse, (2) the widening of the drill to

a drill width up to approximately two times the beam diameter, (3) narrowing of the

drill entrance due to recast formation as well as (4) suppression of recast by heating

the drill walls during melt ejection, (5) closure of the hole at a typical distance from

the drill base, called lift-up height, by decelerated melt flow and recast formation,

(6) non-local effects and the influence of pulse decay on the lift-up height, which

changes the drill base from nearly circular to a more peaked shape subsequent to

shadowing of the beam by the onset of closure, and (7) the transition time tin for

which the melt flow changes from inertia-dominated to friction-controlled.

6.7.1 Initial Heating and Relaxation of Melt Flow

Time-scales in the parameter range available for µs-pulses can be derived from the

dynamical model. The time tm to melting and to evaporation, tv, are small compared

with the time for relaxation trelax of the melt flow. The time trelax of a few microsec-

onds is small compared with the time t𝓁 ≃ 100µs the flow takes for moving up
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Fig. 6.12 Cross sections of truncated single pulse drills. Pockels cell with jitter 𝛥tp = ±6µs. a–c
Time increment 𝛥t = 5µs for simulation output. Truncated pulse duration {ttr ∈ {30, 60, 90µs}
(X5CrNi18-10, tp = 180µs, Ep = 200mJ)

the drilled depth 𝓁B = 1 mm. With the dependent quantities melt film thickness dm,

drilling velocity vp—as well as the material properties: inverse Stefan number hm,

kinematic viscosity 𝜈, and evaporation temperature Tv—the time scales read

tm = 𝜋

4𝜅s
𝜆
2(Tm − Ta)2

A2
pI

2
0

, tv =
𝜅𝓁

v2p
ln
⎛
⎜⎜⎝
1 +

Tv−Tm
Tm−Ta
1 + hm

⎞
⎟⎟⎠
,

trelax =
5
12

dm
vp

1
1 + 5

8
𝜈

vpw0

, t𝓁 =
𝓁B
w0
dm
vp
, (6.24)
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Fig. 6.13 The drilled depth (squares) and the width (circles) of the drill at the entrance. Truncation

of the total pulse duration of tp = 300µs into truncated pulses of duration ttr ∈ {10, 300}µs by

electro-optic modulation of the resonator quality. Temporal increment 𝛥ttr for the truncated pulse

durations is 𝛥ttr = 10µs Results are given a for the first 50µs and b for the total pulse duration

The time tm until melting is tm ≈ 0.1µs (Tm = 1800K, 𝜅s = 10−5 m2s−1, Ap = 0.4).

Performing experiments with pulses truncated by a Pockels cell the evolution of the

drill hole can be observed (Fig. 6.12a–c). As a result, the time scales fit well with the

experimental evidence. Using electro-optic pulse truncation (Fig. 6.3a) the initial

stages of the evolving drill hole can be analysed in detail. In particular, the different

dynamics of width and depth at the drill base are revealed (Fig. 6.13). The final width

of the hole is first established on a typical time scale of a few tenths of µs, while on

the same time scale the depth changes from a slow parabolic rate of increase to a

rapid linear increase. This experimental evidence for time-scale separation of the

shape of the drill hole supports the setting up of a drilling model which is spatially

integrated with respect to a fast dynamic relaxation shape of the drill base, called the

spatially integrated model.

6.7.2 Widening of the Drill by Convection

There is no simple relation between the width of the laser beam and the drill, depend-

ing on the material properties and the laser radiation. The integrated model, which

covers evaporation at the drill base and melt flow along the wall as well as recast

formation, shows the widening of the drill base and gives fairly good results when

compared with drilling experiments (Fig. 6.12d–f).

Global energy balance considerations yield the ratio F(Pe𝓁) = PK∕P𝓁 of convec-

tive PK and dissipative power P𝓁 depends on the Péclet-number Pe𝓁 = (V0 dm)∕𝜅
only, P𝓁 is comparable to PK , and hence the ablated volumes per unit time inside and

outside the w0-environment around the beam axis are of the same order of magni-

tude. Energy balance and the Stefan condition at the melting front yield the widening

𝛥r of the drill:
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𝛥r =
(
exp(

Pe𝓁
2

) − 1
)
⋅ w0. (6.25)

As an example, for a drilling velocity V0 = 6m s−1 and a laser beam radius w0 =
20µm the widening 𝛥r ≈ 0.82w0 = 16µm of the drill corresponds fairly well to the

experimental evidence (Fig. 6.12d–f). The measured values for the width are mostly

above the predicted values of this model, which suggests that there are additional

causes for widening such as recondensation of the evaporated material, plasma heat-

ing of the drill wall or beam aberration.

6.7.3 Narrowing of the Drill by Recast Formation

During drilling the laser beam dominantly heats the drill base and the melt cools

down while flowing upwards along the walls resulting in recast formation on the

additional time scale trec. To slow down the build-up of a recast layer (Fig. 6.14)

heating at the melt film surface along the drill wall has to balance the heat release

into the solid. As a result, typically a power of a few hundred Watts per mm drilled

depth is sufficient to avoid recast formation. The spatially resolved model reproduces

the onset of recast formation on the analytical scales and its tendency to narrow the

drill and even to shadow the beam from the drill base (Fig. 6.14c, d).

The shape of the drill hole and formation of recast, which can also induce subse-

quent crack evolution, are the quality criteria known to be the most relevant to the

Fig. 6.14 Simulation of the integrated model (a, b). Gaussian intensity profile without (a) and

with offset (b) heating the wall: a closure by recast (dark grey), b heating the wall prevents recast

formation, melt film (black). Lengths scale w0 = 20µm. Simulation of the spatially resolved model

(c, d): Temperature in the solid (ambient (grey) to melting (light-grey)) and liquid (melting (grey)

to evaporation (light-grey)) c no shadowing, d geometric optical shadowing
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Fig. 6.15 Longitudinal sections showing recast layers at the entrance of the drill in percussion

drilling with n = 1 − 5 pulses. No recast layer at a n = 1 and b n = 2 pulses. During every addi-

tional pulse a new layer of recast is formed: one, two, and three recast layers are observed for c n = 3,

d n = 4, and e n = 5 pulses, respectively. Horizontal white lines are separated by 100µm.

X5CrNi18-10, laser system S1, pulse energy Ep = 200mJ, pulse duration tp = 180µs, truncated

pulse width ttr = 30µs

action of µs-pulses. The mechanism for the build-up of recast is illustrated by the

case of percussion drilling. With increasing pulse number n and drilled depth 𝓁B the

formation of recast first sets in at the entrance of the drill. In particular, there is a typ-

ical value 𝓁B ≥ 𝓁recast for which every additional laser pulse generates a new recast

layer at the entrance. As a result of percussion drilling, several recast layer overlap

(Fig. 6.15). The number of recast layers equals the number of pulses after reaching

the drilled depth 𝓁B = 𝓁recast. Using the laser system S1, the distance 𝓁recast between

the drill base and the onset of recast at the drilled wall is about 𝓁recast = 375µm.

The time scale trecast = d2m∕𝜅 for recast formation during melt flow along the drill

wall is related to the melt film thickness dm and the thermal diffusivity 𝜅 of the liquid

metal. The distance 𝓁recast = rB + vm ⋅ trecast from the drill base with radius rB where

the recast sets in depends on the melt velocity vm and the time trecast. For example,

taking the velocity vm = 6 − 9m s−1 and the melt film thickness dm = 20 − 30µm

from the spatially integrated dynamical model the time trecast = 40 − 90µs and the

distance𝓁recast = 360 − 560µm agree well with the experimental evidence from per-

cussion drilling, where 𝓁recast = 375µm is observed (Fig. 6.15d, e). Applying addi-

tional energy to the drill wall the formation of recast can be reduced significantly
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and the molten material separates from the drill [9, 52]. By heating the drill walls

and slowing down the velocity of resolidification from the processing domain char-

acterised by drill walls free of recast are extended to greater drilled depths. The

amount of power Pheat needed for heating the walls

Pheat = 𝜌Hmvp ⋅ Fwall, Fwall = 2𝜋rB(s − s0) (6.26)

depends on the density 𝜌, melting enthalpy Hm, the drilling velocity vp and the sur-

face area Fwall of the drilled wall. The dependent parameters radius rB of the drill

and the arc lengths s − s0 where resolidification takes place, enter through the sur-

face area Fwall and are calculated by the integrated model (Fig. 6.14).

6.7.4 Melt Closure of the Drill Hole

Experimental observation—showing resolidified droplets beneath a closure—gives

a hint that, starting at a critical depth L
krit

, the drill hole can be closed by the melt.

The melt flow slows down (6.31) at the entrance of the drill, the melt film thickness

increases (6.29) with distance from the drill base, and finally starts to shadow the

laser beam (Fig. 6.14c). Radiation heats the closure to evaporation temperature thus

re-ejecting part of the molten closure (Fig. 6.14d). This so called lift-up of the melt

then happens periodically and leads to pronounced changes in the drill shape. The

critical depth L
crit

at which the drill starts to close can be estimated from the reduced

model. The melt flow is driven by the gradient of the pressure 𝛱𝓁 and shear stress

𝛴g. The reduced model for melt flow is

Re
(
𝜕m
𝜕𝜏

+ 6
5

𝜕

𝜕𝛽

(
m2

h

))
= −

𝜕𝛱𝓁

𝜕𝛽

h + 3
2
𝛴g − 3m

h2
(6.27)

𝜕h
𝜕𝜏

+ 𝜕m
𝜕𝛽

= vp(𝛽, 𝜏) (6.28)

wherem = m(𝛽, 𝜏) and h = h(𝛽, 𝜏) denotes the mass flow and the melt film thickness,

respectively.

The curvature  of the melt film surface enters the boundary condition for the

pressure, when the melt flow slows down. The corresponding dimensionless group is

called the Weber number We, scaling the ratio of hydrodynamic (𝜌V2
0 ) and capillary

pressure (𝜎 K). For We < 1 the surface tension 𝜎 tends to form droplets and hinders

separation. The pressure 𝛱𝓁 is then given by

𝛱𝓁 → 𝛱𝓁 +We−1 𝜕
2h

𝜕𝛽2
, We =

𝜌V2
0

𝜎K
. (6.29)
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The resulting equation of motion is known as the Kuramoto-Sivashinsky equation,

which describe unstable periodic orbits and the transition to turbulence of thin film

flows.

For small Reynolds numbers (Re → 0) a separation of time scales of the depen-

dent variables can be observed. From (6.27), (6.28) the slow manifold reads

m =
𝜕𝛱𝓁

𝜕𝛽

h3
3

+ 𝛴g
h2
2

(6.30)

The dynamics of melt flow is dominated by the melt film thickness as is well known

from lubrication theory:

𝜕h
𝜕𝜏

+ 𝜕

𝜕𝛽

(
𝜕𝛱𝓁

𝜕𝛽

h3
3

+ 𝛴g
h2
2

)
= vp(𝛽, 𝜏). (6.31)

Three major phenomena decelerate the melt at the drill wall: friction, resolidification

at the wall and recondensation of the vapour. As a result, (6.27), (6.28) shows that

the position Lkrit = 𝛽kritw0 at which the drill is sealed by the melt,

Lkrit =
V0 w2

0
𝜈

2
5
m0(1 − 𝜀h0), (6.32)

depends only on the inflow m0 of mass and the melt film thickness h0 from the drill

base (𝜀 = dm∕w0). Shadowing of the radiation from the drill base by a large melt film

thickness is also reproduced by the spatially resolved model (Fig. 6.14c, d) and a pro-

nounced feedback of shadowing onto the shape of the drill base and the acceleration

of the melt is observed.

Electro-optic pulse truncation is used to single out the effect of decaying intensity

at the end of the natural pulse shape on the spatial shape of the drill and recast for-

mation at the drilled walls (Fig. 6.16). Two single-pulse drills are compared where

the pulse energy 290mJ and the pulse duration 290µs are kept constant. For a pulse

shape which includes the decaying part (Fig. 6.16a), the width of the drill changes

and recast formation is pronounced, while for the truncated pulse without the decay-

ing part, the hole is nearly cylindrical and the thickness of the recast layer is clearly

reduced.

The onset of melt closure during drilling is observed at a pulse energy of Ep =
200mJ and pulse duration tp = 180µs (Fig. 6.17). Estimating the drilling velocity

from the resulting drilled depth in experiments averaged with respect to drilling time

steps of 10µs yields an initial drilling velocity vp < 1.5m s−1 during the first 20µs
of the total pulse. At an elapsed time of 50µs values of vp = 8m s−1 are reached. For

larger pulse duration the drilling velocity starts to change stepwise between moder-

ate values of 3.5m s−1 up to 13m s−1. The slowly changing, moderate values of the

drilling velocity are in accordance with the spatially integrated dynamical model,

while the repeated deviations to larger drilling velocities indicate the interaction of

the laser beam with the onset of melt closures.
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Fig. 6.16 Longitudinal sections showing the shape of the hole and recast at the drilled walls as

a result of single pulse drilling with a decaying intensity of the natural pulse shape and b with

electro-optic pulse truncation, the pulse having no decay. CMSX-4, laser system S1, pulse energy

Ep = 290mJ, pulse duration 290µs

Fig. 6.17 Single pulse drilling with electro-optical pulse truncation. The pulse duration is

increased by steps of 10µs. The drilled depth 𝓁B calculated (solid line) from the spatially inte-

grated dynamical model and experimental results (square). The repeated stepwise changes to larger

drilling velocity observed in the experiments are indicated by the dotted lines (X5CrNi18-10 , laser

system S1, pulse energy Ep = 200mJ, pulse duration tp = 180µs)

6.7.5 Drilling with Inertial Confinement—Helical Drilling

Drilling with ns-pulse duration intensities up to I0 = 1010 Wcm−2
are encountered,

but the molten material is not accelerated to high velocities as in drilling with

µs-pulses. The well-known piston model and early FEM-calculations [53] already

showed that the acceleration of the melt flow might dominate over the ablation

results. However, advanced models can handle the pronounced sensitivity of the melt

flow to the details of the intensity distribution (Fig. 6.18) and the nonlinear evapo-

ration process. At the time scale tin of sub-microseconds the melt flow is dominated

by the inertia of the liquid and does not escape far away from the laser beam axis.
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Fig. 6.18 Simulation of single pulse drilling: The melt flow is dominated by inertia of the liquid.

Most of the molten material is evaporated and the rest does not escape far away from the beam axis.

For pulse durations a tp = 14 ns, b 21 ns, c 27 ns the melt flow is transient and widening is not yet

pronounced (Ep = 0.5mJ, w0 = 11µm)

Fig. 6.19 Helical drilling: Principle, optical setup and beam rotation movement

This behaviour suggests that a moving beam can catch the recast from the preced-

ing pulse and explains why helical drilling works with high-precision and almost no

recast. During the pulse duration tp = 14 ns of one single pulse in helical drilling the

momentum transferred to the molten material by the recoil pressure of evaporation

is too small to overcome the inertia of the melt significantly. If the drill walls reach

to a depth greater than the distance the melt can move, this strategy works well and

almost all material is evaporated.

To improve precision the pulse duration can be reduced using short and ultra-

short laser pulses [54, 55]. Alternatively, the laser beam can be moved as in helical

drilling. The effect of rotational movement is demonstrated by comparing helical and

percussion drilling with identical laser parameters. To get a circular drill profile inde-

pendent of the symmetry of the laser beam cross section, the beam movement has to

consist of two synchronised rotations. One rotation moves the beam axis across the

work piece and another rotates the beam itself (Fig. 6.19). Like the cutting edges of

a mechanical spiral bit, always the same part of the laser beam is in contact with the
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Fig. 6.20 Results for helical drilling: a entrance diameter from 40 to 110µm, tool steel, b and c
hole surface in stainless steel, d entrance diameter 80µm, e Cross section, entrance diameter 50µm

wall during one rotation. If beam rotation is absent, the cross section of the shape

of the hole reproduces the beam profile. Both rotational movements can be realised

with an image rotator such as the Dove prism. During one cycle of the prism, the

beam itself is rotated two times. If the beam is shifted parallel to the optical axis

the outgoing beam axis moves on a circular path with a rotational frequency twice

the frequency of the Dove prism rotation. By tilting the beam with respect to the

rotational axis, the outgoing beam describes a cone. The angle of the cone defines

the entrance diameter and the shift results in the taper of the drill. By changing the

two parameters, tilt and shift, cylindrical as well as conically shaped holes with pos-

itive or negative taper can be produced. If the parameters are changed during the

drilling process, counterbores are also possible. The technical implementation of

helical drilling optics has been developed by Fraunhofer-ILT [56]. A Dove prism

is mounted into a high speed hollow shaft motor (Fig. 6.19). The shift of the laser

beam is done by motorised movement of a laser mirror, and the tilt is done by a

motorised wedge prism. All motors are controlled by an external control unit, which

provides an interface for changing the parameters. A half-wave plate is also inte-

grated into the hollow shaft motor, which rotates the polarisation synchronised to

the laser beam. The drilling optics allow rotational frequencies of up to 20,000 rpm.

The helical diameter has a range of 0–400µm, and aspect ratios of the drillings up to

1:40 for 2 mm material thickness can be achieved. Conical holes with an expansion

ratio from entrance to exit in a range from 1:4 to 2:1 are possible. High precision

helical drilling is achieved with the Dove prism optics (Fig. 6.20).

6.8 Outlook

Extending the actual state of modelling and simulation to pulse durations shorter

than ∼500 ns requires careful comparison of the influence of the phenomena already

included with at least three additional features, namely (1) beam propagation, (2)

evaporation kinetics during relaxation of the Knudsen layer, and (3) changes of
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material properties due to elevated temperatures approaching the critical state. There

will be additional exciting new insights from investigating in more detail how the

radiation propagates including changes of amplitude and phase due to interaction

with the shape and thermodynamical state of the drill. Kinetics during relaxation of

the Knudsen layer in the vicinity of the drill base might change the most important

quantities in drilling, namely energy and momentum during evaporation and recon-

densation. In particular, the double pulse technique—already under investigation—

introduces first order effects to overall drilling performance and it remains an open

question how to distinguish the contributions from plasma formation from evapora-

tion itself. The effects of double-pulses and pulse bursts is interesting not only for

drilling with sub-ns pulses in ablation, but also for fine cutting withµs pulses. Reach-

ing a better understanding of power modulation will open a new field of process-

ing strategies. With shorter pulses in the sub-ns range the rise time of the inten-

sity becomes comparable with electron collision time in the gaseous phase. Spatial

changes of the intensity also change the scale for the spatial coexistence of strong

and weak evaporation. Changes of the vapour flow within the drill and subsequent

recondensation at the drill wall is one of the consequences.
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Chapter 7
Arc Welding and Hybrid Laser-Arc
Welding

Ian Richardson

Abstract Laser-arc hybrid welding has developed into a viable industrial tech-
nology in recent years with a number of technological applications. The physics of
the underlying interactions between the laser beam and arc plasma is quite complex
and, in order to explore the relationships involved, it is useful first to consider
important aspects of arc and laser welding separately. The physics of laser welding
has already been examined in Chaps. 4 and 5. A generic description of welding arcs
is therefore provided here, which forms a basis for interpretation of laser-arc
interactions and the hybrid welding conditions discussed in the final section of this
chapter.

7.1 The Structure of the Welding Arc

Arcs belong to the class of self-sustaining reversible electrical discharges, which are
characterised by plasma temperatures significantly above room temperature, high
current densities at the electrodes (in comparison to other types of self-sustaining
reversible electrical discharges, such as glow discharges) and relatively low volt-
ages, of the order of a few volts to a few tens of volts. Arcs may operate over a wide
range of currents from a few tens of milliampères, defining the lower boundary
between arc and glow discharges, to currents of mega-ampères and above.

Arc properties and behaviour are very difficult to define precisely because of the
large range of phenomena encompassed by the term. Various definitions have been
proposed including the following descriptive example by Guile [1]:

I. Richardson (✉)
Department of Materials Science and Engineering, Delft University of Technology,
Mekelweg 2, 2628 CD Delft, The Netherlands
e-mail: i.m.richardson@tudelft.nl

© Springer International Publishing AG 2017
J. Dowden and W. Schulz (eds.), The Theory of Laser Materials Processing,
Springer Series in Materials Science 119,
DOI 10.1007/978-3-319-56711-2_7

189



An arc is a discharge of electricity between electrodes in a gas or in a vapour from the
electrodes which has a voltage drop at the cathode of the order of the excitation potential of
the electrode vapour (viz: only of the order of 10 volts) and in which the current flowing
can have any value almost without limit, above a minimum, which is about
100 milliampères.

Welding arcs are generally subject to additional limitations including the need
for spatial and temporal stability. The subject of arc welding has been studied
extensively for many years; nevertheless numerous works on the subject indicate
that observation and experiment often fail to show simple or well defined beha-
viour, but instead provide a multitude of sometimes seemingly contradictory
interdependencies, which vary enormously with prevailing conditions [1]. The
physical mechanisms governing arc welding operations are numerous and involved,
both within the arc and at the electrodes. Some of the observed behavioural vari-
ations can be directly ascribed to changes in conditions within the structure of the
arc. Behaviour at the electrodes is known to have a major influence on arc char-
acteristics and stability, although the exact nature of many of the interactions has
yet to be fully explored.

From a macroscopic point of view the arc may be regarded as an energy con-
verter. Energy is supplied in a controlled manner in the form of electrical input and
is converted into heat and a broad range of electromagnetic radiation. The nature of
the conversion process and the subsequent behaviour of the arc are determined to a
large extent by the prevailing physical conditions (gas type, electrode composition,
geometry etc.). In order to gain some perspective on arc behaviour it is useful to
consider the main gaseous discharge characteristics required for welding operations.

The following discussion will focus on the types of arc commonly employed in
welding, that is, collision dominated, stable point-plane arcs burning between a
rod-like welding electrode and a planar work-piece electrode. The notation
employed to describe arc and hybrid laser-arc welding is provided in Table 7.1.

7.1.1 Macroscopic Considerations

Like all gas discharges, the welding arc can be described with reference to three
principal regions, the cathode fall zone, the plasma column and the anode fall zone
(Fig. 7.1). These regions are not distinct but merge in a physically continuous
manner. The dimensions of each of the electrode zones are of the order of 10−6 m.
In contrast the plasma column can be several millimetres long.

The anode and cathode fall zones are characterised by net local space charges
within a few microns of the electrode surfaces. The discharge contracts, giving rise
to high current densities, of the order 108–109 A m−2 at the cathode surface and
107 A m−2 at the anode surface, whilst in the plasma column the mean current
density is of the order 106 A m−2. Differences in current density coupled with the
self-induced magnetic field generate electromagnetic forces, acting from regions of
high to low current density. These pump gas through the body of the discharge
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Table 7.1 Table of notation

Symbol Units Meaning
Latin symbols

a m Constant
ao m Bohr radius (= 5.3 × 10−11)
A A m−2 K−2 Thermionic emission material constant
Aul s−1 Transition probability
Aω V m−1 Laser beam electric field amplitude
b m Constant
B T Magnetic flux density
c m s−1 Speed of light
cf,r m Constant
cp J kg−1 K−1 Specific heat capacity at constant pressure
C – Inertial coefficient
C1 m−3 Constant (7.66)
C2 W Material constant (7.12)
Cμ – Eddy viscosity proportionality constant (= 0.09)
d m Material thickness
da m Dendrite arm spacing
dj m−1 Concentration gradients diffusion
Damb m2 s−1 Ambipolar diffusion coefficient
De m2 s−1 Electron diffusion coefficient
Dij m2 s−1 Ordinary diffusion coefficient

Dx
AB m2 s−1 Combined ordinary diffusion coefficient

DP
AB

m2 s−1 Combined pressure diffusion coefficient

DT
AB

m2 s−1 Combined temperature diffusion coefficient

Di
T m2 s−1 Thermal diffusion coefficient

D(Es, W) – Electron tunnelling probability
e C Charge on the electron
E V m−1 Electric field strength
Ea V m−1 Induced electric field
Ec V m−1 Complex electric field strength amplitude
Ee V m−1 Applied electric field
E1 J First ionisation energy
EH J Ionisation energy of hydrogen (= 13.6 eV)
Eiu J Energy of the upper excited state
En J Discrete energy level of an atom
Eo V m−1 Electric field strength amplitude
Es V m−1 Electric field strength at a surface
ff,r – Fractional power to front and rear of Goldak ellipsoids
fl – Liquid fraction
fs – Solid fraction

(continued)
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Table 7.1 (continued)

Symbol Units Meaning
Latin symbols

Fj N Force
Fp m Focal length
gA m−2 s−1 Mean number flux of gas A
gi m−2 s−1 Number flux of ith species
giu – Statistical weight of the upper excited state (7.9)
gl – Liquid volume fraction
gn – Degeneracy of states of energy En

gz m s−2 Acceleration due to gravity
g ̄ðν, TÞ – Average Gaunt factor
g(ν, u1, u2) – Gaunt factor
h J s Planck’s constant
h, hl J kg−1 Enthalpy
HL J m−3 Latent heat of fusion
I A Current
I(x) W m−2 sr−1 Radiance
Io W m−2 sr−1 Radiative power density, laser power density
Iν(r, Ω) J m−2 Specific intensity at a position r, frequency ν in the direction Ω

Ioλ ðrÞ W m−3 sr−1 Plank function

Ioν ðrÞ J m−2 sr−1 Plank function

J A m−2 Current density
JT A m−2 Thermionic current density
k m2 s−2 Turbulent energy
k, kn m−1 Wave vector
kB J K−1 Boltzmann’s constant
m – Complex refractive index
mA,B kg Mass of gas A (or B)
me kg Mass of an electron
Mi,j kg Mass of an ion
ṁv kg s−1 Mass flux of vapour
M kg mol−1 Molar mass
n m−3 Number density
n – Principal quantum number (7.20)
na m−3 Number density of unionised atoms
ncr m−3 Critical number density
ne m−3 Electron number density
ne, LTE m−3 Equilibrium electron number density
ni m−3 Number density of species i
nIm – Imaginary part of the refractive index

(continued)
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Table 7.1 (continued)

Symbol Units Meaning
Latin symbols

n ̇i m−2 s−1 Number flux of particle species
np m−3 Aerosol particle number density
nRe – Real part of the refractive index
nT m−3 Number density of atoms + ions
N(W, Ts, φ) J−1 m−2 s−1 Supply function
P N m−2 Pressure
p1 – Constant (7.66)
p(x’) kg m s−1 Electron momentum
Pa N m−2 Arc pressure
Pi,arc,laser W Power
Pp N m−2 Vapour recoil pressure
Po N m−2 Ambient pressure
Pr – Prandtl number
Prt – Turbulence Prandtl number
Ps W Input power
Pv N m−2 Saturation vapour pressure
q C m−3 Charge per unit volume
qf, r W m−3 Goldak power density distribution
qr
rad W m−2 Radiative flux

Q W m−2 Power density
Qarc W m−2 Arc power distribution
Qlaser W m−2 Laser power distribution
QT W m−2 Sum of laser and arc power densities
r m Radius
ra m Arc radius
rb m Laser beam radius
rmax m Maximum aerosol particle radius
rmin m Minimum aerosol particle radius
Rij,Rji s−1 Rate coefficients
si – Stoichiometric coefficients
S W m−2 Time averaged laser beam energy density
Sf m2 Laser focal spot area
St s−1 Strain rate

t s Time
T K Temperature
Te K Electron temperature
Ts K Surface temperature
u m s−1 Velocity
uE m s−1 Velocity due to electric field

(continued)
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Table 7.1 (continued)

Symbol Units Meaning
Latin symbols

um m s−1 Metal surface velocity
ur m s−1 Radial velocity
us m s−1 Surface velocity
ut m s−1 As the characteristic turbulent velocity
uT m s−1 Thermal velocity
uv m s−1 Metal vapour velocity
uw m s−1 Welding speed
uz m s−1 Axial velocity
U W m−3 Radiation source strength
V V Voltage
Vr m s−1 Relative velocity vector between liquid and solid phases
Vw, Vsheath V Sheath voltage
W J Electron energy
Wa J Energy of an electron inside a metal
x m Distance to arc axis (7.8)
xj – Number density ratio of jth species
yref m Characteristic boundary layer length
Zi – Partition function
Zj,Zi – Charge number
Z – Ionic charge
zi Degree of ionisation, net effective charge
Greek symbols

α – Fine-structure constant (= 1/137) (7.18)
α m2 s−1 Thermal diffusivity
αo m Bohr radius
β m3 K−1 Volumetric expansion coefficient
γ N m−1 Surface tension coefficient
γg – Euler-Mascheroni constant
γk – Quantum yield
γi – Quantum yield
δ(z) m−1 Dirac delta function
Δh J kg−1 Heat content per unit mass
ε m2 s−3 Turbulent energy dissipation

ε(r) W m−3 sr−1 Radial emission coefficient
εo A2 s4 kg−1 m−3 Permittivity of free space (= 8.854 × 10−12)
εr – Dielectric constant
ε ul W m−3 sr−1 Emission coefficient on electron transition between states

u and l
(continued)
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Table 7.1 (continued)

Symbol Units Meaning
Latin symbols

εω – Relative complex dielectric permittivity of a plasma at
frequency ω

η – Process efficiency
κ W m−1 K−1 Thermal conductivity
κK – von Karman’s coefficient (= 0.4)
κλ, κω m−1 Spectral absorption coefficient
κν m−1 Radiative absorption coefficient
κν
bf m−1 Bound-free absorption coefficient
κν
ei m−1 Electron-ion absorption coefficient
κν
eo m−1 Electron-atom absorption coefficient
λ m Wavelength
λL N m−2 Lagrange multiplier
μ N s m−2 Dynamic viscosity
μB N s m−2 Coefficient of bulk viscosity
μF J Fermi energy
μo kg m s−2 A−2 Permeability of free space (= 4π × 10−7)
μt N s m−2 Turbulent viscosity
ν Hz Frequency
νeo Hz Electron-neutral collision frequency
νul Hz Photon frequency
ρ kg m−2 Density
ρma kg m−2 Aerosol mass density
ρ∞ kg m−2 Ambient gas density
σ Ω−1 m−1 Electrical conductivity
σc m2 Electron-atom collision cross section
σi m2 Photo-ionisation cross section
σM,a m2 Mie absorption cross section
σM,s m2 Mie scattering cross section
σR,a m2 Rayleigh absorption cross section
σR,s m2 Rayleigh scattering cross section
σT m2 Thomson scattering cross section
φ V Work function
τa Pa Shear stress
χ’ m3 s−1 Recombination coefficient
ω s−1 Angular frequency
ωp s−1 Plasma frequency
Abbreviations

GMA Gas metal arc
GTA Gas tungsten arc
HAZ Heat affected zone
LTE Local thermal equilibrium

(continued)
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contributing to the characteristic bell shaped point-plane arc which arises (partly) as
a result of colliding anode and cathode jets (Fig. 7.2).

Welding arcs are characterised by the transfer of mass between the electrodes. In
consumable welding, the mass motion involves the transfer of molten metal from
one electrode to another. The direction of motion is dependent on the mode of arc
operation. In both consumable and non-consumable welding, gaseous products are
transported through the arc. The forces generated depend on prevailing conditions
near the electrodes as well as environmental conditions and boundary conditions at
the edges of the discharge.

Gas flow is an important factor in welding due to its influence on process
stability and resultant weld integrity. The structure and behaviour of the discharge is
dependent on many factors including energy transport within the discharge, energy
transfer efficiency at the electrodes, chemical reactions, species diffusion, and
impurity entrainment.

To date, no comprehensive description of the physics of welding arc discharges
has been constructed; the majority of approaches are based on simplifications,
describing non-consumable arcs under equilibrium conditions [2]. Under such
conditions the following continuity equations apply:

Fig. 7.1 Schematic of a point-plane welding arc structure showing order of magnitudes of
dimensions, current densities, and electric field strengths in the different arc regions

Table 7.1 (continued)

Symbol Units Meaning
Latin symbols

pLTE Partial local thermal equilibrium
TIG Tungsten inert gas (same as GTA)
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(1) Mass must be conserved

∂ρ

∂ t
+∇. ρuð Þ=0, ð7:1Þ

where ρ is the mass density and u the velocity.
(2) Charge must be conserved

∂q
∂t

+∇.J=0, ð7:2Þ

where q is the charge per unit volume and J the current density.
(3) A generalised Ohm’s law applies

J= σ E+u×Bð Þ, ð7:3Þ

here σ is the electrical conductivity, E the electrical field strength and B the
magnetic flux density.

Fig. 7.2 Photograph of a 150 A argon gas tungsten arc burning on a stainless steel anode. The
characteristic bell shape arises in part due to collision of a strong cathodic and a weak anodic
plasma jet [110]
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(4) Maxwell’s equations apply

∇×B= μo J + μoεo
∂E
∂ t

∇×E= − ∂B
∂ t

, ð7:4Þ

where μo is the magnetic permeability of free space and εo the permittivity of
free space.

(5) Momentum is conserved, described by the Navier-Stokes equation for incom-
pressible flow

ρ
∂u
∂t

+ u.∇u
� �

= −∇P+ μ∇2u+ J×B+ ρ− ρ∞ð Þgz, ð7:5Þ

where P is the pressure, μ the dynamic viscosity, ρ∞ the gas density outside the
discharge and gz the acceleration due to gravity. Here inertial terms are
balanced by a pressure gradient, viscous stress, electromagnetic forces and a
buoyancy force. The assumption of incompressibility requires the divergence of
the flow to be zero, and is acceptable provided changes in velocity do not have
a significant influence on the internal energy (temperature).

(6) Energy is conserved, thus

ρu.∇ h+
u2

2

� �
−∇. − κ∇Tð Þ+U = J.E, ð7:6Þ

where κ is the thermal conductivity, h the enthalpy and U the radiation source
strength (energy per unit volume). Here the energy generated by the flow of
electric current is balanced by enthalpy, radiative and conductive terms.

In this description density, viscosity, thermal conductivity, enthalpy and radia-
tion source strength are thermodynamic quantities, and hence functions of tem-
perature and pressure only for any given material.

Simultaneous numerical solutions of (7.1) to (7.6) may be used to predict the
first order behaviour, structure and energy exchanges occurring in the arc column,
provided the arc is reasonably stable and that some equilibrium conditions are
satisfied. Boundary conditions for the solution of a stationary axisymmetric dis-
charge are given in Fig. 7.3 (see for example [3, 4]) and typical numerical solutions
for a stationary tungsten inert gas (TIG) arc operating in an argon environment are
shown in Fig. 7.4. In the simplest case, the axial current density at the cathode may
be assumed to be constant, although better agreement between prediction and
measurement is found if the cathodic current density follows a prescribed (for
example a Gaussian) distribution, or is preferably calculated directly from appli-
cation of the governing equations to the body of the cathode.

The magnetohydrodynamic description outlined above does not take account of
the non-equilibrium conditions occurring in the electrode fall zones, and the
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Fig. 7.3 Typical boundary conditions for numerical solution of the conservation equations
governing a stationary, axi-symmetric point-plane arc. Subscript c refers to the cathode and amb to
ambient conditions; ℓ is the distance between the cathode tip and anode plane

Fig. 7.4 Calculated a temperature b velocity and c pressure distributions for a stationary argon
TIG arc. Reproduced by kind permission of the late Prof. P.D. Kapadia
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description breaks down rapidly in the absence of partial local thermal equilibrium,
where a multi-fluid or rate equation based approach may be better suited.

In cases where incompressibility cannot be ignored, i.e. the divergence of the
flow is non-zero, the Navier-Stokes Eq. (7.5) must be modified to include extra
viscous dissipation terms and takes the form

ρ
∂u
∂t

+ u.∇u
� �

= −∇P+ μ∇2u+ J×B+ ρ− ρ∞ð Þgz +2∇μ.∇u

+∇μ× ∇× uð Þ+ 1
3
μ∇ ∇.uð Þ− 2

3
∇.uð Þ∇μ

+ μB∇ ∇.uð Þ+ ∇.uð Þ∇μB

ð7:7Þ

where μB is the coefficient of bulk viscosity, which is assumed to be zero in the
Stokes approximation [3].

7.1.2 Arc Temperatures and the PLTE Assumption

Knowledge of an arc temperature distribution provides an indication of the structure
of the arc and also of the validity of the magnetohydrodynamic description. Pre-
dicted temperatures from the model of Lowke [4] are found to be in good agreement
with temperatures measured by Haddad and Farmer [5] (Fig. 7.5). Maximum
temperatures close to the cathode of a gas tungsten arc discharge exceed 20,000 K
and temperature contours mirror the visible shape of the arc shown in Fig. 7.2. In
this example, temperatures were measured by means of non-invasive emission
spectroscopy, employing the Fowler-Milne method [6].

A number of spectroscopic temperature measurement techniques are available
based on the relationship between the measured radiance I(x) and the radial
emission coefficient ε(r). Assuming an optically thin, cylindrically symmetric
plasma, the radial distribution of the emission coefficient can be found from the
Abel inversion of measured radiance

εðrÞ= − π − 1
ZR
r

dIðxÞ
dx

x2 − r2
� �− 0.5

dx, ð7:8Þ

where x is the perpendicular distance between the line of observation and the axis of
symmetry, r the radius and R the outer limit of the source. The intensity of a spectral
line emitted upon transition of an electron from an upper to a lower energy level is
proportional to the population density of the upper energy level and the transition
probability. If equilibrium is assumed to hold, in other words a Boltzmann distri-
bution is valid, then [7]
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εul =
1
4π

Aulhνul
ni
Zi
giu exp −

Eiu

kBT

� �
, ð7:9Þ

where subscripts u and l refer to the upper and lower energy levels respectively. Aul

is the transition probability per unit time, h is Planck’s constant, νul is the frequency
of the emitted photon, ni the number density of the ith species, Zi the partition
function of the species calculated at temperature T, giu the statistical weight of the
upper excited state Eiu the energy of the upper excited state and kB is Boltzmann’s
constant.

In principle, when the emission coefficients have been measured experimentally,
the temperature can be determined from (7.9); however, although frequencies,
degeneracies and energy levels are often known with some precision, transition
probabilities, partition functions and number densities are not always known with
sufficient accuracy. To overcome difficulties with calculation of absolute line
intensities, measurements may be based on relative intensities of two or more lines.
In this case the ratio is independent of number densities and partition functions such
that

ε1
ε2

=
A1ν1g1
A2ν2g2

exp −
E1 −E2

kBT

� �
. ð7:10Þ

Fig. 7.5 Temperature
contours of a 100 A, 5 mm
long argon TIG arc. Dashed
curves indicate experimental
results [5], and solid curves
calculations. © 2002 IoPP
reproduced with permission
from [4]
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One problem with this approach is that the separation between the upper levels
of the lines is generally of the same order or smaller than the thermal energies (kBT),
making the emission coefficient ratio relatively insensitive to changes in tempera-
ture. Taking neutral argon lines at 425.94 and 430.01 nm for example, an increase
in temperature from 10,000 to 20,000 K alters the ratio ε1/ε2 by only 15% [8].
Improved accuracy can be obtained by measuring several line intensities and
forming a Boltzmann plot [9], which yields a slope proportional to the inverse
temperature, viz:

ln
ε

νAg

� �
= −

E
kBT

+ ln
hni
4πZi

� �
. ð7:11Þ

Here the second term on the right hand side is independent of the transition lines
observed. Unfortunately, this method requires measurement of a large number of
transition lines, significantly increasing the time required for experimental obser-
vation, and is only feasible for highly stable discharge configurations.

The expression for the radial emission coefficient (7.9) may be written in a
simplified form

εðTÞ=C2
nðTÞ
ZðTÞ exp −

Eiu

kBT

� �
, ð7:12Þ

where C2 is a constant depending only on the properties of the radiating species.
The function passes through a maximum at the normal temperature when the
increase due to the exponential term is balanced by a reduction of the particle
density with temperature, resulting from both reduced density and transformation
due to species ionisation. Provided the axial arc temperature exceeds the normal
temperature, the off-axis maximum in the radial emission coefficient can be used to
calibrate the radial intensity distribution. This method, known as the Fowler-Milne
method [6], eliminates the need for transition probabilities and absolute equipment
calibration, although the temperature dependent number density and partition
function must be known. The former can be calculated from the Saha equation [7]
which implicitly assumes quasi-neutrality in the plasma,

neni
ni− 1

= 2
ZiðTÞ

Zi− 1ðTÞ
2πmekBT

h2

� �3 ̸2

exp −
Ei− 1

kBT

� �
. ð7:13Þ

Here ne is the electron density, me the electron mass, ni the species density and
i denotes the degree of ionisation of the species. The partition function is defined as

ZiðTÞ= ∑
n
gn exp −

En

kBT

� �
, ð7:14Þ

where gn is the degeneracy of states of energy En. The number of discrete energy
levels of an isolated atom is infinite. For a plasma, the ionisation energy is reduced
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due to polarisation effects of neighbouring charged particles, thus only energy
levels below the reduced ionisation limit need be included. Unfortunately, there are
no experimental measurements of reduced ionisation potentials, and differences in
calculated particle densities arise as a result of different criteria chosen to truncate
the partition function series [9].

Despite the inherent reliance of numerical models and many experimental
measurement techniques on the existence of local thermal equilibrium (LTE), or at
least partial local thermal equilibrium (pLTE) for which a Boltzmann distribution
exists amongst the excited states of the plasma, the existence of such a condition
has been questioned from both a theoretical and experimental perspective. Cram
et al. [10] calculated the population density of excited states from a
collisional-radiative model. Under kinetic equilibrium conditions

∑
j≠ i

njRji − niRij
� �

=0, ð7:15Þ

where ni(r) is the population density of state i at position r. Rij is the rate coefficient,
comprising terms in spontaneous emission, stimulated emission and excitation and
de-excitation due to particle collisions. A solution of the radiative transfer equation
provides values of the net radiative (Biberman-Holstein) coefficients,

∂Iνðr,ΩÞ
∂l

= − κνðrÞ Iνðr,ΩÞ− Ioν ðrÞ
� �

, ð7:16Þ

where Iν(r, Ω) is the specific intensity at a position r, frequency ν in the direction
indicated by the vector Ω. The absorption coefficient κv involves continuum and
line absorption terms and the source term Iν

o(r) is given by the Planck function

Ioν ðrÞ=
2hν3

c2
exp

hν
kBTe

� �
− 1

� 	− 1

, ð7:17Þ

where c is the speed of light, and Te the electron temperature. Differences between
the population densities calculated using the LTE assumption and those of the
collisional-radiative model have been found in the outer regions of the arc for
electron temperatures below 8,000 K and associated electron densities below
1021 m−3. This is attributed to enhanced excitation of higher atomic states by intense
radiation emitted from the core of the arc. Strong excitation of the 4s levels occur
when electron collisions are insufficient to maintain an equilibrium population due to
Ar I resonance lines. Similarly, photo-recombination is responsible for exciting the
ground state of the Ar II ions and the associated resonance lines enhance excitation
of the excited Ar II states [10]. The electron density is below the level required for
equilibrium between the ground state and excited states [9, 11]. At best, equilibrium
can apply only between excited states, i.e., partial local thermal equilibrium.

Greim [7] indicates that the following condition on the electron density ne must
be satisfied for LTE to apply:
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where α is the fine-structure constant, ao is the Bohr radius, EH the ionisation
energy of hydrogen and E1 the plasma (first) ionisation energy. For an argon plasma
with E1 = 2.52 × 10−18 J and (7.18) reduces to

ne ≥ 3.6 × 1021T0.5, ð7:19Þ

which is not attainable under welding arc conditions at atmospheric pressure.
For pLTE, the electron density condition is given by the approximation [7]

ne ≥ 7 × 1024
z6

n8.5
kBT
EH

� �0.5

, ð7:20Þ

where z is the number of effective charges and n the principal quantum number.
Electron densities for a given principle quantum number should meet or exceed the
calculated limit to ensure that 90% of the population in that state is in equilibrium
with higher discreet states and with the free electrons. Particle number densities for
an argon plasma, based on the data provided in [12] are shown in Fig. 7.6.

Fig. 7.6 Argon plasma
particle number densities
plotted from the data in [12]
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Experimental evidence for departures from pLTE has been presented by several
authors [13–18]. Farmer and Haddad [13], determined argon atom number densities
from experiments involving Rayleigh scattering and compared the associated
temperatures with those derived by the Fowler-Milne spectroscopic technique.
Significant differences, attributed to the breakdown of the Boltzmann distribution,
were reported for temperatures below 9,000 K. A comparison of the maximum
value of the normalised radial emission coefficient (for a 5 mm long, 200 A argon
TIG arc) as a function of axial position [14], showed that although the radial
emission coefficient remains constant close to the anode, departures are seen within
1.5 mm of the cathode, where the maximum value falls as the cathode is
approached.

Degout and Catherinot [17] determined electron density distributions in an argon
TIG arc from spectroscopic measurements of Stark broadening and compared
results with absolute and two line spectroscopic methods. They concluded that
pLTE did not hold anywhere within the column of a 4 mm long argon arc in the
current range 25–35 A. Supporting results are reported by Thornton [9, 18] who
measured the temperature of a 100 A, 5 mm long argon TIG arc using the
Fowler-Milne method and found that temperatures within 1 mm of the cathode vary
by up to 4,000 K dependent on the emission line employed, whilst variations of
more than 1,000 K exist within the body of the discharge (Fig. 7.7). Thornton
suggests that departures from pLTE within 1 mm of the cathode could be related to
the reduction in electron density at temperatures exceeding 17,000 K, assuming
ionisation equilibrium.

The presence or absence of pLTE in welding arc discharges has not yet been
definitively established, either theoretically or experimentally. Based on the avail-
able evidence, it is certain that LTE is violated almost everywhere and it appears
highly likely that significant departures from pLTE exist close to the cathode. For
the remaining body of the discharge, pLTE departures, if present, are likely to be
small and limited to arcs with currents of a few tens of ampères. Under these

Fig. 7.7 a Temperatures on the axis of a 100 A, 5 mm long argon TIG arc measured for different
spectral lines using the Fowler-Milne method [9] and b a partial energy level diagram for neutral
argon
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conditions it is convenient to consider such departures as errors in the derived
temperature, and to model the arc based on a pLTE assumption; however, it should
be noted that this may not always yield a physically relevant description of arc
behaviour.

7.1.3 Multi-component Plasmas

Arc temperatures and local thermal equilibrium considerations have been discussed
so far with reference to a monatomic gas. In practical welding applications, the
plasma is inevitably a mixture of atomic and molecular species, the composition of
which can be influenced by a number of factors including (i) the choice of shielding
gas mixture; (ii) evaporation of material from the weld pool, governed primarily by
weld pool chemistry, thermal distribution on the pool surface and fluid flow within
the pool; and (iii) entrainment of atmospheric contaminants into the arc jet, which is
a function of the shielding geometry, the momentum of the cold gas flow and
velocity distribution of the arc plasma.

The local composition of a multi-species plasma is influenced by diffusive
separation of component species, the plasma cannot therefore be assumed to adopt a
uniform compositional distribution. For a plasma close to thermal equilibrium, the
distribution function of species is assumed to be Maxwellian, perturbed by forces
arising from concentration, pressure, temperature and electric field gradients asso-
ciated with transport phenomena. The resultant redistribution leads to de-mixing,
which in turn can influence the structure of the arc and the associated heat transfer
properties.

When considering a plasma with q species, ½(q2−q) linearly independent
ordinary diffusion coefficients and (q–1) linearly independent thermal diffusion
coefficients are required to characterise the diffusion behaviour. The diffusion
coefficients have to be calculated for each temperature and gas composition in the
plasma, leading to (q–1) species conservation and momentum conservation equa-
tions [19, 20]. In this context, a species is defined here to include electrons and any
molecule, atom, or ion exhibiting a distinct structure. The large number of species
present in welding plasmas means that calculations are time consuming and com-
plex, and have yet to be reported for many welding arc compositions. Treatments
can be greatly simplified if diffusion is described in terms of the gases rather than
the many species present. Such an approach has been developed for a binary gas
mixture by Murphy [20–23] where the ½(q2 + q–2) diffusion coefficients are
replaced by four combined coefficients representing (i) a combined ordinary dif-
fusion coefficient; (ii) a combined pressure diffusion coefficient; (iii) a combined
thermal diffusion coefficient, describing diffusion of the two gases due to concen-
tration, pressure, and temperature gradients; and (iv) the electrical conductivity,
describing diffusion of charged particles due to the applied electric field.

The number flux gi of species i relative to the mass-average velocity in the
presence of a temperature gradient, is given in [21] as
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where ni is the species number density, ui the diffusion flux of species i relative to
the mass average velocity, ρ the mass density, T the temperature and mj the mass of
the jth species. Dij is the ordinary diffusion coefficient and Di

T the thermal diffusion
coefficient. The term dj describes the diffusion forces due to gradients in concen-
tration xj = nj/n, pressure P and external forces Fj
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Identifying the external forces with applied Ee and induced Ea electric fields to
account for ambipolar diffusion yields

dj =∇xj + xj −
ρj
ρ

� �
∇ lnP−

njZje
nkBT

Ee +Eað Þ, ð7:23Þ

where Zje is the charge on the particle. The induced electric field E
a arises due to the

tendency of electrons to diffuse more rapidly than ions and acts to slow electron
diffusion whilst speeding up ion diffusion.

For a mixture of gases A and B the mean number flux gA of gas A is given by

gA = ∑
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i=2
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 !
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where si are the stoichiometric coefficients and the bar indicates that the parameters
represent the gas rather than a species. The summation excludes i = 1 which refers
to the electron contribution. Defining

αi = ∑
q

j=1
njmjZjDij

β= − ∑
q

i, j=1
ZiZjnjmjDij

, ð7:25Þ

and including the influence of the electric field in the ordinary and thermal diffusion
coefficients
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, ð7:26Þ
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the combined ordinary, pressure and thermal diffusion coefficients may be
expressed [21] as

Dx
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Reference [24] gives the electrical conductivity as

σ =
e2n
ρkBT
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nimiZiDji

� �
. ð7:28Þ

The influence of diffusion-driven de-mixing in plasmas is significant under some
welding conditions, for example when welding some coated materials or when
welding with argon-hydrogen gas mixtures, and is also important for non-welding
applications such as chemical synthesis and waste destruction. Murphy [25] reports
that for a 200 A, 5 mm long TIG arc burning in an argon-helium shielding gas
containing 10% helium by mass, the helium mass fraction is increased at the arc
centre by 120–150%, and depleted in the outer regions of the arc by about 20%. The
change in composition is accompanied by an increase in plasma flow velocity of the
order 20% at atmospheric pressure [26]. This behaviour has been observed to
generate high momentum plasma flows at elevated pressures, and has been
exploited to extend the range of applicability of plasma keyhole welding to pres-
sures above 90 bar [27]. For an argon-nitrogen mixture containing 20% nitrogen by
mass, an increase of about 25% in nitrogen mass fraction is seen close to the axis of
a 200 A TIG arc due to frictional forces driven by collisions between argon and
nitrogen species. At arc radii between about 1 and 2–3 mm, a 10% mass fraction
depletion is observed whilst in the outer fringes, the nitrogen mass fraction is again
greater than in the input gas mixture. This is caused by diffusion driven by the mole
fraction gradient, which displaces nitrogen to lower temperatures below the
re-combination temperature. In general de-mixing does not have a large influence
on temperatures; however, in some cases, the change in gas composition can result
in significant changes in energy transport. For example for argon-hydrogen arcs, the
distribution of the thermal flux to the anode can be modified causing up to 50%
increased thermal flux close to the arc axis, whilst for nitrogen arcs, this increase is
of the order 10% [26].

The combined diffusion coefficient approach has been extended to describe
diffusion under non-equilibrium plasma conditions. The magnitudes of the com-
bined ordinary and thermal diffusion coefficients decrease as the plasma departs
from equilibrium [19, 28]; i.e., as the ratio of electron to heavy particle temperature
increases. This is particularly relevant close to the cathode in arc welding.
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7.2 The Arc Electrodes

The structure of an arc is determined to a significant extent by the boundary
conditions at the electrodes, which in turn are governed by a large number of factors
including electrode compositions, temperature distributions, chemical reactions,
geometry and physical state (solid, liquid, vapour), all of which can undergo rapid
and relatively large spatial and temporal variations. Local electrode conditions are
governed by the composition and by the energy balance at the electrode surface,
which includes terms describing particle collisions (neutral and metastable atoms
and charged particles), radiation, chemical reactions, Joule heating, convection,
mass transfer, conduction and vaporisation. The arc plasma changes structure close
to the electrodes to ensure continuity at the interface.

7.2.1 The Cathode

The extent of the cathode fall region can be estimated from the values of the
cathode voltage drop and electric field strength (Fig. 7.1), which imply a thickness
of the order 10−6 m; this is at most of the order of the mean free paths of the
component particle species, indicating a negligible collision rate and energy transfer
within this region [29].

The current density at the cathode surface is the sum of the ionic and electronic
terms, where the latter includes contributions from both primary and secondary
emission mechanisms. For refractory cathodes, emission behaviour is often
described by the Richardson-Dushman equation for thermionic emitters modified to
include a Schottky contribution. Taking account of secondary terms the electronic
current density J takes the form [30]

J = e∑
i
γini̇ +AT2 exp −

eφ
kBT

+
e

kBT
eE

4π εr εo

� �0.5
 !

, ð7:29Þ

where γi is the quantum yield and ni̇ the number flux of particle species i arriving at
the cathode surface (including photons), φ is the work function, A a material
constant and εr the dielectric constant. The relative influences of electric field
strength and temperature are shown in Fig. 7.8.

The high temperature at the cathode is maintained by the energy flux carried by
particles diffusing to the cathode surface, driven by density and potential gradients;
on reaching the cathode these are neutralised, absorbed or undergo de-excitation.
The particle flux required for current continuity exceeds the supply from the plasma
column and the combined cathode sheath and pre-sheath potential reflects the
energy required to generate sufficient flux in the vicinity of the cathode due to
collisions between the gas and emitted electrons.
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In order to provide an adequate model of the cathode sheath region, the popu-
lation densities, distributions and collision cross-sections of all species present
should be determined together with the energy balance equation. Several models of
varying degrees of complexity have been reported [29–36] and many factors play a
role. For example, the presence of ions close to the cathode surface leads to a two
stage resonant tunnelling process, involving metal to ion and ion to sheath steps,
which effectively lower the local potential barrier. A rate equation approach [33]
has been adopted to show that the resonant contribution significantly exceeds the
non-resonant term and that ion neutralisation and re-ionisation play an important
role in the space charge region. This observation is in agreement with the earlier
model of Hsu and Pfender [34] who indicate a sharply increasing ion flux within
10 μm of the cathode surface. The temperature is reported to rise sharply away from
the surface, increasing from the melting temperature of the electrode to 104 K over
a distance of around 5 μm [32].

For non-thermionic cathodes, similar physical considerations apply; however, it
is generally accepted that the balance shifts toward the domination of field emission
as the primary mechanism. The Murphy and Good equation is often employed [37,
38], which takes the form

J = e
Z∞

−Wa

DðEs,WÞNðW ,Ts,φÞdW , ð7:30Þ

where D(Es, W) is the electron tunnelling probability and N(W, Ts, φ) is the number
of Fermi-Dirac distributed electrons incident on the barrier per unit time per unit
area having energy between W and W + dW. The effective potential energy of the
electrons inside the metal is −Wa; Ts is the cathode surface temperature and Es the
electric field strength at the surface. The Richardson-Schottky expression is

Fig. 7.8 Current density as a
function of temperature and
electric field strength for an
arc burning on a cathode with
a 4.5 eV work function. ©
2002 IoPP reproduced with
permission from [31]
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recovered when Es → 0. The effect of ions close to the cathode surface can be
taken into account by multiplying the right hand side of the above expression by an
enhancement factor dependent on temperature, ion density and ionic charge. In the
above expression

DðEs, WÞ= 1+ exp − i
4π
h

Zx2
x1

p x′
� �

dx′

0
@

1
A

2
4

3
5

− 1

and

NðW , Ts, ϕÞdW =
4πmkBT

h3
ln 1+ exp −

W − μFð Þ
kBT

� �� 
dW , ð7:31Þ

where me is the electronic mass and μF the Fermi energy, x’ the direction normal to
the cathode surface and the integration limits x1 and x2 are defined at zeros in the
square of the momentum function [37]. This description is valid for a simple
boundary.

7.2.2 The Anode

In common with the cathode region, the arc contracts near the anode and a thin,
non-equilibrium region exists close to the electrode surface. The high current density
comparedwith the plasma columndrives an electromagnetic anode jet, which opposes
the (generally) stronger cathode jet, contributing to the typical bell shaped discharge
(Fig. 7.2). Unlike the cathode, the current at the anode surface is carried almost
entirely by electrons. Positive ions are createdwithin the anode sheath primarily due to
collisions and the sheath exhibits a concentration gradient ranging from almost zero at
the anode surface to approximately equal numbers of ions and electrons adjacent to the
plasma column. The energy balance in the sheath region, together with continuity
considerations determine the detailed structure of the sheath.

The energy flux at the anode includes terms for radiation arriving from the
plasma, radiative emission from the surface [32], collisions with neutral and
metastable particles, and electron condensation; the latter being the dominant term
[39]. The current density in the anode sheath includes a diffusion term, which
dominates at low temperatures in the absence of equilibrium, when the electrical
conductivity would otherwise be insufficient to maintain the current flow. The
current density may be expressed as.

J = − σE+ eDe∇ne, ð7:32Þ
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where De is the electron diffusion coefficient. The electron continuity equation is
dependent on the ambipolar diffusion coefficient Damb, which accounts for electron
diffusion in the local electric field, and may be written [40–42]

∇.Damb∇ne + χ′ n2e,LTE − n2e
� �

=0, ð7:33Þ

where ne,LTE is the equilibrium electron number densities and χ’ is the recombi-
nation coefficient, which takes the form given by Hinnov and Hirschberg [42, 43]

χ′ =1.1 × 10− 20neT − 9 ̸2
e m3s− 1� �

. ð7:34Þ

Some uncertainty exists over the numerical factor in the above expression; a
value of 1.1 × 10−24, derived from the same source is quoted in [42], whilst [44]
quotes 8.72 × 10−22, which includes corrections for additional terms.

Boundary conditions applied to solve (7.33) assume that ne takes the equilibrium
value at the plasma interface, whilst at the electrode surface

ne =
JT
euT

, ð7:35Þ

where JT is the thermionic emission current density and uT is the thermal velocity
where uT = 8kBT ̸πmeð Þ0.5; see [40]. Solutions of the continuity equation [45] lead
to negative electric field strengths in the anode sheath and negative effective
electrical conductivities for the diffuse anode root typically observed during
welding [32, 44–47]. For constricted arc roots, positive electric field strengths are
predicted and both positive and negative conditions have been inferred from
measurements based on Langmuir probe [46] and Thomson scattering experiments
[47].

7.3 Fluid Flow in the Arc-Generated Weld Pool

Fluid flow in the weld pool may be modelled using the same basic continuity
equations used to describe the body of the arc; see Sect. 7.1 and examples in [48–
52]. For the majority of models, a laminar flow regime is assumed. A number of
forces act on the pool; these include the Lorentz force Fem, which has a vertical
component driving flow downward from the centre of the weld pool, proportional to
JrBθ. The buoyancy force FB is given by

FB = − ρm gzβ T − Tmð Þ, ð7:36Þ

where Tm is the melting temperature of the pool ρm the density at the melting point
and β the volume expansion coefficient. The surface tension force is usually added
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as a boundary condition and is dependent on the shape of the pool surface. The
associated Marangoni-driven flow [48] may be described as

− μ
∂us
∂n

= τa +
dγ
dT

∂T
∂s

, ð7:37Þ

where us is the surface velocity and τa the shear stress acting on the base plate. The
static force balance accounting for surface deformation may be written as
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where Pa is the arc pressure and λL is the Lagrange multiplier, which is modified
between iterations to satisfy the required continuity constraints. The work piece is
assumed to act as a uniform current sink with zero potential gradient at all
boundaries except the weld pool surface; current flow due to the location of the
return connection to the welding power source, which is known to be influential in
practical welding applications, is therefore ignored. Kim and Na [48] predict out-
ward toroidal fluid flows and weld pool surface oscillations due to current pulsing
for TIG arcs operating on a 304 stainless steel substrate. The outward flow leads to
the formation of wide and shallow weld pools. For peak pulsed currents up to
160 A and a 2 mm long argon arc, the heat flux and current distribution have the
same radii and a Gaussian-like distribution, with peak values in the range 1.8–
9.3 × 10−6 W m−2 and 1.8–9.6 × 10−6 A m−2 respectively. The arc pressure
peaks at the pool centre and lies in the range 50–550 Pa, whilst the shear stress due
to the gas flow across the anode surface peaks at a radius of just over 1 mm and lies
in the range 35–90 Pa. Fluid flow velocities, both inside the weld pool and on the
surface are of the order 0.1–0.25 m s−1.

Some attention has been paid to the possibility of turbulent flow in the weld
pool, which has been examined by Chakraborty et al. [52] among others, who

included a Reynolds stress term ∂ − ρu′iu
′

j


 �
̸∂xj in the Navier-Stokes equations.

Here i and j indicate directions and the prime indicates velocity fluctuations. Tur-
bulence is modelled using the classical eddy viscosity k-ε model, where the Rey-
nolds stress term is given by
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and the turbulent viscosity μt is dependent on the liquid fraction fl

μt =Cμ f 0.5l ρ
k2

ε
, ð7:40Þ
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providing a smooth transition from the solid to the liquid state. Here Cμ is the eddy
viscosity proportionality constant, k denotes the turbulent kinetic energy and ε the

turbulent kinetic energy dissipation rate. The turbulent heat flux − u′jT ′


 �
appearing in the energy balance equation is

− u′jT ′


 �
=
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∂T
∂xj

, ð7:41Þ

where Prt is the turbulent Prandtl number (taken to be 0.9). The standard governing
equations for k and ε are employed and values of k and ε have been estimated based
on a scaling analysis. The surface velocity of the weld pool is found to be

us ≈
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� �0.5

, ð7:42Þ

where Q is the arc power, η the process efficiency and ra the arc radius. The
characteristic boundary layer length is

yref ≈
ηQ

π r2aρcp

racp
usΔH

� �
, ð7:43Þ

where ΔH is the heat content per unit mass. In a quasi-steady state the rate of
turbulent energy production is approximately the same as the dissipation rate hence
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≈ ε, ð7:44Þ

where St is the strain rate. Defining ut as the characteristic turbulent velocity
fluctuation

ut = κKC0.5
μ us, ð7:45Þ

where ρK is von Kármán’s coefficient, k and ε are respectively

k≈ u2t = κ2KCμu2s ;
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u3t
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=C0.5

μ k
us
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.
ð7:46Þ

The position of the maximum dissipation of turbulent energy within the weld
pool is dependent on the prevailing surface tension gradient. In the case of an
inward toroidal flow (positive ∂γ/∂T), k and ε are reported to reach maxima near the
melt front due to the high local thermal gradients and velocities driven by
the Marangoni flow. Conversely for an outward toroidal flow (negative ∂γ/∂T),
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the turbulent kinetic energy and dissipation terms are highest close to the weld pool
edges transverse to the welding direction, again where the temperature gradients are
high. As the turbulent kinetic energy generation is proportional to the square of the
strain rate, the maximum velocities occur in the regions of highest temperature
gradients and are therefore coincident with the regions of maximum energy
dissipation.

In the case of positive ∂γ/∂T (inward toroidal flow) the weld pool penetration
reaches a maximum further away from the pool centre than is observed in a laminar
flow regime, and penetration is reduced due to the reduced momentum of the fluid
carrying heat from the surface of the pool in the downward direction. The molten
zone of the turbulent weld pool is also shorter than in the laminar case, which may
be attributed to increased thermal diffusion. For a negative surface tension gradient,
the maximum penetration is greater for turbulent flow than for laminar flow, due to
increased thermal diffusion and reduced momentum [52, 53].

7.4 Unified Arc and Electrode Models

Modelling of the welding arc is motivated by a number of goals, amongst which are
a desire to understand the physics of the arc and to explain the behaviour of the
discharge under different operating conditions. Another rationale is to predict the
performance of welding processes based on physical principles. This remains a
daunting task because of the complexity of processes involved and their widely
differing length and time scales. With the continuing improvement in numerical
efficiency and computational speed, models unifying discharge and electrode
conditions have become feasible in the past decade and some aspects of welding
process behaviour are now amenable to numerical prediction.

Some simplifications are inevitable when modelling a complex system. For
example, Zhu et al. [45] present an analysis of free burning arcs including the
electrodes with an emphasis on anode properties. The non-equilibrium sheath
region at the anode is treated by approximation in which the iteration grid size is
chosen large enough to include the electron diffusion region (estimated to be of the
order 40 μm), the electrical conductivity is assumed to be equal to that of the
adjacent plasma and the energy balance equation is solved for zero electric field
strength. Simplification of the cathode sheath structure has also been described [42]
where the energy balance equation in the sheath is neglected, as are space charge
considerations and the ionisation term due to electron acceleration in the electric
field. In this work only the electron continuity equation involving ambipolar dif-
fusion was considered together with thermal ionisation and recombination. Electron
emission is assumed to be thermionic and radiative heating of the electrodes was
neglected. Current densities are derived for the combined arc and electrode region
from the current continuity equation, without prior assumption of the current
density distribution at the cathode surface. The relative influence of several factors
on the surface temperature of the cathode are shown in Fig. 7.9 [42]. It can be seen

7 Arc Welding and Hybrid Laser-Arc Welding 215



that results are fairly insensitive to the heating effects of the ions and to Ohmic
heating (zero resistance). Emissivity has a notable influence and has been calculated
for the extremes of 0 and 1, whilst the largest influence is seen from the transpi-
ration (thermionic) cooling term, which is critical for the prevention of melting at
the electrode surface.

The influence of welding parameters onweld pool formation has been examined in
a number of studies [40, 54–62]. Goodarzi et al. [54, 55] employed a simplified
treatment of the cathode and anode sheaths and showed amaximum anode heat flux at
an electrode angle of about 60° for a 200 A, 2 mm long argon TIG arc; whilst for 5
and 10 mm arc lengths, the heat flux shows a much weaker tip angle dependency.
Shear stress on the anode surface due to convective gas flow is predicted to decrease
from 250 to 200 Pa as electrode tip angle increases from 10° to 60° for a 2 mm arc
length. The same trend is observed for longer arcs, although the peak shear stress,
which occurs at an arc radius of around 1.25 mm, is reduced to 210 to 175 Pa for a
5 mm long arc. The results contrast somewhat with those of Tanaka et al. [57] where a
peak shear stress of 38 Pa is predicted for a 5 mm long, 150 A argon TIG arc.
A number of factors may contribute to this discrepancy, including differences in
sheath treatments at the electrodes and neglecting buoyancy in the arc plasma in [54].

Ushio et al. [40] predict weld pool fluid flow with positive and negative surface
tension gradients, corresponding to inward and outward toroidal flows (high and
low sulphur conditions) on a 304 stainless steel. Resulting fusion zone shapes are in
qualitative agreement with experimental observations. In a later paper, the authors
examine possible mechanisms responsible for increases in weld penetration due to
the addition of a surface flux [58]. The following four mechanisms are proposed:
(i) a change in surface tension which reverses the temperature dependent surface
tension gradient to generate an inward flow; (ii) electron depletion in the outer
fringes of the arc due to liberated flux ions, resulting in an increase in current

Fig. 7.9 Predicted
temperatures on the cathode
surface for a 200 A argon TIG
arc indicating the role of
various heat-transfer
processes. Experimental
points (circles) are taken from
[60]. © 2002 IoPP reproduced
with permission from [42]
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density; (iii) reduced surface tension resulting in greater pool depression and
(iv) insulation of the weld pool surface away from the arc axis due to the presence
of an oxide layer. Mechanisms (i) and (iv) are shown to be possible contributory
factors. Electron depletion due to the ion flux (ii) was accounted for by adding
terms for oxygen—electron collisions and oxygen ion—metal atom electron lib-
eration to the electron continuity equation. The resulting calculations however
showed that this is not a significant mechanism. The limitation of the model to a flat
anode surface assumption meant that it was not possible to assess the pool
depression and arc pressure influence, although experimental observations suggest
that such an influence is small at welding currents below 150 A. This also suggests
that increases in arc velocity due to core acceleration driven by de–mixing pro-
cesses is likely to be small, although this aspect was not explicitly included in the
model.

Multi-component plasmas have been included in the unified models of Lago
et al. [61, 62] and Tanaka et al. [63]. In the former work, the mass flux ṁv from the
vaporising anode surface is represented by

ṁv =
1

1−Xi
ρDv

∂Xi

∂z
, ð7:47Þ

evaluated at the anode surface. Here Dv is the diffusion coefficient of the metal
vapour in the plasma and the Xi is the vapour mass fraction given by

Xi =
PvMm

PvMm + ð1−PvÞMp
, ð7:48Þ

where Pv is the saturation vapour pressure and M the molar masses of the metal and
plasma (subscripts m and p respectively). Metal vapour ingress into the arc is shown
to be limited to the region adjacent to the anode surface due to the dominance of the
cathode jet [61, 63]. The presence of the vapour leads to a reduction in plasma
temperature, which may be explained in terms of the lower ionisation potential
compared with the plasma.

Unified arc and electrode models offer the potential to explore the influence of
physical phenomena and boundary conditions on arcs and weld pools. To date,
most of the unified models reported assume a stationary anode surface, which is
likely to underestimate the influence of arc shear on weld pool flow. Free surfaces
have however been considered for the description of metal droplet transport in Gas
Metal Arc (GMA) welding [64–67] to describe the evolution of the metal droplet as
well as droplet absorption at the molten weld pool surface. In these models the
influence of the droplet on the plasma is considered but the plasma is treated as an
LTE fluid and vaporisation and diffusion of metallic components within the plasma,
which may be expected to have a significant influence, are generally ignored.
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7.5 Arc Plasma-Laser Interactions

The combination of a laser with an arc discharge for welding purposes was first
described by Steen and co-workers in the late 1970s [68, 69]. Since that time,
considerable attention has been paid to the experimental characteristics and possible
applications of hybrid laser-arc processes. A number of different process combi-
nations have been examined including lasers with the gas tungsten arc, gas metal
arc and plasma arc welding processes, with a range of geometries and laser
wavelengths. In the following discussion, attention will be focus primarily gas
(CO2) and solid-state (Nd:YAG) laser interactions with the welding arc.

When a laser beam and a plasma interact, a number of effects are possible. From
the perspective of the laser beam, the beam may be absorbed in the arc plasma,
scattered or defocused, generally resulting in a decrease in laser power impinging
on the work piece in comparison to laser operation in the absence of the arc. From
the perspective of the arc, energy can be absorbed from the laser beam in the plasma
column, resulting in a change in electrical structure, flow field and temperature.
Laser energy may also be absorbed at the arc root, changing the structure of the
sheath, the energy transport to the work piece surface, and modifying the tem-
perature, fluid flow behaviour and metallic vapour distribution in the upstream
plasma. In the case of a cathodic work piece, laser radiation can also modify the
electron emission mechanisms, increasing thermionic emission due to a local
increase in surface temperature and will modify the ionic contribution to
thermo-field emission due to changes in the particle energy distribution in the
cathode sheath.

The balance of radiative energy gain and loss by the plasma may be expressed
by replacing the radiative source strength in the energy balance (7.6) by a term
describing the divergence of the radiative flux qr

rad. Deron et al. [70] define this term
for a one-dimensional axisymmetric plasma as

1
r
d
dr

rqradf


 �
=
Z
λ− 1

dλ− 1κλðrÞ 4πIoλ ðrÞ−
Z
r′

κλðr′ÞIoλ ðr′Þ exp ð−ΘÞ dr′

r′ − rk k2

8<
:

9=
;,

ð7:49Þ

where

Θ=
Zr′ − rk k

s=0

κλ r+ s
r′ − r
r′ − rk k

� �
ds.

Here κλðrÞ is the spectral absorption coefficient of the plasma at position r, and
wavelength λ, Ioλ ðrÞ the Planck function at temperature T(r) and s the optical path.
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7.5.1 Absorption

Laser light is absorbed in a plasma as a result of inverse bremsstrahlung due to
bound-free and free-free transitions. For typical welding arc plasmas with a Max-
wellian electron velocity distribution and relatively low electron temperatures (no
more than a few eV), the linear absorption coefficient for light of frequency ν due to
electron ion collisions is given by [71, 72]

κeiν = g ̄ðν, TÞ 2 πme

3 kBTe

� �0.5 Z2

nRe

� �
nenie6

6 c h 2πεoνð Þ3m2
e

1− exp −
hν
kBT

� �� 	
, ð7:50Þ

where nRe is the real part of the complex refractive index of the plasma Z the ion
charge and g ̄ðν, TÞ the averaged Gaunt factor. This expression is only valid pro-
vided the radiation field does not perturb the electron velocity distribution from a
Maxwellian state. The influence of the radiation can be assessed by examining the
ratio of electron velocities due to thermal and electric field contributions. The
acceleration experienced by an electron in the radiant electric field is eEosin(ωt) and
the corresponding maximum speed uE is |eEo/meω|. The electric field is related to
the intensity Io (power per unit area) by Io = ½ εocEo

2 and the thermal velocity uT is
of the order (3kBTe/me)

0.5, the ratio of electrical to thermal velocities is therefore

uE
uT

=
λ

T0.5
e

e
π c

Io
6meεoc kB

� �0.5

≪ 1 ð7:51Þ

for CO2 and Nd:YAG laser radiation at any temperature with reasonable electron
density and for laser power densities to 1012 W m−2 or higher. The averaged Gaunt
factor in (7.50) is often expressed as

g ̄ðν,TÞ=
ffiffiffi
3

p

π
ln

2
γg

 !5
2 kBTe

me

� �3
2 2εome

Ze2ν

� �2
4

3
5, ð7:52Þ

where γg is the Euler-Mascheroni constant (=1.781), and is valid provided hν ≪
kBTe, which is just about acceptable at temperatures above 104 K for CO2 laser
radiation at 10.64 μm, but is not valid for Nd:YAG laser radiation at the low
electron temperatures (≤ 2 eV) typically encountered in arcs. For the shorter
wavelength Nd:YAG radiation of 1.06 μm, the Born approximation is also invalid
at such low temperatures and a quantum mechanical description is required.

For a non-relativistic electron making a transition from speed u1 to speed u2 [71],
the Gaunt factor due to Sommerfeld is
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gðν, u1, u2Þ=
ffiffiffi
3

p
π x d

dx F iη1, iη2, 1; xð Þj j
expð2πη1Þ− 1f g 1− expð− 2πη2Þf g , ð7:53Þ

where

η1, 2 =
Ze2

2εohv1, 2
; x= −

4η1η2
η2 − η1ð Þ2

and

Fðα, β, γ; xÞ=1+
αβ

γ

x
1!

+
αðα+1Þβðβ+1Þ

γðγ +1Þ
x2

2!
+ . . . .

A functionally equivalent form, avoiding the differential term in the above
expression was employed by Paulini and Simon [72] for numerical simplicity

gðν, u1, u2Þ=
ffiffiffi
3

p
π η2η1

expð2πη1Þ− 1f g 1− expð− 2πη2Þf g
Ψðiη1, iη2Þ
η2 − η1ð Þ , ð7:54Þ

with

Ψðiη1, iη2Þ=F2 1− iη1ð Þ, − iη2, 1: xð Þ−F2 1− iη2ð Þ, − iη1, 1; xð Þ

For a Maxwellian distribution of electron velocities, the average Gaunt factor is

g ̄ðν, u1, u2Þ= exp
hν
kBTe

� � Z∞
hν

kBTe

gðν, u1, u2Þ expð− τÞdτ, ð7:55Þ

where

τ=
E
kBT

; E= 1
2
mu21; E− hν= 1

2
mu22.

Many approximations can be found in the literature, ranging from the purely
numerical expressions to simplifications of the Sommerfeld quantum mechanical
description; see (7.53). For example, Seyffarth and Krivtsun [73] present a fre-
quency independent factor proportional to ln Tn− 1 ̸3ð Þ, Wang and Rhodes [74]
quote a factor proportional to ln T4 ̸3P− 1 ̸3

e

� �
where Pe is the electron pressure,

whereas Greim [7] indicates a ln T3λ2
� �

dependency where ω ≪ ωp, which is
invalid for CO2 and Nd:YAG lasers irradiating welding arcs for which the plasma
frequency ωp is of the order 1012–1013 s−1. A numerical approximation for the
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Gaunt factor is presented by Stallcop and Billman [75], for electron tempera-
tures ≥ 1 eV which takes the form

gðλ, TÞ = ∑
n,m

an,mðlog10 T ̸Z2Þnðlog10 Z2λÞm, ð7:56Þ

where Z is the ionic charge and coefficients an,m are given in Table 7.2. and typical
values are shown in Fig. 7.10.

A number of expressions for the absorption coefficient may be found in the
literature, which differ from (7.50) in greater or lesser detail; see for example [73–
75]. Deron et al. [70] for example present the same expression without accounting
for refractive index or the net charge the (Z2/μ) term. These authors also describe
absorption coefficients for electron-atom κeoν and bound-free κbfν contributions of the
form:

keoν =
4e2neno
3 πεohcν3

kBT
2πme

� �3
2

σcðTÞ 1− exp −
hν
kBT

� �� 	
1+ 1+

hν
kBT

� �2
" #

, ð7:57Þ

κbfv = 1− exp
hv
kBT

� �� 	
∑
i
niσiðvÞ,

where σc(T) is the electron-atom collision cross section [76] and σi(ν)
photo-ionisation cross-section. For CO2 and Nd:YAG laser irradiation of a gas
plasma, κbfν is small. Temperature dependent absorption coefficients for an argon
plasma are shown in Fig. 7.11.

The complex refractive index of an isotropic plasma can be expressed as the
difference of the real and imaginary components by Appleton’s equation [77, 78]

Table 7.2 Coefficients an,m
for calculation of the Gaunt
factor: see (7.56) [75]

m 0 1 2
n 0.1 μm ≤ λ ≤ 1 μm
0 1.1740 0.0662 0.0217
1 0.1982 0.4819 0.2240
2 0.3230 0.0454 −0.0831

1 μm ≤ λ ≤ 100 μm
1 1.1750 0.0789 0.1842
2 0.1812 0.5586 0.0304
3 0.3305 0.0203 0.0657

7 Arc Welding and Hybrid Laser-Arc Welding 221



Φ=
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, ð7:58Þ

where νeo is the electron-neutral collision frequency, ω the angular frequency of the
incident radiation and ωp the plasma frequency. The collision frequency can be
estimated from

νeo = noσc
3kBTe
me

� �0.5

; ωp =
nee2

εome

� �0.5

, ð7:59Þ

where σc is the electron-atom collision cross section [76]. The critical damping
factor γc of a plasma is related to the number density of atoms and ions nT and can
be estimated from

γc ≈ σcnT
3kBT
me

� �0.5

. ð7:60Þ

For an argon plasma, angular plasma frequencies range from 6.9 × 1012 s−1 at
10,000 K to a maximum of 2.5 × 1013 at around 16,500 K falling to
2.4 × 1013 s−1 at 20,000 K. The angular frequency of the laser radiation is

Fig. 7.10 Gaunt factors for
different wavelengths and
charges for an argon plasma.
Points are plotted from the
numerical approximation in
[72] and lines from (7.56)
[75]
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2.8 × 1014 s−1 and 2.8 × 1013 s−1 for Nd:YAG and CO2 lasers respectively. In
both cases ω > ωp, γc « ωp and the plasma is dispersive. For the CO2 laser, as ω
approaches ωp, and the plasma approaches resonance.

The real part of the refractive index remains very close to unity, whilst the
absorption coefficient κv [79] approximated by

κν =
4πnIm
λ

, ð7:61Þ

is small for Nd:YAG laser radiation and the laser undergoes minimal defocusing in
the plasma. For the longer wavelength CO2 radiation, the real part of the refractive
index also remains close to unity, whilst the absorption coefficient becomes
non-negligible, as plasma temperature increases.

Fig. 7.11 Calculated
absorption coefficients based
on (7.50) and (7.57) using
number densities from [12]
and collision cross sections
from [76]
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7.5.2 Scattering

The principal scattering mechanisms relevant to laser-arc plasma interactions are
Rayleigh scattering, involving particles much smaller than the wavelength of the
incident radiation, and Mie scattering from particles of a similar size or larger than
the incident wavelength. Thomson scattering from electrons is independent of
wavelength and has a cross-section σT [71], which is negligibly small.

σT =
8π
3

e2

4πεomec2

� �
=6.65 × 10− 29½m2�, ð7:62Þ

Rayleigh scattering occurs from particles that act as dipoles in the electric field.
For uniform spherical particles of radius r, both scattering and absorption can take
place, which is dependent on the complex refractive index m of the plasma, but not
on the internal refractive index of the scattering particles. The respective scattering
and absorption cross sections are [80]

σR, s =
3
2π

2π
λ

� �4 4πr3

3

� �2 m2 − 1
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����
����
2
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6π
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m2 − 1
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� �
.

ð7:63Þ

Greses and co-workers [81, 82] indicate that for a laser wavelength of 1.03 μm
and iron vapour with a complex refractive index m of 3.81 + 4.44i and particle
radius of 20 nm, the scattering cross-section is 6.9 × 10−19 m2, the absorption
cross-section is 5.7 × 10−17 m2 and measured beam attenuations of 4–40% are
reported for a range of Nd:YAG laser welding conditions. The linear attenuation
coefficient is the product of the cross-section and the particle density, which for an
iron vapour plume in laser welding is of the order 1018 m−3 [82]. Similar orders of
magnitude may be expected for laser-TIG and laser-plasma hybrid welding where
the laser heat source has a significantly higher surface power density than the arc
source. In the case of consumable arc welding, the particle size distribution [83] is
much broader than that measured during laser welding [82], with peak number
densities occurring for particles in the range 0.1–0.5 μm [83, 84].

Mie scattering, from particles of diameter similar to or greater than the incident
wavelength, can also be treated as scattering from discrete dipoles. However, such
large particles are represented by dipole arrays instead of single dipoles. For par-
ticles irradiated by non-polarised light, the scattering and absorption cross-sections
[85] are
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The corresponding linear attenuation coefficients can be found by multiplying
the cross-sections by the particle density or, for non-uniform particle sizes, a par-
ticle distribution function np(r) (in units of m−3), which describes the number of
particles per unit volume and per unit radius as a function of the radius r. Thomas
[85] provides a simple size distribution function for aerosols with a range of particle
radii

npðrÞ=Arα expð− brγÞ, ð7:65Þ

where A, b, α, and γ are constants and the particle number density is
np =Aγ − 1b− ðα+1Þ ̸γΓððα+1Þ ̸γÞ. Mie scattering in laser welding has been studied
by Hansen and Duley [86], with particular reference to the vapour in the keyhole
during welding. These authors describe the particle density with an expression of
the form npðrÞ = C1rp1 where C1 and p1 are constants, and examined the relative
roles of scattering and absorption due to Nd:YAG and CO2 laser irradiation. The
mass density of aerosol material ρma is described by

ρma =
4πC1ρ

3ðp1 + 4Þ rp1 + 4
max − rp1 + 4

min
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p1 ≠ − 4

4πC1ρ
3 ln rmax

rmin

h i
p1 = − 4

8<
: , ð7:66Þ

where ρ is the internal density of the aerosol particles and subscripts max and min
refer to the maximum and minimum particle sizes. The linear absorption and
scattering coefficients are proportional to the ratio ρma ̸ρ and attenuation for Nd:
YAG laser radiation becomes significant when ρma ̸ρ approaches 10−4, corre-
sponding to particle number densities of 1.9 × 1014 and 1.9 × 1011 m−3 for
particle sizes of 0.5 and 5 μm respectively. These compare with particle densities of
the order 1012–1011 m−3 reported for GMA welding [82], indicating that Mie
Scattering can potentially modify the power density distribution during laser-GMA
welding. Absorption by the aerosol particles results in heating which is estimated to
be of the order 107 K s−1(ρma ̸ρ = 10−4, λ = 10.6 μm, Io = 1010 W m−2), parti-
cles therefore vaporise in less than 1 ms. The contribution of Mie scattering will
therefore be determined to a large extent by the rate of particle production. Mie
scattering in CO2 laser welding has been observed experimentally by Tu et al. [87]
using a 363.8 nm wavelength probe laser close to the edge of the plume, where
transmittance fell to below 20%, compared with over 60% in the plume centre.
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7.5.3 Absorption Measurements

Kozakov et al. [88] examined the influence of a Nd:YAG laser beam oriented
transverse to the axis of a non-consumable TIG arc. Spectral measurements for the
arc in the absence of the laser beam are shown in Fig. 7.12a, illustrating two argon
atomic lines at 810.4 and 811.5 nm. The line widths (full width half maximum) are
less than 0.2 nm are much smaller than the width of the laser in the absence of the
arc, Fig. 7.12b, which has a full width half maximum of 2.5 nm.

When the laser passes through the arc, corresponding absorption peaks are
observed; see Fig. 7.12c. Comparison of the curves shows that scattering and
refraction is negligible in comparison to absorption, as might be expected in the
absence of fumes or metal vapour. The power absorption was reported to be of the
order 16% of the incident beam power, viz. ∼59 W, corresponding to about 5% of
the total arc power, with spectral measurements indicating that absorption takes
place preferentially in the cooler outer regions of the arc (Fig. 7.13a, [88]), where
population density of the initial state of the resonant transitions is highest. The
associated change in electrical conductivity is shown in Fig. 7.13b, [89].

Fig. 7.12 Measured spectra of a a 120 A argon TIG arc, b a 367 W Nd:YAG laser and c the
combined laser and arc. Reproduced from [88] with permission of IOP Publishing in the format
Book via Copyright Clearance Center
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Spectral methods have also been employed in the study of beam absorption in
the plasma during laser welding with a CO2 laser (see Chap. 5), indicating that
absorption is dependent on the shielding gas flow rate, which in turn influences the
distribution of metal vapour in the plume [90]. Absorption was reported to decrease
from over 40% at a flow rate of 1 litre per minute to 15% at a flow rate of 8 litres per
minutes for the experimental configuration considered. Results imply that the
energy distribution during laser-arc hybrid welding is strongly dependent upon the
characteristics of the processes involved and the prevailing boundary conditions.

7.6 Laser-Arc Hybrid Welding

Various terminologiesare used to classify laser-arc interactions including laser
enhanced arc welding and arc augmented laser welding. The first of these indicates
that the majority of the power is derived from the arc discharge, whilst the opposite
is true for the latter. In the intermediate regime, the generic term laser-hybrid
welding is generally employed, which also encompasses the arc and laser domi-
nated regimes.

Steen and co-workers [68, 69] first showed that in comparison to laser welding
alone, arc augmented laser welding can deliver increased welding speeds of 50–
100% when combining a CO2 laser with a TIG arc. They also showed increased
penetration and observed that the arc root on a planar anode showed affinity for the

Fig. 7.13 a Difference between spectra measured with and without 367 W Nd:YAG laser
irradiation on an 8 mm long, 120 A argon TIG arc. The vertical axis represents the cross-sectional
plane, 4 mm above the anode surface [88]. b Electrical conductivity profile [Ω−1 m−1] for the same
arc and laser configuration. Reproduced from [89] with permission of Springer
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laser focal spot. Compared with non-augmented laser welding, a further benefit of
greater tolerance to joint geometry variations for combined process operation has
been found. The commercial development of laser-arc welding began only after the
widespread industrial acceptance of laser welding in the early 1990s, and to some
extent rested on the development of laser optics and arc welding torches suitable for
combined process applications. In recent years, a great deal of research effort has
been expended on assessment of these processes to characterise their performance
and explore potential advantages. Practical aspects of laser-arc applications are
addressed in many published works, which are reviewed for example in [91]. The
limited literature available addressing hybrid process modelling focuses either on
laser-plasma interactions or discusses the influence of combined heat sources.

In an uncoupled model of heat transfer in laser-TIG welding Chen et al. [92, 93]
describe the laser and arc as independent heat sources, with a reduction of the arc
radius to account for the influence of the laser on the arc. The laser energy is
distributed inside the keyhole according to

Qlaser = Io exp − 2
r2

r2b

� �
exp − κνzð Þ,

r2 = ðx− uwtÞ2 + y2
ð7:67Þ

where uw is the welding speed, Io the peak power density at the beam centre and rb
the beam radius. The beam power Plaser is therefore

Plaser =
Z2rb
0

ZZ
0

Qlaser2πr dr dz. ð7:68Þ

In this model, energy from the arc is assumed to be distributed over the weld
pool surface according to

Qarc =
3ηVI
πr2a

exp − 3
r2

r2a

� �
, ð7:69Þ

where V is the voltage, I the current, η the process efficiency and ra the arc radius.
The thermal distribution in the work piece was derived for prescribed heat fluxes at
the upper and lower surfaces. Predictions from this simple model indicate that at the
surface, the heating rate and maximum surface temperature for a 1 kW laser beam
(rb = 1 mm) is dominated by the laser conditions, whilst the arc has comparatively
little influence. Inside the keyhole, the heating rate due to hybrid operation rises
faster with increasing depth than that found for laser welding without arc aug-
mentation, resulting in deeper penetration. Penetration increases initially with arc
current, but decreases again at high current, which is ascribed to arc broadening due
to laser power absorption.

Numerical simulation of heat flow in conduction mode laser-GTA welding has
also been reported by Hu [94], where the arc heat source is represented by a
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Gaussian surface flux term, and the laser heat source by a Gaussian volume flux
term. The thermal gradient in the heat affected zone of a hybrid weld was simulated
using measured values of laser beam and arc root radii and energy transfer coef-
ficients as model inputs. Although fluid flow was not explicitly incorporated in the
calculation, the temperature profiles of the weld metal and heat-affected zone agree
well with measured thermal distributions and reflect the structure observed in
associated weld metal cross sections. A comparison of time spent at temperatures
giving rise to significant grain growth showed a reduction of 40% when comparing
arc and hybrid welds on a 1 mm thick low carbon steel, resulting in reduced HAZ
grain size, consistent with experimental observation. An example of the model
temperature profile and corresponding weld microstructure is shown in Fig. 7.14.

A similar study has been reported for a Nd:YAG laser and GMA arc hybrid
process by Reutzel et al. [95] in which the thermal distributions for the arc, the laser
and the hybrid condition are described by Goldak double ellipsoid volumetric terms
[96] viz:

qf , rðx, y, z, tÞ= 6
ffiffiffi
3

p
ff , rPs

abcf , rπ1.5
exp − 3

x2

a2
− 3

y2

b2
− 3

ðz+ uwtÞ2
c2f , r

 !
, ð7:70Þ

where uw is the welding velocity in the z direction, Ps the input power, a, b and cf,r
are constants, subscripts f and r refer to the front and rear ellipsoids and ff,r to the

Fig. 7.14 Predicted thermal distribution and associated microstructure for a laser-TIG weld made
on a 1 mm thick low carbon steel (FeP04) at 20 mm s−1 travel speed [94]. Numbers indicate
temperatures (/103 K)
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fraction of the total heat input assigned to each ellipsoid such that ff + fr = 2. Good
agreement was reported for the arc case; however the model predicted weld pool
widths 35% greater than those obtained from experiments for full penetration laser
welds in a 5 mm thick steel substrate. Direct combinations of laser and arc
parameters were found to be inappropriate to describe the hybrid case, which
required adjustment of the distribution parameters. These observations are in
agreement with the expectation that the combined presence of a laser and arc result
in a modified power distribution, which in turn has an influence on convective heat
transport (fluid flow) in the weld pool.

The hydrodynamic processes in a weld pool have been considered
semi-analytically by Zaĭkin et al. [97]. Radial fluid velocities on the surface of the
weld pool were measured by direct observation, whilst axial velocities were
inferred by scaling the radial values by the pool depth divided by the pool radius.
The average vapour recoil pressure ⟨Pp⟩ is estimated from

⟨Pp⟩=Po +
umuv
Sf

, ð7:71Þ

where um is the velocity of the metal, uv the velocity of vapour expansion and Sf the
focal spot area. Changes in mean vapour recoil pressure due to a measured fluid flow
velocity of 0.75 m s−1 are in the order 1 kPa. Variation in mass transport within the
weld pool results in periodic changes of the vapour recoil pressure due to oscillation
of the volume of the keyhole. For a CO2 laser power density of 2 × 1010 W m−2,
experimentally measured oscillation frequencies in the range 102–103 Hz were
found, which satisfy the condition gρ ̸γkn ≪ 1, where ρ is the density, γ the surface
tension and kn the wave number, and hence may be described as capillary waves. It is
possible that such waves form due to the periodic absorption and defocusing of the
laser by the plasma jet, the properties of which then oscillate due to the periodic
change in metallic vapour concentration expelled from the keyhole.

The influence of synergistic interactions between a laser and an arc has also been
studied semi-analytically by Paulini and Simon [72] who examined the energy
balance at the anode for a laser-TIG process. Their model assumes a Gaussian
current density distribution at the work piece surface, with an arc radius of 2 mm.
The laser power distribution is also assumed to be Gaussian, with a radius of
0.1 mm, and absorption takes place due to inverse bremsstrahlung and Fresnel
processes (see Sect. 7.1) for perpendicularly incident light. Latent heat and fluid
flow are neglected and it is assumed that the weld pool surface is substantially
unaffected by the laser beam; i.e., that no keyhole forms. The problem then reduces
to finding a solution for the stationary heat conduction equation with a summed
laser and arc power distribution QT(x, y)

uw
∂T
∂x

= α∇2T +
QTðx, yÞ
ρCp

δðzÞ, ð7:72Þ
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where α is the thermal diffusivity, uw the welding speed and δ(z) the Dirac delta
function. For a work piece of finite thickness d, and a boundary condition of zero
thermal gradient at the lower surface of the plate (z = −d), an analytical solution
can be found of the form [98, 99]

T = To + ∑
i= laser, arc
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κ ri π1.5
∑
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where κ is the thermal conductivity and the heat sources are moving in the positive
x direction. The minimum arc power required to make a full penetration weld
occurs when the melting isotherm intersects the lower surface of the work piece at a
single point. For typical welding speeds of a few millimetres per second and in the
absence of a laser, arc powers in the range 200–500 W are required to penetrate a
1 mm thick steel sheet, and surface temperatures lie in the range 1900–2100 K,
well below the vaporisation temperature, which is of the order 3000 K. Some
constraint is required to specify arc and laser powers uniquely for laser enhance-
ment of the TIG arc, and this is chosen as the condition under which the weld pool
surface (z = 0) reaches the vaporisation temperature. Upon vaporisation, metal ions
are released into the arc, altering the arc structure and modifying the energy density
at the work piece surface. For a minimal full penetration condition, the laser power
required to achieve surface vaporisation is substantially independent of welding
speed and for a steel work piece is 65 W for a Nd:YAG laser and 130 W for a CO2

laser. For aluminium alloys, the minimum laser powers increase by a factor of 6
whilst for copper, the minimum requirement is over 2 kW at 10.6 μm and over
3 kW at 1.06 μm [72]. The threshold laser powers are strongly dependent on the
chosen arc and laser radii and on the temperature averaged material properties
employed, and neglect laser absorption and scattering from the arc plasma. How-
ever, they indicate that for welds made on steel, changes in arc structure and energy
transport may be expected at relatively modest beam powers.

Experimental measurements indicating changes in arc structure due to laser
enhancement have been reported by Hu and den Ouden [100] who show direct
photographic evidence of arc contraction due to metal vapour liberation and report
calorimetric measurements of heat transfer to the work piece in laser, arc and hybrid
welds. The heat dissipation measurements show no difference in heat transfer
between the sum of the laser and arc sources acting separately and a hybrid process
operation. However, the melting efficiency, defined as the percentage ratio of power
required to heat and melt the weld volume obtained per unit time to the total power
transferred to the work piece per unit time, is found to be 30–50% above the melting
efficiency for the equivalent laser and arc conditions where the processes operate
separately. These observations are consistent with the role of metal vapour in the
arc plasma and have been confirmed by Langmuir and surface probe measurements
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made in TIG arcs with and without laser addition, which show a decrease in the
conductive radius and increase in current density in the laser-arc condition.

The interaction between a laser beam and the arc plasma column has been
examined by Dowden and Kapadia [101] by means of an analytical energy balance
approach, where consideration is given to extreme conditions. Ohmic heating
dominates at the plasma temperatures occurring in an arc without laser irradiation,
producing sufficient heating for ionisation and current flow. At low laser powers the
laser acts to stabilise the plasma and helps to define the arc path, but provides only a
small fraction of the energy required for ionisation. In contrast, at high plasma
temperatures and laser powers, inverse bremsstrahlung provides a significant con-
tribution to the energy required for current continuity. Under such conditions,
inverse bremsstrahlung can dominate, opening a high conductivity path for current
flow. However, laser powers, of the order several tens to hundreds of kilowatts are
necessary to achieve such a condition and these lie above the limits usually
available for welding applications.

Plasma interactions at laser powers of up to 1.5 kW have been examined by
Startsev et al. [102] for a co-axial and axi-symmetric hybrid plasma configuration,
involving a cylindrical hollow cathode. The interaction was modelled by inclusion
of an absorption coefficient in the energy balance equation, which—cf (7.6)—took
the form

∂
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where Pr is the Prandtl number and Qlaser the incident laser power density. The
propagation of the laser is treated as a quasi-planar electromagnetic wave propa-
gating in the z direction, thus

∂
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+ 2ik

∂Ec
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1
r
∂

∂r
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∂Ec

∂r

� �
+ k2 −
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+ i
κν
k

� �
Ec =0, ð7:75Þ

where Ec is the complex amplitude of the electric field, k the wave vector, ne the
electron number density, ncr the critical electron number density. The first term in
right most parentheses, involving electron density ratio describes refraction, whilst
the second term describes absorption. The plasma is assumed to be in pLTE and the
electron density is therefore derived from the Saha equation. The electric field
amplitude is related to the laser power density Qlaser by

Qlaser =
1
2

εo
μo

� �0.5

E2
c , ð7:76Þ

and the argon plasma radiation is related to the temperature by
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U =
280P2z2

T × 10− 4ð Þ2.5 1 + 2.7 × 10− 6T
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, ð7:77Þ

where P is the pressure and z the degree of ionisation. The laser beam profile is
assumed to be Gaussian with a focal spot radius of rf at a focal plane z = FP (in the
absence of a plasma) and the spatial distribution of the complex amplitude of the
electric field is defined as
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This system of governing equations has been solved numerically for suitable
boundary conditions using an iterative technique whereby a solution for the arc is
sought, followed by a solution for the laser propagation; see (7.76). The process is
repeated until all the required convergence criteria are satisfied.

The results indicate a significant temperature rise in the core of the arc. For a
cathode with a 4 mm internal diameter and 6 mm external diameter, an arc length
of 5 mm and an argon plasma, the core arc temperatures are 10,000–12,000 K for
currents of 50–200 A, in the absence of the laser. With the 1.5 kW CO2 laser, the
core temperature rises to 18,000–21,000 K, which is accompanied by enhanced
ionisation and hence greater electrical conductivity. As a result, the current density
at the anode increases from 7 × 106 A m−2 to 4.5 × 107 A m−2 for a 100 A arc
and the voltage drop in the arc column decreases by 25–50%. Whilst the current
path changes, the gas flow is only weakly affected, with axial and radial velocities
changing by less than 5%. The absorption coefficient and refractive index of the
plasma are dependent on temperature and show significant spatial variation within
the arc column. Increasing current results in increased absorption, but also in
increased refraction due to the temperature dependence of the dielectric perme-
ability, which governs the refractive index; see for example (7.58) and (7.59). For a
200 A arcing condition, this results in self-focusing of the beam on the arc axis and
enhanced beam intensity in comparison to laser conditions in the absence of the arc.

A drop in arc voltage due to the impingement of a co-axial laser beam has been
observed experimentally by Mahrle et al. [103] for a 40 A plasma arc irradiated by a
200 W fibre laser. Voltage drops of between 5 and 10% were noted dependent on
substrate material and operating conditions. The voltage differences reported for
co-axial irradiation differ from those reported for transverse irradiation, where
changes of the order a few millivolts [88] to a few tens of millivolts [89]
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are reported, the differences being attributable to the absence of electrode influences
in the latter case.

Reisgen et al. [104] have examined the change in TIG arc plasma properties
under conditions most often employed in practice; i.e., perpendicular laser beam
impingement on a work piece surface and angled TIG welding torch with a small
lateral offset in position. The arc continuity equations were solved, including a term
κωS for the laser irradiation in the energy balance equation, where κω is the inverse
Bremsstrahlung coefficient and S is the time averaged beam energy density deter-
mined from the complex amplitude of the electric field of the beam in the absence
of the plasma Aω viz:

− 2ik
∂Aω

∂z
=

1
r
∂

∂r
r
∂Aω

∂r

� �
+ k2ðεω − 1ÞAω. ð7:80Þ

Here k is the wave vector, and εω is the relative complex dielectric permittivity
of the plasma at a radiation frequency of ω. The beam energy density [W m−2] is
given by

S=
1
2

ε0
μ0

� �
Aωj j2. ð7:81Þ

For a 150 A TIG arc, absorption results in an increase in axial plasma tem-
peratures of about 4,000 K and 13,000 K for CO2 laser beam powers of 500 W and
1500 W respectively. The axial temperatures were increased throughout the arc,
however substantial radial differences were limited to radii of less than about 1 mm,
governed by the laser beam profile. Laser absorption resulted in a 50% increase in
current density at the anode for a 500 W beam and more than 150% increase for the
1500 W beam, with corresponding increase in axial energy density at the anode
surface.

A number of works consider the influence of laser-arc hybrid welding on various
aspects of the resultant weld. For example, Piekarska et al. [105] address phase
transformations in a butt-welded structural steel, taking account of the fluid flow in
the weld pool and accounting for latent heat due to solid phase changes as well as
state changes. The kinetics of phase transformations were calculated on the basis of
the Johnson–Mehl-Avrami (JMA) model and the volumetric fractions of phases
from the Koistinen-Marburger (KM) equation. The trailing conduction mode laser
component acted mainly to increase material penetration depth, as evidenced by a
modified velocity distribution in the weld pool. Predictions of martensite phase
fractions showed reasonable agreement with the measured phase profile of the
welded joint. Cho et al. [106] simulated the weld bead shape and alloying element
distribution in CO2 laser–GMA hybrid welding of a structural steel with a stainless
steel consumable. In this case a laser-keyhole condition was described with a
laser-leading configuration. The model successfully describes the irregular partial
penetration bead profile, attributed to a clockwise-rotating vortex with alternating
high and low alloying element content resulting in a region of imperfect mixing.
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Again predicted and experimental results show good first order agreement. Output
from these models, [105, 106] together with a number of others [107–109], describe
various aspects of the dynamic flow development in the weld pool and (where
applicable) in the keyhole. These numerical approaches are based on summing the
heat source terms separately, without accounting for the changes in arc and laser
beam power density distributions due to mutual interactions. Nevertheless, despite
the inevitable assumptions required to maintain numerical tractability, the results
show good first order agreement with experimental observations, indicating that for
prediction purposes, such an approach can often be appropriate.
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Chapter 8
Metallurgy and Imperfections of Welding
and Hardening

Alexander Kaplan

Abstract For laser hardening the metallurgy in the generated heat affected zone is
critical. For laser welding, the resulting mechanical properties of the product
depend in addition on the shape and on the imperfections of the processed cross
section. Metallurgy, shape and imperfections are determined by heat conduction, in
particular by resolidification, by diffusion and by the crystallographic material
behaviour, governed by the local thermal cycle of the material. In this chapter, a
brief survey of the physical mechanisms responsible for the metallurgy and for
imperfections at the macro- and micro-scale are given, mainly referring to ferritic
low alloy steel as the most relevant material. Many aspects are relevant to both
welding and hardening, while some aspects are process-specific. For certain phe-
nomena selected mathematical models will be presented that enable quantitative
calculation and description of the phenomena.

The notation employed in this chapter is to be found in Table 8.1.

8.1 Thermal Cycle and Cooling Rate

Two basic types of laser operation can be distinguished: While pulsed wave
(pw) laser processing corresponds to a highly transient situation, the more com-
monly applied continuous wave (cw) laser beam causes quasi-steady state condi-
tions, in particular a quasi-steady state temperature field accompanying the
absorbed laser beam that acts as the heat source. A high processing speed is typical
for laser processing, causing a thermal cycle with a steep rise in front of the laser
beam and a less pronounced decay, with a very high cooling rate compared to other
thermal techniques.
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Table 8.1 Notation

Symbol Units Meaning Symbol Units Meaning

A % Absorptance p N
m−2

Pressure

a % Austenite content pa N
m−2

Ambient pressure

C m−3 Concentration ps N
m−2

Surface pressure

cc m−3 Critical concentration psat N
m−2

Saturation pressure

ce m−3 Sample composition pg N
m−2

Gas pressure

cp J
kg−1K−1

Specific heat capacity qc m−2

s−1
Concentration flux

c*p J
kg−1K−1

Artificially enhanced
specific heat

q W Beam power

D m2 s−1 Diffusion constant Q J Activation energy
D0 m2 s−1 Pre-exponential for

diffusion of carbon
R m Radius, curvature

ff % Fraction ferrite rB m Beam radius
fi % Fraction pearlite Rg K−1 Gas constant
fm % Fraction martensite t s Time
g m Grain size T K Temperature
h J kg−1 Enthalpy Tc K Critical temperature

for DP-steel
hl J kg−1 Liquidus enthalpy Ts K Surface temperature
hs J kg−1 Solidus enthalpy Tm K Melting temperature
H HV Hardness us,n m

s−1
Normal speed at the
surface

Hm HV Hardness martensite v m
s−1

Processing speed

Hf HV Hardness ferrite α – Equivalent kinetic
heat cycle constant

I – Kinetic strength of the
heat cycle

λ m Metallurgical lamell
spacing

K J K−1 Boltzmann constant ρ kg
m−3

Specific mass density

M kg s−1 Mass flow rate τ s Time constant of
thermal cycle

Nsg – Number of shielding
gas atoms

Φs Flow potential at the
surface

Lm J kg−1 Latent heat of melting σ N
m−1

Surface tension
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Fig. 8.1 Calculated a thermal cycle and b cooling rates vs. the coordinate in the processing
direction for three speeds (the model consists of five superimposed moving point sources laterally
arranged in a row)
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Highly suitable models for describing the thermal cycle of cw-laser beam pro-
cessing to first order are the models of a moving point source and a moving line
source, for surface and in-depth laser beam absorption, respectively, described in
Chap. 4. Moreover, superposition of several heat sources allows high modelling
flexibility.

Figure 8.1a shows typical thermal cycles resulting from the moving point source
of heat (here: superposition of five heat sources laterally arranged in a row) for three
different processing speeds. As can be seen, higher temperatures cause a steeper
gradient and higher cooling rates, as plotted in Fig. 8.1b.

The resolidification interface and its cooling rate distribution mainly determine
the metallurgical structure across the cross section generated by the resolidification
process, basically following the adequate time-temperature-transformation (TTT)-
diagram for cooling and the phase diagram [1–3]. Beside resolidification and phase
transformations, diffusion governs the resulting metallurgy. Inclusion of the local
thermodynamics is essential. For laser processing of low C steel high cooling rates
typically result in the formation of the brittle martensite phase.

8.2 Resolidification

Depending on the speed of resolidification and on the local thermodynamic state
(supercooling) of the metal, two basic types of resolidification can be distinguished,
namely planar propagation of the resolidification front (for high cooling rate) and
dendritic growth [1]. The transition from planar to equiaxed dendritic resolidifi-
cation via oriented cellular and oriented dendritic resolidification can be derived by
a map [3] of the grain growth mechanism as a function of solidification rate in mm/s
and temperature gradient in K/m, at the solidification front. Such a map can be
directly applied to calculation results for the thermal cycle. When the temperature
decays below the melting temperature, local supercooling of the material leads to
resolidification, which releases the latent heat of melting. This corresponds to a
discontinuous change of the temperature gradient across the front (the Stefan
condition). Most analytical models cannot take into account latent heat, while
numerical methods such as Finite Element Analysis (FEA) often apply an artifi-
cially enhanced specific heat capacity in a narrow temperature interval ΔT close to
the melting point, thus simulating the consumption or release of latent heat, for
melting or cooling, respectively:

c*p =
Lm
ΔT

.

Another simplified method for taking the latent heat into account during mod-
elling is to calculate in terms of enthalpy h rather than temperature T (but otherwise
using the same solutions and equivalent boundary conditions) and subsequently to
transform the resulting enthalpy field to a temperature field by the relations
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h≤ hs:T =
h
cp

hs ≤ h≤ hl: T =
Lm
cp

hl ≤ h: T =
h− Lm
cp

.

This transformation permits the use of analytical equations and at the same time
takes into account the latent heat of phase transformations; it introduces, however,
the inaccurate simplification of inducing a temperature plateau around the trans-
formation point instead of a stepwise change in the temperature gradient. Never-
theless, it often allows a more accurate calculation to be achieved with analytical
equations, in a simple manner.

Model for the Resolidification Path
The resolidifcation path can be derived [4] by gradual integration of the normal

vector of the temperature gradient at the resolidification front T = Tm of a tem-
perature field T(x, y, z; t). The integration starts at the laterally outermost locations
of the melt pool and ends in the centre of the weld (for symmetric conditions). The
calculated (solid lines) and experimentally observed (photograph and dotted lines)
cooling patterns for laser welding of austenitic stainless steel are shown in Fig. 8.2
for horizontal and vertical cross sections at low and high welding speeds.

A more sophisticated model of resolidification [5] even takes into account the
grain orientation (at the outer starting point), leading to slight fluctuations in the
resolidification path. Three-dimensional, time dependent calculation of the solidi-
fication front with respect to shape and cooling rate during laser welding by
Computational Fluid Dynamics, CFD, see Chap. 4, inherently considers convective
heat transfer by the different melt flow mechanisms.

8.3 Metallurgy

8.3.1 Diffusion

The metallurgy of a laser processed material is strongly governed by local diffusion
processes that in turn are driven by thermal and chemical gradients.

The diffusion mechanism and the concentration distribution C(x, y, z; t) to be
calculated is basically described by Fick’s first and second laws:

qC = −D∇C
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∂C
∂t

=D∇2C

The diffusion constant D is basically a measure for the mobility of a certain
chemical element in some different atomic environment, e.g. in a crystal lattice or in
a liquid of a different element. The diffusion constant D can depend strongly on the
temperature. The diffusion mechanism can be added to CFD simulations.

Fig. 8.2 Experimental (left, and dotted line) and calculated (right, solid line) resolidification
pattern for two welding speeds: a horizontal cross section of the weld seam, v = 0.4 m/min,
b horizontal, v = 4.0 m/min, c vertical, v = 0.4 m/min, d vertical, v = 4.0 m/min (austenitic
stainless steel, laser power: 1400 W) © 1997 Old City Publishing Inc. reproduced with permission
from reference [4]
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8.3.2 Fe-Based Alloys

8.3.2.1 Low Alloy Steel

The most common materials for laser transformation hardening and for laser
welding are low alloy steels, and are therefore Fe-based alloys. Their metallurgy
[1–3] follows the FeC-phase diagram. According to the eutectic pearlite phase at
0.8% (wt.) carbon, we can divide them into hypoeutectic and hypereutectic steels,
below and above this C-concentration, respectively. A third important type of
Fe-based alloy to be distinguished is cast iron in its different configurations
(spherical, lamellar, etc.), containing more than 2% (wt.) Fe.

The fundamental metallurgical phases of steel are α-ferrite and γ-austenite.
A low C-steel of ferritic nature can be laser transformation hardened by a thermal
cycle during which it remains above the Ac3-temperature for sufficiently long. This
enables the C-atoms to dissolve in the austenitic crystallographic γ-phase. During
subsequent rapid quenching the lack of time for diffusion forces the formation of
martensite, as the C-atoms remain in the α-lattice in a constrained manner, leading
to correspondingly high hardness. Various calculation methods on the metallurgy
during solidification have been developed and applied [6–9].

High Strength Steel and its Multi Scale Modelling
High strength steel became a highly promising engineering material. The dif-

ferent grades of high strength steel (AHSS, UHSS, etc.) can be included under the
heading of alloyed steel, as the DP (Duplex Phase) and TRIP steel contain several
metallurgical phases that lead to a more complex behaviour in metallurgy and
fracture mechanics. Multi-scale modelling, i.e. modelling both at the atomic scale
and at the macro-scale and, if needed, at some scales in between, is a highly
sophisticated approach to the holistic study of the metallurgy in the context of its
macro-continuum mechanical behaviour. It is, for example, suitable for high
strength steel [7], where metallurgical phases with different mechanical properties
are adjacent to each other and interact during load.

Finite Element simulation of stress formation and the strain response of a weld
under load is a common method for the study of these problems, and is often
applied on the macro continuum scale. One difficulty is meshing at locations with
small dimensions/curvatures or large deformations. Moreover, valid material
properties are needed, often being obtained from empirically derived material
models. For single phase metals the stress-strain curve is often developed from an
empirical model based on the chemical composition, while modelling of the physics
is based on the density of dislocations and mobility of the grain boundaries.

For multi phase materials like high strength steels (DP, TRIP), however, and for
the different zones of a weld (weld metal, HAZ, base metal) the identification is
difficult as the micro polycrystalline structure is heterogeneous, which requires
modelling of the material properties at one or more micro-scale levels.

For Lean Duplex stainless steel the resulting ratio of austenite/ferrite needs to be
kept in a certain window, e.g. 20–70%, ideally 50/50%. The basic relation of the
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resulting austenite/ferrite ratio as a function of cooling rate and temperature was
computed via the phase kinetics by several researchers [8]. Among the somewhat
scattered results the following equation can serve as a simplified analytical equation
for the percentage of austenite, given by

a= a0 −C1 log C2
dT
dt

� �
,

for a determining temperature Tc, where a0, C1 and C2 are empirical constants (e.g.
Tc = 1373 K, a0 = 50%, C1 = 15%, C2 = 10 s/K). The percentage of ferrite is then
the complement to 100%.

Both plastic deformation and fracture have their origin at the atomic scale. While
deformation is caused by the propagation of dislocations (sliding at the atomic
level), governed by the Rice criterion [7], atomic aggregates are split into two parts
during fracture of a crystal, as can be calculated by using a universal relation for the
binding energy leading to a newly created surface energy. The imperfections of real
crystals, such as impurity or interstitial atoms, vacant lattice sites and dislocations,
have to be taken into account.

A method which has often been used to model formability at the micro-scale is
the Representative Volume Element (RVE) method for solving the crystal plasticity
constitutive equations. Many RVE models have been developed, but they suffer
from a lack of an accurate description in 3D space of the grain location, size or
orientation, as they need to consider the strong interaction with adjacent grains.

High strength steel is basically designed to avoid propagation of dislocations by
introducing propagation obstacles such as multi-phases or dispersed primary
(μm-scale) or secondary (10 nm-scale) particles. For very high strength steel the
steel maker Arcelor modelled the kinetics of cementite dissolution and austenite
growth during heating (e.g. intercritical annealing of TRIP steel) by solving the mass
balance and diffusion equations (e.g. for C or Mn) with respect to (interlamellar)
space and time at the grain scale, driven by the gradients of the chemical potential.

For ultra high strength steel Hao et al. [7] introduced a calculation from first
principles for the computation of the binding energy relations for the iron matrix
(normal adhesion and sliding) and for the interfacial decohesion between the alloy
matrix and the dispersed particles (TiC, TiN). Possible different orientations
between the crystals can then be studied in terms of lowest energy. Gliding sim-
ulation has been rigorously studied by applying the principle-based simulation
method for the stacking fault mechanism in face centred cubic (fcc) crystals,
whereas few results are reported for iron body centred cubic (Fe-bcc) crystals. For
calculating the sliding action, including the dispersed particle disturbances, Hao [7]
calculates the interatomic energy and repelling forces as a function of the inter-
atomic distances by introducing the Needleman potential (quantum mechanically,
inserted into Schrödinger’s equation) for describing the TiC-interface.

Calculation of these lattice-particle interactions at the atomic level is compli-
cated, but essential for understanding and control of separation or dislocation
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propagation, as it is the key for setting goals for the development of advanced high
strength steel types. For example, for Advanced High Strength Steel (AHSS) Gould
[9] thermodynamically determined the critical cooling rate of martensite.

Stainless Steel
High alloy steel has a great many variations. Stainless steel (Fe-based with CrNi-

or Cr-alloy), particularly its most common form containing 18% Cr and 10% Ni, is
governed by its austenitic γ-phase. For laser welding of stainless steel, e.g. for the
AISI 304-grade the hot cracking susceptibility caused by primary metastable
austenite was modelled [10] by applying a modified version of the KGT
(Kurz-Giovanola-Trivedi) model. This model is suitable for rapid solidification
processes like laser welding, taking into account the transition of the primary phase
on solidification. For a given Gibbs-Thompson coefficient and entropy of fusion,
the dendrite growth rate, dendrite tip radius and undercooling temperature can be
calculated, enabling the division in turn of the laser weld cross section into areas of
primary α-ferrite (FA) and primary γ-austenite (AF) solidification modes, and
determining the distribution of N, for example.

8.3.3 Model of the Metallurgy During Transformation
Hardening of Low Alloy Steel

For laser transformation hardening of ferritic steel a very powerful heat conduction
model along with local diffusion equations at the grain size level was developed, both
for hypoeutectoid [11] and hypereutectoid steel [12]. Figure 8.3a shows the lamellar
diffusion mechanism for the transformation of pearlite to austenite, where the diffu-
sion distances λ are short and the transformation is rapid. Figure 8.3b shows the
homogenisation of the grain structure of a hypoeutectoid steel where the diffusion
distances scale as the austenite grain size g, so that the transformation is slow.

Fig. 8.3 Diffusion between metallurgical phases: a the transformation of pearlite to austenite,
b the homogenisation of a hypoeutectoid steel. Reproduced from [11] with permission of
ELSEVIER LTD. in the format Book via Copyright Clearance Center
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The kinetic strength of the thermal cycle is defined by

I =
Z ∞

0
exp −

Q
RT tð Þ

� �
dt,

which can be approximated by

I = ατ exp −
Q

RgTP

� �
,

where Q is the activation energy for the transformation and Tp is the peak tem-
perature of the cycle. For a pearlite spacing λ within a colony of the type shown in
Fig. 8.3a, the peak superheating temperature Tp required to cause the transforma-
tion from pearlite to austenite can then be calculated by using the relation:

λ2 = 2D0ατ exp −
Q

RgTP

� �
.

For calculating the homogenisation of austenite, Fig. 8.3b, for a hypoeutectoid
plain carbon steel, subsequent to the rapid transformation of pearlite to austenite
described above, part or all of the ferrite may transform to austenite. Subsequently
the carbon diffuses into regions with low carbon concentration and during the
cooling cycle all regions with a carbon content greater than a critical value cc (here:
0.05% by wt) transform to martensite while the rest reverts to ferrite. The time
dependent solution of the diffusion equation yields an approximate parabolic
solution for the boundary of the C-diffusion region as a function of time:

x=
2ffiffiffi
π

p ln
ce
cc

� � ffiffiffiffiffi
Dt

p
.

The volume fraction of martensite is therefore given by

f = fm − fm − fið Þ exp −
12f 2 ̸3

iffiffiffi
π

p
g
ln

ce
cc

� � ffiffiffiffiffi
Dt

p� �

for isothermal treatment (in an environment of constant temperature), while in a
thermal cycle the quantity Dt is replaced by D0I.

Both martensite and ferrite contribute to the total hardness which is given by

H = fHm + 1− fð ÞHf

where Hf = 150 MPa and Hm can be expressed as a polynomial of the mean carbon
content from empirical data.

The thermal cycle (see also Chap. 4) can be described, for example, by the
moving point source model, by the moving Gaussian source model, or by a line of
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finite length at the surface moving normal to its orientation, which is a valid
approximation for high speed. The last model was applied to the diffusion equations
given above to calculate the amount of martensite and the corresponding hardness
over depth; the result is shown on a logarithmic scale in Fig. 8.4 for three different
laser beam radii, as a function of the laser beam energy density, and is calculated for
a hypoeutectoid steel with a carbon content of 0.6% by weight.

As can be seen, the hardness decays with depth and above a certain energy
threshold melting takes place. The diffusion model can also be applied for calcu-
lating the fraction of martensite in the heat affected zone (HAZ) during laser
welding and other laser processes. The model explains for example why steels with
a carbon content below 0.1% (wt) do not respond to transformation hardening.
A similar diffusion-based model was also derived for hypereutectoid steel [12].

8.3.4 Non-Fe-Based Alloys

The most common non-ferritic metals on which laser welding is used are alu-
minium and titanium alloys, both offering low mass density and are therefore
particularly suitable for light weight construction. For the same reason Mg-alloys
are also becoming increasingly popular. Cu and its alloys, particularly brass and

Fig. 8.4 Fraction of martensite fm and corresponding hardness Hv calculated as a function of
depth for three different laser beam radii and as a function of the energy density during laser
transformation hardening of a hypoeutectoid steel with 0.6% (wt) C. Reproduced from [11] with
permission of ELSEVIER LTD. in the format Book via Copyright Clearance Center
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bronze, are frequently applied in the electronics industry, often in combination with
other metals where they may be coated by thin Ni-, Au- or Ag-films, for example.

Aluminium alloys can be divided into non-hardenable and hardenable (Si-based)
alloys, moreover they are classified according to their alloying elements. Most
common are the AA5XXX and AA6XXX alloys with Mg and MgSi as the main
alloying elements, the latter being hardenable. Several hardening mechanisms can
take place in aluminium, one of which is precipitation hardening, for example.

Welded joints of aluminium with steel are desirable, but they are difficult to
make as the process forms intermetallic FeAl-needles that are brittle in nature, so
that the joints tend to crack rather easily. High speeds are therefore aimed at during
laser welding, as they keep the intermetallic phase layer thin (a few microns).

The most common Ti-alloys are pure titanium and TiAl4 V. A certain feature of
Ti is its susceptibility to reaction with nitrogen, thus forming a hard nitride layer on
the surface.

8.4 Imperfections

The quality of a weld is mainly determined by its mechanical properties that
describe mechanical behaviour under load conditions, standardised in terms of the
corresponding fracture mechanics. Fracture behaviour and its limits depend on the
shape of the weld cross section, on the throat depth, on the metallurgy of the welded
zone and on welding imperfections (defects).

Various kinds of welding imperfections can be distinguished, as illustrated in
Fig. 8.5. Following the standard EN ISO 6520, the most important outer imper-
fections (defects) for laser welding are (variants and non-standardised terminology
in brackets):

• Crater cracks (crater at the end of the weld).
• Undercut (continuous or intermittent).

Fig. 8.5 Cross section of a laser weld with different kinds of imperfections that could appear
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• Shrinkage grooves (on side of the root).
• Excess weld metal or convexity (reinforcement of the weld face or fillet is too

large, respectively; including sharp corners).
• Sagging (also root drop-through, dropout, humping).
• Incompletely filled groove.
• Lack of penetration.
• Spatter.
• Surface pores.

Inner imperfections.

• Cracks (longitudinal crack in the weld metal; further terminology is hot cracks
and solidification cracks in contrast to cold cracks)

• Porosity (uniformly distributed, clustered or as gas pore, moreover irregular
cavities and inclusions)

• Lack of fusion (especially lack of side wall fusion, also called cold laps)
• Incomplete root penetration

In the following, a brief introduction to the most important imperfections in laser
welding and possible calculation methods are given.

8.4.1 Large Geometrical Imperfections

The shape of the weld essentially determines its behaviour during load on the
welded product when in use. The (minimum) throat depth (mainly: penetration) is
the main strength criterion, but in addition the surface shape at the top and root of
the weld and any large geometrical imperfections can be crucial for stress formation
and crack initiation during load, and thus for possible failure. In particular, small
radii and sharp corners (sagging or undercuts, for example) act as stress raisers and
have to be avoided [13, 14]. Often it can depend on the particular load situation as
to whether a certain geometry should be classified as a defect or not. Hence,
imperfection is a more appropriate term. Moreover, residual stress and distortion
can be counted as welding imperfections. Welding standards are guidelines which
attempt to generalise a certain failure criterion when dimensioning a product.
However, due to the complexity of fracture mechanics the accuracy of standards is
often limited.

Figure 8.6 illustrates critical geometries of the shape of the weld for butt and
fillet joint types and indicates the basic physical mechanisms responsible for the
geometrical details. In Fig. 8.6a an overmatched butt joint is shown, with rein-
forcement shapes at the top and root of the weld, as is typical for laser hybrid
welding. The energy of the laser beam and of the arc and the mass from the filler
wire govern the shape. The geometry is asymmetric but similar for fillet joints,
Fig. 8.6b. The shape of the weld is a macroscopic criterion for judging the quality
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of a weld, rather than counted as a microscopic imperfection. Nonetheless, in
particular small notches at the surface can become essential stress-raisers.

One main imperfection is undercutting, particularly for products experiencing
fatigue load, since they act as stress raisers. A categorisation into different types of
undercuts was made [15], distinguishing between laser welding, arc welding and
hybrid laser-arc welding, including origins and underlying mechanisms. One
example for undercut formation [16] is the mill scale on low-C Mn-steel that leads
to MnO-formation. The oxide layer prevents adherence of the melt in hybrid
welding, causing sharp undercuts, if the mill scale is not removed. Undercuts also
form, always at the outermost lateral position of the solidifying weld pool, if the
laser-arc distance is not properly chosen in hybrid welding [17].

8.4.2 Cracks

Hot cracks [18, 19], often looking like vertical elongated voids in the centre of the
weld (but actually being a long channel along the weld), are formed during reso-
lidification. The resolidification process starts from the outer lateral boundary of the
weld and gradually grows towards the centre. During resolidification shrinking of
the melt takes place, a geometrical micro-movement that can be supported by
tensile stress. When arriving at the centre, for tensile stress conditions both reso-
lidifying paths cannot meet, as they are lacking material due to shrinking, thus
causing a void, the hot crack, as studied for stainless steel [10], for example.
Typical measures taken to prevent hot cracks are for example the proper employ-
ment of compressive stress or the addition of filler wire with a slightly different
melting point.

Cold cracks originate from residual stress induced during the thermal cycle in the
resolidified material. Cracking can happen even long after the material has cooled
down. Cracking corresponds to a propagation of dislocations at the atomic level.

Fig. 8.6 Theory of the governing mechanisms for the shape of a laser weld (with filler wire, or
hybrid welding): a butt joint, b fillet joint
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Fine grain sizes have a stronger resistance to crack propagation, as the grain
boundaries redistribute and possibly block the propagating stress and dislocation.

Thus if a technique is used which ensures the presence of fine grains, high
strength will result.

8.4.3 Spatter

Spatter takes place when the vertical component of momentum of the melt flow
overcomes surface tension. A comprehensive survey of the literature, mechanisms
and measures of spatter is given in [20]. Figure 8.7 illustrates several routes for the
formation of spatter. They can all be tracked to momentum as their origin (ablation
pressure from keyhole boiling of the melt), accompanied by keeping most of the
momentum concentrated and redirecting the flow vertically, hence causing a suf-
ficiently strong local vertical component of melt flow that can be ejected as drops,
namely spatter.

Fig. 8.7 Illustration of the
weld pool in keyhole laser
welding, with possible routes
for spatter formation, at the
top and root
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8.4.4 Pores and Inclusions

Different routes that cause different kinds of pores [21–23] are illustrated in
Fig. 8.8. One type of cavity that is often counted as a pore, type D in Fig. 8.8, is a
cavity created by the trapping of a dynamic process, in particular a collapse of part
of the keyhole (its bottom section, for example) during sudden resolidification.
Further different types of pores can be distinguished. Pores of spherical shape are
formed by gas inclusion during the molten phase, where sufficient time leads to a
spherical shape of melt equilibrium before being trapped during resolidification.
One typical mechanism is the formation of small hydrogen pores in aluminium, as
the solubility of hydrogen is high in the liquid phase but drops significantly during
resolidification. Nowadays the amount of hydrogen in the aluminium and shielding
gas can be reduced to avoid the effect. Another mechanism for the formation of
spherical pores is the inclusion of shielding gas, which has been detected experi-
mentally and is described below in more detail. Moreover, lack of fusion and cold
laps often appear as a non-spherical cavity that can have a rather irregular or
elongated shape (or even be hardly visible, but it lacks fusion, i.e. atomic bonding).
The irregular shape indicates that the resolidification speed was greater than surface
tension driven contraction mechanisms. Inclusions, e.g. of oxides behave similar to
pores under load, owing to their surrounding metal body.

Modelling of Pore Formation by Inert Gas Inclusions
A mathematical model for one particular mechanism for pore formation is

presented in the following, namely pore formation by trapping of shielding gas
during a keyhole collapse, particularly during the termination of laser keyhole spot

Fig. 8.8 Illustration of the
melt pool in keyhole laser
welding. Possible routes for
pore formation: D collapse
and rapid irregular
solidification of the keyhole
bottom section, E vapour jet
generates a bubble, F cavity
contracting to a spherical
bubble, solidifying as pore, G
combining bubbles, H
hydrogen pore by solubility
drop, J bubble emerging and
relaxing at the surface (A
melting front, B keyhole, C
vapour flow, v speed, SG
shielding gas)
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welding. Any metal vapour inside a bubble, surrounded by its liquid phase will
rapidly recondense during cooling, thus it cannot act as a force sustaining a bubble.
In contrast, trapping of shielding gas, usually of an inert gas such as Ar and/or He,
produces a cavity that develops into a spherical bubble that becomes trapped during
resolidification. For pulsed laser keyhole spot welding the formation of a spherical
bubble caused by the collapse of the keyhole can be modelled; the initial stage
during or just after switching off the laser beam is shown in Fig. 8.9a and the final
stage with the formation of the pore in Fig. 8.9b. While the left half of each of the
images in Fig. 8.9 illustrates the real conditions of the melt constrained by its
surrounding solid, an initial study was carried out in a large liquid pool, shown in
the right half of the image in Fig. 8.9, as this eliminates a series of uncertainties,
particularly if done in liquid Zn [22]. The study under such simplified and con-
trollable conditions enabled highly accurate modelling of the situation and therefore
qualitative and quantitative understanding of many governing mechanisms.

Fig. 8.9 Modelling of a the keyhole collapse after pulse termination, b frequently ending in a
pore (right half: simplified conditions in a liquid; left half: real liquid conditions surrounded by a
constraining solid). © (2002) Institute of Physics Publishing, reproduced with permission from
reference [22]
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Figure 8.10a shows high speed X-ray transmission imaging of the keyhole,
carried out at Osaka University, Japan [23], viewed from the side for pulsed laser
keyhole spot welding of steel and for its termination, leading to a spherical pore.
Figure 8.10b shows the same mechanism, but under the simplified conditions of
drilling the keyhole in a liquid Zn-pool [22, 23], leading to a stable spherical
bubble.

Switching off the laser beam means termination of the evaporation (boiling)
whose recoil pressure counteracted the surface tension forces and thus kept the
keyhole open. The model [22] calculates surface tension driven keyhole collapse,
Fig. 8.10c, via the Young-Laplace equation (surface tension forces due to the
curvature R) that describes the excess of the liquid surface pressure ps against the
gas pressure pg:

Fig. 8.10 Time-dependent X-ray images of the keyhole shape: initiation (drilling, t < 0) and
termination (collapse, t > 0) a in steel (20 ms pulse), b in liquid Zn (simplified conditions, 10 ms
pulse), c corresponding calculated keyhole collapse, with resulting spherical bubble, d calculated
gas composition in the keyhole/bubble during the collapse [22, 23]. From [23], with permission of
Springer on behalf of the International Institute of Welding (IIW)
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ps − pg = pa + σ
1
Rφ

+
1
Rθ

� �
− psat Tsð Þ.

The time-dependent Bernoulli equation for the flow potential field Φ along a
streamline, particularly at the keyhole/bubble surface is

∂Φs

∂t
=

ps − pg
ρl

−
u2s, n
2

;

it permits the calculation of the velocity field us,n of the keyhole/bubble surface

us, n z; tð Þ= Ṁ
4πρl

1
R2
ϕ

+
1
R2
ϕ

 !
.

From the above equations the contraction of a keyhole, the formation of its neck,
the inclusion of cavities and their contraction to spherical bubbles can be calculated.

Beside the contraction of the keyhole to a bubble, the model also enables the
calculation of the gas composition (in this case, the metal vapour Zn and the
shielding gas Ar) as a function of time, see Fig. 8.10c, governed by recondensation
due to the cooling cycle and in turn governing the size of the spherical bubble.

After switching off the laser beam, the evaporation mechanism stops. Instead,
due to cooling of the material the surface temperature Ts(t) at the keyhole wall
decays, causing recondensation of the metal vapour. The vapour pressure inside the
keyhole drops following the saturation pressure relation psat(Tsat). This pressure
drop drives ambient gas out of the keyhole, i.e. any shielding gas (being at
atmospheric pressure) which has entered the keyhole.

For bottleneck keyhole shapes such as those illustrated in Fig. 8.10b, c for
example, once the neck closes due to surface tension driven contraction, the
shielding gas (of amount Nsg) is trapped. Further contraction leads to a spherical
bubble and a pore (of final radius R when reaching the resolidification temperature

Fig. 8.11 Theoretical description of keyhole collapse and the resulting spherical bubble and pore,
during pulsed keyhole laser spot welding. © 2002 Institute of Physics Publishing, reproduced with
permission from reference [22]
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Tm) filled solely with shielding gas Nsg (as the metal vapour recondenses), in
pressure balance with the surface tension σ so that

pa +
2σ
R

= psat Tmð Þ+ 3Nsg

4R3π
kTm.

A corresponding theory of the different mechanisms involved for developing a
spherical bubble and pore is illustrated in Fig. 8.11. The characteristic time con-
stants for the different phenomena can be identified [22]. The theory also explains
the entrainment of the shielding gas because of rapid metal recondensation which,
after switch-off of the laser pulse, lowers the gas pressure inside the keyhole,
driving the surrounding shielding gas into the keyhole.
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Chapter 9
Laser Cladding

Frank Brückner and Dietrich Lepski

Abstract Laser cladding is a modern technology whose uses include, for example,
the creation of protective coatings to reduce wear and corrosion on engine parts and
tools. The process is now also often used for the purpose of Additive Manufacturing
to fabricate whole parts layer-by-layer. The aircraft and automotive industries are
examples of industries in which it is much employed. This account considers the
theory of a number of aspects of the process in detail. The first to be studied is the
interaction of the laser beam directly with the powder that is being deposited;
the effects of gravity, beam shadowing, and particle heating are investigated. This is
followed by a discussion of the mechanisms by which the particles adhere to the
surface of the work piece and are absorbed into it. In order to understand the
process, a study of the melt pool and the associated temperature distribution is
necessary; it is then possible to infer the final bead geometry. An inevitable con-
sequence of a thermal process such as laser cladding is the induced thermal stress
and resulting distortion of the work piece. The fundamentals are discussed, a
numerical model presented and in addition a simple heuristic model is given. The
use of induction-assisted laser cladding as a means of preventing the formation of
cracks is discussed.

9.1 Introduction

Laser cladding is a modern technology for the deposition of protective coatings
against wear and corrosion on engine parts and tools, applied especially in the
aircraft and automotive industries. It is used even for the repair of wear damaged
parts of turbines and forming tools as well as in Rapid Prototyping, Rapid Tooling
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and Additive Manufacturing. In the latter case, the laser cladding process is often
called Laser Metal Deposition (LMD). It allows many different substrate and
coating materials to be combined, ranging from cobalt or nickel based hard alloys
on steels to ceramic coatings on aluminium. In this context, however, results of
numerical calculations and experiments will be presented solely for cobalt alloy
coatings (Stellites) on steel substrates (AISI1045 or AISI304). In addition, materials
with specific properties are more and more used in various applications. Hence, a
defect-free material build-up is aimed for, which is composed of crack-sensitive
materials such as nickel-based superalloys, e.g. Mar-M 247, an example of the
structure of which is shown the right-hand side of Fig. 9.24. However, for very
specific and adjusted materials computer simulations of laser cladding or related
processes become rather difficult because of the lack of reliable material data. Even
though the results presented in this chapter will hold qualitatively for a large
number of materials, the thermo-metallurgical and mechanical data of specific
materials have to be measured properly in order to simulate accurately their ther-
momechanical behaviour during laser treatment.

A list of abbreviations is provided in Table 9.1 and of the notation employed in
this chapter in Table 9.2.

In laser cladding the powdery coating material is blown through a nozzle into a
melt pool on the work piece surface generated by the laser beam (Fig. 9.1). We are
therefore speaking of a welding process which is able to yield a very strong joint
between substrate and coating without a substantial dilution of the coating with
substrate material. Such a dilution could impair the intended properties of the
coating.

In addition to the possibility of excellent process control, it is the sharply con-
centrated heat input which is responsible for the high precision and the compara-
tively low heat input connected with the technologies of laser materials processing.
The large temperature gradients associated with the process, however, are also the
cause of high thermal stresses which may even lead to cracking, delamination, and
large bending distortion. Tensile stresses in the coating are unavoidably caused by
thermal contraction during cooling after the coating has been deposited in the liquid
state, but they can be influenced by controlling the thermal history of the work piece
properly.

Thus the desired quality and precision can be reached only if the process
parameters are carefully chosen on the basis of a thorough understanding of all the
physical phenomena involved. That knowledge can be obtained by modelling.

Table 9.1 Abbreviations Abbreviation Meaning

AC Alternating current
BEM Boundary element method
EDX Energy dispersive X-ray spectroscopy
FEM Finite element method
PTA Plasma-transferred Arc
TTT diagram Time-temperature transformation diagram
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Table 9.2 Notation

Symbol Unit Meaning
A mm2 Area
AP mm2 Particle cross section area

AP mm2 Space angle average of AP

A 1 Absorptivity
C Pa Hook’s tensor (fourth rank)

E Pa Young’s modulus

Fx, y
0, 1 Residuals of force balance → zero

GR r⃗ð Þ K W−1 Rosenthal’s solution of the steady state heat flow equation
I 1 Second rank unit tensor
J g s−1 Mass flow, powder rate
Lm W s g−1 Latent heat of melting
Ma 1 Marangoni number
NP 1 Number of particles
P(x) 1 Polynomial
P W Laser beam power
Pr 1 Prandtl number
Q 1 Characteristic number in thermocapillary flow
R mm Characteristic length of the melt pool
RP mm Particle radius
R0 mm Initial particle radius, weibull parameter
RN mm Radius of coaxial nozzle
Rx,y mm Radii of curvature of the distorted plate

dS⃗, dS mm2 Surface area element

SP mm2 Particle surface area
T °C Temperature
T K Absolute temperature
T0 °C Arbitrary reference temperature
Ta °C Ambient temperature
Tm °C Melting point
TP °C Particle temperature
TP
i °C Initial particle temperature

TMS °C Martensite transformation start temperature
TMF °C Martensite transformation finishing temperature
Tr(σ) Pa Trace of the stress tensor
V mm3 Volume
VP mm3 Particle volume

VP mm3 Average particle volume

W1,2 (RP) 1 Weibull type particle size distributions W(RP) = dnP/dRP

a mm Ellipsoid half axis length (x)
(continued)
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Table 9.2 (continued)

b mm Ellipsoid half axis length (y)
c mm Ellipsoid half axis length (z)
cP W s g−1 K−1 Specific heat
d mm Plate thickness

ex!, . . . 1 Unit vectors

f(x, y, z) 1 Ellipsoid shape function
fA 1 Austenite proportion
fA0 1 Initial austenite proportion
fM 1 Martensite proportion
fequ(T) 1 (meta)stable equilibrium phase proportion
fi r ⃗ð Þ 1 Proportion of ith phase
fP r⃗ð Þ 1 Local particle volume fraction

f *P r ⃗ð Þ 1 Particle distribution regarding gravity force effects

g ⃗, g mm s−2 Gravity acceleration
H mm Bead height
hP W s g−1 Specific enthalpy of particles
jE
0 W mm−2 Original power density of the laser beam

ȷ ⃗LE , j
L
E

W mm−2 Energy flow density of the shadowed laser beam

ȷ ⃗PE , j
P
E

W mm−2 Energy flow density transported by powder particles

ȷ ⃗RE , j
R
E

W mm−2 Flux of energy loss by radiation or convection

ȷM⃗ , jM g s−1 mm−2 Mass flow density of powder particles

ȷ ⃗*M , j
*
M

g s−1 mm−2 Mass flow density of particles in the gravity field

K 1 Capillarity parameter

kLðT ̇Þ 1 Parameter in Leblond’s model

M 1 Scattering exponent
n(T) 1 Johnson-Mehl-Avrami exponent
nP(RP) 1 fraction of NP particles which have radii less than RP

P Pa Pressure
P 1 Weibull parameter in (9.10)
q3 r ⃗ð Þ W mm−3 3D power density distribution
q2 r ⃗ð Þ W mm−2 2D power density distribution
R mm Radial distance

r⃗, r⃗*, r0⃗ mm Point vectors

r⃗N mm Centre of a coaxial nozzle

s Pa Stress deviator
t s Time
u⃗ r⃗ð Þ mm Displacement field
v ⃗= ve⃗x mm s−1 Feed rate
v ⃗P, vP Mm s−1 Particle speed
vM mm s−1 Marangoni flow velocity

(continued)
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Table 9.2 (continued)

vr mm s−1 Radial flow velocity
vz mm s−1 Axial flow velocity
w mm Weld bead width
x mm Coordinate in feed direction
xsol(z) mm Weld bead solidification line in the x-z plane
x1, 2, 3 mm x-coordinates of points P1,2,3

y mm Coordinate perpendicular to the feed direction
y1,2 mm Lateral weld bead boundaries
z mm Coordinate
z0 mm z-position of substrate surface
zN mm Distance of coaxial nozzle from substrate surface
ΔM mm Penetration depth of Marangoni flow
Δt s Particle dissolution time
Γ(x) 1 Gamma function
Θ(x) 1 Heaviside’s step function

Ω r!� �
sr Space angle of a domain seen from point r ⃗

α W mm−2 K−1 Heat transfer coefficient
αi K−1 Coefficient of thermal expansion of the ith phase
β 1 Koistinen-Marburger parameter
χ mm2 s−1 Kinematic viscosity
δ mm Skin depth
δ Variational principle (9.18)
δ(x) mm−1 Dirac’s delta-function
ε 1 Total strain tensor

εE 1 Elastic strain tensor

εFF 1 Fluid flow strain tensor

εI 1 Inelastic strain tensor

εM 1 Metallurgical strain tensor

εP 1 Plastic strain tensor

εTP 1 Transformation plasticity

εT 1 Thermal strain tensor

ε0x,y 1 Mean strain along x, y
εeq 1 Equivalent strain
εSB 1 Emissivity
ΔεA→F

T 1 Change of thermal strain in the austenite→ ferrite transf.
γ(T) s−1 Frequency factor in a damping term
γP r ⃗ð Þ mm Free fall path of particles
η 1 Dimensionless coordinate (y)
φ rad Rotation angle
κ mm2 s−1 Thermal diffusivity
λ W mm−1 K−1 Thermal conductivity

(continued)
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In this Chapter (semi-)analytical models are presented which make the physics of
the laser cladding technology more transparent, even though purely numerical
methods promise more accurate results.

The history of laser cladding simulations started as early as in the eighties of the
last century with the pioneer work of Steen and co-workers [1–3] who calculated
the laser induced temperature field by means of finite difference methods and used
empirical relations in order to anticipate the required process parameter values.

Table 9.2 (continued)

λL Pa Lagrangian parameter
λP (Pa s)−1 Proportionality factor (9.36)

λ W mm−1 K−1 Mean thermal conductivity

µ 1 Relative magnetic permeability
µ0 V s (Am)−1 Vacuum permeability
ν 1 Poisson’s ratio
ϑ rad Scattering angle
ϑ1,2 rad Boundary slope angles
ϑK K Kirchhoff’s transform
ρ g mm−3 Melt pool density
ρP g mm−3 Particle density
ρel Ω mm Electrical resistivity
σ g s−2 Surface tension
Δσ g s−2 Difference of surface tensions
σ Pa Stress tensor
σeq Pa Equivalent stress
σSB W mm−2 K−4 Stefan-Boltzmann constant
σY Pa Yield stress
σYA Pa Yield stress of austenite
τ(T) s Temperature dependent relaxation time
τTF Pa Shear stress in thermocapillary flow
ω s−1 Circular frequency
ωP r⃗ð Þ 1 Gravity force correction of particle density distribution
ξ 1 Dimensionless coordinate (x)
ψ 1 Shear parameter in the ellipsoid model
ψP 1 Particle fraction within a prescribed size interval
ζ 1 Dimensionless coordinate (z)
∂ ̸∂r⃗ mm−1 Nabla operator

u⃗◦v⇀ Dyadic vector product ui vk yielding a second rank tensor

C : ε Double dot product: Cijkl εkl
a, a ̃ Second rank tensor and the related transposed tensor
<x> x Θ(x)
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During the nineties the interaction between the laser beam and the flying powder
particles was studied very intensively [4–8]. These theories have been refined more
recently by considering the heat exchange between the particles and the carrier gas,
the influence of the nozzle geometry, and the evaporation of strongly heated par-
ticles [9–14].

Until 1994 energy and momentum transfer in the melt pool were investigated
within the framework of two-dimensional numerical models [15–20]. In 1994
Picasso et al. [21] used three-dimensional analytical solutions of the heat flow
equation in order to anticipate process parameters such as feed rate and powder rate.

A series of closed models that take into account the central processes in laser
cladding, including powder preheating by the laser beam and the formation of the
weld bead, have been published in recent years [22–33], though they cannot all be
discussed in detail here.

In 2004/2005 a completely numerical model based on a finite difference
approach was published by Han et al. [24–26]. Preheating of the powder particles
by the laser beam, heat transfer, fluid flow, and phase transformations were sim-
ulated, and the evolution of the free melt pool surface was calculated by means of
the level set method. The momentum transfer due to the impinging particles was
found to be responsible for fluctuations of the melt pool shape and of the fluid flow.

The first calculations of thermal stresses in laser cladding were published around
the turn of the century. At first, one-dimensional and generalised plane strain finite
element models (FEM) were used [34–38], which were later on extended to three
dimensions by de Deus [39, 40], Nickel [41, 42] and others [43–45].

The interaction of two beads generated successively was investigated in 2003
and 2005 by Ghosh and Choi [46, 47], who even took into account phase trans-
formations and transformation plasticity.

Fig. 9.1 Scheme of laser cladding with (left hand side) off-axis and (right hand side) coaxial
powder supply
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Even now it is difficult to get crack-free coatings from cobalt or nickel based
hard alloys on steel substrates if their hardness is greater than about 50 HRC.
Various publications [48–52] showed that the reduction of temperature gradients by
pre- or post-weld heating in a furnace or using electromagnetic induction can help
to avoid cracks. Brückner et al. [53–55] studied the influence of various process
parameters and material properties on stress and distortion in induction assisted
laser cladding. Part of their work will be discussed in the last part of this Chapter.

The aim of this Chapter is to describe, as simply as possible, the interaction of
powder particles and the laser beam, and the interrelation between melt pool shape
and temperature field, as well as the evolution of thermal stress and distortion.
Some of the models presented require the numerical evaluation of integrals or the
numerical solution of ordinary differential equations, which, together with the
associated graphical visualisation, can be done very quickly using modern com-
puter algebra packages. Purely numerical calculations on the basis of finite differ-
ence or finite element codes, however, which are frequently not very transparent,
are referred to here only briefly.

The models presented can be used for the prediction of the results of laser
treatment as well as for a virtual trial and error approach to the required process
parameter values on the computer. Short calculation times are therefore an essential
requirement. Special attention is given to the prevention of cracks by inductive
preheating.

9.2 Beam-Particle Interaction

9.2.1 Powder Mass Flow Density

In laser cladding different techniques are used to supply the powdery coating
material: the method of off-axis supply (Fig. 9.1, left hand side) for example can be
adjusted very flexibly to suit the work piece geometry. Coaxial nozzles (Fig. 9.1,
right hand side) do not favour selected weld directions and thus are to be preferred
if the weld beads are to follow curved or angular trajectories.

For simplicity it will be assumed that the powder particles are emitted by a point
source, which is a good model even for off-axis supply. Powder particle distribution
and mass flow density, as generated by a coaxial nozzle for example, may be
obtained by superposition of the contributions of appropriately distributed point
sources.

Powder particles are ejected from the nozzle with an initial velocity vP which is
usually of the order of several meters per second and they scatter about an average
direction which connects the nozzle outlet rN⃗ with the target point r ⃗0. The powder
mass flow density at the nozzle outlet can be described as a function of the scat-
tering angle ϑ about this direction:
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ȷM⃗ r ⃗, rN⃗ð Þ= m+1
2 π

J cosm ϑ
r ⃗− rN⃗
r ⃗− rN⃗j j3 , cos ϑ=

r ⃗− rN⃗ð Þ
r ⃗− rN⃗j j .

r0⃗ − rN⃗ð Þ
r0⃗ − rN⃗j j . ð9:1Þ

Here J is the total mass flow per unit time and m a scattering exponent to be
determined from the area covered by the powder jet at the substrate surface. For a
coaxial nozzle outlet with a radius RN and the midpoint rN⃗ , lying in the x-y plane,
we get accordingly

rN⃗ → rN⃗ φð Þ= rN⃗ +RN ex⃗ cosφ+ e ⃗y sinφ
� �

, ȷM⃗ r ⃗, rN⃗ð Þ→
Z2π
0

dφ
2π

ȷM⃗ r ⃗, rN⃗ φð Þ½ �.

ð9:2Þ

Figure 9.2 illustrates the powder stream of a coaxial four-jet nozzle and a cal-
culated side view of the axisymmetric particle distribution for a coaxial nozzle
showing a focus which is usually placed in the surface plane of the substrate.

The mass flow density ȷM⃗ r ⃗ð Þ obtained is related to the local volume fraction
fP r ⃗ð Þ=VPNP ̸V of a cloud of NP powder particles with the volume VP as follows:

ȷM⃗ r ⃗, rN⃗ð Þ= ρPvPfP r ⃗ð Þ r ⃗− rN⃗
r ⃗− rN⃗j j , fP r ⃗ð Þ= J

ρPvP

m+1
2π

r⃗− rN⃗
r⃗− rN⃗j j ⋅

r0⃗ − rN⃗
r0⃗ − rN⃗j j

� �m
r ⃗− rN⃗ð Þ2 ð9:3Þ

(ρP: density of powder material, vP: average initial particle speed at the nozzle).
Particle collisions are neglected here, since in most cases the particle volume
fraction is small (fP r ⃗ð Þ << 1), except perhaps immediately in front of the nozzle
outlet.

9.2.2 Effect of Gravity on the Mass Flow Distribution

Powder mass flow and particle speed can be controlled by the carrier gas pressure.
If the particle velocity, vP, is less than or equal to about 1 m s−1, the influence of
the gravitational force on the particle trajectories cannot be neglected. Advantage
can be taken of such low velocities in order to allow the laser beam to melt the
powder particles in transit before they arrive at the substrate surface.

In this section only, the direction of the gravitational acceleration vector g ⃗ will
be taken to be the negative z-axis. Particles which would be found at position r ⃗*

without the force of gravity reach the position
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r ⃗= r ⃗* +
1
2
g ⃗t2 r ⃗*
� �

≡ r ⃗* + γP r ⃗ð Þ g ⃗
g
, t r ⃗*

� �
=

r ⃗* − rN⃗
�� ��

vP
. ð9:4Þ

when it is taken into account. Here t r ⃗*
� �

is the flight time from the nozzle outlet to

the point r ⃗*. With the inclusion of the gravitational force it is possible to find those
particles between positions z and z + Δz which without the gravity force were
between the positions z + γP (x, y, z) and z + Δz + γP (x, y, z + Δz), respectively.
Hence, particles reaching points within a small interval of length Δz around z with
gravity, would be found within an interval of length Δz 1+ ∂γP ̸∂z½ � without gravity.
Thus the modified powder volume fraction f *P r ⃗ð Þ and mass flow density ȷ ⃗*M r ⃗ð Þ are
derived from (9.3) and (9.4) as follows:

f *P r ⃗ð Þ= fP r ⃗*
� �

1+
∂γP r ⃗ð Þ
∂z

� �
, ȷ ⃗*M r ⃗ð Þ= ρPf

*
P r ⃗ð Þ vP

r ⃗* − rN⃗
r ⃗* − rN⃗
�� �� + g ⃗

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 γP r ⃗ð Þ

g

s" #
. ð9:5Þ

Expression (9.4) leads to a quadratic equation for the free fall path γP:

Fig. 9.2 Coaxial four-jet nozzle (left hand side) and side view of the particle volume fraction
distribution (right hand side) for a coaxial nozzle with an axisymmetric powder ejection calculated
by means of (9.2) and (9.3) for m = 700
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γP r ⃗ð Þ= g
2 v2P

r ⃗* − rN⃗
� �2

⇒ γ2P − 2
γP
g

v2P + g ⃗ ⋅ r ⃗− rN⃗ð Þ
 �
+ r ⃗− rN⃗ð Þ2 = 0. ð9:6Þ

Of the two solutions γ1, 2P r ⃗ð Þ of this quadratic equation, the one which vanishes at
the position rN⃗ of the nozzle outlet must be chosen. It is found to be given by

γP r ⃗ð Þ= v2P
g 1+ωP r ⃗ð Þð Þ

g ⃗
v2P

× r ⃗− r ⃗Nð Þ
� �2

−
g ⃗
v2P

⋅ r ⃗− rN⃗ð Þ 1−ωP r ⃗ð Þ½ �
( )

,

ωP r ⃗ð Þ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ 2

g ⃗
v2P

⋅ r ⃗− rN⃗ð Þ− g ⃗
v2P

× r ⃗− r ⃗Nð Þ
� �2s

, 1 +
∂γP r ⃗ð Þ
∂z

=
1

ωP r ⃗ð Þ .
ð9:7Þ

Inserting this solution into expressions (9.5) for the powder volume fraction
f *P r ⃗ð Þ and the powder mass flow ȷ ⃗*M r ⃗ð Þ within the interaction zone gives

f *P r ⃗ð Þ=
fP r ⃗− γP r ⃗ð Þ g⃗g
� �

ωP r ⃗ð Þ , ȷ ⃗*M r ⃗ð Þ= ρPf
*
P r ⃗ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
g

2γP r ⃗ð Þ
r

r ⃗− rN⃗ð Þ+
ffiffiffiffiffiffiffiffiffiffiffi
γP r ⃗ð Þ
2 g

s
g ⃗

" #
. ð9:8Þ

The flight trajectory of a particle from the nozzle to a given point r ⃗ is described
by

r ⃗= rN⃗ + vP⃗ ϑ r ⃗ð Þ½ �t+ 1
2
g ⃗t2,

vP⃗ ϑ r ⃗ð Þ½ �= r ⃗* − rN⃗
r ⃗* − rN⃗
�� �� vP =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g

2 γP r ⃗ð Þ
r

r ⃗− rN⃗ð Þ−
ffiffiffiffiffiffiffiffiffiffiffi
γP r ⃗ð Þ
2g

s
g ⃗.

ð9:9Þ

Obviously, the gravity force can be neglected as long as the condition
g r ⃗− rN⃗j j< < ν2P holds.

9.2.3 Beam Shadowing and Particle Heating

Particles crossing the laser beam scatter and partly absorb the laser light. For that
reason the beam is attenuated. At the same time the powder particles are heated
reaching temperatures which depend on their size, speed, and flight trajectories.

Strictly speaking, the interaction of the powder with the laser beam is more
complicated owing to the diffraction phenomenon known as Mie scattering, which
occurs if the particles are not much larger then about ten times the laser wave
length, as it is frequently observed in the case of cladding with CO2-laser radiation.

Usually the particle size varies within certain limits. The fraction nP(RP) of
overall NP particles with radii up to a certain value RP may be described for
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example by one of the following Weibull type distributions, which are visualised in
Fig. 9.3:

dnp RPð Þ=NPW RPð ÞdRP
R∞
0
dRPW RPð Þ=1,

W1 RPð Þ= p
R0

RP
R0

� �p−1
exp − RP

R0

� �ph i
, W2 RPð Þ= −p2

2R0Γ −2 ̸pð Þ
R0
RP

� �p−1
exp − R0

RP

� �ph i
.

ð9:10Þ

The parameters R0 and p can be determined from the known maximum and
minimum values of the powder particle radius as follows:

W Rminð Þ=W Rmaxð Þ,
ZRmax

Rmin

dRPW RPð Þ=ψP. ð9:11Þ

Here ψP is the fraction of particles having radii within the interval
Rmin < RP < Rmax.

Then the local volume fraction of particles within the size interval dRP is given
by

df *P r ⃗,RPð Þ= dRPW RPð ÞVP RPð Þ
VP

f *P r ⃗ð Þ, VP ≡
Z∞
0

dRP W RPð ÞVP RPð Þ, ð9:12Þ

where VP (RP) is the volume of a single particle with the radius RP.
Let us consider a planar layer of volume V in the interaction zone with thickness

dz along the beam direction,ez⃗, which contains dnP(RP) particles of radius RP.
Absorption and reflection cause the laser beam intensity to be reduced as follows:

Fig. 9.3 Particle size
distributions W1(RP) (solid
line) andW2(RP) (dashed line)
for Rmin = 0.02 mm,
Rmax = 0.04 mm, and
ψP = 0.99
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djE
jE

= − dz
Z

dnP RPð ÞAP RPð Þ
V

= − dz f *P r ⃗ð Þ
Z∞
0

dRPW RPð ÞAP RPð Þ
VP

,

⇒ ȷ ̇⃗
L
E r ⃗ð Þ= j0E x, yð Þ exp −

Zz
z0

dz0f *P x, y, z0ð Þ
Z∞
0

dRPW RPð ÞAP RPð Þ
VP

2
4

3
5e ⃗z.

ð9:13Þ

This yields the energy flow density, ȷ ̇⃗
L
E r ⃗ð Þ, of the attenuated laser beam. AP RPð Þ

is the mean cross section area of a rotating particle. Figure 9.4 shows an example of
such a weakened power density distribution.

The heat balance of a small particle with radius RP, moving along a given
trajectory r ⃗ tð Þ through the laser beam, leads to the following ordinary differential
equation for the particle’s specific enthalpy, hP r ⃗ tð Þ, RP½ �, and temperature, TP, even
taking into account heat losses by convection and radiation:

ρPVP RPð ÞdhP t,RPð Þ
dt

=AAP RPð ÞjLE r ⃗ tð Þ½ �−SP RPð Þ α TP−Tað Þ+εSBσSB T4
P−T4

a

� �
 �
,

hP 0,RPð Þ=cP Ti
P−T0

� �
, r tð Þ=r ⃗N +vP⃗ ϑ r ⃗ð Þ½ �t+ 1

2
g ⃗t2,

hP t,RPð Þ=cP TP t,RPð Þ−T0½ �+LmΘ TP t,RPð Þ−Tm½ �,TP,a≡TP,a+273K.

ð9:14Þ

Here, A is the absorptivity and εSB the reflectivity of the particle surface, and σSB
is the Stefan-Boltzmann constant. SP denotes the particle surface area, α the heat
transfer coefficient, Ta the ambient temperature, TP

i the initial particle temperature,
and T0 an arbitrary reference temperature. Equations (9.14) contain also the rela-
tionship between the specific enthalpy hP and the temperature TP.

Fig. 9.4 Intensity
distribution of a laser beam
(top-hat) which is strongly
attenuated by a transverse
particle stream (off-axis
powder supply) as calculated
by (9.13)
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With the known particle enthalpies we calculate the energy flow density, ȷ ̇⃗
P
E,

transported by a cloud of preheated particles the size of which is distributed
according to a function W(RP) as given in (9.10):

ȷ ⃗PE r ⃗ð Þ = ȷ ⃗*M r ⃗ð Þ
Z∞
0

dRP W RPð Þ hP t r ⃗ð Þ, RP½ � VP RPð Þ ̸ VP , t r ⃗ð Þ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 γP r ⃗ð Þ

g

s
.

ð9:15Þ

In the case of coaxial or other distributed nozzles each point of the work piece
surface is struck by particles which have travelled along different trajectories and
thus reached different temperatures. Figure 9.5 shows the radial mass distribution of
particles the temperatures of which exceed the value T given on the T-axis for a
coaxial nozzle. The discontinuity at the melting temperature is due to the latent heat
of melting.

9.3 Formation of the Weld Bead

The incident mass and energy flow densities given by (9.8), (9.13) and (9.15) are
the input quantities of the subsequent self-consistent calculation of the bead shape
and the steady state temperature field in the process zone. Part of the laser beam
energy is lost from the process by reflection at the work piece surface.

Fig. 9.5 Radial powder mass
flow density jM(r, T) of those
particles ejected by a coaxial
nozzle the final temperatures
of which exceed the
corresponding axis value
T. The discontinuous drop at
the melting temperature
(1450 °C) is due to the latent
heat. Obviously, a small
fraction of the particles is
completely molten in this case
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9.3.1 Particle Absorption and Dissolution

Only those particles are able to penetrate into the melt pool which have enough
kinetic energy to overcome the surface tension barrier at the melt pool surface. Of
course, all those particles are absorbed in the melt pool which have already been
melted by the laser beam during their flight. Liquid particles which strike a surface
not melted by the laser beam can form a melt pool only if the substrate temperature
exceeds the melting point of the coating material. In this case we get a soldered
connection between substrate and coating which avoids material mixing and thus
the undesired formation of brittle intermetallic compounds but does not have the
strength of a welded joint. Solid particles are rejected by unmolten surface regions
and are thus lost to the process.

After having entered the melt pool whose temperature is Ta, the particles are
heated very rapidly from their initial temperature TP to their melting point Tm. The
dissolving of a spherical particle for example is described by the equation of heat
flow taking into account the latent heat of melting Lm:

ρ cp +Lmδ T r, tð Þ−Tmð Þ
 �
∂T r, tð Þ

∂t = λ
r
∂
2

∂r2 r T r, tð Þ½ �,
T r, 0ð Þ=TP +Θ r−RPð Þ Ta −TPð Þ, T r→∞, tð Þ= Ta.

ð9:16Þ

There is no analytical solution of this strongly non-linear equation. For a
numerical solution Dirac’s delta-function has to be replaced by a very narrow
Gaussian or similarly peaked function (width ΔT < 1 K), and the partial differential
equation (9.16) is transformed into a system of ordinary differential equations by
discretising the spatial derivatives. Figure 9.6 shows normalised numerical solu-
tions of this equation.

The melting time is found to be determined primarily by the initial particle
radius, R0, the latent heat of melting, Lm, and the melt pool temperature,

Fig. 9.6 Numerical solutions
of (9.16) for the dissolution
kinetics of particles, which
were preheated by the laser
beam up to 400 °C, for
temperatures of the
surrounding melt bath
between 1300 °C and
1900 °C (latent heat over
specific heat: Lm/cp = 222 K,
melting temperature of the
particles: Tm = 1280 °C,
thermal diffusivity of the melt:
κ = 5 mm2/s)
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Ta. Omitting numerical factors near to unity we get a rough estimate of the dis-
solution time Δt from the heat balance at the particle surface:

LmρP
dRP

dt
≈− λ

∂T
∂r

����
r=RP

≈− λ
Ta −Tm
RP

→
κΔt
R2
0
≈

Lm ̸cP
Ta − Tm

. ð9:17Þ

For cobalt alloys and typical particle radii between 0.02 mm and 0.05 mm we
find that the order of magnitude of the time taken to dissolve lies between 10−4 s
and 10−3 s.

The melting of larger particles may however require several milliseconds if the
ambient melt pool temperature Ta exceeds the melting point only slightly. Within
that time these particles can be transported by the surface tension gradient driven
flow (see Sect. 9.3.6) to the melt pool boundary where they remain. Hence, the
capability of the melt pool to absorb powder particles is limited by its temperature.

9.3.2 Shape of the Cross Section of a Weld Bead

As a rule, only particles which penetrate into the melt pool contribute to the bead.
Thus the bead width is given by the lateral melt pool boundaries y1 and y2. The
cross section area follows from the absorbed powder mass per unit length. The
cross section shape z(y) of the solidifying melt pool is determined by the balance of
surface tension and gravity forces such that the melt pool energy consisting of the
surface energy and the potential energy in the gravity field becomes a minimum:

δ

Zy2
y1

dy σ T yð Þ½ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+

dz
dy

� 2
s

+
Zz yð Þ

z0 yð Þ

dz0 ρ g z0 + λLð Þ

8><
>:

9>=
>;=0. ð9:18Þ

Here the Lagrangian parameter λL has to be determined from the prescribed cross
section area A. For a given value of A the melt pool shape z(y) is most easily derived
from Euler’s equation for this variational principle with the boundary conditions z
(y1,2) = z0(y1,2) at the two bead margins y1,2 where z0(y) gives the substrate surface:

d
dy

σ T yð Þ½ � dzdyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ dz

dy

� �2r
8>><
>>:

9>>=
>>;− ρ g z yð Þ= λL,

Ry2
y1
dy z yð Þ− z0 yð Þ½ �=A,

z y1, 2ð Þ= z0 y1, 2ð Þ.
ð9:19Þ

The Lagrangian parameter, λL, is obtained by integrating equation (9.19) over
the entire bead width. Introducing dimensionless coordinates
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η≡ y ̸w, ζ≡ z ̸w, w≡ y2 − y1, ð9:20Þ

the boundary value problem (9.19) is transformed into an initial value problem,
which can be solved numerically by means of computer algebraic methods starting
from one or both boundaries:

− d2ζ
dη2 ̸ 1+ dζ

dη

� �2� �3
2

+ k ζ− A*

w2

� �
+ sin ϑ2 − sin ϑ1 = 0,A* ≡

Ry2
y1
dyz yð Þ,

ζ η1, 2
� �

=
z0 η1, 2ð Þ

w ≡ ζ1, 2,
dζ
dη η1, 2
� �

= tan ϑ1, 2, k≡ ρ gw2

σ ,

cos ϑ1 − cos ϑ2 + ζ1 − ζ2ð Þ k ζ1 + ζ2
2 − A*

w2

� �
− sin ϑ1 − sin ϑ2ð Þ

h i
=0.

ð9:21Þ

Here the surface tension σ has been assumed to be independent of y. The
remaining unknown boundary slope angle, ϑ1 or ϑ2, is determined by trial and error
such that the two branches of the solution meet each other with equal slope angles.

Usually the capillarity parameter k is small in conventional laser cladding
(k << 1) since the track width w is mostly restricted to a few millimeters (Fig. 9.7).
The influence of the gravity force on the bead shape may therefore be neglected.
This holds even for inclined substrate surfaces. For k << 1, (9.21) yields curves of
constant curvature, i.e. circular arcs (see Fig. 9.7b). In induction assisted laser
cladding (see Sect. 9.4.5) or when using PTA (plasma transferred arc) or even
high-power lasers the increased heat input allows wider weld beads, and the force of
gravity may have an influence on the bead shape as shown in Fig. 9.7a.

Fig. 9.7 aWeld bead shape as derived from the pressure balance (9.21) for different values of the
bead width w, which varies between 10 and 40 mm. The deviations from the circular arc become
larger and larger with increasing bead width. In the case of the third bead the dynamic pressure due
to the thermocapillary flow was accounted for in the pressure balance (surface tension σ: 1.8 N/m,
density ρ: 7800 kg/m3, bead height: 2 mm). b The cross sectional contour of the bead in Fig. 9.7b
is almost perfectly fitted by a circular arc
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9.3.3 Three-dimensional Model of the Melt Pool Surface

The size of the molten area on the substrate, which is able to absorb powder
particles, is determined by the temperature field. Surface tension tends to minimise
the curvature of the melt pool surface, whereas the gravitational force was found to
be less important. In order to find an analytical expression for the three-dimensional
melt pool surface we use, as a first trial, an ellipsoid-shaped surface morphing at the
solidification front xsol zð Þ = x3 +ψ h − zð Þ into an elliptical cylinder, which
describes the solidified weld bead. Thereby x3 is the x-position of the point P3 in
Fig. 9.8:

f x, y, zð Þ≡Θ x− xsol zð Þ½ � x− xsol zð Þ
a

� 2

+
y
b

� �2
+

z+ c− h
c

� 2

− 1= 0. ð9:22Þ

Θ(x) is Heaviside’s step function. The coordinate axes were chosen as shown in
Fig. 9.8, the plane y = 0 being a plane of symmetry. The function (9.22) contains
the half axes a, b, c, the bead height h, and the shear parameter ψ as unknown
parameters.

The parameters b, c, and h are determined by inserting expression (9.22) with
x = x3 into the variational condition (9.18) using the known values of the bead
width, w, and the bead cross section area, A, which follow from the temperature
field and the mass deposited per unit length. The remaining two parameters, a and
ψ , are obtained from the x-coordinates of the characteristic points P1 = (x1, 0, 0),
P2 = (x2, w/2, 0) and P3 = (x3, 0, h) on the melt pool boundary (see Fig. 9.8),
which are determined by the temperature field, as follows:

x2 = x3 +ψ h, x1 = x3 +ψ h+ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− 1−

h
c

� 2
s

. ð9:23Þ

However, when passing from the substrate to the inclined ellipsoid surface, the
direction of the surface normal changes discontinuously at the edge of the melt pool
boundary. The same holds for the power absorbed per unit area. That may cause

Fig. 9.8 Melt pool and bead
surface according to the
modified ellipsoid model
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unrealistic minima of the calculated temperature distribution on the ellipsoid sur-
face, which can even fall below the melting point. This effect becomes more
pronounced the more the beam is screened by the powder particles. Function (9.22)
has therefore to be modified in order to get a smooth transition from the substrate
surface plane (z = 0) to the melt pool surface. To this end, the constant half axis
length parameter a is replaced by a z-dependent function a(z) such that the inter-
section line between the melt pool surface and the symmetry plane (y = 0) is
described by a fourth-order polynomial with zero slopes at the front and rear
boundaries of the melt pool:

z
h
=P

x− xsol zð Þ
x1 − xsol 0ð Þ
� 

, a→ a zð Þ= x1 − xsol 0ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− z+ c− h

c

� �2q P− 1 z
h

� �
,

P ξð Þ=3ξ4 − 4ξ3 + 1, P− 1 ζð Þ= 2+
ffiffiffiffiffiffiffiffiffi
u ζð Þ

p
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12− u ζð Þ+ 16ffiffiffiffiffiffiffiffiffi
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s" #

̸6,
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ffiffiffiffiffiffiffiffiffiffi
1− ζ3

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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ffiffiffi
ζ

p3
q

+
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ffiffiffi
ζ
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.

ð9:24Þ

Figure 9.8 shows the modified melt pool surface, which at the solidification front
continuously and smoothly changes into a weld bead described by an elliptical
cylinder. The correction (9.24) avoids unreasonable temperature minima as
obtained with the unmodified ellipsoid model, which would disturb the conver-
gence of the iterative approach to bead shape and temperature field.

This conclusion concerning the melt pool shape, derived from a theoretical point
of view, is supported by the high speed videos of Pirch et al. [32], who found these
deviations from the ellipsoid model to increase with decreasing particle size.

9.3.4 Temperature Field Calculation Using Rosenthal’s
Solution

Rosenthal’s solution GR r ⃗ð Þ [56] of the steady state heat flow equation for a point
source moving with speed v ⃗ is a powerful tool in calculating laser induced tem-
perature fields:

GR r ⃗ð Þ=
exp − v ⃗j j r ⃗j j+ v⃗ ⋅ r ⃗

2 κ

h i
4 π λ r ⃗j j , ρ c v ⃗ ⋅

∂GR r ⃗ð Þ
∂r ⃗

+
∂

∂r ⃗
⋅ λ

∂GR r ⃗ð Þ
∂r ⃗

+ δ r ⃗ð Þ=0. ð9:25Þ

Here κ = λ/ρ c is the heat diffusivity.
Let us consider first an infinite flat plate in the x-y plane with thickness d. The

temperature field of an arbitrary heat source with three-dimensional intensity
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distribution q3 r ⃗ð Þ moving with a constant speed v ⃗ parallel to the plate surface is
found by superposition of the fields of moving point sources. The boundary con-
ditions at the plate surfaces (zero heat flow at both surfaces, K = 1, or zero heat
flow at the top and zero heating rate at the bottom, K = −1) can be satisfied by
introducing suitably arranged mirror source distributions. The steady state tem-
perature at a point r ⃗ in the moving reference system is then given by

T r ⃗ð Þ= ∑
∞

j= −∞
K j
ZZ

∞
dx0dy0

Zd
0

dz0GR r⃗− r ⃗0
� �

q3 x0, y0, z0 − 2j dð Þ+ q3 x0, y0, − z0 − 2j dð Þ½ �.

ð9:26Þ

Such a simple expression cannot be found for arbitrarily shaped domains;
however, multiplying the steady state heat flow equation in the moving reference
system,

ρ c v ⃗ ⋅
∂T
∂r ⃗

+
∂

∂r ⃗
⋅ λ

∂T
∂r ⃗

=0, ð9:27Þ

by GR r ⃗− r0⃗
� �

and integrating it twice by parts over the entire domain considered,
yields the integral equation

T r ⃗ð Þ− T0½ � Ω r⃗ð Þ
4π
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ZZ
�
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dS⃗
0
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� �

− T0

 �

−GR r⃗− r⃗0
� �
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� �� �

ð9:28Þ

with

ȷE⃗ r ⃗ð Þ= − λ ∂T
∂r ⃗ − ρcv ⃗ T r ⃗ð Þ½ �− T0,

Ô r ⃗ð Þ
4π ≡

R
domain

δ r ⃗− r ⃗′
� �

dV ′,

External surfaces: ȷE⃗ r ⃗ð Þ= ȷ ⃗LE r ⃗ð Þ+ ȷ ⃗PE r ⃗ð Þ− Lmȷ ⃗
*
M

� �
− ȷ ⃗RE r ⃗ð Þ,

ð9:29Þ

which holds for any point within the domain considered and on its surface; Ω r!� �
is

the local space angle at which the domain is seen from the point r ⃗, and T0 is an
arbitrary reference temperature. The total energy flow density introduced, ȷE⃗ r ⃗ð Þ,
contains contributions from the laser beam, ȷ ⃗LE r ⃗ð Þ, the penetrating particles, ȷ ⃗PE r ⃗ð Þ,
and any losses, ȷ ⃗RE r ⃗ð Þ, by radiation or convection. The latent heat Lm is subtracted
from the mean particle enthalpy in (9.29) since it is consumed during melting. It is
set free again at the solidification front, but is neglected there since it has little
influence on the bead shape because of the large temperature gradients.

Equation (9.28) yields the temperature values inside the domain directly when
the heat flow and the temperature are known on the entire domain surface. It has to
be evaluated in two steps therefore; first the unknown temperature and, if necessary,
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normal heat flow values are determined for positions r ⃗ on the surface only, solving
the integral equation (9.28) numerically by spatial discretisation. Thereafter the
temperatures inside the domain can be calculated directly. This numerical procedure
is a special case of the well-known Boundary Element Method (BEM) [57]. Its
main advantage is that only the domain surface has to be meshed. Hence, the
number of algebraic equations to be solved remains comparatively small. On the
other hand, the matrix of the system of algebraic equations to be solved is very
densely occupied and the calculation of the matrix elements requires some care
because of the occurrence of singular integrals.

The use of Rosenthal’s solution requires constant values for the heat conduc-
tivity and diffusivity. If there are various domains consisting of different materials,
the substrate and coating for example, (9.28) has to be written down separately for
each domain. The two resulting integral equations are coupled by the continuity
conditions for the unknown values of the temperature and normal heat flow com-
ponent at the interface.

For most metals the thermal conductivity depends strongly on the temperature.
Although the thermal diffusivity also depends on the temperature, replacing it by a
constant average value allows the effect of a temperature dependent conductivity to
be approximately accounted for by Kirchhoff’s transformation

λ ϑK T r ⃗ð Þ½ �≡
ZT r ⃗ð Þ

T1

dT 0λ T 0ð Þ, λ≡
ZT2
T1

dT 0

T2 − T1
λ T 0ð Þ⇒ λ

∂ϑK
∂r ⃗

= λ Tð Þ ∂T
∂r ⃗

ð9:30Þ

(with suitable integration limits T1 and T2). The latter transforms the heat diffusion
equation (9.27) for the true temperature T, which is non-linear because of the
temperature dependent conductivity λ(T), into a linear one which can be solved for
the transformed temperature ϑK r ⃗ð Þ by the method just described. Thereafter, the
true temperature, T, is obtained by inverting Kirchhoff’s transformation at each
point. This procedure can improve the results considerably though the heat diffu-
sivity κ is not really independent of temperature.

9.3.5 Self-consistent Calculation of the Temperature Field
and Bead Geometry

As already explained, bead shape and temperature field are strongly interrelated in
laser cladding. Their calculation therefore requires either a completely numerical
simulation including heat transfer, fluid flow, and the evolution of the free surface
as carried out by [25, 26] or an iterative approach, based on an analytical model of
the melt pool surface, with alternating calculations of the bead geometry and the
related temperature field as proposed here. Starting from the temperature field of a
laser beam moving over a plane substrate, we first calculate the bead shape on the
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basis of the modified ellipsoid model described above and then the corresponding
temperature field. The latter requires corrections to the bead shape for which the
temperature field has to be recalculated and so on until convergence is achieved.

Figures 9.9 and 9.10 show the temperature distribution and bead geometry as
calculated in this way for two different values of the laser beam power and
otherwise equal process parameters.

The optimised power of 900 W (Fig. 9.9 and Fig. 9.10a) leads to a tight welding
joint between substrate and bead with minimum dilution as shown in Fig. 9.10c,
whereas an excess of power causes enhanced substrate melting and dilution (see
Fig. 9.10b, d). Obviously, the shape of the interface between substrate and bead
observed in Fig. 9.10d differs strongly from the calculated one shown in Fig. 9.10b.
It cannot be explained by a purely conductive heat flow model and is probably
caused by the convection in the melt pool.

9.3.6 Role of the Thermocapillary Flow

The effect of fluid flow in the melt pool on the temperature field was neglected in
the preceding section for simplicity. Large temperature gradients at the melt pool
surface, however, and the related gradients of the surface tension σ can cause a
shear stress τTF which becomes responsible for a surface flow directed along the
surface tension gradient, usually from hot to cold regions (Fig. 9.11). Large tem-
perature differences can be partly compensated for by this flow. This thermocap-
illary flow or Marangoni flow [58, 59] may reach comparatively large velocities vM

Fig. 9.9 Temperature field of a nascent weld bead on sections along its plane of symmetry a and
on the interface between the substrate (AISI1045 steel) and the Stellite 21 coating b. The heavily
printed curves enclose the molten region, the lateral width of which determines the bead width.
The dashed circle corresponds to the focal spot of the top-hat laser beam. Parameters: laser beam
power P: 900 W, beam diameter: 2.6 mm, feed rate: 10 mm s−1, mass flow: 0.1 g s−1, powder jet
diameter at the focus of the coaxial nozzle: 5.0 mm, absorptivity: 50%
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but is restricted to a very thin surface layer of thickness ΔM. The speed of the back
flow through the bulk is much lower and depends on the available space.

Approximate expressions for the speed vM and the penetration depth ΔM of a
radial thermocapillary flow directed outward in a cylindrical melt pool of radius
R may be obtained from the Navier-Stokes equations and the force balance at the
surface

Fig. 9.10 Lines of constant local maximum temperature in a weld bead cross section
(perpendicular to the feed direction) compared with bead cross section micrographs. Calculations
were carried out with different values of the laser beam power P (900 W in Fig. 9.10a and 1200 W
in Fig. 9.10b), other parameters as in Fig. 9.9

Fig. 9.11 Thermocapillary
flow in laser cladding. The
surface tension difference Δσ
causes a shear stress τTF
which becomes the driving
force of the surface flow
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by simple dimensional considerations:
For reasons of mass conservation, it follows that vr ∼ vM r/ R in the central part

of the melt pool. Then a dimensional analysis at the surface (z = 0, vz = 0, p =
const.) yields

vMΔ2
M ∼ χ R, vM

ΔM
∼ Δσ

ρ χ R ⇒ vM ∼Q
2
3
χ
R , ΔM ∼RQ− 1

3,
Q≡ Δσ

ρ
R
χ2 =

Ma
Pr , Ma≡ Δσ

ρ
R
χ κ , Pr≡ χ

κ .
ð9:32Þ

Here Δσ is the surface tension difference between the outer border and the centre
of the melt pool, and ρ and χ are the density and kinematic viscosity of the fluid,
respectively. The number Q may be expressed in terms of the Marangoni number,
Ma, and the Prandtl number, Pr. Inserting the material properties of cobalt and a
radius R = 1 mm gives vM ≈ 1 m s−1 and ΔM ≈ 0.05 mm as orders of magnitude.
Since melt pool depth and radius of curvature of the bead are accordingly much
greater than the thickness ΔM of the flow layer, (9.32) can even be applied to laser
cladding.

The flow speed obtained is large enough to carry particles which have not
dissolved after a time of 1 ms to the melt pool boundaries.

Thermocapillary flow in a small laser-melted pool is difficult to observe.
However, there is indirect evidence of its more significant effects; substrate melting
leads to an almost uniform dilution of the coating with the substrate material as has
been proved by EDX (energy dispersive X-ray spectroscopy). Furthermore,
Fig. 9.12 demonstrates that the temperature distribution on the melt pool surface
obtained by thermography does not show the pronounced temperature maximum
predicted by the heat conduction model. Taking into account the thermocapillary
flow in calculating the temperature field in a laser-melted pool may lead to maxi-
mum temperature values which are by several 100 K less than those obtained by
means of a pure heat conduction model [61].

Despite of the great influence of the thermocapillary flow on the temperature
field in the melt pool, the heat conduction model can be advantageously used for the
anticipation of process parameters under manufacturing conditions, since it
describes the shape and size of the melt pool and weld bead almost correctly (see
Fig. 9.12) and, moreover, can be handled much more easily than numerical cal-
culations which take into account the thermocapillary flow. However, it should be
kept in mind that the required laser beam power is usually overestimated by the heat
conduction model.
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9.4 Thermal Stress and Distortion

During cladding the coating solidifies and starts shrinking due to thermal con-
traction. At the same time, heat is conducted into the substrate, which first expands
and later contracts according to the local thermal cycle. These phenomena lead to
thermal stress and distortion and sometimes even to cracking and delamination,
which are further influenced by thermally induced phase transformations and by
accompanying phenomena such as plastic flow and transformation plasticity, which
depend on the temperature, the temperature rate, and the phase proportions.

In order to prevent cracks or strong distortion it is therefore very important, but
not easy, to understand the origin and the mechanisms of stress evolution in laser
cladding.

9.4.1 Fundamentals of Thermal Stress

Inhomogeneous heating by the moving laser beam is the origin of various kinds of
thermally induced inelastic strain in laser cladding. In contrast to the total strain ε,
the inelastic strain εI cannot be derived from a continuous displacement field. For
that reason, neighbouring elements of inelastically strained bodies would no longer
match if they were not held together by elastic stresses σ causing an additional

Fig. 9.12 Thermograph (left hand side) of the laser cladding process zone (reproduced by kind
permission of G. Kirchhof [60]) in comparison to the temperature field on the melt pool surface as
calculated by means of the heat conduction model (right hand side). The halo at the melt pool
borderline consists of solid agglomerates which appear bright since their emissivity is higher than
that of the melt. The comparison shows a satisfactory accordance with respect to the size of weld
bead and melt pool. However, the true melt pool surface temperature does not show a substantial
maximum as is predicted by the heat conduction model
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elastic strain εE such that the symmetric total strain tensor, ε= εI + εE, can be
derived from a continuous displacement field u ⃗ r ⃗ð Þ and, therefore, must obey the so
called compatibility conditions:

ε=
1
2

∂⃗

∂r ⃗
◦u⃗ r ⃗ð Þ+ u⃗ r ⃗ð Þ◦ ∂

←

∂r ⃗

" #
⇒

∂⃗

∂r ⃗
× ε×

∂
←

∂r ⃗
= 0. ð9:33Þ

Examples of inelastic strain are the thermal expansion, εT , the metallurgical
strain, εM , caused by density differences due to phase transformations, the plastic
strain, εP, including the transformation plasticity, εTP, as well as the fluid flow
strain, εFF , which occurs if parts of the body are temporarily melted or a coating is
deposited in the liquid state. For a carbon steel Fig. 9.13 visualises the changes of
the thermo-metallurgical strain during a thermal cycle with phase transformations
from the pearlitic initial structure via austenite to a martensitic non-equilibrium
structure.

Hook’s tensor C describes the linear relationship between stress and elastic
strain:

σ=C: εE =C: ε− εT − εM − εP − εTP − εFF
� �

. ð9:34Þ

If external forces are absent, the mechanical balance requires the total forces and
moments acting on each final or infinitesimal part of the body to vanish. For that
reason, the stress tensor has to be symmetric and its divergence and the integrals of
the normal stress components over any cross section of the body have to be zero:

σ= σ ̄,
∂

∂r ⃗
⋅σ=0,

ZZ
cross section

dS⃗ ⋅σ=0,
ZZ

cross section
dS⃗ ⋅ r ⃗×σð Þ=0.

ð9:35Þ

Fig. 9.13 Scheme of
thermo-metallurgical strain
changes in plain carbon steels
during a thermal cycle with
phase transformations from
pearlite (P) via austenite
(A) to martensite (M)
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Driving forces of the evolution of thermal stress are the inelastic strain rates:
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ð9:36Þ

Thermal and metallurgical strain rates are caused by changes of the thermal
strain, dεi

T = αi(T) dT, and of the volume fractions dfi of the various phases,
respectively (Fig. 9.13). Nonzero plastic strain rates proportional to the stress
deviator s occur when the equivalent stress σeq reaches the yield stress σY [62]. The
equivalent accumulated plastic strain εeq

P is a measure of the dislocation density
produced and determines the influence of plastic strain on the yield stress (strain
hardening). At elevated temperatures dislocations may anneal. This recovery is
described in the differential equation (9.36) for εeq

P by a damping term with an
Arrhenius type factor γ (T). During phase transformations (in this case from the
face-centred cubic austenite to a body-centred cubic phase in steels) additional
plastic flow depending on transformation rates and density changes takes place at
stresses much below the yield stress (transformation plasticity [63–68]). Tem-
porarily molten regions or coatings deposited in the liquid state are able to adapt to
the local strain state by fluid flow (εḞF).

Any inelastic strain increment leads to changes of the distributions of stress and
total strain. Since the plastic strain rate itself depends on the stress, this relationship
becomes non-linear and stress calculations require an iterative approach.

9.4.2 Phase Transformations

A large number of materials undergo lattice transformations during heating and
cooling (see also Chapter 7 of this book) which may be connected with changes of
their thermo-physical and mechanical properties such as density, thermal expan-
sion, and yield stress, as well as with recovery processes [69] and transformation
plasticity [–63-68]. Such phase transformations, in particular the formation of
martensite in steels, may have a substantial influence on the stress history.

The transformation of ferritic steels to austenite during heating and the reverse
transformations during cooling to ferrite/pearlite, bainite, or martensite are most
important for technical applications. The formation of austenite is accompanied by
a local increase in the density (Fig. 9.13) and a decrease of the yield stress leading
to enhanced plastic deformation during thermal expansion or contraction. In the
case of low cooling rates the austenite is transformed back by diffusion controlled
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mechanisms into the equilibrium phases ferrite and pearlite or the intermediate
phase bainite. In the case of rapid cooling these processes are suppressed and the
austenite is suddenly transformed by a military transformation into the hard
non-equilibrium phase martensite, which contains a large excess content of carbon
locked at interstitial places. Accordingly, the required volume per atom as well as
the hardness and the yield strength are strongly enhanced by this transformation.

In the laser cladding of steels the strongly heated layer below the coating may be
transformed into martensite during rapid cooling. The related volume expansion
leads to local compressive stresses which are balanced by enhanced tensile stresses
especially in the coating. Moreover, the substrate can be stiffened by this martensite
layer, which therefore counteracts bending distortion caused by the contraction of
the coating. Thus, suppressing the formation of martensite, by preheating for
example (see Sect. 9.4.5), may have two effects: the reduction of stress and plastic
strain in the coating on the one hand and an increased bending distortion on the
other hand.

Simulation of the evolution of stress requires a detailed knowledge of the
appropriate phase transformation kinetics. The kinetics of diffusion-controlled
phase transformations can be modelled by means of the kinetic equations

∂f
∂t

� 
T
= n Tð Þ fequ Tð Þ− f T , tð Þ

τ Tð Þ ln
fequ Tð Þ

fequ Tð Þ− f T , tð Þ
� � � 1− 1

n Tð Þ

dT ̸dt=0
������!

f Tð Þ= fequ 1− exp − t ̸τð Þn½ �f g,
ð9:37Þ

given by Johnson, Mehl, Avrami [70–73], which describe the approach of the phase
proportion f(t) considered to that value fequ(T) which is thermodynamically (meta)
stable at the given temperature T. The temperature dependent parameters fequ(T),
τ(T) and n(T) are derived from isothermal transformation diagrams. In the special
case n = 1 we arrive at the Leblond model [74]

df T tð Þ, t½ �
dt

=
fequ Tð Þ− f t½ �

τ Tð Þ kL
dT
dt

� 
. ð9:38Þ

The factor kL T ̇
� �

enables a more realistic application of this formula to continuous
heating or cooling processes. The parameters fequ (T), τ (T), and kL T ̇

� �
are usually

obtained by fitting the solutions of (9.38) to adequate time-temperature dissolution
and time-temperature transformation (TTT) diagrams. Since laser cladding is a
welding process the corresponding TTT diagrams should be used.

The formation of martensite during cooling depends on the temperature and the
temperature rate only and is described by the Koistinen-Marburger formula [75],

dfM
dt

= β⟨−
dT
dt
⟩ fA0 − fM T tð Þ½ �f g⇒ fM T tð Þ½ �= fA0 1− exp β T tð Þ− TMSð Þ½ �f g, ð9:39Þ
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that can be extended as follows to the case when the formation of martensite is
finished at a finite temperature TMF:

dfM
dt

= β⟨−
dT
dt
⟩
TMS −TMF

T −TMF
fA0 − fMð Þ⇒ fM = fA0 1−

T − TMF

TMS − TMF

� β TMS − TMFð Þ" #
.

ð9:40Þ

Here fA0 is the austenite proportion left over after cooling down to the martensite
start temperature TMS, and β ≈ 0.011 is a constant.

9.4.3 FEM Model and Results

Accurate calculations of laser induced stresses can be performed only by numerical
techniques using a commercial finite element code for example. That requires the
geometry of the work piece including the actual state of the coating and the
effective heat source distribution to be known at each moment. One possibility for
obtaining this information is to model the entire coating in an inactive state before
starting the calculations. During the transient calculation the initially inactive ele-
ments of the bead are activated at that front at which the bead is actually generated,
that is to say, at the moving melt pool surface (Fig. 9.8) calculated earlier by the
process simulation. This activation is performed as a phase transition from a virtual
initial phase having extremely low values of the specific heat and of Young’s
modulus, which ensure that no action can be exerted on the real work piece by these
inactive elements.

Heat input at the melt pool surface has to be described by a body source within a
thin transition layer instead of being given by a surface source as usual, since the
front moves relative to the mesh which is fixed in the body, thereby crossing and
activating its elements [23].

This layer fits the shape of the melt pool surface calculated previously and
described by the function (9.22) with the correction (9.24), whereas the projection
of the power density distribution onto the x–y plane (substrate surface plane z = 0)

q2 x− v t, yð Þ= jLE x− v t, y, 0ð Þ+ jPE x− v t, y, 0ð Þ−Lm j*M x− v t, y, 0ð Þ, ð9:41Þ

is derived from the mass and heat flow densities (9.8), (9.13) and (9.15).
Care is required in choosing the size of the elements and the length of the time

steps if phase transformations are involved. The martensite zone in particular has to
be meshed very densely. Moreover, phase transformations occur in rather small
temperature intervals, so serious errors can be caused by time steps which are too
large if the automatic time step control does not take into account the phase
transformation kinetics.
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As an example of the results of such finite element stress calculations, Fig. 9.14
[53] shows the computed distributions of the longitudinal stress, σxx, and of the
transverse stress, σyy, for a single weld bead after cooling down to room temperature
when a cobalt alloy coating was deposited on AISI1045 steel. Tensile stresses are
found in the coating and in that part of the substrate which was plastically com-
pressed during heating. Between these two tensile regions, close to the substrate
surface, there is a strip with strong compressive stresses resulting from the for-
mation of martensite. Weak compressive stresses extending from these zones are
caused by the necessary mechanical balance. The longitudinal stress along a bead is
generally greater than the corresponding transverse stress.

A real coating consists of a lot of overlapping beads or even several layers
deposited one over the other. The residual stress distribution in such a coating is
sensitively influenced by the thermal and mechanical interaction of the various
beads during reheating and cooling. Figure 9.15 [54] visualises the residual lon-
gitudinal and transverse stress distributions on a cross section through an ensemble
of six overlapping beads obtained by means of FEM. Obviously, the largest tensile
stresses are found in the overlap regions of neighbouring beads, which were
strongly reheated and plastically compressed during the subsequent laser pass.

9.4.4 Simplified Heuristic Model

The finite element method is a very flexible and powerful tool, which is suitable
even for very complex cases, but, unfortunately, it also has some disadvantages:
performing accurate three-dimensional transient stress calculations with phase
transformations for many overlapping weld beads requires a large number of

Fig. 9.14 Longitudinal (left hand side) and transverse (right hand side) residual stress
distributions on a cross section through a single weld bead (Stellite 21 on AISI1045 steel, feed
rate: 10 mm s−1, bead height: 0.5 mm, bead width: 2 mm), calculated by FEM. Reproduced from
[23] with permission from Springer
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elements and many time steps leading to a correspondingly substantial amount of
computation time (several days on a personal computer). Parameter studies there-
fore become very expensive. Moreover, the origin of the numerical results is not
really transparent and it is difficult to detect hidden sources of error. Monitoring of
intermediate results is not easy because of the large amount of data. For these
reasons FEM calculations alone have only a restricted benefit for an improved
understanding of the essentials of stress histories.

A much simplified model of the evolution of thermal stresses caused by coatings
on planar substrates is therefore used as an additional tool, which is able to give
qualitative impressions of the evolution of stress and strain profiles perpendicular to
the surface considered and of their dependence on process parameters and material
properties.

Fig. 9.15 Distributions of longitudinal a and transverse b residual stress on a cross section
through six overlapping beads created one after the other from the left to the right (Stellite 21 on
AISI1045 steel, feed rate: 10 mm s−1, bead height: 0.5 mm, width of the first bead: 2 mm),
calculated by FEM [54]
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A planar plate is considered in the x-y plane whose thickness is d which is small
compared to the other dimensions. One side of the plate is covered by an initially
liquid coating in such a way that the derivatives of the resulting stress and strain
components with respect to x and y are clearly smaller than those with respect to
z. This condition is best satisfied at large Péclet numbers, v w >> κ, meaning that
feed rates are large and the beads wide. Except at the lateral plate boundaries, the
normal stress σzz is nearly zero under these conditions, and the total strain com-
ponents in the x-y plane are linear functions of z describing homogeneous bending
and lateral expansion (Fig. 9.16):
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,
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ð9:42Þ

Equivalently, any straight line crossing the plate must remain straight during
thermal treatment. This is a rather stringent restriction which may lead to an
overestimate of stresses and plastic strain. The mean strain values, ε0

x and ε0
y, as well

as the radii of curvature, Rx and Ry, have to be determined from the integral
conditions of the mechanical balance (9.35); in the absence of external forces, they
read:
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Fig. 9.16 Simplified
heuristic model for an
approximate estimation of
stress and strain histories in
laser cladding. Far away from
the lateral boundaries of the
plate, stresses and strains are
merely functions of z and
hence need to be calculated in
the highlighted column only
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Stress and strain in the plate can now be calculated as shown in Fig. 9.17.
First the three-dimensional steady state temperature field caused by the moving

laser beam, including the local heating and cooling rates, is determined by means of
Rosenthal’s solution, (9.26). Then the kinetic equations (9.37)–(9.40) provide the
related local changes in the proportions of phases, which are used to calculate the
thermo-metallurgical strain increments at the given time by means of (9.36).
The stresses are determined from (9.42) using the total strains from the last iteration
or the last time step. If the resulting equivalent stress reaches the yield stress, the
plastic strain rate also has to be computed. If the residual forces Fx, y

0, 1 do not vanish
the constants ε0

x,y and Rx,y have to be recalculated by solving (9.43), and stresses,
inelastic strains, and the yield stress (in the case of strain hardening) are corrected
accordingly, etc. This cycle ends and the next time-step is initiated when the
residual forces fall below a prescribed threshold.

Note: the derivatives in the x–y plane are only neglected in the mechanical
calculations. The phase transformation kinetics and thus the thermo-metallurgical
strain, which is the origin of stress, are therefore calculated correctly. The lateral
heat flow in the plate, which causes gradual work piece heating, is taken into
account. Errors can however occur in calculating total strain, plastic strain, and
stress, especially at low Péclet numbers.

The heuristic model therefore yields rough but qualitatively correct estimates of
stress and strain profiles across the plate (Fig. 9.18) and of their dependence on
process parameters (Fig. 9.19) and material properties, but no precise stress values.
Stress and plastic strain may be overestimated. The model enables very fast cal-
culations (within a few seconds) and an improved understanding of those physical
processes which are essential for stress evolution (Fig. 9.20), but for safety occa-
sional spot checks by FEM are required. This model, however, is not able to
describe local variations of stress and strain within the x–y plane, caused, for
example, by overlapping tracks as in Fig. 9.15, or by the stresses at the lateral
boundaries of the plate or the coating!

The following examples demonstrate various applications of the model.
In Fig. 9.18 longitudinal and transverse stress profiles below a single bead across

the plate, obtained by an FEM calculation, are compared with the corresponding
result for a completely coated plate obtained by means of the heuristic model. In the
coating all these profiles show tensile stresses (1) due to thermal contraction.

Fig. 9.17 Scheme of stress
calculation in the heuristic
model
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A martensite layer with pronounced compressive stresses (2) exists below the
coating followed by a region (3) with tensile stresses due to plastic compression
during heating. Soft compressive stresses are found in the middle of the substrate
(4) for reasons of mechanical balance. Besides, tensile stresses (in the case of a
single bead transverse tensile stress only) may occur at the bottom of thin plates
(5) due to plate bending.

Figure 9.19 compares the results of the FEM [23] model and of the heuristic
model for the dependence of the stresses in a single bead on the feed rate. All curves
show approximately the same slope. The equivalent stress obtained by the heuristic
model appears smaller than the corresponding FEM result since the latter gives the
maximum stress values in the bead, whereas the heuristic model yields average
values. The FEM calculation time amounted to about one week, the heuristic model
needed 3 min.

Figure 9.20 visualises the evolution of stress in the substrate just below the
coating showing the influence of the various phase transformations, of plastic flow

Fig. 9.18 Longitudinal and
transverse stress profiles
below a single bead across the
plate (calculated by FEM) and
stress profile across a
completely coated plate
obtained by the heuristic
model. The figure shows the
influence of the
simplifications of the heuristic
model on the stress profile.
Feed rate: 10 mm s−1, coating
thickness: 0.5 mm, plate
thickness: 10 mm

Fig. 9.19 Maximum values
of longitudinal (σxx),
transverse (σyy), and
equivalent stress (σeq) in a
single bead vs feed rate as
calculated by FEM [23],
compared with the equivalent
stress of the heuristic model.
Feed rate: 10 mm s−1, plate
thickness: 20 mm, bead
height: 0.5 mm, bead width:
2 mm © ASM International
2007, reproduced from
reference [23] with
permission of Springer
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during heating and cooling, and of transformation plasticity during laser treatment
and immediately afterwards.

The build-up of three-dimensional structures by laser cladding requires the
deposition of a large number of layers. Their stress states are changed substantially
by every new passage of the laser beam as a consequence of reheating, thermal
expansion and contraction, as well as plastic deformation. Hence, after the end of
treatment the greatest tensile stresses will be found in the uppermost layers, which
have contracted with respect to the layers below. Large compressive stresses may
arise in the substrate and in the first deposited layers, since the zero stress level is
permanently changed according to the integral conditions (9.35) of the mechanical
balance. The simulation of these processes by a finite element calculation would be
very time-intensive.

Figure 9.21 shows profiles of the stress and the equivalent plastic strain after the
deposition of 20 layers forming a 10 mm thick coating on a 20 mm thick substrate,
calculated by means of the heuristic model. Repeated reheating and cooling leads to
substantial plastic strain which may cause cracking. The related structural damage,

Fig. 9.20 Part of the stress
history σxx(t) = σyy(t) in a
depth z = 0.25 mm below the
coating (Stellite 21) in a
AISI1045 steel substrate,
showing the influence of the
temperature T(t), the phase
transformations, the yield
stress σY(t), and the
transformation plasticity
(heuristic model)

Fig. 9.21 Stress and accumulated plastic strain profiles for a 10 mm thick coating (Stellite 21)
consisting of 20 single layers on a 20 mm thick substrate (AISI1045)
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however, may also anneal during reheating to high temperatures. This last effect has
not been considered in Fig. 9.21 since the required material data is not yet
available.

9.4.5 Crack Prevention by Induction Assisted
Laser Cladding

Cracks will arise in a coating if the ultimate tensile strength or the fracture strain of
the material are exceeded. In order to reduce the danger of cracking the laser
induced temperature gradients should be minimised and phase transformations with
large density changes, as in the formation of martensite for example, should be
suppressed. This can be realised by preheating the entire work piece in a furnace or
by local preheating of the process zone by means of an inductor (see Fig. 9.22).

Preheating in a furnace yields a uniform preheating temperature throughout the
entire work piece but can hardly be integrated into a technological process.

Resistive heating due to electromagnetic induction generates the following
three-dimensional heat source within a narrow surface layer of thickness δ (skin
effect),

q3 x, y, zð Þ= q2 x, yð Þ exp −
z
δ

� �
, δ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ρel Tð Þ

2 μ Tð Þμ0 ω

s
, ð9:44Þ

where q2(x, y) depends on the inductor shape and ω is the angular frequency of the
alternating current applied. The penetration depth δ depends on the electrical
resistivity ρel and the magnetic permeability µ and thus on the temperature. Hence δ
is continuously rising during heating and will strongly increase in ferromagnetics
when the Curie point is exceeded. This effect can be approximately accounted for in
(9.44) by using a penetration depth which increases over time according to the rise

Fig. 9.22 Scheme for laser
cladding with inductive
preheating
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of temperature in the skin layer. Then the temperature distribution needed for the
calculation of stress and strain is obtained by means of Rosenthal’s solution (9.26).

The level of residual stress is found to decrease only slightly with increasing
preheating temperature in a Stellite coating on the ferritic AISI1045 steel but very
strongly if the substrate consists of the austenitic AISI304 steel (Fig. 9.23).

The reason for this effect is, that there are two different sources of tensile stress
in a coating which was deposited in the liquid state; the first one is the thermal
contraction during rapid cooling down to the average temperature of the body, for
example the temperature up to which the body was preheated in a furnace. The
second source operates only if the coating contracts more strongly than the sub-
strate. In that case the tensile stress in the coating continues increasing when the
whole body is uniformly cooling down to the ambient temperature. In the opposite
case the stress in the coating decreases. Preheating can reduce only stresses caused
by the first of these two mechanisms. The effect of preheating on the stress level in
the coating can therefore differ markedly for different material pairs.

Fig. 9.23 Influence of the
maximum (inductive or
furnace) preheating
temperature on the maximum
stress in a Stellite 21 coating
on AISI1045 and AISI304
steels (calculated by means of
the heuristic model)

Fig. 9.24 Left hand side: Decrease of the crack probability with increasing temperature of
inductive preheating as observed for Stellite 20 coatings (≈58 HRC), consisting of four layers, on
AISI1045 steel (feed rate: 10 mm s−1); right hand side: cross-section of a build-up with
nickel-based superalloy Mar-M 247 fabricated by induction-assisted laser cladding/laser metal
deposition (preheating temperature > 800 °C)
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Furthermore, preheating has to ensure that no martensite is formed in the sub-
strate since the latter tends to amplify the tensile stresses in the coating by reasons
of the required mechanical balance.

Fig. 9.25 Reduction of stress and plastic strain by (inductive) preheating: The diagrams show on
different time scales the temperature-time cycles (grey areas) at the interface between the substrate
(AISI1045 steel) and the coating (Stellite 21) as well as the evolution of the equivalent stress (solid
lines) at the bottom of the coating without preheating (a, c) and with inductive preheating up to a
maximum temperature of 820 °C (b, d). At the position considered the coating is generated in the
time interval 11.0 s < t < 11.2 s. The temperature-time cycles (a, b) show peaks due to preheating
(1), laser treatment (2), and work piece heating by the lateral heat flow (3) as well as the growth of
stress during cooling after the laser was shut off (4). For comparison the influence of the maximum
preheating temperature on the various kinds of strain is shown in Fig. 9.25e for inductive and in
Fig. 9.25f for furnace preheating. With rising preheating temperature the role of the plastic strain
εP is partially overtaken by the fluid flow strain εFF in the case of inductive preheating (c, d, e) and
by the total strain after furnace preheating (f). Parameter values: inductor size: 100 mm × 20 mm,
AC frequency: 10 kHz, coating thickness: 0.5 mm, plate thickness: 10 mm, feed rate: 10 mm s−1
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Nevertheless, cracks were found to be successfully suppressed by preheating
(see left hand picture in Fig. 9.24) even for Stellite coatings on AISI1045 or similar
steels [48–51]. Actually materials with a tendency to hot cracking, such as the
nickel-based superalloy Mar-M 247 shown in Fig. 9.24 (right hand side) can be
completely built up by means of induction-assisted laser metal deposition.
Apparently, the plastic deformation which causes structural damage especially in
high-strength materials, is responsible for the occurrence of cracks (see Fig. 9.25).

Thus the effect of inductive preheating can be understood as follows.
Thermal expansion due to inductive preheating may cause an outwards convex

curvature of the substrate surface. The coating material, which is initially liquid,
adapts by fluid flow to the actual strain of that surface. Thus a coating of given
thickness contains more material after inductive preheating as it would on an
unstrained substrate. After solidification this fluid flow strain εFF is frozen in. If the
initially convex bending of the plate is reversed later on during cooling, the excess
material in the coating layer softens the tensile stress arising from thermal con-
traction. The fluid flow strain is able to reduce tensile stresses exactly as a plastic
strain but it has the advantage that it does not damage the structure.

Figure 9.25e shows that the fluid flow strain in the coating grows with increasing
temperature of the inductive preheating in the same way that the plastic strain
decreases. Moreover, at higher temperatures the structural damage caused by plastic
strain might be further reduced by dislocation annealing, which, however, has not
been taken into account here.

After uniform preheating in a furnace, fluid flow strain does not play a significant
role in the coating. In this case the total strain increases with rising preheating
temperature to the same extent that plastic strain decreases (Fig. 9.25f). Thus dis-
tortion may be strongly enhanced by uniform preheating, whereas the corre-
sponding negative effect on the distortion is much lower in the case of inductive
preheating.

9.5 Conclusions and Future Work

The optimisation of processing in laser cladding is a difficult task because of the
large number of process parameters involved. Modelling can assist it successfully
using analytical as well as numerical methods. In this chapter a series of compatible
(semi-)analytical models have been described one being based on the other. They
help in the understanding of the physical phenomena involved in laser cladding,
enable a rough estimate of the most important quantities, and even allow the
possibility of anticipating the required process parameter values by using a com-
puter with a trial and error approach.

The knowledge obtained can help to avoid welding defects on the one hand and
substantial dilution on the other hand, to prevent cracking and delamination, and to
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increase the usable feed rates in order to facilitate the integration of the technology
into complex manufacturing lines.

The agreement of the results with experiments is satisfactory but not always very
good. The most crucial discrepancies are caused by the thermocapillary flow, which
up to now cannot be described by a simple analytical model.

Not all the problems that are important in the search for optimised sets of process
parameters have been satisfactorily solved, by a long way. Laser beam power and
spot size, feed rate, and powder rate are the most important process parameters in
laser cladding. The bead size is mainly determined by the laser spot width and the
amount of powder deposited per unit time, which depends on feed rate and powder
rate and on the melt pool temperature. The most critical parameter is the laser beam
power density which, together with the feed rate, determines the temperatures at the
melt pool surface and at the interface between substrate and coating and hence is
responsible for welding defects or substrate melting and dilution. To a certain
extent, it can be optimised by means of the proposed BEM model, thereby
approximately taking into account the effect of thermocapillary flow by an
enhanced thermal conductivity of the melt pool.

In addition, particle size and speed, the particle trajectories, and the properties of
the gases used influence the results. Preheated or even melted powder particles
improve the process efficiency and the bead quality since they are easily absorbed
by the melt pool. Small and slow particles are preheated greatly by the laser beam,
which, however, may thereby be screened to such an extent that the remaining
power density is not sufficient for substrate melting. This will happen especially at
very high feed rates when the powder rate J has to be substantially increased.

Several problems still have to be solved in order to achieve greater feed rates,
which would be very desirable from a technological point of view. The reduction of
beam shadowing requires comparatively large and fast powder particles. The related
increase of the momentum and kinetic energy transfer to the melt pool may disturb
the bead formation and thus reduce the quality. Moreover, high feed rates imply
large temperature gradients. Thus the achievable bead height becomes smaller, and
it will be more difficult to avoid both substrate melting and welding defects.

Large temperature gradients are also the cause of stress and distortion. Pre-
heating by means of inductors which can be directly integrated into the cladding
process has been found to be an appropriate tool to reduce temperature gradients, to
avoid cracks, and even to reach higher feed rates. However, the suppression of
bending distortion when coatings are deposited on thin sheets remains an unsolved
problem.

A simple heuristic model has been used here for quick parameter studies in order
to understand rather better the influence of material properties and process
parameters, and the effect of inductive preheating on the evolution of stresses,
plastic strain, and bending distortion in a planar plate during cladding.

Further refinements of the theory could include the thermal and mechanical
interaction of the gas flow with the particles during their flight and the influence of
thermocapillary flow on the temperature field, bead shape, dilution, and solidifi-
cation structure.
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Most of the models presented refer to the generation of one single bead. This is
sufficient for a better understanding of the most important physical phenomena. For
more complex cases simplified models are needed which are, nevertheless, able to
describe the effects connected with bead overlap and repeated reheating during a
large number of laser passes in an acceptable calculation time.
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Chapter 10
Laser Forming

Thomas Pretorius

Abstract The use of a laser beam in forming processes was introduced at the end
of 20th century and is still under development. The laser beam makes forming
technology applicable for industrial use, which formerly had to be done manually
due to the lack of reproducibility or flexibility of the heat source used (e.g.
straightening of distortion by heating with a gas torch). The main advantages of
thermal forming processes are the fact that there is no spring-back effect and that
tool and work piece are not in contact during the process. The latter fact also
increases the flexibility of the processes, because no special tool is needed. Different
geometries, therefore, can be produced by using the same set-up and changing only
the process parameters. Thermal forming is based on the generation of stress and
strain fields by elevated local temperatures. The different mechanisms can be
grouped as direct thermal forming mechanisms (temperature gradient, residual
stress point, upsetting and buckling mechanisms) and indirect thermal forming
mechanisms (residual stress relaxation and martensite expansion mechanisms),
where the distinguishing criterion is the driving force for the forming process. In
addition to the thermal forming mechanisms a non-thermal laser beam forming
mechanism (shock wave mechanism) is described in this chapter. Potential appli-
cations arise in the fields of forming, straightening and adjustment for both macro
and micro components. Some examples are: rapid prototyping, precision adjust-
ment, removing distortion and creating 3D complex shapes. Research is concen-
trating on the mechanisms of thermal forming, on the prediction of the strains and
on the heating strategies and path planning in order to obtain a given shape. For the
latter especially, a precise prediction of the forming results is necessary. This can be
done by modelling the process numerically, which is often done by finite element
methods nowadays. The calculation results of FEM simulation of thermal forming
processes have a high degree of accuracy if the material parameters and the
boundary conditions are defined correctly.
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A list of notation and abbreviations used in this chapter is given in Table 10.1.

Table 10.1 Table of notation and abbreviations used in this chapter

a Thermal diffusivity
b1 Depth of structure
b2 Width of structure
A Absorption coefficient
BM Buckling mechanism
cp Specific heat capacity
dl Laser beam spot diameter on the surface of the sheet = width of the irradiated

region
E Elastic modulus
FEM Finite element modelling
kf Flow stress
l Half width of plastic zone
lm Width of phase transformation zone
MEM Martensite expansion mechanism
N Numerical parameter
pl Laser beam power
rn Normalised laser beam radius
RSPM Residual stress point mechanism
RSRM Residual stress relaxation mechanism
s0 Sheet thickness
s1 Depth of plastic zone
SWM Shock wave mechanism
t Time
T(x, y, z,
te)

Temperature at position (x, y, z) after heating for time te

Tb Boundary temperature for plastic deformation
te Duration of laser heating
TGM Temperature gradient mechanism
UM Upsetting mechanism
vl Process speed = velocity of the laser beam spot on the surface of the sheet
x, y, z Spatial coordinates
αb Bending angle
αth Thermal expansion coefficient
εmax Maximum of plastic strain
εpl Plastic strain
εth Thermal strain
λ Heat conductivity
ρ Density
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10.1 History of Thermal Forming

Thermal forming processes have been applied for a long time in various industries.
In ship building for example, the flame straightening of welded structures is a
well-known technique. However, due to difficulties in the reproducibility of the
energy output and distribution of the gas torch used and the fact of manual
application, the quality of the result depends highly on the skill and experience of
the workers. Different heat sources can be used to generate thermal stress in the
material which can generate plastic deformation. Some of these sources are: gas
torch, induction coil, electron beam, laser beam and plasma jet. Flame bending, the
oldest technology, uses a gas torch. It has some limitations in connection with the
variation of process parameters and reproducibility. Induction bending has the
advantage of inducing the energy directly into the volume of the work piece, which
is beneficial especially for forming of thick parts and/or the application of the
upsetting mechanism. Consequently, an application of the induction coil as a heat
source is tube bending. An electron beam is possibly the most flexible heat source
available for thermal bending. Due to the fact that the beam can be moved very fast
to different positions on the surface of the specimen, nearly any power distribution
on the surface can be generated. The electron beam has some disadvantages,
however, which prevent its application, especially in industrial uses. The most
important is surely the fact that for the generation of the electron beam and to
preserve the beam quality, a vacuum is needed. A vacuum chamber represents
considerable expenditure of money and effort on the creation of an environment
which may often be unsuitable or impractical, especially for the processing of large
parts. With the ongoing development of lasers to higher output powers, cheaper
systems and higher beam quality, the application of the laser beam for materials
processing became more and more favourable. Systematic research of laser beam
bending and forming processes started in the mid of the 1980s [1, 2]. Research
activity continues to increase steadily, as can be seen from the number of publi-
cations in this field [3]. In combination with scanner systems, the laser beam has a
flexibility with regard to processing parameters which is nearly as high as the one
for the electron beam, but without the need for a vacuum. For induction bending on
the contrary, the size and shape of the heat source is fixed by the shape of the coil
used. The energy transferred into the specimen by a laser beam can be controlled
very precisely, if necessary by a closed-loop control, which guarantees a very high
reproducibility. The development of new generations of lasers enabled new pro-
cesses to be economical. The high power CO2, diode, fibre and disc lasers became
an efficient heat source for the processing of larger parts, whereas increasing beam
quality enables very small laser spots on the surface of the part to be achieved and
therefore enables the processing of small parts. In 1988 a plasma jet was introduced
as an alternative heat source for straightening of thin sheets [4]. A systematic
research of plasma jet bending was done later by Male et al. [5] and Pretorius et al.
[6]. Using a plasma jet offers cheap thermal energy, compared to the application of
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laser or electron beam systems, but also has some limitations with regard to
reproducibility and variability.

Thermal forming is a highly sophisticated manufacturing technology.
Well-defined heat sources like laser beams, plasma jets and induction allow for
precise and reproducible heating of a highly localised area and enable process
automation. Thermal forming has the potential to be applied in high-volume pro-
duction of automotive parts and microelectronic devices. Moreover, for line
bending and spatial forming of metal components thermal forming can avoid dis-
advantages of mechanical forming processes such as the spring-back effect, and
overcomes accessibility limits, thus enabling the forming of shapes which are
unattainable by other methods.

Prediction of the forming result is necessary for process planning, especially for
path planning in order to generate 3D shapes. For this task analytical models had to
be used for a long time. For curved irradiation paths and complex geometries
especially, the process becomes too complicated to be calculated analytically. For
these cases numerical modelling is the only possibility for calculating the defor-
mation. With increasing speed and development of fast algorithms, and the con-
struction of computers that can handle large models, numerical simulation of the
processes became usable. Nowadays standard FEM simulation is in wide use to
calculate the time dependent temperature and stress and strain fields during the
process, as well as the residual state. Nevertheless the calculation time can be rather
long, which limits the ability to make parameter studies for complex processes. The
development of fast calculation methods therefore was also a subject of research
activities [7, 8].

10.2 Forming Mechanisms

For laser beam forming processes, thermal forming mechanisms which can also be
activated using other heat sources, can be utilised. The thermal forming mecha-
nisms can be grouped by the driving force that is responsible for the development of
the deformation. The group of mechanisms which can be called direct thermal
forming mechanisms consists of the mechanisms which use the local thermal
expansion which is hindered by some internal or external force, and therefore
produces thermal stress which itself results in local plastic deformation if the yield
stress of the material is exceeded locally. These mechanisms are:

• temperature gradient mechanism (TGM),
• residual stress point mechanism (RSPM),
• upsetting mechanism (UM),
• buckling mechanism (BM).

If the driving force is not thermal expansion, but some deformation potential
which is already in the material before the process starts and is released due to the
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local heating of the material, the thermal forming mechanisms can be called indi-
rect. This holds for the mechanisms:

• residual stress relaxation mechanism (RSRM),
• martensite expansion mechanism (MEM).

A different way to group the thermal forming mechanisms, which is related to
the existence of a temperature gradient in the material thickness direction, was
introduced by Vollertsen [9]. For TGM, RSPM and MEM a thermal gradient is
necessary, whereas for UM, BM and RSRM a temperature gradient is not neces-
sary. This kind of grouping focuses on the activation of the mechanisms with
respect to the process and material parameters.

Additionally to the thermal forming mechanisms, there is also one laser forming
mechanism for which no heating of the specimen is necessary. This is therefore a
non-thermal forming mechanism:

• shock wave mechanism (SWM).

Laser assisted forming processes are processes in which the laser beam is not
used to deform the material, but to change the material parameters in the desired
way to enhance the deformation caused by other mechanisms. Examples are laser
assisted drilling, forming, cutting or machining of metals. In these processes the
laser is used to heat the material locally, which reduces the yield stress and
improves the formability of the material. This leads to lower machine forces, longer
lifetime of the tools and a reduced cracking risk. Being an additional investment for
the equipment, the processes described are an option for such cases, where con-
ventional processes reach their limits.

In this section the different mechanisms are described separately. This facilitates
the understanding of the mechanisms, but in real thermal forming processes typi-
cally more than one mechanism will be activated. This holds for example for most
applications of UM: if the material is heated only from one side a small temperature
gradient cannot be avoided, which will activate TGM additionally to UM. If MEM
is activated by locally heating steel components, the temperature gradient induced
also generates thermal stress, which can be large enough to activate TGM. In this
case, which mechanism produces larger deformation and therefore dominates the
process depends strongly on the process parameters. As the bending direction of
MEM is opposite to the one for TGM not only the bending angle reached but also
the direction of the bending depends critically on the process parameters [10].

10.2.1 Temperature Gradient Mechanism

TGM is the thermal forming mechanism mainly used in sheet metal bending and
forming. The principle of this mechanism is shown in Fig. 10.1.
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The laser beam energy is absorbed locally at the upper surface of the specimen.
This induces a temperature gradient over the thickness of the specimen in the
irradiation zone; see Fig. 10.1a. Due to the positive thermal expansion coefficient of
most materials the thermal expansion in the irradiated region on the upper side of
the sheet is larger than the expansion of the lower side. The different expansions
induce a bending of the sheet away from the laser beam (Fig. 10.1b,
counter-bending). This bending is not free, because the irradiated region is fixed
inside the surrounding parts of the specimen. Stress is therefore induced in the
irradiated region of the specimen, which is compressive on the upper side. Addi-
tionally, clamping of the specimen can increase this effect. If this thermal stress
stays below the yield stress of the material, which is altered (decreased for many
materials) due to the local change of the temperature, the deformation of the
specimen is fully elastic. After switching off the laser beam and cooling of the
specimen no deformation remains in this case. If, on the contrary, the local stress
exceeds the temperature dependent yield stress in the irradiated region on the upper
side of the sheet, a local upsetting of the material occurs. This means that the upper
side of the irradiated region is plastically deformed, i.e. it is shortened and slightly
thickened. After switching off the laser beam and cooling of the specimen the
thermal expansion of the irradiated region vanishes and the plastic deformation of
the upper side remains. This results in a bending of the specimen towards the laser
beam; see Fig. 10.1c.

Analytical Modelling of the Temperature Gradient Mechanism
In Vollertsen and Rödle [11] and Vollertsen [9] an analytical model for the

calculation of the bending angle produced by the application of TGM in laser beam
bending processes is presented. The model consists of two parts: the mechanical
calculation and the temperature field calculation.

For the mechanical calculation a model by Hänsch [12] is used. If the plastic
zone is smaller than the sheet thickness, the bending angle αb can be calculated by
(radiant measure)

αb =
εmaxls1
s30

ð3πs0 − 8s1Þ ð10:1Þ

Fig. 10.1 Schematic illustration of TGM
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where 2l is the width, s1 the depth of the plastic zone and s0 the sheet thickness. The
maximum plastic strain at the irradiated surface εmax is given by

εmax = αthTð0, 0, 0, teÞ− kf
E
, ð10:2Þ

where αth is the thermal expansion coefficient, kf the flow stress and E the elastic
modulus at the average surface temperature T(0, 0, 0, te) at the centre of the beam.

The time of heating te is given by the fraction of the laser beam spot diameter on
the surface of the sheet dl and the process speed vl

te =
dl
vl
. ð10:3Þ

The temperature field calculation is done by a superposition of the Fourier
solution for point heat sources for three-dimensional heat conduction, to make the
model usable for finite area heat sources. The result is a function, which can only be
evaluated numerically, but can be approximated in the range which is relevant for
laser beam bending processes. Using further simplifications which are necessary to
preserve the analytical solvability of the function the spatial distribution of the
temperature field in the y and z-directions can be described by

Tðz, tÞ= 3
4
Nr

2
3
n exp −

4
ffiffiffi
2

p
z

dl

� �
ð10:4Þ

and

Tðy, tÞ= 3
4
Nr

2
3
n exp −

ffiffiffiffiffiffiffi
2rn

p 2y
dl

� �2
 !

, ð10:5Þ

where the parameter N is calculated as

N =
8Apl

ffiffiffiffiffiffi
ate

p
πλd2l

ð10:6Þ

and the normalised laser beam radius rn as

rn =
dl

4
ffiffiffiffiffiffi
ate

p ð10:7Þ

where A is the absorption coefficient, pl the laser beam power, a the thermal
diffusivity and λ the heat conductivity. The average surface temperature in the
middle of the laser beam spot at the end of the heating T(0, 0, 0, te) can be
calculated as
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T = ð0, 0, 0, teÞ= 3
4
Nr

2
3
n. ð10:8Þ

The width 2l and depth s1 of the plastic region are calculated assuming that the
plastic region is equal to the region where the temperature at the end of the heating
T(x, y, z, te) exceeds a boundary temperature Tb. Inside this region

εpl = − εth ð10:9Þ

is assumed, whereas outside the plastic strain εpl equals zero. An estimation of the
size of the plastic zone is given by

s1 = − ln
4Tb
3N

r
− 2

3
n

� � ffiffiffiffiffiffiffiffiffiffiffi
2rnat

p
2

ð10:10Þ

and

l= rn
ffiffiffiffiffiffiffi
4at

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−

1ffiffiffiffiffiffiffi
2rn

p
s

ln
4Tb
3N

r
− 2

3
n

� �
ð10:11Þ

The lower limit for the boundary temperature Tb can be assumed to be

Tb =
kf
Eαth

. ð10:12Þ

The fact that the surrounding region of the plastic zone is not ideally rigid
increases the boundary temperature and makes the determination of the correct
value difficult. The boundary temperature, which leads to the correct bending angle,
has been found to be dependent on the boundary conditions of the process. The
boundary temperature therefore has to be determined by empirical methods, which
prevents a direct, accurate analytical calculation of the bending angle depending on
the process parameters. For the steels St14 and St37 the boundary temperature lies
in the range of 250–450 °C.

Due to the fact that, for a precise calculation, the shape of the specimen and the
complex time dependency have to be taken into account for both the temperature
field and the mechanical calculations, accurate predictions for the forming results
(i.e. the bending angle achieved) can only be made by simulating the process.
Analytical calculations can only be used to get results for simple geometries and a
limited process parameter range. Effects like the temperature dependency of the
material parameters especially (e.g. the decrease of the yield stress with increasing
temperature), which can have a significant effect on the result, cannot be considered
in analytical calculations in an adequate way.
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Numerical Modelling of the Temperature Gradient Mechanism
In the following, the results of a calculation of a laser beam bending process of a

sheet will be presented. The material parameters chosen represent an artificial steel
material: thermal conductivity = 40 W m−1 K−1, density = 8000 kg m−3,
Young’s modulus = 200 GPa, Poisson’s ratio = 0.3, thermal expansion coeffi-
cient = 15 × 10−6 K−1 and specific heat = 500 J kg−1 K−1. Most material
parameters were taken to be independent of temperature, only in the case of the
yield stress was temperature dependency allowed for: yield stress 400 MPa (0 °C),
100 MPa (1000 °C), 50 MPa (1500 °C). As a simplification, ideal plasticity has
been assumed, i.e. no work hardening is taken into account. The distribution of the
laser beam power inside the spot at the surface of the sheet is assumed to be even.
For simulations which predict the bending angle achieved and the resulting shape of
the specimen, the temperature dependency of all material parameters should be
allowed for. Furthermore, the power distribution of the laser beam on the surface of
the specimen and the hardening of the material during the plastic deformation
should be taken into account. All necessary parameters for these tasks can be
determined independently of the specific forming process. Often the absorption
coefficient of the laser light at the material surface, which can be very sensitive to
the state of the surface (i.e. clean or with an oxide layer, polished or rough), is the
only parameter to be calibrated.

The numerical model was set up using the FEM-software ABAQUS with 2800
elements (8 node brick, type C3D8T). The coupled thermo-mechanical simulation
required about 80 min of calculation time on a PC with 4 GB RAM and a 2.4 GHz
Intel Core2 quad CPU using 3 cores.

In Fig. 10.2 the results of a calculation of a bending process of a sheet with
sample geometry length 50 mm, width 50 mm and thickness 2 mm and a laser
beam with spot radius 3 mm and a transferred beam power of 800 W are shown.
The velocity of the laser beam spot on the sheet surface was chosen to be
25 mm s−1. Due to symmetry only half of the sample has been modelled. No
clamping that could generate additional forces is included in the model. In a) the
temperature distribution and the deformation after 0.2 s are displayed. In b) the
situation after 1.5 s (i.e. the laser beam spot has moved over three quarters of the
length of the sheet) is displayed. The deformation has been scaled by a factor of 50.
For a more detailed analysis of the different states, cross-sectional cuts perpen-
dicular to the direction of motion of the laser beam spot at the position of the spot
and along the heating line are displayed in Figs. 10.3 and 10.4.

As can be seen in Figs. 10.2a and 10.3a the situation after 0.2 s corresponds to
the state (b) in Fig. 10.1. The laser mainly heats the upper side of the sheet and a
bending away from the laser is the result of the larger thermal expansion of the
upper side of the sheet (counter-bending). This is true not only perpendicular to the
direction of motion of the laser beam (i.e. y-direction) but also in the x-direction, as
can be seen in Fig. 10.3b. This figure also indicates that the deformation of the
heated region affects the whole sheet immediately. A slight bending at the end of
the sheet can be observed.
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When the laser beam spot moves further on, the bending angle develops at the
starting side of the sheet. This bending effects the whole sheet, so that after 1.5 s of
laser irradiation (see Figs. 10.2b and 10.4) not only the region behind the laser
beam positions is bent, but also in front of the spot position. This is a result of the
stiffness of the parts of the sheet to the side of the irradiated region. This bending
overcompensates the bending away from the laser beam due to the larger thermal
expansion of the upper side of the sheet; the effect of the counter-bending, visible in
Figs. 10.1b, 10.2a and 10.3, can therefore only be observed at the beginning of the
bend.

In Fig. 10.4b a significant bending in the longitudinal direction can be observed
additionally to the development of the bending angle of the sheet. The reason for
this is the fact that the thermal stress active in bending with TGM acts not only
perpendicular to the direction of motion of the laser beam spot, but also in this
direction. Due to the stiffness of the sheet and the larger extension of the heated
region in the x-direction (in comparison to the extension in the y-direction) the

Fig. 10.2 Numerical modelling of TGM: Temperature field after 0.2 s (a) and after 1.5 s (b).
Transferred laser beam power: 800 W, laser beam radius: 3 mm, laser spot velocity: 25 mm s−1,
deformation scale factor: 50. The dotted lines indicate the initial state

Fig. 10.3 Numerical modelling of TGM: Temperature field after 0.2 s. Cross-sectional cut at the
beam position (a) and longitudinal cut along the heating line (b). Process parameters as in
Fig. 10.2, deformation scale factor: 50. The dotted lines indicate the initial state
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bending in the longitudinal direction is significantly smaller than the bending
perpendicular to the direction of motion of the beam spot (typically one or two
orders of magnitude smaller). Nevertheless without additional forces this bending
occurs and influences the final shape of the sheet.

In Fig. 10.5 the local plastic deformation in the y-direction is illustrated. After
0.2 s the temperature dependent yield stress has been exceeded in a small region at
the upper side of the sheet; see Fig. 10.5a. The situation after 1.5 s illustrates that
the process is quasi stationary in the middle of the sheet, which produces a constant
plastic deformation in the y-direction of about 1.5% at the upper side of the sheet.
After cooling the plastic deformation remains and the bending angle increases
further, due to the vanishing of the difference in thermal expansion at the upper and
lower side of the sheet. The bending angle in the middle of the sheet after one
irradiation is 0.85°. Typical values of the bending angle for sheet bending making
use of TGM are up to about 2°. Depending on the process parameters smaller
angles can be generated, which makes the mechanism applicable for adjustment
processes. To generate larger bending angles, the irradiation can be repeated until
the desired angle is reached. In many applications the bending angle per irradiation
changes only slightly from irradiation to irradiation.

For the accurate prediction of the deformation result of a thermal forming pro-
cess it is important to include the correct boundary conditions and the temperature
dependencies in the model. Simplifications can have a significant influence on the
accuracy of the results. If, in the calculation described earlier in this section, the

Fig. 10.4 Numerical modelling of TGM: Temperature field after 1.5 s. Cross-sectional cut at the
beam position (a) and longitudinal cut along the heating line (b). Process parameters as in
Fig. 10.2, deformation scale factor: 50. The dotted lines indicate the initial state
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yield stress had been taken to be independent of temperature (400 MPa), the
resulting bending angle would have been only 0.62°, which corresponds to an error
larger than 25%.

10.2.2 Residual Stress Point Mechanism

RSPM is very similar to TGM. The main difference is that the heat source (i.e. the
laser beam spot on the surface of the sheet) does not move during the heating. The
bending principle of TGM shown in Fig. 10.1 applies also for RSPM. The induced
energy, which was controlled by laser beam power and beam spot velocity for
TGM, is controlled for RSPM by laser beam power and irradiation duration. For a
detailed investigation of the mechanism the results of a numerical calculation for
RSPM are analysed.

Fig. 10.5 Numerical modelling of TGM: Plastic strain in y-direction after 0.2 s (a), after 1.5 s
(b) and after reaching an equilibrium temperature (c). Process parameters as in Fig. 10.2,
deformation scale factor: 50. The dotted lines indicate the initial state
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Numerical Modelling of the Residual Stress Point Mechanism
For this calculation, the same material parameters and sample geometry were

used as for the numerical model for TGM: thermal conductivity = 40 W m−1 K−1,
density = 8000 kg m−3, Young’s modulus = 200 GPa, Poisson’s ratio = 0.3,
thermal expansion coefficient = 15 × 10−6 K−1, specific heat = 500 J kg−1 K−1

and yield stress = 400 MPa (0 °C), 100 MPa (1000 °C) and 50 MPa (1500 °C).
The sample geometry was chosen as: length 50 mm, with 50 mm and thickness
2 mm. The laser beam with spot radius was 5 mm and the transferred beam power
was 800 W. The total heating duration was 1.0 s. For symmetry reasons only one
half of the sheet was modelled. Actually, one quarter of the sheet would have been
sufficient. No clamping that could generate additional forces was included in the
model. The numerical model was set up using the FEM-software ABAQUS with
2800 elements (8 node brick, type C3D8T). The coupled thermo-mechanical sim-
ulation required about 10 min of calculation time on a PC with 4 GB RAM and a
2.4 GHz Intel Core2 quad CPU using 3 cores. Comparing the calculation time with
the one needed for the simulation of TGM shows that the movement of the laser
beam decreases the calculation speed of the simulation significantly.

In Fig. 10.6 the temperature field and the deformation of the sheet is illustrated
after 0.2 and 1.0 s of heating. To make the illustration clearer, the deformation is
scaled by a factor of 50. After 0.2 s of heating the temperature at the upper side of
the sheet has increased to about 400 °C. The counter-bending can be observed in
this state. In contrast to the theoretical assumption that the counter-bending remains
until the laser power is switched off, the bending decreases with further heating.
After heating the sample for 1.0 s almost no general bending of the sheet remains
(Fig. 10.6b). The reason for this can be identified by observing the stress field.

In Fig. 10.7a it can be seen that after 0.2 s of heating the highest stress occurs in
the irradiated region at the upper side of the sheet. This stress is compressive due to
the fact that it is generated by the thermal expansion (thermal stress). Already it can
be seen here that a slight decrease of the stress occurs in the centre of the irradiated
region on the upper surface of the sheet. The reason for this decrease of the stress is
the temperature dependant yield stress, which decreases with increasing local
temperature. In the region with higher temperature the plastic deformation occurs at

Fig. 10.6 Numerical modelling of RSPM: Temperature field after 0.2 s (a) and after 1.0 s (b).
Transferred laser beam power: 800 W, laser beam radius: 5 mm, deformation scale factor: 50. The
dashed lines indicate the initial state
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lower stress levels and limits the stress level to the yield stress. The maximal stress
in the sheet depends therefore not only on the thermal expansion but also on the
local yield stress. As a result the maximal compressive stress is shifted from the
upper side of the sheet to somewhere in the middle of the sheet; see Fig. 10.7b. This
is the reason why the general bending of the sample nearly vanishes for longer
heating durations in the case described.

During the cooling of the sheet the thermal expansion vanishes and the bending
angle develops as predicted theoretically—cf. Fig. 10.1c. As can be observed in
Fig. 10.8 the largest plastic deformation occurs in the centre of the heated region at
the upper side of the sheet, where the highest temperatures had been reached. Also
clearly visible is the local thickening of the sheet in the plastically deformed region,
which is typical for forming processes making use of TGM, RSPM or UM. This is
an advantage in comparison to mechanical bending processes, where the bending
region is often thinned during the forming process and is therefore weakened.

10.2.3 Upsetting Mechanism

To activate UM no temperature gradient over the thickness of the sample should
exist. For most processes this requirement cannot be fulfilled completely, which

Fig. 10.7 Numerical modelling of RSPM: Stress field (von Mises) after 0.2 s (a) and after 1.0 s
(b). Process parameters as in Fig. 10.6, deformation scale factor: 50. The dashed lines indicate the
initial state

Fig. 10.8 Numerical modelling of RSPM: Plastic deformation in the y-direction after reaching an
equilibrium temperature. Process parameters as in Fig. 10.6, heating duration 1 s, deformation
scale factor: 50. The dotted lines indicate the initial state
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leads to the activation of other thermal forming mechanisms (i.e. TGM) additionally
to UM. A possibility that allows activation of UM in practice is to use a laser beam
spot with a diameter which is significantly larger than the thickness of the sample.
Additionally, a high thermal conductivity of the sample material facilitates the
activation of UM.

For the ideal case, in which no temperature gradient in the thickness direction of
a sheet exists, the thermal expansion of the material in the heated region cannot
generate stress which leads to a bending of the sheet: Fig. 10.9a. The expansion of
the heated region in the sideways direction is uniform over the thickness and
produces compressive stress due to the fact that the expansion is hindered by the
stiffness of the surrounding material. A clamping of the sample can increase this
effect significantly. If the local compressive stress in the heated region exceeds the
temperature dependent yield stress, plastic upsetting of the material occurs. When
the laser spot moves further on over the surface of the sheet as in Fig. 10.9b, the
material cools down behind the spot position and the thermal expansion decreases,
while plastic upsetting remains. This leads to a shortening of the sheet perpen-
dicular to the direction of motion of the laser beam spot. When the laser beam spot
has moved over the total length of the sheet, it is shorter in the sideways direction
and slightly thickened in the region that had been heated.

UM can also be activated by heating with a static heat source (like RSPM, but
without a temperature gradient). In this case shortening will occur circularly in
every direction around the heated region, which will generate tensile stress. UM
using a static heat source can therefore be used to reduce or eliminate local buckles
in a sheet [13, 14].

Analytical Modelling of the Upsetting Mechanism
UM is often used for bending tubes or forming 3D-structures. In Geiger et al.

[15] and Vollertsen [9] an analytical model for the calculation of the bending angle
for rectangular structures is described. The model makes the following
assumptions:

• For all material parameters except the Young’s modulus and the yield stress the
values for ambient temperature are used. For Young’s modulus and the yield
stress the values for the highest temperature reached in the heated region are
used.

Fig. 10.9 Schematic illustration of UM for sheet material. The dotted lines indicate the initial size
of the sheet
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• For the heated region the deformation is assumed to be elastic-ideal plastic in the
heating phase and totally elastic in the cooling phase.

• For the unheated regions the material is assumed to be rigid.
• In the thickness direction an infinite thermal conduction and in the lateral

direction no thermal conductivity at all is assumed.
• Heat losses due to thermal conductivity and to radiation and convection are

neglected.
• Bending occurs along a bending edge at the rear of the profile (see Fig. 10.10).
• Time dependent effects are neglected.

The procedure for the bending process assumed is as follows: The laser beam
heats the irradiation zone (marked light grey in Fig. 10.10) including the parts of
the zone at the sides of the structure. Expansion of the material is prevented by the
rigid surrounding regions of the structure. This generates thermal compressive
stress, which leads to an upsetting of the material if the decreased yield stress (due
to the higher temperature) is exceeded. After the laser is switched off, the irradiated
region cools down. This cooling is assumed to be ideal and homogeneous, and
produces no further stress. Bending occurs along a straight bending edge at the back
of the structure. Bending stiffness there is neglected. After the cooling is complete
the bending angle αb can be calculated as:

tan
αb
2

=
dlεpl
2b1

, ð10:13Þ

where dl is the width of the irradiation zone and equals the diameter of the laser
beam spot on the surface of the structure, εpl the plastic strain and b1 the depth of

Fig. 10.10 Schematic illustration of the bending of profiles applying UM
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the structure in the x-direction. The width of the upsetting zone (i.e. the shortening)
at the front side is εpl dl. For small bending angles (which, using this model, will be
regarded typically as of the order of 0.1°) the simplification tanαb = αb can be used.
Using analogue methods to calculate the plastic upsetting and the maximal tem-
perature reached in the irradiated zone as for the analytical calculation for TGM
(Sect. 10.2.1) the bending angle can be calculated as (radiant measure)

αb =
4
π

αth
cpρ

Apl
vl

1
b1s0

−
dl
b1

kf Tmaxð Þ
EðTmaxÞ ð10:14Þ

where αth is the coefficient of thermal expansion, cp the specific heat capacity, ρ the
density, A the absorption coefficient of the laser light, pl the laser beam power, vl the
velocity of the laser spot on the surface of the structure, s0 the thickness of the
material, kf(Tmax) the flow stress and E(Tmax) the elastic modulus at the maximal
temperature reached.

The accuracy of the result of the analytical calculation varies for different pro-
cess parameters and materials. For steel the bending angle can be calculated with a
sufficient accuracy for various process parameters, whereas for aluminium the
calculated angles are generally too large by a factor of 2. For this case the neglect of
the thermal flow inside the material is not permitted due to the high thermal con-
ductivity of aluminium.

Numerical Modelling of the Upsetting Mechanism
As already shown for TGM and RSPM numerical calculations can be used to

model thermal processes in a detailed way, where the geometry can be as complex
as necessary to include all substantial effects and particular features. To calculate
the upsetting in a simple sheet is already very complex due to initiation and ter-
mination effects at the beginning and the end of the heating regime, edge effects, the
stress distribution in the sheet, which depends highly on the boundary conditions,
and the question of whether UM, TGM or BM is activated in the process. In the
following, the results of a calculation of a laser beam upsetting process will be
presented. To activate UM some changes were made to the model used for TGM:

• The thermal conductivity of the material was increased by a factor of 10 and the
spot size of the laser beam on the surface of the sheet by a factor of 3 to reduce
the temperature gradient in the thickness direction of the sheet.

• To achieve nearly stationary process conditions in the middle of the sheet, a
pre-heating phase with a stationary laser beam spot was included at the
beginning of the process and the laser beam power was increased significantly.
This is necessary to compensate for the larger heat losses due to the increased
thermal conductivity.

• The width of the sheet was increased to enlarge the stiffness of the sideways
regions of the sheet and therefore to generate higher stress in the heated region.

• The irradiation stops 7.5 mm before the rear edge of the sheet to prevent
overheating due to the missing thermal flow in front of the laser beam spot.
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The material parameters chosen are therefore: thermal conductiv-
ity = 400 W m−1 K−1, density = 8000 kg m−3, Young’s modulus = 200 GPa,
Poisson’s ratio = 0.3, thermal expansion coefficient = 15 × 10−6 K−1 and specific
heat = 500 J kg−1 K−1. Again the yield stress was modelled as temperature
dependent: 400 MPa (0 °C), 100 MPa (1000 °C), 50 MPa (1500 °C) and ideal
plasticity has been assumed. The distribution of the laser beam power inside the
spot at the surface of the sheet is assumed to be even. The sample geometry is:
length 50 mm, width 100 mm and thickness 2 mm (due to symmetry only half of
the geometry is modelled); the laser beam spot radius is 9 mm and the transferred
beam power 6000 W. The velocity of the laser beam spot on the sheet surface was
chosen to be 25 mm s−1, which is the same as for the modelling of TGM. No
clamping that could generate additional forces is included in the model. The
numerical model was set up using the FEM-software ABAQUS with 3800 elements
(8 node brick, type C3D8T). The coupled thermo-mechanical simulation required
about 70 min of calculation time on a PC with 4 GB RAM and a 2.4 GHz Intel
Core2 quad CPU using 3 cores. A pre-heating phase of 0.8 s with a stationary laser
beam spot (centre of the spot at the edge of the sheet) heats the centre of the
irradiated region to a temperature of about 1200 °C; see Fig. 10.11a. During the
subsequent movement of the laser spot over the sheet the maximum temperature
does not increase further.

The resulting temperature field and deformation of the numerical calculation of
UM is shown in Fig. 10.11 after 0.8 s, i.e. at the end of the pre-heating phase, and
after 2.5 s when the laser beam spot has been moved near to the rear edge of the
sheet. As theoretically predicted, the thermal expansion of the irradiation region
causes a widening of the sheet at the starting edge in the y-direction at the beginning
of the process; cf. Fig. 10.9a. Additionally, a significant expansion of the irradiated
region in the x-direction can be observed. Due to the fact that the edge of the sheet
is free, no compressive stress is generated in the x-direction. The next theoretical
phase, where the expansion moves on with the laser beam spot and the material
shrinks behind the moving spot position, is hard to identify because the temperature

Fig. 10.11 Numerical modelling of UM: Temperature field after 0.8 s (a) and after 2.5 s (b).
Transferred laser beam power: 6000 W, laser beam spot radius: 9 mm, laser spot velocity
25 mm s−1, waiting time before spot movement 0.8 s, deformation scale factor: 25. The dashed
lines indicate the initial state
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decreases only slowly; therefore the upsetting cannot be fully observed until the
sheet has cooled down to ambient temperature.

In Fig. 10.12 the plastic deformation and the spatial displacement (i.e. the
amount of upsetting) in the y-direction is illustrated. It can be observed that the local
plastic shrinkage in the upsetting zone reaches values up to 4%. Although the
maximum temperature along the irradiation path is kept nearly constant the process
is not quasi-stationary in the middle of the sheet. This can be clearly seen by
observing the plastic deformation as seen in Fig. 10.12a, which increases from the
starting edge of the sheet up to the position where the laser beam is switched off. In
addition to upsetting in the y-direction a slight bending upwards can be observed.
This bending is caused by an activation of TGM additionally to UM. Nevertheless
the bending angle is significantly smaller than the one achieved using the process
parameters of the model in Sect. 10.2.1: αb = 0.2°. This shows that it is not nec-
essary to distinguish between the thermal forming processes to set up a numerical
model for the calculation of the forming result. On the contrary, the calculation
result can be used to identify the activated mechanisms and to determine the
dominant one.

10.2.4 Buckling Mechanism

BM can be activated if conditions are similar to those which lead to the activation of
UM but the stiffness of the material in the heated region is not sufficient to prevent a
local buckling of the sheet. The main conditions are therefore: no temperature
gradient in the thickness direction and large size of the laser beam spot moving on
the surface of the specimen, compared to the sheet thickness.

In Fig. 10.13 bending of sheet material by activating BM is illustrated
schematically. At the beginning of the heating the thermal expansion εth in the
irradiated region is compensated for by an elastic compression εel of the sur-
rounding material: Fig. 10.13a. This produces compressive stress, which is nearly
constant over the thickness of the sheet. Local deviations in the thickness direction

Fig. 10.12 Numerical modelling of UM: Plastic deformation (a) and spatial displacement (b) in
the y-direction after reaching equilibrium temperature. Process parameters as in Fig. 10.11,
deformation scale factor: 25. The dashed lines indicate the initial state
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can produce forces perpendicular to the sheet, which lead to the formation of a
buckle. The thermal stress is converted to a convex deformation of the centre and a
concave deformation of the surrounding region. The centre region is deformed
plastically whereas the surrounding region is deformed elastically, because the
stress is higher and the yield stress is lower in the centre due to the higher tem-
perature. Due to the movement of the laser beam spot the buckle is elongated in the
movement direction as seen in Fig. 10.13b. With the elongation of the buckle the
elastic deformation, which is caused by the stiffness of the sides of the sheet,
decreases and the bending angle develops. After the laser beam spot has moved
over the total length of the sheet the elastic deformation has vanished and the
bending process is completed—Fig. 10.13c. Typical bending angles, which can be
generated by activation of BM are in the range of 0.1°–15°.

Due to the fact that the direction of the buckling depends on local deviation from
symmetry in the irradiated region it is difficult to predict the direction of the
bending. Causes which influence the direction can be small distortions of the sheet,
material inhomogeneities or residual stress, which exist in the material before
processing begins.

Analytical Modelling of the Buckling Mechanism
Vollertsen [9] presented an analytical calculation for the estimation of the

bending angle for BM. The geometrical model uses temperature-independent
material parameters and simplifications of the temperature field.

Considering the process phase where the buckle is fully developed but the side
regions of the sheet are still straight, allows calculation of the bending angle. Using
the definitions in Fig. 10.14 the bending angle αb can be calculated as

αb
2

=
l1
r1

=
l2
r2
. ð10:15Þ

Considering that the bending momenta are equal at the junction of l1 and l2 and
assuming that along l1 the material is purely plastically deformed and along l2
purely elastically, the radius r2 can be calculated as

Fig. 10.13 Schematic illustration of BM for sheet bending
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r2 =
Es0

3kf ðTmaxÞ , ð10:16Þ

where E is the elastic modulus at ambient temperature, s0 the thickness of the sheet
and kf(Tmax) the yield stress at the highest temperature reached in the irradiated
region. The length l2 can be calculated using the assumption that the total thermal
elongation of the sheet in the heated region is divided evenly between l1 and l2 (l2 is
significantly longer than l1 but along l1 the temperatures are higher) as

l2 = r2 sin
αb
2

� �
+

1
2

αthApl
2cpρs0vl

, ð10:17Þ

where αth is the thermal expansion coefficient, A the absorption coefficient of the
laser light on the surface of the sheet, pl the laser power, cp the specific heat
capacity, ρ the density, s0 the thickness of the sheet and vl the velocity of the laser
beam spot. The bending angle is now described by

αb
2

= sin
αb
2

� �
+

3αthAplkf Tmaxð Þ
4Es20cpρvl

. ð10:18Þ

To solve (10.18) with respect to αb the series expansion of the sine function up to
the second term is used. Including only the first term, i.e. sin x= x, would not be
sufficient because the bending angles for BM are typically about 10°. The resulting
bending angle is (radiant measure)

αb = 36
αthkf ðTmaxÞ

cpρE
Apl
vl

1
s20

� �1
3

. ð10:19Þ

Fig. 10.14 Schematic
illustration for the analytical
calculation of the bending
angle applying BM
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A verification of the analytical model is difficult, because the maximum tem-
perature and therefore the yield stress cannot be determined exactly. Additionally, a
possible upsetting before the buckle develops is not taken into account; it would
decrease the elongation of l1 and l2. The bending angles calculated by 10.19 are
therefore generally too large compared to measured bending angles.

Numerical Modelling of the Buckling Mechanism
Analogous to TGM, RSPM and UM, BM can be modelled numerically using

finite element methods. For the activation of BM the material properties chosen are
the same as for the activation of TGM and RSPM. Therefore the material param-
eters are: thermal conductivity = 40 W m−1 K−1, density = 8000 kg m−3,
Young’s modulus = 200 GPa, Poisson’s ratio = 0.3, thermal expansion coeffi-
cient = 15 × 10−6 K−1 and specific heat = 500 J kg−1 K−1. The yield stress was
modelled as temperature dependent: 400 MPa (0 °C), 100 MPa (1000 °C), 50 MPa
(1500 °C) and ideal plasticity has been assumed. The distribution of the laser beam
power inside the spot at the surface of the sheet is assumed to be even. The sample
geometry is: length 50 mm, width 100 mm and thickness 0.5 mm, which is 4 times
thinner than in the model for TGM, RSPM and UM (due to symmetry only half of
the geometry is modelled), the laser beam has a spot radius of 8 mm and the
transferred beam power is 500 W. The velocity of the laser beam spot on the sheet
surface was chosen as 25 mm s−1, which is the same as for the other mechanisms
modelled. No clamping that could generate additional forces is included in the
model. The numerical model was set up using the FEM-software ABAQUS with
16000 elements (8 node brick, type C3D8T). The coupled thermo-mechanical
simulation required about 100 min of calculation time on a PC with 4 GB RAM
and a 2.4 GHz Intel Core2 quad CPU using 3 cores.

In Fig. 10.15 the development of the temperature field and of the deformation of
the sheet can be observed. The deformation is scaled by a factor of 10. After 0.5 s
the temperature in the centre of the irradiation zone is about 600 °C and a buckle is
developing; see Fig. 10.15a. The initial model includes no asymmetries or residual
stress, which could influence the direction of the buckling. The asymmetric con-
dition perpendicular to the sheet surface is the laser beam heating, which is done
only from one side. A temperature gradient is therefore induced at the start of the
heating, which decreases with further irradiation of the sheet. Nevertheless, a
counter-bending (as described for TGM in Sect. 10.2.1) of the sheet occurs during
the initial phase of the process. This counter-bending moves the side regions of the
sheet away from the laser beam. At this time the critical conditions for buckling are
reached and the buckle develops upwards. The situation described can be gener-
alised: For ideal sheets (i.e. no material inhomogeneities, residual stress or initial
distortion) the counter-bending produces a bending in the opposite direction if BM
is activated rather than TGM. In Fig. 10.15b, c the buckle elongates in the x-
direction and also increases in height. Additionally to the bending in the y-direction
a significant local bending in the x-direction (i.e. the direction of motion of the laser
beam spot) can be observed. The stiffness of the side regions of the sheet prevents
the development of a bending angle in this direction. After the laser beam spot has
left the sheet and it has cooled down to ambient temperature the buckle has
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vanished and a bending angle of 4.7° (measured in the middle of the sheet) remains.
In Fig. 10.16 the final geometry and the residual stress, which is induced in the
sheet by the bending process, can be seen.

10.2.5 Residual Stress Relaxation Mechanism

The principle of RSRM is the fact that residual stress in a material can be relaxed at
increased temperature. Any thermal treatment (local or global) can therefore

Fig. 10.15 Numerical modelling of BM: Temperature field after 0.5 s (a), after 1.0 s (b) and after
2.0 s (c). Transferred laser beam power: 500 W, laser beam spot radius: 8 mm, laser spot velocity:
25 mm s−1, deformation scale factor: 10. The dotted lines indicate the initial state

Fig. 10.16 Numerical
modelling of BM: Residual
stress (von Mises). Process
parameters as in Fig. 10.15,
deformation scale factor: 10.
The dotted lines indicate the
initial state
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influence the residual stress field of a specimen. Global heating to a
material-specific annealing temperature will cause the residual stress to vanish with
ongoing annealing time. Nevertheless a fast or inhomogeneous cooling of the
specimen can produce new stress. A change of the stress field of a specimen
generally causes an instantaneous change of its shape. The relaxation of residual
stress therefore generally causes a deformation of the specimen. In contrast to the
thermal forming mechanisms described earlier, the driving force for the deforma-
tion is not generated during the process (i.e. the thermal stress for TGM, RSPM,
UM and BM), but already resides in the specimen before the process begins. It
follows that a repetition of the process will not cause the same (or nearly the same)
deformation. In contrast, for an ideal process, if the residual stress is relaxed
completely and no new stress is generated, no further change of the shape of the
specimen will be caused by repeating the process.

The use of RSRM for active bending processes is difficult because the residual
stress field of the specimen has to be known. This is only possible if the production
history of the component is known in detail. If the residual stress is mainly gen-
erated by preceding process steps in a production process chain it can be possible to
simulate the preceding steps and thereby gain knowledge of the residual stress field.
Measurement of the surface stress of a specimen will generally not be sufficient to
be able to determine the shape changes which will be caused by a relaxation of the
residual stress.

Even in cases in which the mechanism cannot be used for active forming of a
specimen, it nonetheless cannot be ignored when local laser beam heating is applied
in order to activate other thermal forming mechanisms. RSRM will be activated in
addition to the desired mechanism if residual stress is present and will influence the
forming result, at least at the beginning of the process. For multi-pass processes
(e.g. if a line is subsequently heated several times to activate TGM) the influence of
RSRM will decrease with every repetition of the process.

10.2.6 Martensite Expansion Mechanism

The principle of the bending of steel sheers with ferritic microstructure by activa-
tion of MEM is illustrated in Fig. 10.17. A laser irradiation on one side of the sheet
induces a temperature gradient in the thickness direction of the sheet, the same as
for the activation of TGM.

The different time-temperature cycles in the upper and the lower region of the
sheet can lead to the formation of different phases in the direction of the temperature
gradient. In the lower region the highest temperature reached is lower than in the
upper region; see Fig. 10.17a. During laser beam heating the critical temperature
for phase transformation (i.e. the formation of austenite) can be exceeded for a
sufficient time in the upper region of the sheet. In the lower region the highest
temperature reached is lower and the initial ferrite phase survives. Due to the
volume change from ferrite to austenite, shrinkage of the upper region occurs,
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which is the opposite effect from the counter-bending observed with TGM. When
the laser is switched off the irradiated region of the sheet cools down. For laser
beam processes the cooling rate can be high due to the self-quenching effect of the
surrounding regions of the sheet. In this case the austenite in the upper region
transforms to martensite. The volume change from austenite to martensite, which is
even larger than the one from ferrite to austenite, causes the upper region to extend.
This causes a bending of the sheet away from the laser beam.

An estimation of the upper limit for the bending angle αb can be done by
assuming a total transformation of the material in the upper region of the sheet (grey
zone in Fig. 10.18) from ferrite to martensite and neglecting the stiffness:

tan αb, max =
Δlm
s0

. ð10:20Þ

Values of αb,max can be of the order of magnitude of 0.1° [10] for a sheet
thickness of 5 mm and a width of the irradiated region of 6 mm. In practice the
stiffness of the material reduces the bending angle significantly. The measured
values for the bending angle are therefore one order of magnitude smaller in the
case described. Additionally, TGM can be activated which can reduce the bending
angle further, or even overcompensate the bending due to MEM.

10.2.7 Shock Wave Mechanism

SWM is based on the formation of laser shock waves [9, 16]. In contrast to the
thermal forming mechanisms described in this chapter SWM is a non-thermal

Fig. 10.17 Schematic illustration of MEM for bending of steel sheets

Fig. 10.18 Schematic illustration for the estimation of the maximal bending angle applying MEM
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forming mechanism, where the shock wave is the energy source for the forming
process. The forming behaviour can be compared to that of a high speed forming
process like electromagnetic forming or explosive forming. The sheet metal in the
laser stretch-forming process is wetted by a transparent liquid film in order to
generate confined plasma, placed on a die and clamped by a blank holder. In
Fig. 10.19 the plasma and shock-wave formation are illustrated.

A single excimer or CO2-laser pulse passes through the transparent liquid, hits
the surface of the sheet metal and causes the formation of a plasma bubble above
the surface. The explosion-like expansion of this bubble emits a shock-wave, which
exerts pressure on the sheet surface. The liquid increases this pressure significantly.
Due to the fact that the sheet is clamped by a die and blank holder (not shown in
Fig. 10.19) a hemispherical dome is formed.

Excimer laser stretch-forming by a single laser pulse usually leads to a uniform
dome shape using water as the film liquid [17, 18]. Multiple laser pulses can lead to
local deformations or to a perforation of the sheet. The local deformations could be
explained by the fact that the surface of the sheet is locally pre-damaged by the first
laser pulse, due to ablation. This leads to surface modification, resulting in higher
local absorptivity. The second laser pulse consequently causes significantly higher
ablation than the first laser pulse, which induces local thinning and can result in
perforation for multiple pulses.

10.3 Applications

Since the development of lasers in the 1960s a continuous flow of new applications
has occurred in all fields of production technology. Processes related to metal
forming have been implemented in tool making and tool repair, cutting of blanks
and formed parts and welding of blanks as well as laser assisted and laser induced
forming. The development of new generations of lasers has enabled new processes
to be very economical. New high power lasers, such as the diode laser [19, 20] and
fibre laser (with powers up to 17 kW and very good beam quality) [21] have been
developed and became efficient heat sources for applications on larger areas.

Fig. 10.19 Schematic illustration of SWM
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In some fields of micro engineering laser bending is already in or ready for
industrial use: fields which have benefited include the adjustment of electronic
components (e.g. reed switches [22]), precision engineering, optics and mecha-
tronics—particularly for mass production [23, 24]. For large scale applications laser
bending processes can be integrated into production lines (e.g. for high volume
automotive application [25]). Processes are under development which can even
comply with the rigorous demands of the aircraft industry [26].

In the remainder of this section some general possibilities for the application of
laser bending or forming processes are described as examples. The focus lies not on
particular applications, but on the systematic use of the activation of bending
mechanisms for different purposes.

10.3.1 Plate Bending

This is possibly the application of laser forming which has been investigated most;
see for example [27–29]. The laser beam spot is moved over the surface of a sheet
metal to activate TGM. The movement can be done mechanically, which has
limitations in the speed of the movement, or by using a scanner system, with which
velocities of the laser beam spot of about 1 m s−1 can be realised. Not only can a
simple bending of a sheet along a bending edge be done with this technique, but
also the forming of complex shapes with different local curvatures, as shown if
Fig. 10.20. The shape has been generated by a heating of multiple lines using a
CO2-laser with a scanner, starting on the left hand edge of the sheet. The total
bending angle of the geometry is larger than 180°; a mechanical forming would

Fig. 10.20 Laser-bent steel
sheet. Laser beam power
4.5 kW, beam velocity
1500 mm s−1, distance
between irradiation lines
2 mm, 3 irradiations per line,
carbon coating, sheet
thickness 0.8 mm, material
hot-rolled steel
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have required several deformation steps in addition to geometry-dependent tools to
produce the same result.

Even though the bending angle that can be achieved by one irradiation is not
very large (∼2° for TGM, 0.1° for UM), the ability to repeat the process and
achieve nearly a constant bending angle per irradiation cycle when applying TGM,
UM or RSPM allows for the formation of large bending angles. In Fig. 10.21 a box
is illustrated which is created by bending a sheet at the dashed lines; the initial
geometry is shown in Fig. 10.21b. At each line the sheet was irradiated 50 times
with a fibre laser in combination with a scanner system, which produced the
bending angle of 90° visible in Fig. 10.21a. The bending angle per irradiation cycle
was therefore 1.8° applying TGM. Due to the use of a scanner system no movement
of the sheet and no special clamping were necessary. The only clamping needed
was a small weight in the middle of the sheet.

10.3.2 Tube Bending/Forming

The bending of tubes can be done by the application of the upsetting mechanism
similarly to the situation in Fig. 10.10 but with a direction of motion of the heat
source in the longitudinal direction of the tube, indicated by the dashed line in
Fig. 10.22a. The heated part of the cross-section of the tube is shortened by the
activation of UM, which leads to a bending of the tube. The bending radius can be
controlled by varying the induced laser power or the velocity of the laser beam spot.

Laser forming of tubes can be used not only for bending the tube, but also for
forming of the cross-section by activation of TGM, as described by Osakada et al.
[30] and illustrated in Fig. 10.22b. In this example three scanning regions (each
with a range of 30°) where heated using a 50 W pulsed Nd:YAG laser (1 kW peak

Fig. 10.21 Box produced by laser bending (a) and sheet geometry before bending (b). Laser
beam power 100 W, 50 irradiations per side, spot size 0.03 mm, beam velocity 500 mm s−1,
stainless steel (1.4310)
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power, pulse length 1 ms, laser beam spot diameter 0.8 mm, pulse frequency
50 Hz). The heating was done by irradiating multiple scan lines with an angular
distance of 0.2° and a scanning velocity of 40 mm s−1. The material used was
stainless steel (18Cr-8Ni) with outer diameter of the tube 20 mm and wall thickness
0.5 mm. As a result, a combination of convex and concave sections of the
cross-section of the tube can be achieved. With this method a complex shaped
cross-section can be formed without the need of special tools and, even more, the
shape of the cross-section can be modified along the length of the tube.

10.3.3 High Precision Positioning Using Actuators

Many applications have an increasing demand for high precision positioning,
especially in the ongoing miniaturisation of functional parts in electronic, optical
and mechanical devices. For high precision adjustment special structures can be
included in the design of components, which allow movement in different spatial
directions and around different axes by applying UM, TGM or RSPM [31, 32].
Using devices known as actuators accuracies in the sub-micron range can be
reached [33]. A simple actuator geometry is the bridge actuator. It consists of a
sheet with a recess, so that the free side of the sheet (right hand side in Fig. 10.23) is
attached by two bridges with the stationary part. If one bridge is heated by laser
irradiation UM can be activated and the bridge will be shortened, which leads to
bending around the recess (see bending angle αb in Fig. 10.23).

In order to optimise the design of actuators appropriate modelling is necessary.
Widłaszewski [34] describes an analytical-numerical model for the calculation of
the bending angle. The model assumes a one-dimensional heat flux in the irradiated
bridge and uses some simplifications for the calculation of the stress state and the
amount of plastic deformation. These assumptions are similar to the ones described
for the analytical models in Sects. 10.2.1–10.2.4. A satisfactory accuracy for the

Fig. 10.22 Schematic illustration of tube bending (a) and forming of the cross-section (b)
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description of the deformations of the bridge actuator can be achieved if the actuator
geometry complies with the assumptions and restrictions. A more detailed model is
presented in by Sakkiettibutra and Vollertsen [35] where the temperature, stress and
strain field is calculated numerically. The numerical model allows for a detailed
investigation of the process, with which the dependency of the bending angle on the
induced laser power and heating duration can be determined.

10.3.4 Straightening of Weld Distortion

For many applications in aircraft and shipbuilding industries thin sheet-metal
structures with reinforcements have been used to reduce weight. The production of
these has the general problem of deformation of the outer surface caused by the
welding process, where deformation appears locally in the weld region as well as
globally. The reason for this deformation is illustrated schematically in Fig. 10.24a.
The welding process induces local tensile residual stress, which leads to bending
along the weld lines similar to bending due to TGM.

Fig. 10.23 Schematic illustration of a bridge actuator

Fig. 10.24 Schematic illustration of the straightening of the weld distortion of a T-joint
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Engler [36] described a method for correcting this distortion. By locally heating
the surface of the sheet opposite the reinforcement as shown in Fig. 10.24b, local
tensile residual stress is induced at the outer surface of the sheet by line heating with
activation of TGM, which compensates for the bending caused by the welding
process. The applicability of this method was proved by numerical modelling and
experimental realisation of the welding and straightening of a titanium lightweight
structure for use in the aircraft industry.

10.3.5 Thermal Pre-stressing

Thermal treatments of steel components with the goal of hardening often result in
distortion by releasing the residual stress (activation of RSRM), which is introduced
into the specimen during the preceding processing steps. A correction of this dis-
tortion after the hardening can only be done by grinding and is therefore limited.
This means that the prevention or compensation of distortion in the production
process of components is preferable. Causes of distortion can be found in every step
of the manufacturing process chain. In Fig. 10.25 the simplified production process
chain according to Hoffmann et al. [37] of steel components (e.g. gear wheels) is
illustrated. Towards the end of the process chain—in the hardening heat treatment
—the distortion potential, which is generated in the preceding steps, is released. The
final step—grinding—can only be used to correct very small distortion.

As an additional process step thermal pre-stressing can be used to manipulate the
distortion potential of the component before the heat-hardening treatment [10]. At
this position in the process chain TGM, MEM and RSRM can be activated and have
to be taken into account in order to minimise the final distortion of the component at
the end of the process chain. Thermal pre-stressing can be done by local heating of
the component with a laser beam that is moved by means of a scanner system as
illustrated in Fig. 10.26. Local heating induces a temperature gradient inside the
component which can activate TGM and MEM. RSRM can additionally be acti-
vated during the thermal pre-stressing and the heat-hardening treatment. The
combined activation of different mechanisms and the fact that multiple process
steps have to be taken into account to determine the final distortion make it difficult

Fig. 10.25 Simplified production process chain for steel components with distortion manipulation
enhancement (thermal pre-stressing)
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to choose optimal process parameters for the thermal pre-stressing. The only pos-
sible way to predict the dependence of the distortion on the process parameters is by
numerical modelling in which the model has to include the evolution of the
micro-structure (i.e. phase changes) in addition to the thermo-mechanical
calculation.
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Chapter 11
Femtosecond Laser Pulse Interactions
with Metals

Bernd Hüttner

Abstract A new era of fundamental research and its application to surface pro-
cessing has been created by the invention of femtosecond laser pulses. Theoretical
aspects of these processes are considered in this chapter. The differences between
these very short pulses and the more conventional longer pulses are discussed,
including the electron-electron scattering time and the non-equilibrium electron
distribution. The material properties of objects exposed to femtosecond laser pulses
are discussed with particular reference to their optical and thermal properties. The
problem of determining the electron and phonon temperature distributions is
addressed by means of the two-temperature model and the extended
two-temperature model.

11.1 Introduction

The invention of femtosecond laser pulses opened a new era of basic research and
surface processing. Laser ablation, the removal of matter by means of a laser beam,
is one of the most promising technologies among femtosecond laser applications,
because the ablation physics of extremely short pulses is very different from that of
longer laser pulses. During the last 30 years great advances have been achieved
both in theoretical descriptions and in experimental investigations. Nevertheless, a
complete understanding of the whole process is not available yet. This is due to the
complicated nature of the process. One has to take into account not only the
processing conditions but also the material properties like, for example, absorption,
heat conduction and plasma formation. These properties are, however, in many
cases not given by their steady state values, or cannot be described by equations
derived under the assumption of local thermal equilibrium. They are modified due
to the lack of equilibrium that is characteristic of ultrashort time laser material
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interaction. Both the optical and the thermodynamic properties of the solid are
affected by the modifications. In addition, the presence of strong nonlinear pro-
cesses caused by the temperature dependence of quantities like the absorption or the
electronic thermal conductivity makes the problem no easier.

Today several laser systems are available for the generation of fs laser pulses.
For example, Ti:sapphire, dye, excimer and free electron lasers are among those. In
the following, however, attention will be restricted to the examination of the Ti:
sapphire laser because it is used in most experiments but also with the aim of
making a comparison between different experiments more transparent. Furthermore,
in many experiments the same pulse duration of τL =100 fs was often used but not
always the same wavelength. In the ground mode the Ti:sapphire laser possesses a
working range of about λ=650 nm (1.91 eV) to λ=1100 nm (1.13 eV). Compared
to the rare-earth doped gain materials like Nd:YAG or Nd:YLF this is very broad
and results from the expanded gain bandwidth of the Ti3+ ion. The maximum gain
and laser efficiency is achieved, however, around 800 nm. In noble metals the
optical properties are usually not very sensitive to a variation of the wavelength in
this range. For aluminium, however, one has to be careful because it possesses an
interband transition and therefore a drastic change of the reflectivity emerges
around 820 nm as can be seen in Fig. 11.1.

Another important aspect is that femtosecond lasers can deliver very high
intensities in the focal spot of up to I = 1020 W cm−2 at present. The light pressure
p = I/c at this intensity is p = 3× 1015 Pa = 30 Gbar. This is more than a thousand
times higher than the typical value of Young’s modulus for metals.

Even at much lower intensities, say I = 1014 W cm−2, interesting phenomena
appear both for basic investigations and technological applications. In a very small
volume, calculated as the laser spot size times skin depth, the electrons can reach
temperatures of some ten thousands Kelvin during the laser pulse while the lattice
basically remains thermally undisturbed. Photoemission of electrons starts if the

Fig. 11.1 Reflectivity of
gold, silver and aluminium
between 1 and 2 eV. Data
taken from [45]
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electron kinetic energy becomes larger than the work function. After the termina-
tion of the laser pulse the phonon temperature can rise rapidly close to or even
above the critical temperature caused by the phonon emission during the energy
relaxation of the electrons. The metal is then in an unstable nonequilibrium state
leading to ejection of material driven by the high critical pressure followed by a
rapid quenching. Therefore, a great part of the absorbed laser energy can be
removed from the bulk during the ablation process by the ejected material. This is
the origin of one of the great advantages of femtosecond laser applications com-
pared to nanosecond lasers, since the dissipation of energy due to thermal con-
duction plays a minor role. The remaining heat affected zone therefore becomes
quite small and only very little collateral damage may appear. Depending on the
process conditions, this can be used for the processing of smooth and sharp
structures in practically any material. Moreover, the optimum ablation efficiency,
defined as the ratio of the volume of ablated matter to the laser pulse energy, was
found for femtosecond lasers [1].

11.2 What Is Different Compared to Longer Pulses?

11.2.1 The Electron-Electron Scattering Time

The phenomena of femtosecond laser interaction with metals are drastically dif-
ferent from those related to laser pulses longer, say, than 100 ps. There is no sharp
boundary between the two pulse ranges because it depends on the material and the
property under investigation. Nevertheless, it will be assumed that long pulse
behaviour is established if a local thermal equilibrium exists between the electron
and phonon subsystems during the laser pulse; equivalently, both systems have the
same local temperature. This implies that for ultrashort laser pulses the electron
temperatures are higher than the phonon temperatures because the electromagnetic
laser fields couple only with the electrons. Indeed, the electron temperature can
increase to values far above the critical temperature of metals. In this way, the
electron-electron scattering, usually of less importance than the electron-phonon
scattering time as a result of Pauli’s exclusion principle [2], becomes significant or
even dominant. In the frame of the Fermi liquid theory, the electron-electron
scattering time is defined by

τe− e =
1

a E−EFð Þ2 + b kBTeð Þ2 =
1

β E−EFð Þ2 + 4π2T2
e eVð Þ

h i ð11:1Þ

where the constants a and b are independent of the electron energy, E, and the
electron temperature, Te. For normal transport, remembering T = 300 K corre-
sponds to 0.03 eV, the electron energy is very close to the Fermi energy, EF,
leading to a rather large value for the electron-electron scattering time. In the case of

11 Femtosecond Laser Pulse Interactions with Metals 343



laser excitation, however, the electron energy is approximately Fermi energy plus
photon energy. Consequently, the denominator may become large and, therefore,
τe− e small. Furthermore, since electron temperatures of some thousand degrees
Kelvin are quite normal for femtosecond laser metal interaction, the second tem-
perature dependent part also contributes remarkably to the reduction of the scat-
tering time. Physically speaking, far above the Fermi energy the phase space for
scattering is huge and is essentially not restricted by Pauli’s principle since there are
a lot of empty places available for scattering events. Figure 11.2 shows, as an
example, the electron-electron scattering time of gold for three energies above the
Fermi energy as a function of the electron temperature; the value for the constant β
has been taken from Parkins et al. [3].

From Fig. 11.2 it can be concluded that the electron-electron scattering time for
high temperatures becomes quite short and has, therefore, been taken into account
explicitly in the consideration of the interaction of femtosecond laser pulses with
metals. In the following, many examples will be found of changes in the behaviour
of properties that can be traced back to the enhanced effect of the electron-electron
scattering time.

Although laser energy is absorbed by the electrons in a thin layer for both long
and ultrashort pulses with an optical penetration depth that is typically of the order
of 10–20 nm, there is a large difference in the energy density near the surface.
There are two quite different causes. First, it is well-known that absorption increases
slightly with temperature in metals for frequencies far away from interband tran-
sitions. For aluminium at wavelengths of about 800 nm, however, the greatest part
of the absorption is governed by the interband transition, which is decreasing with
the phonon temperature due to band broadening [4]. This effect, however, has to be
taken into account for long pulses only because, on the femtosecond scale, the
phonon temperature is changed little or not at all. On the other hand, the increase of
the electrical resistivity caused by stronger electron-electron scattering for fem-
tosecond pulses can even induce an increase in absorption [5, 6]. Experimentally,

Fig. 11.2 Electron-electron
scattering time of gold for
three laser energies as a
function of electron
temperature
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such changes can be seen in transient thermal reflectivity pump and probe mea-
surements in which the metal is heated with a strong pump laser and the change of
reflectivity is detected; in most cases this is done at another wavelength, by a weak
probe laser at the surface. For very thin films, one can also determine the transient
thermal transmission by the same method at the rear.

Note that the absorption of the pump laser is not measured, only the optical
response at the probe wavelength. There are, however, also measurements with the
same wavelengths for the pump and probe laser but with different angles of inci-
dence [7]. Figure 11.3 presents an example of the relative change of the reflectivity
of gold film (180 nm) pumped by a 400 nm Ti:sapphire laser and probed at
800 nm. The pulse duration in the experiment was 130 fs (FWHM) and the energy
for the excitation was 4.8 µJ [8]. The theoretical curves have been calculated with
the equations provided by Hüttner [6] where the electron and phonon temperatures
were either evaluated by means of the extended two temperature model (ETTM) [9]
or with the more familiar two-temperature model (TTM) [10]. The differences
between these models will be discussed in more detail in Sect. 11.4.

The second factor is related to the electronic thermal diffusivity defined by

ke = λe ̸ce, ð11:2Þ

the ratio of the electronic thermal conductivity to the electronic specific heat. From
this quantity which is of the order of 100 cm2 s–1 for metals at room temperature,
the thermal diffusion length,

Lth =
ffiffiffiffiffiffiffiffiffiffiffi
2keτL

p
, ð11:3Þ

can be estimated to be approximately 45 nm for τL =100 fs but as 1.4 µm for
τL =100 ps.

Fig. 11.3 The relative
change of the reflectivity, R
(t)/R(t = 0), of aluminium
after excitation with pulse
energy of 4.8 µJ at 400 nm
with a pulse duration of
130 fs (FWHM) probed at
800 nm. The points are values
measured by Funk et al. [8]
and are compared with
theoretical calculations; for
details see text
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Consequently, for the same delivered laser pulse energy, the mean energy
density is significantly higher in the femtosecond case because of a much smaller
heated volume and by potentially increased absorption. The same will clearly be
true for the electron temperatures after a short thermalisation time of the order of a
few multiples of ten femtoseconds mainly caused by the electron-electron
scattering.

11.2.2 The Nonequilibrium Electron Distribution

As mentioned above, the electron and phonon temperatures can be very different in
the case of femtosecond laser pulses; the difference between them depends on the
heat energy exchange coefficient. This important quantity will be discussed in more
detail in the next section. There is a contrast with the case of longer pulses where
both temperature distributions are comparable. In addition, after excitation with
femtosecond pulses the electrons have a nonequilibrium distribution whereas for
longer pulses they are governed by the Fermi-Dirac distribution. It is important to
note that the occurrence of the nonequilibrium distribution is not dependent on the
laser intensity, as seen in experiments [11] where the electron temperature increased
only by about 20 K. The reason is the excitation discussed above of the electrons in
energy band states higher than the Fermi energy. Figure 11.4 presents a
time-resolved photoemission spectroscopy of the time evolution of the electron
energy distribution following ultrashort laser pulse excitation of a gold sample [12,
13]. The 30 nm gold film was excited with a photon energy of 1.84 eV, a fluence of
F = 300 ± 90 µJ cm−2 and a laser pulse duration of 180 fs. The deviations from
the Fermi-Dirac distribution up to 1.84 eV can be seen clearly in the figure. The
electron-electron scattering time is given in the paper in a slightly modified form,
τe− e = τ0 EF ̸E−EF½ �2. If one substitutes in this equation the experimentally
determined value τ0 = 5 fs and EF = 5.53 eV [2] one obtains τe− e =11.2 fs in good
agreement with the room temperature value from Fig. 11.1.

The authors model the nonequilibrium distribution by assuming that it is com-
posed of a thermal and a nonthermal part. The thermal part is described by the
Fermi-Dirac distribution. For the other, they choose a nascent distribution as the
initial condition together with the additional assumption of an instantaneous exci-
tation at t = 0 fs. Another theoretical explanation without these assumptions for the
time dependence of the relaxation of the nonequilibrium distribution has been
published by Hüttner [14]. The key point in this work consists of a combination of
the development of the Boltzmann equation up to the second order together with the
calculation of the electron temperature by means of the ETTM. For this purpose a
photon operator, first proposed by Zinoviev et al. [15], has been incorporated in the
Boltzmann equation. The resulting theoretical curves are plotted in Fig. 11.5.

A closer inspection of Figs. 11.4 or 11.5 reveals a further remarkable feature.
The maximum of the electron temperature appears at times long after the
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termination of the laser pulse. The agreement between the experimental and the-
oretical curves is satisfactory although the maximum of the temperature appears a
little bit later in the theoretical calculation. The enhancement of the temperature at
later times is a consequence of the heat wave, predicted by the ETTM, and the
concomitant reflection of the temperature wave from the rear side. The slight dis-
crepancy between experiment and theory can have several causes. It may reflect a
weakness of the ETTM or it could be a result of the relatively large experimental
uncertainty of 30% in the absorbed fluence.

Fig. 11.4 Electron energy distribution function versus energy with 120 µJ cm−2 absorbed laser
fluence at five time delays. The dashed line is the best Fermi-Dirac fit and the corresponding
electron temperature Te, is shown. The vertical scale is in units of the density of states. Reprinted
with permission from [12]. Copyright 1992 by the American Physical Society

Fig. 11.5 Theoretical electron energy distribution function vs energy with 300 µJ cm−2 absorbed
laser fluence at five time delays. The dashed line is the Fermi-Dirac function and the corresponding
electron temperature Te is shown
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Nevertheless, a maximum of the electron temperature after the laser pulse cannot
occur in a diffusive model as given by the classical equation of heat conduction.
This point will be considered in detail below when the evaluation of the electron
and phonon temperatures is discussed.

11.3 Material Properties Under Exposure to Femtosecond
Laser Pulses

In the preceding section some changes of material properties under the special
conditions of femtosecond laser pulses were sketched. This will now be extended
for both the optical and thermal properties.

11.3.1 Optical Properties

The calculation of all optical properties is practicable if one knows the complex
dielectric function of the metal as a function of the photon frequency and of the
electron and phonon temperatures. It should be noted that the dielectric function
becomes implicitly time dependent as a result of its dependence on the tempera-
tures. Using the familiar relation between the complex dielectric function and the
complex frequency dependent conductivity,

ε ω, Te,Tph
� �

= ε0 + i
4π
ω

σ ω,Te,Tph
� �

, ð11:4Þ

the problem is shifted to the determination of the complex conductivity for the case
of local thermal nonequilibrium. Since noble metals have no interband transition
close to the range of Ti:sapphire wavelengths the free electron model, as dealt with
in textbooks on solid state physics, this offers a good starting point. One has,
however, to bear in mind that the usual temperature (local thermal equilibrium)
must be replaced by the electron and phonon temperatures and that
electron-electron scattering has to be included. As is well-known, the real and
imaginary part of the refractive index, respectively, are related to the complex
dielectric function by

n ω, Te, Tph
� �

=Re
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε ω, Te, Tph
� �q� �

, k ω,Te, Tph
� �

= Im
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε ω,Te, Tph
� �q� �

.

ð11:5Þ

The absorption depth and the absorption, respectively, are connected with (11.5)
and (11.4), respectively, by the expressions
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δ ω,Te,Tph
� �

=
c

ω k ω,Te, Tph
� � ,A ω,Te,Tph

� �
=1−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε ω,Te, Tph
� �q

− 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε ω,Te, Tph
� �q

+1

�������
�������
2

. ð11:6Þ

The modified equations for all optical quantities were derived and evaluated in
the case of gold in [6]. Unfortunately, the terms are rather long and so will not be
repeated here. The interested reader is referred to the original paper. To give an
indication, the results for the absorption in Fig. 11.6 are reprinted and the relative
changes of the quantities at the end of the laser pulse presented in Table 11.1. The
laser data used for the photon energy, pulse duration and absorbed intensity were
ω = 1 eV, τL = 500 fs, Iabs = 10 GW cm−2 and Iabs = 20 GW cm−2, respectively,
and a top-hat profile was applied for the time dependence of the laser pulse for the
calculations. In this way, the intrinsic time dependence of the properties can be
assessed more easily because it is not masked by the shape of the laser pulse. The
time dependence of the electron and phonon temperature was determined by means
of the ETTM and then inserted in the optical equations. The cusp of the absorption
reflects the sharp cut-off of the top-hat profile. In the case of Drude absorption σ
was replaced by the Drude conductivity

σD =
ne2τD Tph

� �
m

ð11:7Þ

depending explicitly only on the electron-phonon scattering and implicitly on the
phonon temperature.

Table 11.1 reveals that the greatest relative change, an increase by a factor of
almost 20, appears in the case of the absorption. Such an enhancement and the
corresponding decrease of the reflection have been observed in many experiments
[16–18].

Fig. 11.6 Absorption of
gold: full and dashed curves
display the theory up to a
second, dash-dotted curve
Drude’s theory (depending
only on Tph)
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One should, however, be careful in a direct comparison of the theory with the
experiment because there are differences in the materials; polycrystalline metals
with rough surfaces have a higher absorption at room temperature in contrast to
theoretical single-crystalline ones with perfect smooth surfaces. Furthermore, the
probe wavelength may be different and/or much larger delays of some tens to some
hundreds of picoseconds between pump and probe may be used.

Nevertheless, the changes demonstrate in a clear manner the effect of decoupling
the electron and phonon temperatures. They also demonstrate the fact that the
electron-electron scattering rate becomes comparable or even greater than the
electron-phonon scattering rate with increasing electron temperatures and starts to
dominate the interactions.

11.3.2 Thermal Properties

The properties of the specific heat, thermal conductivity and thermal diffusivity of
the electrons will be discussed next. It follows from the Fermi-Dirac distribution
that the specific heat of free electrons is given by

ce =
π2

2
nk2kB
EF

Te ð11:8Þ

where n is the electron density and kB the Boltzmann constant. Such linear tem-
perature dependence is used in almost all papers for the calculation of the electron
temperatures although at very high temperatures deviations may appear. Band
structure calculations of gold revealed that the value of the specific heat near
Te = 10000 K is about 2.5 times larger than (11.8) would produce [19]. The
enhancement follows from a thermal excitation of the d-band electrons 2.2 eV
below the Fermi energy. Analogous calculations for other metals were not reported.
Starting from the expression of the thermal conductivity of a gas one can derive a
simple linear relation between the electronic thermal conductivity and the electron
temperature,

Table 11.1 Relative change, Δx/x = [x(τL) − x(0)]/x(0), of the electron and phonon temperature
(Te, Tph), the real and imaginary part of the conductivity (σ’, σ’’), the dielectric function (ε’, ε’’)
and the refractive index (n, k), the absorption depth (δ) and the absorption (A) for I = 10 GW cm−2

(second line), and I = 20 GW cm−2 (third line), respectively

ΔTe
Te

ΔTph
Tph

Δσ′
σ′

Δε′′
ε′′

Δn
n

ΔA
A

σ′′
σ′′

Δσ′′
σ′′

Δε′
ε′

Δk
k

Δδ
δ

15.94 0.100 5.67 5.67 5.79 5.88 −0.042 0.042 −0.018 0.018
29.23 0.127 14.73 14.73 16.20 17.59 −0.208 0.210 −0.086 0.094
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λ= λ0
Te
T0

. ð11:9Þ

The same expressions can be obtained from the Wiedemann-Franz law,
λ= σTL0, where σ is the electrical conductivity and L0 the Lorenz number.
Although relation (11.9) is used in many papers one has to be very careful since it is
only valid for a restricted temperature range up to few thousand Kelvin. Better
equations applicable for a wider temperature range were proposed in [20, 21]. In the
latter paper the thermal conductivity was calculated by a Sommerfeld expansion up
to the second order including the electron-electron scattering time, (11.1). The
equation reads

λe = λLTE
TeGðTeÞ

Tph 1+ z Te,Tph
� �� � 1+

1

GðTeÞ2
π2k2BT

2
e

24E2
F

+
7πk4BT

4
e

480E4
F

� 	( )
. ð11:10Þ

The prefactor λLTE is the conductivity related to the case of local thermal
equilibrium (Te = Tph) without the contribution of the electron-electron scattering
and is given by

λLTE =
π2

3
k2B
e2

TphσD; ð11:11Þ

the function G(Te) and z(Te, Tph) are defined by

G Teð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−

π2k2BT2
e

12E2
F

−
7π4k4BT4

e

360E4
F

s
. ð11:12Þ

and

z Te,Tph
� �

=
τD
τTe

=4π2τDβT2
e ð11:13Þ

where τTe is the temperature dependent part of the electron-electron scattering time.
The result for gold is plotted in Fig. 11.7. The full curve represents the electronic

short-time temperature dependence as a function of the electron temperature at a fixed
phonon temperature of Tph = 300 K where λ1 and λ2 stand for the first and second
order contributions respectively. A deviation from the linear increase predicted by
(11.9) (dotted curve) can be recognised around 1000 K and for temperatures above
about 2000 K a completely different behaviour appears. The lower full curve is the
calculated thermal conductivity if both temperatures are equal as happens during
measurement under steady state conditions. The good agreement with the experi-
mental values (o) taken from Weast [22] confirms the correctness of the constant β,
(11.1), and underlines the necessity of already including the electron-electron scat-
tering in the case of local thermal equilibrium, Te = Tph = T. Considering
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electron-phonon scattering only, one obtains the curve indicated as the Wiedemann-
Franz prediction, for which values for the thermal conductivity are too large.

11.3.3 Electronic Thermal Diffusivity

The electronic thermal diffusivity is defined in (11.2) where the large difference for
the thermal diffusion length between femtosecond and picosecond laser pulses was
estimated. The dependence of the electronic thermal diffusivity of gold on the
electron temperature is plotted in Fig. 11.8. The phonon temperature has again been
fixed at 300 K using the fact that on time scales of a few 100 fs the phonons are
almost unaffected.

The decrease of the diffusivity with increasing electron temperatures is a direct
result of the corresponding decline of the electron-electron scattering time due to
the temperature dependent part of (11.1). There is, of course, a positive feedback to
the temperature itself because a decreasing diffusion length induces a stronger
confinement of the energy close to the surface and therefore a further enhancement
of the temperature. The thermal diffusivity can also be written as ke = v2τ in one
dimension where v is the Fermi velocity of the electrons, in contrast to the thermal
velocity of classical particles not dependent on the square root of the temperature.

The information needed for the calculation of the electron and phonon tem-
perature distributions in a metal during and after the interaction with a femtosecond
laser pulse has been assembled, and their determination can now be considered.

Fig. 11.7 Thermal conductivity of gold as a function of the electron temperature. The upper full
curve shows the first and second order contribution for fixed Tph = 300 K. The dotted curve
presents the behaviour according to (11.9). The dashed-dotted curve is the second order
contribution. The lower full curve is the first and second order contribution for the case of local
thermal equilibrium (Te = Tph). The Wiedemann-Franz curve corresponds to (11.11). The
experimental results are given by (o)
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11.4 Determination of the Electron and Phonon
Temperature Distribution

11.4.1 The Two-Temperature Model

The two-temperature model is widely used for the calculation of the electron and
phonon temperatures after interaction with ultrashort laser pulses. In its present
form it was introduced by Anisimov et al. [10]. The main idea, the description of
the electron and phonon subsystems by different temperatures, can be traced back,
however, to Kaganov et al. [23]. One is able to reduce the treatment of the problem
to one spatial dimension as long as the diameter of the laser focus is much broader
than the skin depth or the electron thermal diffusion length as estimated in
Sect. 11.1. Even for a spatial Gaussian pulse it has been shown that the radial
temperature gradient can be neglected compared to the gradient in the normal
direction [16]. This is, of course, not valid for arbitrarily long times but these are not
of interest for femtosecond laser pulse experiments. The two temperature equations
are written usually in the following form,

ce Teð Þ ∂Te
∂t

−
∂

∂x
λe Teð Þ ∂Te

∂x


 �
= S x, tð Þ− hex Te −Tph

� �
cph

∂Tph
∂t

= hex Te − Tph
� �

.

ð11:14Þ

This is a nonlinear, inhomogeneous system of coupled differential equations for
the electron and phonon temperatures where S(x, t) is the source term and hex is the
heat exchange coefficient. The neglect of phonon diffusion in the second equation is

Fig. 11.8 Electronic thermal
diffusivity of gold as a
function of the electronic
temperatures. The phonon
temperature was taken as
300 K
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justified due to the smallness of the phonon temperature gradient compared to the
gradient of the electron temperature and by the fact that the electron thermal
conductivity is about two orders higher than in the phonon case. The source term
can be written as

S x, tð Þ= 1−Rð Þαe− αxI0gL x, tð Þ ð11:15Þ

where R is the reflectivity, α the absorption coefficient, I0 the maximum of the laser
intensity and gL(x, t) a function describing the spatial and time dependence of the
laser pulse.

The essential new quantity in (11.14) is the heat exchange coefficient given by

hex =
3ℏ
πkB

⟨Ω2⟩Λe− phγe. ð11:16Þ

It is very remarkable that the product of the averaged square of the phonon
frequency and of the electron-phonon coupling constants, ⟨Ω2⟩Λe− ph, is an
important parameter in the theory of superconductivity [24]. In this way, a deeper
understanding of the properties of metals from very low to very high temperatures
is obtained. As a rule of thumb, good conductors have small electron-phonon
coupling constants, low superconducting transition temperatures and modest heat
exchange coefficients and vice versa. The third quantity in addition to the constants
is the coefficient of the electronic specific heat. Values for the heat exchange
coefficient are listed in Table 11.2. If the first equation of (11.14) is divided by the
electronic specific heat, ce(Te), Allen’s temperature relaxation time [25] is found on
the right-hand side.

τe =
ce Teð Þ
hex

=
γeTe
hex

, ð11:17Þ

which is proportional to the electron temperature since hex can be regarded as
constant in most cases. Deviations from it appear if d-band electrons are involved as
already discussed for the electronic specific heat. The temperature dependence was
observed in experiments [26, 27].

As can been seen from (11.14) the left hand side of the electron part corresponds
to the parabolic heat conduction equation (the classical Fourier law). This equation,
however, as discussed in many papers has a well-known shortcoming, namely the
infinite speed of propagation of heat. Consequently, the energy is transported away
from the surface faster in diffusive models, e.g. the TTM, compared to the ETTM,
so lower temperatures are obtained close to the surface compared to the ETTM for
the same experimental conditions. One has to state, however, that such a difference
in the temperature is not sufficient to distinguish between the models or even to
prefer one of the approaches. Indeed, some authors conclude that the TTM is able to
describe the transport on a femtosecond scale also [28, 29]. Other authors, however,
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come to the conclusion that the TTM fails on a subpicosecond time scale [12, 27,
30]. An experimental result that can definitely not be explained by the TTM is the
ballistic transport of electrons. In this case the mean square of the thermal dis-
placement of the electrons is proportional to the square of the time. In contrast, a
diffusive model like the TTM predicts that the mean square is proportional to the
time. By measuring the travel time as a function of the thickness of gold films a
linear time dependence was observed with a thermal velocity of the electrons of
about 70% of the Fermi velocity [31]. Although the ETTM possesses a principal
solution with a ballistic behaviour at very short times as shown by Metzler and
Compte [32], the calculated thermal velocities are only of the order of 10–20% of
the Fermi velocity.

Table 11.2 The coefficient of electronic specific heat, the mean square of phonon frequencies, the
electron-phonon coupling constant, the heat exchange coefficient, the temperature relaxation time
(11.16), Drude’s relaxation time (11.7), the thermal conductivity and the absorption coefficient of
some selected metals. The data for γe, λe and τD are taken from Ashcroft and Mermin [2], the other
values from Brorson et al. [46] if not otherwise stated; α is determined from values in American
Institute of Physics Handbook [47]

Metal γe ⋅ 10−5

(J cm−3 K−2)
⟨Ω2⟩

(meV2)
Λe−ph hex

(GW cm−3 K−1)

Au 6.7 178 0.15 26
Ag 6.5 344 0.12 35
Cu 9.7 377 0.1 94
Al 12.7 0.43 380a

Nb 71.7 275 1.04 3888
Pb 16.0 31 1.55 122
Ti 8.5 601 0.54 1207
V 117.7 352 0.82 5571
W 13.7 425 0.26 259
Metal τe (T = 300 K)

(fs)
τD (T = 273 K)
(fs)

λe
(W cm−1 K−1)

α × 105

(cm−1)

Au 773 30 3.1 7.31
Ag 557 40 4.18 8.56

Cu 310 27 3.85 7.60
Al 100 8 2.38 11.00
Nb 55 4.2 0.52 4.78
Pb 366 1.4 0.38 6.66
Ti 21 0.4 0.22 6.30
V 63 0.9 0.31 5.10
W 159 4.2 1.74 4.34
aFisher et al. [5]
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11.4.2 The Extended Two-Temperature Model

The ETTM is based on the hyperbolic heat conduction equation and predicts,
therefore, that heat travels in damped waves. Comprehensive collections of papers
related to this subject were published by Joseph and Preziosi [33, 34]. The basic
idea can be traced back to Maxwell [35] who derived Fourier’s law with an
additional term

τ
∂q ⃗
∂t

+ q ⃗= − λ∇T . ð11:18Þ

In his discussion of the result he dropped the first term of (11.18) with the
statement, “The first term may be neglected, as the rate of conduction will rapidly
establish itself.” Maxwell’s conclusion may have been justified then, but it is not so
on the femtosecond time scales that are of interest now. Later this term was
rediscovered independently from each other by Vernotte [36] and Cattaneo [37]
with the aim of eliminating the “paradox” of the infinite speed of propagation of
thermal phenomena. A modern derivation of (11.18) is provided by the theory of
extended thermodynamics [38]. Using (11.18) and the energy conservation con-
dition, the electron system is seen to be governed by the equations

τ
∂qe⃗
∂t

+ qe⃗ = − λe Teð Þ∇Te

∇qe⃗ +
∂ue Teð Þ

∂t
= S x, tð Þ− hex Te −Tph

� � ð11:19Þ

where ue Teð Þ=0.5γeT
2
e ue Teð Þ is the internal energy of the electrons. The phonon

part is unchanged and corresponds to the second equation of (11.14). After some
manipulation to eliminate the heat flow in favour of the temperature one gets the
following system of coupled differential equations,

τ
∂
2ue Teð Þ
∂t2

+
∂ue Teð Þ

∂t
−

∂λe Teð Þ
∂x

∂Te
∂x

− λe Teð Þ ∂
2Te
∂x2

= 1+ τ
∂

∂t


 �
S x, tð Þ− hex 1+ τ

∂

∂t


 �
Te −Tph
� �

cph
∂Tph
∂t

= hex Te − Tph
� �

ð11:20Þ

It should be noted, however, that (11.20) can only be derived in this form if τ is
taken as constant since otherwise the term ∇τq ⃗̇e cannot be cancelled. Equa-
tion (11.20) is a hyperbolic partial differential equation similar to the telegraph
equation and therefore predicts the existence of temperature waves. In the limit as τ
tends to zero, it becomes the classical parabolic equation of heat conduction.
Several ways of deriving a non-Fourier heat equation are proposed in the literature.
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An illustrative example is to assume a non-local relation between the heat flow and
the gradient of temperature, e.g.,

q ⃗ tð Þ= −
Z t

−∞

λ t− t′
� �

∇T t′
� �

dt′. ð11:21Þ

If the memory kernel is defined as

λ t− t′
� �

= λ
1
τh
exp −

t− t′

τh


 �
, ð11:22Þ

the first equation of (11.19) is found immediately by differentiation with respect to
the upper bound of the integral in (11.21). Physically this means that the generation
of a heat flow occurs with a characteristic time τh because it cannot be established in
arbitrarily short times. Up to this point, by and large, there is a consensus in the
literature, but very different answers exist to the question of what the characteristic
time τh is. Zhang et al. [39] say τh is the relaxation time needed for the target
temperature to reach a new equilibrium after the surface experiences a very high
temperature gradient; they estimate its value to lie in the range from 10−14 to 10−8 s
for homogeneous materials. Other explanations are that τh is the mean free time in
the energy carrier’s collision process and is calculated by dividing the mean free
path by the energy carrier’s speed [40]; this gives, for example, a time of 10−12 s for
nickel. Alternatively, τh is the free electron relaxation time in metals corresponding
to τD (Tph) of (11.18) [41]. These times are quite short as can be seen from
Table 11.2. The first equation of (11.19) has been derived from the Boltzmann
equation in [14] where it was shown, furthermore, that τh corresponds to Allen’s
temperature relaxation time, (11.17). This time appears quite naturally on the right
side of (11.20) if the whole expression is divided by ce(Te). In this way, as few
assumptions as possible are made in the sense of Ockham’s razor or the “law of
succinctness”. A more physical motivation is provided by the following consid-
eration. After the excitation, the temperature as an intensive quantity is approxi-
mately the same over the range of optical penetration. The specific heat of the
electrons is, however, an extensive quantity proportional to the electron density.
Due to the exponential decrease of the absorbed energy (Beer’s law), the specific
heat has an exponential distribution after the excitation and therefore it is higher
close to the surface than it is deeper inside the metal. Consequently, it takes more
time for the temperature to relax near the surface than further away from it, causing
the build-up of an electron temperature gradient.

From Table 11.2 one can see that there are great differences between the tem-
perature relaxation times of metals. From the discussion above it is clear that the
ETTM reduces to the TTM in the limit τh = τe = 0. Therefore, the temperature
distributions found from the two models become closer the smaller τe is and vice
versa. This conjecture is in agreement with experimental observations. For exam-
ple, Yoo et al. [42] found for the same laser conditions that the peak temperature of
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the electrons is 1660 K for copper but only 580 K for niobium. The phonon peak
temperatures showed the opposite behaviour namely 360 K for niobium and 344 K
for copper. The reasons for it are: (1) it takes a longer time for energy relaxation
from the electrons to the phonons to occur for copper than for niobium. Therefore,
hot copper electrons can move a greater distance before they lose their energy. For a
fixed energy an increase in volume means, of course, a decrease in temperature.
(2) Niobium has a higher specific heat for the electrons but a smaller one for the
phonons compared to copper. The first property reduces the electron temperature,
the second increases that for the phonons.

Figure 11.9 shows a comparison of the experimental results taken from Wang
et al. [19] with the theoretical calculations based on the ETTM or the TTM using
both the linear thermal conductivity model, (11.9), and the nonlinear one, (11.10)
[43].

The gold sample with a thickness of 500 nm has been irradiated with two almost
identical pulses at different delay times Δt as indicated in Fig. 11.9. The theoretical
curves were calculated for two delays (Δt = 0 and Δt = 1.25 ps) by means of the
extended two temperature model (ETTM) both with the linear approximation for λ
(dashed curve) and with the nonlinear expression (solid and dashed-dotted curve).
The horizontal curve corresponds to the maximal electron temperature reachable
with the single laser pulse I1. For two delayed pulses this means that the temper-
ature produced by the first pulse has relaxed completely before the second pulse
arrives. As can be seen from the experiment this takes more than 1.25 ps. The
agreement with the theory for one pulse (maximum of the dashed-dotted curve) is
satisfactory. The same is true for two pulses with zero delay (solid curve). For the
linear relation (dashed curve), however, the electron temperature stays well below
the maximum because transport into the metal is too fast at high electron temper-
atures. The TTM (Δt = 0, dotted curve) gives values that are too low even if we
take into account the nonlinear thermal conductivity. The physical origin lies in the
implicit prediction by the model that a temperature gradient arises instantaneously.
Now we are in a position to understand the physical origin of the two theoretical

Fig. 11.9 Maximum electron
temperature of gold as a
function of the delay time,
experimental (•) and
calculated behaviour; for
details see text
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curves in Fig. 11.3. The change of reflectivity is mainly determined by the tem-
perature dependent part of the electron-electron scattering time. Due to the delay for
heat transport in the ETTM higher electron temperatures are achieved at the surface
compared to the TTM. Consequently, the change in reflectivity is more pronounced.
The slower decrease of the electron temperature in Fig. 11.3 compared to Fig. 11.9
is caused by the higher intensity and by the smaller film thickness.

11.5 Summary and Conclusions

In this chapter some aspects of the interaction of femtosecond laser pulses with
metals has been considered and compared with the effects of longer pulses. The
most important point is, perhaps, that metals exposed to femtosecond laser pulses
are no longer in local thermal equilibrium. On short time scales the electron and
phonon subsystem are decoupled and may have very different temperatures. For the
description of this phenomenon the TTM was introduced about 40 years ago.
However, as also stated by others, “one should say that the two-temperature model
is derived under the assumption that the classical Fourier law describes the electron
and phonon energy transports. It is applicable for times that are longer than the
characteristic relaxation time τe within the electron gas. This time depends on the
electronic temperature (i.e. the laser fluence). It typically comprises a few hundred
femtoseconds” [44].

Moreover, the electrons are governed by a nonequilibrium distribution and not
by the Fermi-Dirac distribution even for low intensities. In many cases, depending
on the value of the electron temperature relaxation time, the parabolic heat con-
duction model (TTM) is no longer suitable for the determination of the electron
temperature distribution and should be replaced by the ETTM. In this way, the
electron temperature no longer possesses the usual diffusive spreading but follows a
wavelike behaviour damped by phonon emission. For thin metal films, not con-
sidered here for lack of space, this may be of special importance because of the
reflection of the wave at the rear. Furthermore, the electron-electron scattering, even
though of minor significance in solid state physics under steady state conditions,
becomes important for high electron temperatures in particular. Many thermal and
optical properties are drastically changed in the case of thermal nonequilibrium (Te
≠ Tph) and often have nonlinear temperature dependence.

Finally, it should be mentioned that only some selected aspects and problems of
the interaction of femtosecond laser pulses with metals have been considered. The
distinctions between experiments performed in air or vacuum, plasma formation,
the determination of thresholds for ablation and many other phenomena, have not
been discussed. Nevertheless, femtosecond lasers are a very promising tool for
material treatments on small spatial scales.

Experimental investigations and theoretical considerations have gone a long way
in the last four decades very successfully, but both are long way from providing a
complete understanding.
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Chapter 12
Meta-Modelling and Visualisation
of Multi-dimensional Data for Virtual
Production Intelligence

Wolfgang Schulz

Abstract Implementing a virtual production system is challenging. Production
systems are constrained by different dynamical market changes and characterised
by complex general and machine specific interactions, uncertainties and unknowns.
These complications make predicting the behaviour by any deterministic computer
model not only inaccurate but sometimes misleading, e.g. if the range of a model’s
applicability is not sufficiently well identified. Thus it is crucial to implement a
virtual production system that supports learning from data and existing knowledge
in the iterative design of models and their range of applicability—such a systematic
design approach integrates real versus virtual data with digital versus human
creativity and intelligence. The theory of design oriented thinking adapted for
manufacturing favours fast iteration in digitised design cycles instead of optimi-
sation in one step, offers knowledge exploration using intuitively operating intel-
ligent tools, enhances interactive communication and learning capabilities, finally
leading to a concept called Virtual Production Intelligence. Making data accessible
to creativity by Meta-Modelling and visualisation techniques are the fundamental
and functional parts of such a concept respectively.

12.1 Introduction

Over the few last decades, shorter product life cycles, a global price competition,
expensive resources, and more rapidly changing market demands put production
companies in a turbulent environment when making their work flows more efficient
and scalable as well as providing reliable and cost-effective responses to
unpredictable market changes [1]. In order to cope with these challenges,
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production recently moved progressively into the computational field better to
understand, predict, and mainly to formulate a design theory adapted to complex,
technical processes and socio-technical production systems. In production indus-
tries, computational approaches are already established which enable the first steps
towards “digitalisation” in particular by applying visualisation techniques like
“Virtual Reality” applications in automotive industries [2]. In the context of the
Industry 4.0 Conference, business processes and smart services in particular are
becoming more and more digital [3].

For the extraction of information from experimental and simulation data for
design purposes during research and development, numerous tools become part of a
new concept in production, namely virtual production intelligence. Virtual pro-
duction intelligence dedicated to the design of a real production system is then
composed of the global information about a virtual production system mentioned
above, and in addition interactive communication between industrial developers
and skilled researchers.

A corresponding virtual production system is based on the unification of real and
virtual worlds, bringing together experimental evidence of technical know-how and
theoretical knowledge about the process (Fig. 12.1). The application of mathe-
matical methods, procedures and systematic approaches precisely adjusted to
extracting information for a virtual production system is needed to inspire devel-
opers to empathise and foster ideation, so that analysis and prediction lead finally to
a prototype design; this process is called Meta-Modelling.

Fig. 12.1 The meta-modelling approach unifies data from real and virtual world generating
process maps and visual design tools/apps establishing an interactive communication between
industrial developers and skilled researchers improving the know-how of developers and
operators. Reproduced from [4] with the permission of T. Al Khawli
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Here one has to distinguish between the general meta-modelling approach to
scientific design and the metamodel as one of the outcomes of meta-modelling.
A Metamodel is an approximation model that mimics the input-output behaviour of
a real process using original data from diagnosis, experiment and numerical sim-
ulation up to a required accuracy—the metamodel is a descriptive model. Running a
metamodel, also known as a surrogate model, is not only faster but also enables
global exploration and the application of mathematical methods within a
multi-dimensional parameter space—the metamodel is a predictive model.

Since a virtual production system consists of machines performing technical
processes by meta-modelling, a virtual image, namely a metamodel specific to the
underlying technical process, is first generated and extended iteratively until the
design objectives of both the real and the virtual world are achieved. It is worth
mentioning that it is advantageous that the metamodel iterated in this way becomes
a “virtual shadow” instead of a “virtual twin”. A virtual shadow reveals only
selected properties of the system, which are relevant to the criteria of the output.
Such a virtual image is specific to a selected process and a selected parameter range;
it is represented by the relation between input and output quantities and is called a
metamodel.

Meta-modelling includes multi-dimensional sampling of the parameter space,
analysis and visualisation approaches for generation, evaluation and visual explo-
ration of a metamodel [4, 5]. Currently existing metamodels are accurate surrogate
models of solutions or virtual data from physically based mathematical models
evaluated by using results from experiments. In the future more elaborate methods
have to developed to combine real data and creative “digital guesses” in addition.
Meta-modelling of multi-dimensional data relations however finally needs dense
enough data for interpolation from the related fast, minimal, but adequate data
sources.

12.2 Implementing Virtual Production Intelligence

Implementing a virtual production system on the highest level including economic,
ecological, and social effects is a severely challenging task. Real production systems
are never fully predictable, being constrained by different dynamical market chan-
ges, and characterised by complex interactions with so many uncertainties and
unknowns. These complications make predicting the behaviour of any deterministic
computer model not only inaccurate but until now it might also prove misleading [6].

However, implementing a virtual production system that offers tools to support
systematic discovery of knowledge as an aid to understanding manufacturing
machines, is seen to be not only challenging but also manageable. From the
technical perspective of sub-systems, the complexity can be reduced to its main
functional characteristics and an interaction law that can be described by physical or
other formal models. This leads to a new concept called Virtual Production Intel-
ligence [7].
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Decision making for competitive production in high-wage countries is a daily
challenge where well known rational and empirical methods are used. The theory of
design and decision making processes is an intriguing discipline spanning all sci-
ences. However, there are gaps in understanding the impact of known mathematical
and procedural methods on the application of rational choice theory [8]. Following
Benjamin Franklin’s rule for decision making formulated in London in 1772, which
he called “Prudential Algebra” meaning prudential reasons, one of the major
ingredients of meta-modelling can finally be identified leading to one algebraic
value which labels the results (criteria settings) of alternative decisions (parameter
settings) [9]. As a result, model reduction avoiding any unnecessary complexity is
one key to the meta-modelling approach which finally relies on fast but minimal
though adequate data sources.

During the 1980’s, virtual prototyping was successfully introduced to the
engineering community to optimise the design process in the most efficient way,
thus allowing the designer the flexibility to involve as many disciplines, objectives,
and computational processes. Virtual prototyping involves computer-aided design
(CAD), computer-automated design (CAutoD) and computer-aided engineering
(CAE) software to predict fundamental design problems as early as possible in the
design process. Thus, if inexpensive simulation tools are available, then before
going into production, new products can first be designed on the computer followed
by the simultaneous prototyping of different concepts and the selection of the
best [10].

However, the process of learning from the results of simulation is more difficult
when the simulation becomes more expensive e.g. the computational time as well as
the number of parameters increases. This leads to the need for more efficient
approximating models, calledMetamodels. The main idea of these metamodels is to
find a fast, cheap approximate model which is a surrogate for a more expensive
simulation and can be used to describe the relationship between the process
parameters (the input) and the criteria desired as output [11].

Once a rapidly responding metamodel has been generated with from moderate
number of computer experiments, it offers the possibility of making predictions at
additional untried inputs, and thus conventional engineering tasks such as optimi-
sation, sensitivity analysis, or design space exploration become possible easily due
to the numerous number of evaluation runs that can be performed in a short time.

12.3 Meta-Modelling Providing Operative Design Tools

Meta-modelling in general is as an approach used to find out how to improve the
underlying model derived by standard modelling and simulation approaches and to
control the error of the resulting process simulation. Suitable process models are
physics-based mathematical models as well as empirical or formal models which
generate numerical output from selected input data. Hence meta-modelling can also
be seen as a modelling approach which tells us how to build a process model by
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creating efficient information structures for data aggregation, retrieval and
exploitation using dedicated mathematical methods and visualisation methods. The
main outcome of meta-modelling is fast access storage of the solution of an
underlying process model and is called the metamodel describing the input-output
relation of a specific process.

The resulting metamodel can be seen as a computational look-up table for the
relation between input (parameters of the process) and output (criteria of the
process).

The metamodel facilitates error control strongly due to fast detection of the area
of applicability of the underlying process model. Metamodels enable the generation
of process maps (Fig. 12.2 hyperslices, Fig. 12.5 extremal paths) for global
exploration and optimisation within a multi-dimensional parameter space. The
metamodel allows the creation of (i) computer based analysis and exploration for
business administrators, engineers and even students; (ii) better understanding of
the underlying behaviour of the process; (iii) new possibilities for knowledge

Fig. 12.2 Example of a set of four “process maps” used for the optic design in laser cutting. The
arrows indicate parameter changes towards smaller waviness of the melt flow at the apex of the
cutting front. Reproduced from [18] by permission of W. Schulz and AIP
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transfer between scientists experienced in the virtual world and users implementing
the knowledge gained in the real world.

A metamodel provides a continuous approximation of the original sparse data.
Having in mind that the process is defined on a multi-dimensional space of
parameters and due to the usually low number of real or virtual experiments which
can be performed, it is important to distinguish “sparse data” available from
experiments and “dense data” needed for continuous approximation. It is worth
mentioning that even the mathematical modelling and the more comprehensive
numerical simulations also only produce sparse data because of the large compu-
tational time necessary for a single result.

The process of learning from sparse, discrete data is a common problem that
arises in many scientific disciplines. The focus is to find a rule that helps to realise
or deduce information about the process from a given set of data. However, the
process of learning from simulation results becomes more difficult when there are
insufficient data. This happens when simulation time as well as the number of
parameters increases. Meta-modelling can be seen as a method for scientific model
design since going beyond the actual range of applicability is triggered by revealing
the discrepancies between current understanding and real world data. Rigorous
detection of the range of applicability of the current metamodel under iteration by
comparison with experimental data is a relevant advantage of multi-dimensional
analysis. Last but not least, mathematical analysis in addition to topological
characterisation of the input-output relation can be carried out straightforwardly.
Analysis of global sensitivity measures such as the Elementary Effect for screening
the parameters and variance decomposition methods for calculating the Sobol
indices [12, 13] are typical results. As a consequence, the decision process can be
facilitated by not only giving the optimum parameter set but additionally by
its robustness with respect to deviations of the parameters from the optimum.
Topological characterisation beyond Reeb graphs [14] well-known from medical
imaging by Computer Tomography CT are based on the Morse-Smale Complex
resulting in “extremal paths” in parameter space connecting all the extrema of a
scalar valued input-output relation. Such an extremal path is also called the integral
line following the steepest gradient between two adjacent extrema. Moving along
an extremal path the parameters change simultaneously. If there are more than two
extrema within the selected parameter ranges then the collection, or complex, of all
the extremal paths looks like a spider’s web in parameter space [15] connecting the
relative extrema with lines of steepest gradient (Fig. 12.5). Gerber provided an open
source package called HDViz [16] to generate a discrete Morse-Smale (MS) com-
plex approximation based on the k-Nearest Neighbur graph for a multi-variate
scalar function.

By using information about the extremal paths a data-driven method for model
reduction seems likely. By removing the extremal path of lowest persistence and
repeating this strategy, a single extremal path (a strongly reduced low dimensional
relation between input and output values) can finally be achieved, giving hints
about the dimensionality of the extremal paths. Step-wise coarsened data or
step-wise higher persistence level suggest how to build a reduced model which
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avoids any unnecessary complexity. Moreover, groups of parameters can be
identified which change dominantly along the extremal path of highest persistence.

Currently, a final outcome of meta-modelling is represented by operative design
tools, namely visually accessible “process maps” (Fig. 12.2) and fast “visual design
tools/apps” (Fig. 12.3) targeted to attract more skilled developers and operators.
These design tools are improving the decision making in process development as
well as production planning. By interactive communication these tools are intended
to bring together and foster feedback driven by synthesis between researchers and
developers representing the two strands of creativity, scientifically-inspired thinking
driven by analytical skills, and design-inspired thinking; they are often seen as
opposites but can in fact complement each other [17].

For an example of the use of two-dimensional slices in parameter space derived
from the process map, see Fig. 12.2. Fundamental research in modelling and
simulation showed that increasing the beam diameter in the feed direction should be
beneficial in avoiding shadowing of the laser radiation due to the waviness of the
melt flow. Beam shaping is carried out to get experimental evidence for the
shadowing effect and to demonstrate the consequence at the apex, at least, of
the cutting front in laser cutting. As the ripples with largest amplitudes are due to
resolidification of melt waves thus reducing the melt wave amplitude; they are also
expected to reduce the ripple-forming instability. This idea inherently leads to the
concept of a laser beam with elliptic cross-section. The question to be answered for

Fig. 12.3 Laser focusing optics derived from the metamodel: the beam parameters that have been
extracted from the process map as being optimal can directly be transferred to optic design
parameters. Reproduced from [18] by permission of W. Schulz and AIP
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a good design is which diameters wx,wy the beam should have, and at which
position with respect to the work piece surface the focal points corresponding to the
chosen beam diameters should be placed. The two focal positions of the astigmatic
laser beam are parameterised by the focal position fp and the Astigmatism A. For an
elliptical beam, the beam radii wx, wy and the astigmatism A are directly related to
the focal lengths f1, f2 of two cylindrical lenses and the distance L between those
lenses (Fig. 12.3).

Together with the beam quality M2 which gives a measure of the beam diver-
gence, this makes five parameters to choose optimally—an ideal task for the sliced
process map presented in Fig. 12.2. The meta-modelling concept can demonstrate its
strength by visualising the so called “Hyperslices” of the metamodel. The parameter
space is sliced at a given full set of parameters called the current “seed point”
indicated with a star in Fig. 12.2. The change of the criteria in the environment of the
current seed point indicates the most advantageous direction of change for the seed
point together with the expected improvement in the criteria [18].

Experimental evidence from diagnosis and theoretical knowledge from detailed
numerical simulation results obtained by means of the meta-modelling concept are
seen to provide reference data for metamodel evaluation as well as fast, effective
simulation tools, instead of being dead ends in the search for understanding,
ideation and design decisions (Fig. 12.4). In extracting the relevant information
from the metamodel, the dimension of the parameter space may be reduced simi-
larly to when applying Buckingham’s-Theorem. The Principal Component
Decomposition is used to group the most relevant parameters [19]. Knowing the
principle components gives sound suggestions towards finding reduced models.

The metamodel makes it possible to find the extremal path in parameter space by
analysing the highest persistence level of a Morse-Smale Complex (Fig. 12.5).

Fig. 12.4 Example of a Visual Design Tool developed for taper design of effusion cooling
channels in laser drilling. Experimental evidence obtained from diagnosis and theoretical
knowledge from simulation provide reference data for a metamodel. Extracting the relevant
information using the fast and efficient “Visual Design Tool” enables interactive communication
and fast iteration design cycles
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Meta-modelling offers one of the five well-known methods for model reduction
which is based on the data relation,

• along the integral line of the Morse-Smale Complex of highest persistence level
(data-driven model reduction);

• instead of scaling different physical processes (physical model reduction)
• by mathematical analysis of differential equations (mathematical model

reduction);
• by numerical reduction such as “Proper Orthogonal Decomposition POD”

(numerical model reduction);
• by empirical guesses.

Finding the extremal path based on the Morse theory [15, 16, 20] is formulated
by solving

dlðsÞj
ds

=∇f l sð Þð Þ

for the integral line l sð Þ in parameter space, where the smooth function f lð Þ
(Fig. 12.5b) starts and ends at critical points x= c ∇f xð Þjx= c =0

� �
of the function

f. The data y(x) of the two-dimensional x = (x1, x2) Rosenbrock function
(Fig. 12.5a) have one absolute maximum at x1 = 0, two relative maxima and one
absolute minimum.

The integral line with highest persistence level of the set of integral lines
(Fig. 12.5c) is constructed by lowering the data y(x) from the monotone environ-
ment around the relative extrema (x1, x2) = (−2,−1) as well as (x1, x2) = (−2, +2)
until the interpolated new data y’(x) finally have integral lines of higher persistence
level and the two relative extrema of the original data are no more resolved. It is
straightforward to apply the method to higher dimensional functions and the visual
representation of the extremal path is carried out as a function of the two principal
components with highest sensitivity, while the remaining parameter values can be
visualised alphanumerically as numbers.

Fig. 12.5 The data y(x) of the two-dimensional x = (x1, x2) Rosenbrock function (a), the extremal
paths (b) of the related Morse-Smale Complex also called integral lines of lowest persistence level,
and the extremal path (c) of highest persistence level. Reproduced from [4] with the permission of
T. Al Khawli
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As result of data-driven model reduction the extremal path of highest persistence
can be calculated much faster and gives the relation of the multi-dimensional
parameter combinations along the selected extremal path. Moreover, the principal
components and their relation along the extremal path give hints to identify an
analytical model and to formulate a much faster emulator.

Reducing the complexity, fast, minimal, but effective Visual Design Tools can
be identified enabling interactive communication and fast iterative design cycles
(Fig. 12.4). Obviously, there are two ways to use the visual design tool, improving
interactive communication in development and education with Customer Simula-
tion Tools CST, and Educational Simulation Tools EST respectively. The benefits
are in real-time and save the actual availability of information about iteratively
improved data at every time and every location [18].

12.4 Meta-Modelling by Smart Sampling
with Discontinuous Response

The first step in meta-modelling is to guess or estimate a function, called the
metamodel, from some representative input-output pairs with little or no knowledge
about the structure of the response function. In general, the metamodel is repre-
sented by functions of the form f :ℝp →ℝ which maps the p-dimensional parameter
space ℝp to the univariate criterion space ℝ. A metamodel is characterised by a
weighted compromise between the five relevant user-predefined quality criteria,
[4, 21], namely:

i. Accuracy: the measure of deviation of output values predicted by the meta-
model from the original data;

ii. Robustness: the degree of accuracy to be achieved for different structures of
the original data;

iii. Timing: a measure of the computational time required for generating a
metamodel is important having in mind that different output criteria or new
parameter ranges are of interest,

iv. Sensitivity of parameters: the capability of extracting information regarding
the structure of the solution such as the main effect, interaction effect and
variance of the input parameters on the output criteria;

v. Ease of implementation.

Given the source of the original data, the objectives, the set of input parameters
and output criteria as well as the lower and upper bounds for the parameter space, a
metamodel can be generated. Finally sampling the data to generate a continuous
approximation, either a one-shot approach or an iterative approach can be applied.
When the sampling points are generated all at once, the meta-modelling approach is
called a one-shot approach.
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An important research issue is associated with sampling when the iterative
approach is adopted in meta-modelling: how to obtain sufficient accuracy from a
metamodel with a reasonable small number of sampling points. The answer is given
by the Sequential Approximate Optimisation (SAO) technique [22]. The iterative
SAO technique reduces the number of simulation runs, and at the same time
maximises the information gain at every sampling step by adding appropriate
sampling points until a predefined termination criterion is satisfied. The metamodel
is constructed iteratively by adding new sampling points in the sparse region of the
parameter space, efficiently improving the quality of the metamodel.

In many manufacturing processes, the functional relationship between the input
parameters and the output criteria is discontinuous. A topological change happens
for example in cutting applications, where a material cut-through defines a hyper-
surface describing the discontinuity in the parameter space separating a cut-through
region, which is also called feasible region, from the incomplete-cut region. When
applying interpolation in meta-modelling to responses with a discontinuity, where
the domain of interpolation is the full parameter space and contains the discontinuity,
it can produce very poor fits because a metamodel is generally constructed from fully
steady basis functions. As a result, two different functions are defined, the inter-
polation F(x) of the original data in the feasible region and a classification function
C(x) on the full parameter space. The continuous classification function C(x) is
introduced by assigning the criterion values C(x) = 1 in the feasible region,
C(x) = −1 in the infeasible region (the region which is not feasible) and linear with x
in the so-far unresolved region, also called the uncertain region.

The task is to approximate the function f ðxÞ, x∈ − 7, 7½ � by a meta-model
function fD(x) and an initial classification function C(x). The initial sampling data
set Tat the initial sampling points xi (dots in Fig. 12.6 with xi, = i = 1,…,4) and
output values yi = f(xi) generate an initial classification. Classification is performed
by splitting the parameter space into a feasible region Ψ1, yi =1 > 0 and an
infeasible region Ψ2, yi = − 1 ≤ 0 and setting a classification function C(x).

The sampling data set T of n data elements represents the input parameters xi and
the output values yi = f(xi) and is defined by

T = xi, yið Þf gni=1

Fig. 12.6 Reference function f(x), meta-model function fD(x) and classification function C(x) of
the initial sampling data set T. Reproduced from [4] with the permission of T. Al Khawli
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A criterion value fdisc is set by the user to represent discontinuity and to dis-
tinguish the feasible from the infeasible region, e.g. in sheet metal cutting a cut
through is called feasible. The sampling data are split according to the value fdisc
into two data sets, namely a feasible data set TF of only those parameter values xi
where a cut through is achieved which is used for interpolation, and a data set TC
used for classification containing all the sampled parameter values, namely feasible
and infeasible parameter values:

TF = xFi , yFið Þf gnFi=1 TC = xCi , yCið Þf gni=1

Here nF is the number of feasible sampling data, and n is the number in the full
data set. The values yC of the classification vector are set to yC = −1 that corre-
spond to the infeasible parameter values xi, or scaled to yC = 1 that correspond to
feasible parameter values xi.

An approximation technique for mapping the discrete sampling vector y to a
continuous relation fFðxÞ: y− fFðxÞ= ε, namely the metamodel, is one of the most
common problems that arise in many scientific disciplines. The original data in the
set T are replaced by a metamodel fFðxÞ= ∑n

i=1 wihi xð Þ for the feasible region
where the set of basis functions hi(x) located at the ith sampling point xi can be
chosen out of the class of Radial Basis Functions RBFs which are centred at the
sampling points xi and increases or decreases monotonically according to the dis-
tance x− xik k from the sampling point.

Using the multi-quadric function defined by

hi xð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 +

x − xið ÞT x − xið Þ
r2

s

the shape parameter r controls the width of the basis function and has to be
determined by the averaged distance d of the sampling points

d=
1
n
∑
n

i=1
di

The weights wi are found by minimising the summed least-squares with regu-
larisation parameter λ

min
wi

∑
n

i=1
yi − fF xið Þð Þ2 + ∑

n

i=1
λw2

i

� �

The explicit solution for the weights wi is given by

w= HTH + Λ
� �− 1

HTy
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where H, Λ, y are defined as

H=

h1 x1ð Þ h2 x1ð Þ ⋯ hn x1ð Þ
h1 x2ð Þ h2 x2ð Þ ⋯ hn x2ð Þ

⋮ ⋮ ⋱ ⋮
h1 xnð Þ h2 xnð Þ ⋯ hn xnð Þ

2
664

3
775, Λ=

λ 0 ⋯ 0
0 λ ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ λ

2
664

3
775, y=

y1
y2
y3

2
4

3
5.

The set of RBFs is similar to a three-layer, feed-forward neural network. It
consists of an input layer, which is modelled as a vector xi of the sampling point
positions, a hidden layer that contains RBFs and an output layer, which is the
metamodel fF(x) of the original data set (Fig. 12.7).

Performing the classification task of splitting the parameter space Ψ1 into a
feasible (yi > 0) and an infeasible region Ψ2 (yi > 0) can be done by applying
Cover’s theorem [23]. The parameter space Ψ containing all the original training
data xC is said to be separable if there exists a vector wC of weights such that

CðxÞ= ∑
n

i=1
wCihCi x − xCk kð Þ>0, x∈Ψ1,

CðxÞ= ∑
n

i=1
wCihCi x − xCk kð Þ<0, x∈Ψ2,

where Ψ1 contains all feasible data from the set TF and all the data which are not
feasible are inΨ2. The discontinuity separating the parameter space is then defined by

CðxÞ= ∑
n

i=1
wCihCi x − xCk kð Þ=0.

The values C(x) are normalised to unity and hence a first order linear spline basis
function hCi xð Þ

hCi xð Þ= x− xij j

Fig. 12.7 The metamodel
fF(x) of the original data set is
similar to a three-layer,
feed-forward neural network.
Reproduced from [4] with the
permission of T. Al Khawli
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is appropriate to represent the classification function C(x). Merging the classifica-
tion function C(x) and the interpolation fF(x) of the feasible region, the metamodel
fD(x) reads:

fD xð Þ= fFðxÞ if CðxÞ > 0
fdisc if CðxÞ ≤ 0

�

where the value fdisc can be chosen to be separate from the value of the interpolation
fD xð Þ, fdisc ≠ fF xdiscð Þ.

There are three ways to enhance the quality of the metamodel, by adding data
points in the currently sparse feasible region to improve interpolation accuracy, by
adding sampling points next to the discontinuity near the value fdisc to reduce the
extent of the uncertainty region, and by removing sampling points to decrease the
computational time spent on evaluation runs. Smart sampling by adding new
sampling points can be carried out by introducing a density function D(x), which
was proposed by Kitayama [24] using the equation

D xð Þ= ∑
n

i=1
wDihDi x − xCk kð Þ

In order to achieve a density function that decreases monotonically between the
sampling points, the gaussian basis function hDi xð Þ the ith data point x = xi is
introduced instead of a multi-quadric base function. The Gaussian basis function
and the width rG were chosen by Nakayama [25] to be

hD xð Þ= exp
x2

r2G

� �
, rG =

dmaxffiffiffiffiffiffiffiffiffiffi
n ⋅ pn

p

where the width rG is related to the distance dmax between the ith data point x = xi
and its farthest neighbour as well as to the numbers of sampling points n and
dimension p of the parameter space.

To maximise the density function and minimise the extent of the uncertainty
region simultaneously is the subject of a multi-objective optimisation problem
(Fig. 12.8). To get a fast meta-model with no unnecessary data points, further
iterations include dropping sampling points, which is the third optimisation crite-
rion discussed by Al Khawli [4].

The presence of trade-offs between two or more conflicting objectives has to be
taken into account, which might not have a unique solution, instead, they may give
a set of alternative solutions. These solutions, which are called a Pareto-optimal set
of solutions or non-dominated solutions are optimal in the sense that there exist no
other solution that could improve any of the objectives without worsening at least
one of the other objectives. Sorting genetic algorithms are appropriate for solving
such multi-objective optimisation problems. Population based genetic algorithms
are multi-objective problems with constraint handling based on a non-dominated
sorting procedure and elitism, which is the process of keeping high fitness indi-
viduals to preserve favourable genetic information.
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Improving the metamodel with respect to the main five quality criteria [4, 21] is
a challenging and intriguing task. Changing the number or position of the sampling
points by some smart sampling strategy or adjusting the interpolation method in
some way such as changing the width of the basis function or the basis function
itself are some current ideas.

12.5 Global Sensitivity Analysis and Variance
Decomposition

The metamodel is adapted to provide the mathematical properties of a
multi-dimensional data set. Most important are two global, non-local sensitivity
measures able to reveal a subset of relevant parameters and in particular nonlinear
properties:

(i) the Elementary Effect method also called the Morris method: for screening the
type of influence of one selected parameter on the output, where three types
are distinguished, namely negligible, linear or nonlinear effects. Calculating

Fig. 12.8 The meta-model function fD(x), the classification function C(x) and the density function
D(x) at initial sampling data set and after 1 and 2 iterations. The new sampling points following the
smart sampling algorithm are indicated by the vertical lines. Reproduced from [4] with the
permission of T. Al Khawli
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statistical measures using finite difference approximations to first order
derivatives [26] while sampling the whole parameter space, the three types of
influence can be characterised;

(ii) the Variance Decomposition Method, also called analysis of variance
ANOVA: for revealing the dominance of parameters and parameter combi-
nations of the output separately by calculating the so-called Sobol indices [12].

The elementary effect method is a simple but effective way of screening the
relevance of input parameters on the output and originates from the statistical
analysis of data. The method is based on a replicated and randomised one-at-a-time
(OAT) sampling design. The elementary effect EEi of a parameter xi of a parameter
space with dimension p and scaled to a unit hypercube xi ∈ 0, 1½ � on the output
y xi, . . . , xp
� �

is defined by:

EEi =
y x1, . . . , xi + Δ, . . . , xp
� �

− y x1, . . . , xi, . . . , xp
� �

Δ

where a regular p-level sampling xi ∈ 0, 1 ̸ p− 1ð Þ, . . . , 1f g with xi ≤ 1−Δ is
introduced and the finite increment Δ is chosen as multiple of the sampling width
1 ̸ðp− 1Þ to achieve a small number of function evaluations. The statistical mea-
sures of the elementary effect EEi for the variable xi, namely the mean value μi and
the standard deviation σi

μi =
1
r
∑
r

j=1
EE j

i

�� ��, σi =
1

r− 1
∑
r

j=1
EE j

i − μi
� �2

are used for screening the relevance of input parameters. Here r is the number of
randomly chosen samples out of the full regular p-level sampling. As an example,
the function y x0, x1, x2ð Þ= a0x00 + a1x11 + a2x22 and r = 5 will lead to
μ0i, σ0f g= a0, 0f g a negligible effect of x0 on y, to a linear effect μ1, σ1f g= a1, 0f g

on x1 and to a non-linear effect μ2, σ2f g= 1.6a2, 5.8a22
	 


on x2. It is evident that
the Morris method is useful for an initial screening and approximation of low
order effects. Moreover, it is used to identify a residual function y x0, x1, x2ð Þ −
a0x00 − a1x11 = a2x22 instead of the original function y x0, x1, x2ð Þ and eliminate the
parameters of low order while specifying corresponding regions of applicability
where these parameters have negligible or linear effect.

The Sobol method [12] is a global-variance-based sensitivity analysis. The
ANOVA decomposition is applicable to a square-integrable multi-variate function
f(x) with parameter vector x= x1, . . . , xp

� �
of size p defined in the unit hypercube

xi ∈ 0, 1½ �. The ANOVA decomposition of f(xi) reads

f xð Þ= f0 + ∑
i
fi xið Þ + ∑

i< j
fij xi, xj
� �

+⋯+ f1...p x1, . . . , xp
� �
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The orthogonality of all its terms is the most important property of the ANOVA
decomposition. Sobol proved that if f0 represents the global mean value and if each
higher order term in the expansion above has zero mean (Sobol condition),

f0 =
Z

f ðxÞdx, 0 =
Z

fi1...isdxin for 1 ≤ s ≤ n

then all terms of the expansion are orthogonal, i.e.
R
fij xi, xj
� �

dxidxj = 0. According
to the Sobol condition the terms of the decomposition are formulated as conditional
expectation value E yjxið Þ:

f0 = E yð Þ = const.

fi = fi xið Þ = E yjxi½ � − E y½ �
fij = fij xi, xj

� �
= E yjxixj

� �
− fiðxiÞ − fjðxjÞ − E y½ �

where y = f(x) is the output, the main effects are given by fi(xi), the interactions of
two parameters are represented by fij(xi, xj) etc.

As the unconditional variance V y½ � = E y −E y½ �ð Þ2
h i

of the whole data set gives

a measure of how the output data y are distributed around the mean value E yð Þ the
ANOVA decomposition for the function f(x) implies a variance decomposition for
the output y which is represented as

VðyÞ= ∑
i
Vi + ∑

i< j
Vij + . . . +V1...p x1, . . . , xp

� �

where

Vi =V fi xið Þ½ � = V E yjxi½ �½ �
Vij =V fij xi, xj

� �� �
=V E yjxixj

� �
− fi xið Þ − fj xj

� �� �
=V E yjxixj

� �
−Vi − Vj

� �
As a consequence of the variance decomposition the variance Vi reveals the main

effect or first order effect of the parameter xi on the output y and Vij describe the
interaction effect of the two parameters xi and xj on the output y etc. While the
ANOVA decomposition of a more complex function f(x) is hard to find, the main
advantage of the variance decomposition is that the calculation of the variance can
be directly computed numerically from the data y = f(x). Moreover, Sobol intro-
duced the global sensitive measures, called Sobol indices,

Si =
Vi

VðyÞ , Sij =
Vij

VðyÞ , . . .

which are the variance decomposition scaled by the unconditional variance V(y).
Hence the sum of the Sobol indices equals unity. The computation of the Sobol
indices gives sensitivity measures that do not need a linear or an additive behaviour
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of the data y = f(x). As an illustrative example consider the Ishigami function in
three dimensions,

yðxÞ= sin x1ð Þ+ a sin x2ð Þ + bx43 sin x1ð Þ, x= x1, x2, x3f g, xi ∈ − π, π½ �

With the parameters a = 7.0, b = 0.1 and a 4-level sampling, the scatter plots
with respect to the three parameters x1, x2, x3 respectively are shown in Fig. 12.9.

As result, the variance decomposition as well as the Sobol indices shown in
Table 12.1 clearly indicates that the two parameters x1 and x2 have a first order
effect on the output and that x1 and x3 together have a second order effect. More-
over, since the three low order Sobol indices S1, S2, S13 already sum up to unity the
higher order contributions are negligible and need no further analysis.

12.6 Reduced Models and Emulators

Reduced models, fast, minimal but adequate physical models, are the backbone of
meta-modelling for exploration and analysis purposes; a reduced physical model
which generates a lot of data with a short calculation time facilitates the task of
generating a metamodel considerably. Performing the more tedious numerical work
of generating a metamodel from (sparse) data from experiments or expensive
numerical simulations may lead to hints on how to derive an appropriate reduced
physical model.

Finally, to support technical design thinking and fast iteration cycles model
reduction is an essential method. Reduced models in particular avoid any unnec-
essary complexity, can be applied with controlled error, and generate millions of
simulation results very fast.

Fig. 12.9 Scatter plots of the Ishigami function y(x) with respect to the three parameters x1, x2, x3
scaled to the unit hypercube xi ∈ 0, 1½ � respectively

Table 12.1 Variance V and Sobol indices S of first and second order effects already characterise
the behaviour of the data set y(x) generated by the Ishigami function

Sum 1 2 3 12 13 23

V 28.75 13.18 6.89 1.97 × 10−31 9.86 × 10−32 8.67 1.97 × 10−31

S 1.0 0.46 0.24 6.85 × 10−33 3.42 × 10−33 0.30 6.85 × 10−33
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Apart from providing data for generating a metamodel, reduced models have
their own value by being executed as “visual design apps” (Fig. 12.4). After getting
the reduced model running on smart devices the user is able to explore the virtual
parameter space as if doing real-life experiments, but much faster.

12.7 Summary and Advances in Meta-Modelling

This work describes the application and advances of meta-modelling techniques
applied to multi-dimensional and multi-criterial optimisation in laser processing,
e.g. sheet metal cutting and precision drilling as well as glass processing, including
the generation of fast, minimal, but effective metamodels with controlled error. The
generation of metamodels is driven by mathematical, physical, or numerical data, or
by phenomenological methods for model reduction. Meta-models with high accu-
racy and controlled error are generated by applying model reduction methods using
mathematical (e.g. asymptotic analysis), physical (e.g. model parameter estimation,
Buckingham’s-Theorem), numerical (e.g. Proper Orthogonal Decomposition POD)
or phenomenological approaches.

The advances of the meta-modelling technique are based on three main
concepts:

(i) classification methods that decomposes the space of process parameters into
feasible regions and others which are not (process limitations) or monotone
regions (Morse-Smale);

(ii) smart sampling methods for faster generation of a metamodel;
(iii) a method for multi-dimensional interpolation (Sequential Approximate

Optimisation SAO) using a radial basis function network continuously
mapping the discrete, multi-dimensional sampling set that contains the
process parameters as well as the quality criteria;

(iv) intelligent analysis (sensitivity, robustness measures);
(v) interactive communication (Emulators, Visual Design Tools).

Both model reduction and optimisation on a multi-dimensional parameter space
are improved by exploring the data mapping within an advancing “Cockpit” for
Virtual Production Intelligence.

Advances in metamodelling techniques improve the generation and the fast
exploration as well as the interactive manipulation of multi-dimensional continuous
data sets. Properties of meta-models suitable for cyber-physical tools are their
solvability and performance with regard to optimisation problems in laser
processing.
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Chapter 13
Comprehensive Numerical Simulation
of Laser Materials Processing

Markus Gross

Abstract The previous chapter concluded the physical discussion Laser Materials

Processing (LMP). In this chapter no new physical concepts or theory of physical

phenomena will be introduced. The objective of this chapter is rather to give an

overview of how to analyse the complex system that is Laser Materials Processing.

As has been shown in great detail, the physical level of complexity is deep and analy-

sis becomes extremely cumbersome if it is pursued on an analytical level. Albeit giv-

ing great insight into the detailed phenomena, its ability to predict whole processes

and their sensitivity to ambient conditions and changes in process parameters or

physical setup cannot be investigated using these methods alone. Here numerical

simulation comes into play for the scientist investigating processes from an engi-

neering point of view. Numerical simulation has an almost endless scope for system

complexity and is only limited by the resources available and the time the investiga-

tor is prepared to wait for results. This final Chapter should be read as a guide to how

to get started. Some fundamental principles of discrete numerical modelling will be

introduced and reference made to work by other authors. This, in the space available,

can by no means be a comprehensive review, or a textbook of all the methods avail-

able and required. Nevertheless it should be seen as a starting point for investigators,

at the doctoral student level, trying to get to terms with the task ahead, or for the

researcher trying to move from practice to theory, from experiment to simulation,

looking for a guide on what to look out for, where to go and what pitfalls to avoid.
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CPU Central Processing Unit

GMRES Generalized Minimal RESidual algorithm

GPU Graphics Processing Unit

HPC High Performance Computing

IO Input/Output

IVP Initial Value Problem

LMP Laser Materials Processing

MPI Message Passing Interface

ODE Ordinary Differential Equation

PPM Piecewise Parabolic Method

QUICK Quadratic Upstream Interpolation for Convective Kinematics

SIMPLE Semi-Implicit Method for the solution of Pressure Linked Equations

SVN Subversion

VOF Volume Of Fluid

13.1 Motivation—The Pursuit of Ultimate Understanding

It is the intention of this chapter to stimulate the intelligent development of compre-

hensive methods. The strength of numerical simulation should not be underestimated

if performed properly. Experimentation can only draw conclusions from correlations.

Experimental results are correlated with a variation in input parameters and in con-

sequence hypothesises are formed or overturned. Experiments, especially in LMP

are extremely difficult to set up, perform and evaluate. The combination of extremes

on a small scale, short to ultra short time frames and high intensities of power call

for the most skilled of investigators who often have to employ expensive equipment

in order to obtain results with measurable errors, repeatability and confidence. They

may be forgiven if they take the results and the conclusions drawn at face value.

In an ideal world we would like to go further. We would like to measure the

turbulence in the melt flow, the exact state of ionisation in the keyhole, or we want

to know if what we see is just an oscillatory process too fast for our diagnostic tools

or really a continuous forcing/feedback scenario. Too often these questions have to

remain unanswered as it is not possible or not feasible to obtain the required data

from the experiment. Ideas then form in the investigator’s mind, of a continuous

melt film flowing down kerfs cut by lasers for example; models based on aggregate

mass conservation may even seem to reinforce points of view.

Simulation is different from modelling. Even though both terms are often used

interchangeably it is worth while to make the distinction and to be conscious of the

advantages, merits and faults of both. Modelling is in a sense closer to experiments.

The investigator decides which effects, parameters, dimensions etc. are important,

discards the rest and builds a mathematical model around the “understanding” of

the process in order to obtain further insight. This often yields very elegant and fast

results. These can, if interpreted correctly, yield understanding and we can correlate

the observed results with the results from the model. The process is summarised in

an excellent fashion by Abraham Kaplan in “The Conduct of Inquiry”:
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Models are undeniably beautiful, and a man may justly be proud to be seen in their company.

But they may have their hidden vices. The question is, after all, not only whether they are

good to look at, but whether we can live happily with them.

We can learn a lot from models. Nevertheless we always have to be on guard not to

take the results further than the modelling assumptions allow. With the complexity

of the process as it is, it will become very difficult to ascertain the impact of the

simplifications introduced and evaluate the results in the correct light, as Mandel-

brot remarked
1

succinctly: “...the research carried out so far has proved ineffective

because so many fixes and twiddles are added [...] until it works. That leaves you

with a [model] that is out of shape. You don’t know which is more important, the

things you started with or all the fixes and twiddles”.

If the system under investigation is very unstable, even small effects which may

be deemed negligible if only compared in their magnitude, may make the process

change from one with a very broad parameter window to a very narrow one, if the

process performs at all.

Simulation can reveal forcing and feedback scenarios, allowing the investigator

to sample at will and provide insight into the causes of events. Therefore knowl-

edge can be derived from analysing the chain of events, the transfer of momentum,

mass and energy in all its detail. Combined with classical experiments, which val-

idate the overall process results, this can lead to ultimate understanding, transform

hypotheses into theory and provide discriminating evidence where before there was

only associative evidence. Associative evidence only links chosen inputs to certain

observed families of output parameters which together form the result, by means of

correlation—not causation. In simulation the causal relationships are often imme-

diately obvious as the transient history is available and measurements can be taken

everywhere.

13.2 Review

Literature concerning the modelling of laser cutting (or LMP in general) is sum-

marised in Table 13.1. These publications are concerned with cutting (a bias origi-

nating from the authors’ research field) or LMP in general. Broadly speaking, every

welding simulation should be capable of simulating the cutting process, provided that

the gas dynamics is capable of simulating the compressible gas jet at sufficient pres-

sures; a selection of welding papers is therefore presented in Table 13.2. Analytical

models
2

have been excluded, despite their elegance and low demand for computa-

tional resources, since they are limited in their flexibility with regard to geometry and

nonuniform material parameters. Examples of such models can be found in [1–28].

Furthermore, for another review refer to [29, 30].

1
NewScientist, 13 Nov 2004, p52. © 2004 New Scientist. All right reserved. Distributed by Tribune

Content Agency.

2
Including energy balance iterative numerical models.
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In Tables 13.1 and 13.2 the following terminology is used.

∙ model: title of the publication

∙ author

∙ dim: what is the dimensionality of the model described?

∙ transient (yes/no): have transient effects been considered?

∙ assumed kerf: is kerf geometry presumed a priori?
∙ moving source: does the source or work piece move?

∙ Fresnel: is Fresnel absorption considered?

∙ melt: is a model for the melt dynamics included (a free surface has to be considered

as well—in the rare case that a free surface was not considered this is indicated by

no f.s.)? Y indicates a full Navier-Stokes treatment, m.b. indicates mass balance

considerations, pot indicates a potential theory approach.

∙ evaporation: is a model of evaporation included? N = no, phen = phenomelogical

evaporation (see below), kin = kinematic theory approach, vac = evaporation into

vacuum (classical Hertz-Knudsen), vp = the evaporation is only considered by

applying the vapour pressure as a boundary condition

∙ gas dynamic: is a gas dynamics model included? class = classical method (finite

difference etc.), class inc= classical method but incompressible, class mod = clas-

sical method slightly modified for better shock capturing, sr = shock relations,

bl = boundary layer theory and sc = shock capturing

∙ stress: is three dimensional stress analysis included?

∙ reaction kinetics: has the chemical interaction of the melt with ambient/shield/

assist gas been considered?

∙ radiation heat transfer: are there heat losses into the ambient air?

∙ viscous forcing: have shear stress effects been exerted by the assist gas jet on the

free surface?

∙ convective cooling: is there convective heat transfer from/into the gas jet?

∙ have temperature dependent material properties been considered?

Additional terminology has been used in the table: n.m., phenomelogical evapora-
tion and n.k.. Their meaning is detailed below.

∙ n.m.—denotes not mentioned but likely to be included,

∙ phenomelogical evaporation—used for models in which the evaporation is treated

in simplified ways, ranging from the application of a rate law to the removal of

mass above the evaporation temperature. This has severe implications since it has

been shown that the mass transport in the gas phase can significantly increase the

mass removal rate [31].

∙ n.k.—not known, since occasionally nozzle flow simulations have been reported

using a two dimensional simulation, no inference on the dimensionality of the

model is made. For cases where the dimensionality was not stated n.k. was inserted

in the table.

When reading carefully through Table 13.1 it becomes clear that most of the avail-

able work uses some sort of simplification. It shows that the choice of simplification
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is a choice guided by the preference of the author and that the need for both, for

simulation in general and for a non-biased simulation in particular, is real.

From Table 13.2 it can be seen that most welding models do not consider gas

dynamics in the process, which, in theory, limits these models to conduction welding

only. Despite this, most publications discuss the keyhole effect, which is intrinsically

vaporisation dependent and therefore a gas dynamic phenomenon. Laser attenua-

tion and blanketing effects cannot be captured without modelling the vapour plume

and—if used in the process—shield gases. The pressure of the escaping vapour has

a strong influence on the evaporation process as well and hence the neglect of gas

dynamics is even more severe. Furthermore, thermal properties are often considered

to be constant and the evaporation model often assumes a vacuum. This leads to

the conclusion that the welding models available in the literature cannot be easily

extended to cover cutting processes.

13.3 Correlation, The Full Picture

There are two motivations for performing numerical analysis. The first, possibly the

one most readers aim for initially, is a wish to reproduce an experiment. This is ref-

ered to in the following as industrial analysis, analysis which may aim at optimising

a product, improving performance by small margins to obtain a competitive lead etc.

Here it is required that the simulation represents the experiment closely, otherwise

the aim may not be achieved. It may be sufficient to fine tune the model to capture

experimental results and then determine how the system would respond if some of

the parameteres were altered slightly (most optimisation projects do not have much

scope for modification due to other engineering constraints at the outset). However,

to assume from this that we always need to replicate experimental results exactly

with the results from numerical simulation is wrong. If we can learn from the sim-

ulation about different dynamic regimes, if we can learn about what can occur, it

can help immensely when analysing experimental results and trying to understand

what happened in the experiment. In these, the kind of simulation which may be

termed academic analysis, we do not need to require the exact one-to-one match of

analysis result and experimental result. It is sufficient to create the awareness that

there may be more to the process than initially thought, that there are more complex

interactions than previously fathomed, to make these investigations worthwhile as

well. Coming back to industrial analysis, a mistake often made is that the correla-

tion of experimental analysis with numerical analysis is taken for granted if only a

few experimental points can be found to fit the numerical result. Two things have

to be remembered here, that (a) correlation requires a match for every experimental

result and (b) that even if correlation is proved, this does not reveal the cause of the

effect observed. This is sometimes referred to as “Correlation does not imply cau-

sation”, which should be rephrased more accurately: “Empirically observed covari-

ation is a necessary but not sufficient condition for causality” [80]. If the aim is not

just to improve the performance marginally, but rather to reinvent, to innovate, the
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correlation of experiments with numerical results does not lead to the desired result.

We have to understand the causes of the effects and then create systems around this

knowledge. To match points and lines will not lead us there.

13.4 Introduction to Numerical Techniques

In the following the basic ideas of discrete numerical simulation will be introduced.

The techniques required to solve the partial differential equations arising from a

mathematical formulation of the system under investigation will be detailed and

examples given. This will mainly focus on solutions for the melt and gas flow. A

variant of the most famous and long standing technique for solving incompressible

flow, the Semi–Implicit Method for the solution of Pressure Linked Equations (SIM-

PLE) method, will be introduced, as it is an ideal candidate for teaching the main

basic principles and the interested reader can follow this up by reading the excellent

book written by the inventor of this method himself, Patankar [81]. Up until recently

the SIMPLE method was the default method in many commercial Computational

Fluid Dynamics (CFD) codes, like FLUENT
TM

etc. Methods for compressible gas

flow will then be touched upon and a scheme for linking the individual models into

a simulation will be presented.

Then, continuing with a brief section on the modelling of laser beam propagation

and phase changes this chapter will conclude with notes on best practice and high

performance computing.

The careful reader will have noticed that the term model was used above, in spite

of the distinction and differentiation made in the previous sections. This is mainly

because the simulation, which in itself should replicate the subject under investiga-

tion, is a collection of models. These, suitably combined, then provide the simulation.

There will always be models, turbulence models, assumptions about phase changes

and mathematical approximations to intermolecular processes such as evaporation.

This will be valid until the point comes where it will be possible to compute the

interaction, to simulate the process, from first principles, i.e. from computing the

interaction of every single electron, photon and phonon. Even then we will still need

a model for this interaction. The investigator has to take great care however that the

model does not imprint itself onto the process under investigation so that we can still

clearly say that the computer program computing the solutions to the differential

equations is a simulation, representing the process.

13.4.1 The Method of Discretisation

Rather than seeking closed continuous solutions to the partial differential equations

when dealing with systems on the scale of the ones alluded to above there is no choice

but to use approximate methods. The solution will not be found in terms of equations
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describing the result in every possible position in space and time, but rather only on

discrete points. On these points we can write the conservation laws in terms of sums,

easily performed by computers, nearly irrespective of how many sums are required.

These points form meshes and examples of how to solve the differential equations

on these meshes are given in the following sections.

13.4.2 Meshes

In this section the partial differential equations are solved on meshes, sometimes also

called grids. These meshes are the basis for the discretisation of the pdes. The out-

line of the mesh defines the geometry under investigation and appropriate boundary

conditions have to be formulated there. On the interior the solution is defined by a

discrete approximation to the physics taking place, by solving the differential equa-

tions, i.e. by evaluating the gradients of field quantities and computing the respective

change with respect to time due to the gradients. The gradients are approximated for

each vertex in finite difference methods, for each edge (in 2D) or each face (in 3D)

in finite volume methods. The finer the mesh the more accurately the gradients can

be resolved. However, with a finer mesh we always encounter longer computation

times. Therefore the difficulty is to create a mesh fine enough where necessary and

as coarse as possible elsewhere. The so called “grid independence” has to be verified

by studies with finer and finer meshes. Only when the solution does not change any

more with increased mesh size can the solution be assumed reliable. This informa-

tion is often missing in publications, significantly reducing the value of the contribu-

tion, making it like a solution to the formulated problem without a proof. Adaptive

mesh refinement helps a little bit as it aims at automating the process of refining and

coarsening the mesh.

The mesh is not always a static entity. So called Langrangian meshes are fre-

quently used (compared to the static Euler meshes) which move with the flow,

or deform to accommodate a free surface for example. Whilst extremely elegant

and simplifying the treatment of jump conditions at surfaces, these codes require

a lot of care and computation time to ensure that the mesh does not deteriorate in

shape and frequent “remeshing” will be necessary, to create new meshes accom-

modating the new geometry. Keeping in mind the complex melt flows observed

in LMP, Lagrangian meshes seem less appealing. It is convenient therefore to use

one grid which spans the whole domain of interest. On this grid the different states

(solid/liquid/gas) can then be defined by scalar functions, which in the simplest form

assume integer values for the respective phase. This will be revisited when the treat-

ment of the free surface is discussed later.
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13.4.3 Explicit Versus Implicit

As long as the characteristic velocities are not too large and the required mesh res-

olution is not too high, explicit methods yield results in acceptable times and the

programming effort is relatively low. New physical phenomena can be included eas-

ily as every step is additive and only depends on the previous time step. However,

stability limitations require Courant numbers (sometimes also called the Courant–

Friedrichs–Lewy number (CFL), from the names of the three authors of the original

paper [82, 83]) of less than one. This means that the timestep is restricted to 𝛥∕vwith

𝛥 denoting the smallest grid dimension and v the maximum velocity in the domain.

This, especially if supersonic vapour jets are present and the resolution is high to cap-

ture steep temperature gradients, will eventually result in unfeasibly small time steps.

For example, assume melt velocities of say 10 m s
−1

, which are not uncommon. If we

require submicron resolution, a grid spacing of 0.1 µm say, due to high temperature

gradients at high laser powers or due to the need to resolve thin melt films, a CFL

requirement of unity will lead to a timestep limit of less than 10−7∕10. Assuming

the solution of each time step takes one second, which is optimistic for typical mesh

sizes of several million cells, the solution of one second real time will take 108 s.

Since one day only has 8.64 × 104 s, this leads to 1158 days or 3.17 years—a long

wait even for the most patient scientist.

The solution is a formulation of the equations in their implicit form. This means

that the gradients will be evaluated at the new time step, i.e. the field variables are

functions of the field variables at the current and previous timesteps:

Explicit: 𝛷 (x, y, z, t + 𝛿t) = f (𝛷 (x, y, z, t)) (13.1)

Implicit: 𝛷 (x, y, z, t + 𝛿t) = f (𝛷 (x, y, z, t) , 𝛷 (x, y, z, t + 𝛿t)) . (13.2)

As a result a system of equations has to be solved and iteration is needed due to

the nonlinearity. The convective part of the momentum equation is a transport equa-

tion of itself,
3

i.e. the resulting system is nonlinear. The system of equations has to

be updated at every iteration until a steady solution for the particular time step is

reached. All other coupled systems have to be included in an overall iteration loop,

for example if the viscosity depends on temperature in the chosen model, once the

flow problem is solved, the energy equation needs to be solved again; this in turn may

result in a new temperature profile, which will require a new iteration loop over the

flow problem to accommodate the change in viscosity. It can be readily seen that the

effort is much greater and that instabilities can interfere with the overall convergence.

3
Usually a convection equation convects a field variable according to a given velocity field, a prob-

lem which results in a linear set of equations. In the momentum equation this velocity field is not

given, it is the result of solving the momentum equation—the convection problem.
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Fig. 13.1 Assignment of field variables to control volumes

13.4.4 Discretisation of Transport pde’s

The momentum equation for an incompressible fluid can be solved using a power

law scheme (e.g. [81]). Here, the discrete momentum equation is solved simulta-

neously with the mass balance. The combined equations represent an equation for

pressure which will be subsequently referred to as the pressure equation, illustrated

using an explicit time integration scheme. The surface pressure of the previous time

step is applied as a boundary condition to the pressure equation. Krylov-Subspace

solvers (e.g. Generalized Minimal RESidual algorithm (GMRES) [84]) can then

be used efficiently to solve the pressure equation. The hypre library,
4

developed at

Lawrence Livermore National Laboratory, is an example of an easy-to-use freely

available solver package. The pressure equation is essentially an augmented mass

conservation equation as shown below. For incompressible matter the mass conser-

vation equation is:

𝜕u1
𝜕x1

+
𝜕u2
𝜕x2

+
𝜕u3
𝜕x3

= 0 . (13.3)

This equation can be obtained by substituting the discrete momentum equation into

the discretised form of the mass conservation equation. This method is similar to

the pressure correction equation as derived by Patankar in [81] which, in the context

of an implicit scheme, only describes an intermediate state in the iterative proce-

dure. This explicit scheme yields the pressures for the next time step. The variables

are discretised on a staggered grid. The discrete velocities are defined on the cell

boundaries and pressures on the cell centre as shown in Fig. 13.1. In order to differ-

entiate between the velocities new indices need to be introduced. The velocity u1 at

the boundary of the cell with the coordinates i, j, k is denoted u1,i,j,k and the pressure

p in the centre of cell i, j, k is denoted pi,j,k. The control volume for the mass con-

servation equation coincides with the discrete volumes (see Fig. 13.2), whereas the

control volume for the momentum equation is staggered, i.e., for the velocity u1,1,1,1
the control volume is made up of half the cell 1, 1, 1 and half of 1, 2, 1 (see Fig. 13.3).

4
http://www.llnl.gov/CASC/hypre/.

http://www.llnl.gov/CASC/hypre/
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Fig. 13.2 Control volume for mass conservation equation

Fig. 13.3 Control volume for momentum equation
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The discretised mass conservation equation reads (according to Fig. 13.2):

1
𝛥

(
u1,1,2,1 − u1,1,1,1

)
+ 1

𝛥

(
u2,0,2,1 − u2,1,2,1

)
+ 1

𝛥

(
u3,1,2,0 − u3,1,2,1

)
= 0 (13.4)

where 𝛥 represents the vertex length of the cell (assuming equidistant cells). Multi-

plying the discretised mass conservation equation by 𝛥
3

leads to:

𝛥
2 (u1,1,2,1 − u1,1,1,1

)
+ 𝛥

2 (u2,0,2,1 − u2,1,2,1
)
+

𝛥
2 (u3,1,2,0 − u3,1,2,1

)
= 0 . (13.5)

The discretised momentum equation (for the x1 direction
5

as shown in Fig. 13.3) is:

aPu1,1,1,1 = aEu1,1,2,1 + aWu1,1,0,1 +
+ aNu1,0,1,1 + aSu1,2,1,1
+ aTu3,1,2,0 + aBu3,1,2,1
+ Sc𝛥3 + a0u01,1,1,1 (13.6)

a0 =
𝜌𝛥

3

𝛥t
(13.7)

Sc =
P1,2,1 − P1,1,1

𝛥
(13.8)

aP = aE + aW + aN + aS + aT + aB + a0 (13.9)

where aE, aW , aN , aS, aT , aB, a0 represent the integration coefficients (see [81]) at the

respective east, west, north, south, top and bottom face and at the central point. We

obtain:

u1,1,1,1 =
aEu1,1,2,1

aP
+

aWu1,1,0,1
aP

+
aNu1,0,1,1

aP
+

aSu1,2,1,1
aP

+
aTu3,1,2,0

aP
+

+
aBu3,1,2,1

aP
+

P1,2,1𝛥
2

aP
−

P1,1,1𝛥x2

aP
+

a0u01,1,1,1
aP

. (13.10)

From (13.10) the coefficients for the pressure equation can be derived directly. Equiv-

alent expressions for u2,1,2,1, u1,1,2,1 and u2,0,2,1 can be written and substituted into

(13.5). To identify the different factors of aP, the grid location in the subscript is

added, e.g., aP for gridpoint (1, 1, 1) is aP,1,1,1. Hence the coefficients of the pressure

equation are:

5
All other directions can be derived by cyclic permutation of the indices.
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apressW = (𝛥2)2
aP,1,1,1

, apressE = (𝛥2)2
aP,1,2,1

apressN = (𝛥2)2
aP,0,2,1

, apressS = (𝛥2)2
aP,1,2,1

apressT = (𝛥2)2
aP,1,2,0

, apressB = (𝛥2)2
aP,1,2,1

apressP = −apressW − apressE − apressN − apressS − apressT − apressB

btransient = 𝛥
2
(

a0u01,1,2,1
aP,1,2,1

−
a0u01,1,1,1
aP,1,1,1

)
+

𝛥
2
(

a0u02,0,2,1
aP,0,2,1

−
a0u02,1,2,1
aP,1,2,1

)
+

𝛥
2
(

a0u03,1,2,0
aP,1,2,0

−
a0u03,1,2,1
aP,1,2,1

)

⎫
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎭

(13.11)

and the pressure equation reads:

apressP PP = apressE PE + apressW PW + apressN PN + apressS PS +
+ apressT PT + apressB PB + btransient . (13.12)

The pressures resulting from the solution of these discrete equations can then be used

to evaluate the momentum equations, yielding the velocities at this time step.

13.4.5 Schemes of Higher Order

Particularly in cases with low viscosity, in the gas problem for example, it very soon

becomes evident that first order upwind solutions are not sufficient.

The use of upwind quantities ensures that the schemes are very stable and obey

the transportiveness requirement (i.e., they allow for the direction of flow), but their

first order accuracy makes them prone to numerical diffusion errors [85].

The error introduced by the lack of “transverse coupling” will result in wrong

solutions. This is most evident in flows at a 45
◦

angle to the mesh axis. Here a numer-

ical viscosity will lead to diffusion of the transport variables, turning circular flow

profiles (such as from a nozzle for example) into ellipses or, even worse, into star-

shaped profiles.

This can be reduced by applying higher order interpolation functions and then

integrating these over the face of the control volume. An established method is the

Quadratic Upstream Interpolation for Convective Kinematics (QUICK) scheme by

Leonard [86–88]. Several versions of this scheme exist. In this case only the mul-

tidimensional version (i.e. with transverse curvature in the interpolant) will be pre-

sented. The theories for limiter functions/algorithms will be omitted as well for sake

of brevity. It should be noted that care has to be taken in the choice of limiters since
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they have to represent the multidimensional nature accurately and sometimes are not

applicable to compressible flow [89].

Cell-averaged quantities �̄� of field variables 𝛷 are introduced as:

�̄�cell =
1
h2∫ ∫ cell

𝛷 (x, y) dxdy (13.13)

and the effective face value is:

𝛷
eff
f = 1

h ∫
h∕2

−h∕2
𝛷 (h∕2, y) dy u > 0 (13.14)

with h denoting the cell width. The field variable 𝛷 is approximated using the

quadratic equation:

𝛷 (x, y) = C0 + C1x + C2x2 + C3y + C4y2. (13.15)

With h denoting the equidistant grid spacing, a system of linear equations can be

written:

�̄�i,j = 1
h2 ∫

h∕2

−h∕2 ∫
h∕2

−h∕2
𝛷 (x, y) dydx

�̄�i−1,j =
1
h2 ∫

−h∕2

−3h∕2 ∫
h∕2

−h∕2
𝛷 (x, y) dydx

�̄�i,j−1 =
1
h2 ∫

h∕2

−h∕2 ∫
−h∕2

−3h∕2
𝛷 (x, y) dydx

(13.16)

�̄�i+1,j =
1
h2 ∫

3h∕2

h∕2 ∫
h∕2

−h∕2
𝛷 (x, y) dydx

�̄�i,j+1 =
1
h2 ∫

h∕2

−h∕2 ∫
3h∕2

h∕2
𝛷 (x, y) dydx

(13.17)

and solved for C0, ...,C4 which then leads to a simple polynomial for 𝛷
eff
f :

𝛷
eff
f = 1

2
(
�̄�i+1,j + �̄�i,j

)
− 1

8
(
�̄�i+1,j − 2�̄�i,j + �̄�i−1,j

)
+

+ 1
24

(
�̄�i,j+1 − 2�̄�i−1,j + �̄�i,j−1

)
. (13.18)

This value for the field variable represents the integral more accurately.

Whilst this is an improvement, i.e. it reduces the numerical viscosity, interpola-

tions of higher order are prone to overshoots in the interpolant. This can be reduced

by introducing monotonicity-preserving constraints on 𝛷
eff
f .
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13.4.6 The Multi Phase Problem

Several different methods exist addressing the modelling of the different phases,

solid, melt and gas. In general we have the following multiphase scenarios:

∙ Mixtures: The fluids mix on an atomic level and can hence be characterised by

material properties according to the volume fraction of the constituents. This

model can be used for example for the effects of shielding (oxygen atmosphere

and inert process gas) or the vapour phase in the ambient gas phase. Only one

momentum and one energy equation needs to be solved along with a transport

equation for each of the constituents.

∙ Dispersive systems: The fluid contains discrete particles. Here the momentum

equation has to be augmented by additional terms representing the dynamics of

the dispersed phase. It cannot be assumed that the mixture behaves in a homoge-

neous fashion. This means that additional momentum equations are required for

the behaviour of the suspended particles. For example heavy particles may set-

tle in a horizontal flow and hence modify the vertical distribution. This approach

would be required if for example condensation is to be included in the model.

∙ Immiscible fluids: Two fluids which do not mix, like water and oil or as in LMP

melt and gas. If the material properties do not vary greatly, only one momen-

tum equation is sufficient, with an advection equation defining the two liquids.

However, if—as in LMP—the properties of the liquids vary greatly this will yield

dramatically wrong results at the interface.

To ensure that the melt velocities at the interface are correct the following procedure

was developed. Two momentum equations are solved, one compressible for the gas

flow (mixture multiphase) and one incompressible momentum equation for the melt

flow (single phase). Both are discretised across the whole domain. For the gas flow

the velocity is required to be zero at control volumes where there is solid material,

and equal to the melt velocity (i.e. effectively zero as the melt velocity is usually

orders of magnitude lower than the gas velocity) in cells containing melt. For the melt

the scenario is reversed. The momentum equation is solved in all molten cells. At

gas cells the velocity profile has a zero gradient boundary condition and the pressure

from the gas flow solution is imposed, combined with source terms representing the

curvature, recoil from evaporation and shear. At solid control volumes the velocity

is zero and a mushy-zone may be modelled at the solid-melt interface. In essence

the melt acts like a wall boundary on the gas and the gas represents a pressure force

on the melt. The melt velocities are then extended into the gas domain to allow for

advection of the chosen representation of the interface (volume of fluid or level set).

13.4.6.1 Volume of Fluid

The Volume Of Fluid (VOF) method is a popular method for the simulation of free

surface flows. The underlying principle is as follows. A scalar is introduced as an



13 Comprehensive Numerical Simulation of Laser Materials Processing 403

additional field variable of the problem. This scalar can attain any value between

zero and one. Zero represents zero fluid in the control volume, i.e. air in most cases,

and one will represent a cell fully filled with liquid. This scalar is then advected

with the flow. As mass conservation holds, the VOF value should remain one inside

the liquid body and the surface is described by a value between zero and one. In

reality however, it is not as straightforward to develop advection schemes which will

be capable of keeping the surface well defined. The VOF value will be “smeared

out”, leading to immediate problems. To avoid this, several algorithms have been

developed which will only allow advection from surface cells to other surface cells

or from full cells into either surface cells or empty cells. This strategy however has

the following drawbacks:

∙ It will only be accurate to first order, leading to numerical diffusion.

∙ The accuracy is compromised when a cell is “over emptied” (i.e. more fluid should

have left the cell than the combination of fluid in the cell and fluid gained by the

cell from neighbours during this time step) or “overfilled” during one time step.

∙ As most of these corrections are based on an evaluation of the “wet faces” of a cell

and then using this information in order to limit the advection (i.e. no advection

across a “dry” face for example) it follows immediately that a limit has to be placed

on the CFL number. These algorithms can only work for a CFL of less than unity

(see Sect. 13.4.3 for a discussion of the implications).

Due to the fact that the scalar defines only the fill level of the cell a decision has to be

made with regard to the “state” of the cell faces. How much of the face is available

for convection, is the face of the control volume fully submerged in the liquid or not?

Too often the algorithms utilise if loops, which can potentially be biased towards

the if statements at the top of the chain, or rounding errors, leading to a drift of the

mass towards one side of the simulation domain. (It is sometimes enlightening to run

a problem which should be symmetric in a full 3D computation, ignoring potential

time saving available through utilising the symmetry. Sometimes the results will not

be symmetric and often this will be due to bias in the algorithms or hitherto hidden

programming errors
6
).

In most VOF algorithms the VOF value will be reset, i.e. slightly larger than one

will be reset to 1 and close to zero will have to be reset to zero. This will lead to—

at best—an erroneous fluctuation of mass in the system or even a steady depletion

or steady increase of mass. For the simulation of laser cutting this is not an overly

significant problem, as the melt is generated at the cut front and, several hundred

timesteps later, leaves the simulation domain for ever. Any error incurred during

this transition will not accumulate. In welding however, where the melt is stirred

continuously by Marangoni or electromagnetic effects, this is different. Any error

will accumulate and can severely alter the results.

The reaction of the melt to the gas pressure is strong, especially in laser cutting.

The pressure varriations of several bar will lead to high velocities in the melt and

6
Drifts can of course occur due to instabilities intrinsic to the system under investigation. This

however can only be assumed after lengthy sanity checks and algorithm testing.
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hence the surface has to be described as accurately as possible. This is very difficult

to achieve with a VOF approach.

13.4.6.2 Level Set

The level set method as introduced by Setian and Osher [90] addresses most of

these issues satisfactorily. The core of this method is that the surface is described

by the zero isosurface of a distance function. This field variable describes the dis-

tance from any of the discrete volume centres to the surface. The sign of this function

defines whether the cell is in the liquid or air domain. This field variable can then be

advected using the standard schemes for scalar advection without any special atten-

tion required to keep the interface sharp.

Surface cells can be uniquely and unambiguously defined by extrapolating the

level set function onto the control volume corners and requiring that at least one of

the corner level set values has to be negative and at least one positive for surface

cells. The curvature and surface normals can be readily computed from the level set.

There is no need to clean up the data as in the VOF scheme. Occasionally the

level set deteriorates. In that case the level set has to be re–initialised, which is a sim-

ple advection routine. Similar advection schemes are also used to extend variables

from the interface into the control volumes close to the surface, which is sometimes

required for boundary conditions. For optimum speed the level set equations are

often only solved in the proximity of the surface, which is called the fast-marching

scheme. For more details and an excellent implementation of the level set scheme

see lmslib at: http://www.princeton.edu/~ktchu/software/lsmlib/~.

13.4.6.3 A Numerical Example

Assume a problem as follows. A one dimensional representation of the position of a

surface is subject to advection by a flow field. The grid spacing dx is 1 m, the flow

velocity is 0.5 m s
−1

and the timestep 𝛿t is 1 s. Then, assuming a first order upwind

Table 13.3 Comparison of a numerical computation of the free surface position following one

time step using an uncorrected explicit first order upwind discretisation

−2dx −1dx 0 1dx 2dx
(a) Level set

t = t1 −2 −1 0 1 2

t = t1 + 𝛿t −2.5 −1.5 −0.5 0.5 1.5

(b) VOF

t = t1 1 1 0.5 0 0

t = t1 + 𝛿t 1 1 0.75 0.25 0

http://www.princeton.edu/~{}ktchu/software/lsmlib/~
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scheme without any further modifications, the advection step at t = t1 + 𝛿t yields the

values in Table 13.3. It is obvious that the surface position in the VOF case is not

clearly defined any more, whereas it is accurate in the level set computation.

13.5 Solution of the Energy Equation and Phase Changes

The discretisation of the energy equation consists of two parts: a convective/

conductive part and a source term. The convective/conductive contribution reads:

𝜕

𝜕xi

(
𝜌uiT

)
= 𝜕

𝜕xi

(
𝛤
𝜕T
𝜕xi

)
, (13.19)

with 𝛤 denoting the diffusion coefficient and T the temperature. The exact solution

to this problem over a domain with 0 ≤ x ≤ L is utilised. This exact solution (for the

one dimensional case) is:

T (x) − T (x = 0)
T (x = L) − T (x = 0)

=
exp

(
Pex∕L

)
− 1

exp
(
Pe
)
− 1

, (13.20)

with the Péclet number Pe defined by:

Pe =
𝜌uL
𝛤

. (13.21)

As shown by Patankar, the exact solution can now be used to compute the total con-

vective/conductive flux across the cell boundaries. Hence the temperature field can

be determined by introducing the requirement of flux balance within the control vol-

ume cell. In order to achieve an expression which is less computationally intensive,

the exact solution given by (13.20) is replaced by a piecewise polynomial fit
7

which

represents the exponential expression occurring in (13.20). The temperature field is

then represented by a piecewise linear equation:

(
aE + aW + aN + aS + aT + aB

)
TP = aETE + aWTW + aNTN

+aSTS + aTTT + aBTB , (13.22)

with aE,W,N,S,T ,B representing the same coefficients as in Patankar [81]. To capture

transient behaviour the derivative of temperature with respect to time has to be added

to (13.22) which is discretised as:

7
This power-law scheme is the same as the one applied in the solution of the momentum equation.

For a detailed derivation see Patankar [81] pp. 79–102.
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𝜌
𝜕T
𝜕t

= 𝜌
𝛥
3

𝛿t
Tt
p − 𝜌

𝛥
3

𝛥t
Tt−𝛿t
P , (13.23)

with 𝛿t denoting the discrete time step. Radiation losses are modelled using a sink

term. The heat flux for radiation can be described by the Stefan-Boltzmann law:

qr = 𝜎r (T + 273.15)4 , (13.24)

with 𝜎r = 5.67051 × 10−8 W m
−2

K
−4

. This has to be linearised in order to be incor-

porated in the set of linear equations. This can be done in the following manner:

qr = 𝜎rT4
k−1 +

𝜕qr
𝜕T

×
(
T − Tk−1

)
, (13.25)

where Tk−1 is the temperature at the previous (k − 1) iteration. This yields:

qr = 𝜎rT4
k−1 + 4𝜎rT3

k−1T − 4𝜎rT3
k−1Tk−1. (13.26)

Equation (13.26) is then subtracted from the right hand side and added to the coef-

ficient of Tp in the linear system of equations subsequent to premultiplication by

Af Asurf∕cp. Af Asurf is the surface area available for radiation losses with Af and Asurf
denoting the surface area of one face of the cell, i.e., 𝛥

2
, and the area fraction which

allows for inclined surfaces respectively. The energy input from the laser source

can then be modelled as a surface boundary flux. In the modelling method presented

(finite volume or control volume method) this is equivalent to modelling the heat

source as a volume source with an extent of one cell in thickness. This has to be

revised once the resolution of the discrete model falls below the optical penetration

of the laser into the solid. According to the position of the surface cell the reflectiv-

ity can be calculated using the Fresnel laws and the local laser intensity is evaluated

assuming the shape of a Gaussian beam or via ray traceing.

Energy Balance with Phase Change

In the enthalpy formulation, the energy equation is initially cast in terms of the total

enthalpy h. By splitting the total enthalpy into the enthalpy and the latent heat l due

to the phase change, a unified formulation to describe the energy transport in both

phases can be found. Phase boundaries can be captured and determined as part of

the solution. The phase fraction is based on the volume fraction occupied by a given

phase. This two-phase approach is particularly suitable for alloys where phase change

generally occurs over a temperature range, forming a zone in which both phases can

coexist [91]. For homogenous single element materials, this zone is a by-product of

the modelling procedure. The governing equation reads:

𝜕𝜌h
𝜕t

= 𝜕

𝜕xi

(
k 𝜕

𝜕xi
T
)

, (13.27)
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with h = cpT + fl :

𝜕
(
𝜌cpT

)

𝜕t
= 𝜕

𝜕xi

(
k 𝜕

𝜕xi
T
)
− l

𝜕 (𝜌f )
𝜕t

, (13.28)

where l is the specific latent heat, and 0 ≤ f ≤ 1 is the phase fraction of melt. This

can then be discretised in a suitable manner as:

aPTk
P =

∑
anbTnb − 𝜌l𝛥

3

𝛿t
[
f k−1P − f n−1P

]
, (13.29)

where the superscript k denotes the current iteration value at time step n and super-

script n − 1 represents the previous time step. Subscript P represents the node (grid)

point for which the phase fraction and temperature is to be evaluated and subscript

nb refers to all neighbours of this point. Subsequent to the solution of the energy

equation an update procedure is performed as follows. First, the total enthalpy is

calculated:

hkP = cpTk
P + f k−1P l (13.30)

and then the phase fraction is updated according to:

f kP =
⎧
⎪
⎨
⎪
⎩

0, hkP < hs ,
hkP − hs
hl − hs

, hs ≤ hkP ≤ hl
1, hkP > hl

, (13.31)

with hs and hl representing the enthalpy values at the solidus and liquidus line and

hP denoting the total enthalpy at node P respectively. The above assumes that the

liquid is motionless until the complete control volume is molten. For evaporation of

the melt this does not hold true. The characteristic equation reads:

𝜕
(
𝜌cpT

)

𝜕t
+ ui

𝜕cpT
𝜕xi

+ uil
𝜕f
𝜕xi

= 𝜕

𝜕xi

(
k 𝜕

𝜕xi
T
)
− l

𝜕 (𝜌f )
𝜕t

(13.32)

with l in this case denoting the latent heat of evaporation. Under the assumption that,

due to the high vapour and recoil pressure, the velocity is predominately perpendic-

ular to the surface, and the fact that the sink term has to be included for the sake of

the evaporation kinetics and not in order to represent the specific heat correctly,
8

the

convective contribution can therefore most often be neglected and simplified to:

8
The reason for adding a convective part for the latent heat is the assumption of a partial constant

specific heat with three discrete levels: solid, melt and vapour. The contributions of each of these

phases is then represented by the respective phase fraction to form an average specific heat for

the cell. In the case presented the vapour leaves the domain and hence is not considered in the

subsequent solution of the energy equation. It therefore does not have any influence on the average

specific heat, which could be convected, as with any other state variable. It acts rather as a damping



408 M. Gross

Sev = −𝛥
3

𝛿t
𝛥Hg

l

cp
𝜌V dV (13.33)

with Sev denoting a volumetric sink term due to evaporation (which appears on the

right hand side vector of the discrete equations) and, following Iida [92]:

𝛥Hg
l = 𝛥

g
l Hm − Ke

(
T − Tm

)
, Ke =

𝛥
g
l Hm − 𝛥

g
l Hb

Tb − Tm
, (13.34)

with 𝛥
g
l Hm, 𝛥

g
l Hb, Tm, Tb, V, dV and Ke denoting the enthalpies of evaporation and

temperatures at the melting and boiling point, volume of the cell, volume change

with time and the enthalpy temperature dependence (usually in the order of 4–30

J mol
−1

K
−1

for metals [92]), respectively.

13.5.1 Gas Dynamics

The gas dynamic problem can be modelled as a first approximation by the non-

viscous Euler equations for compressible gas dynamics. The Euler equations describe

conservation of mass, momentum, and energy for an ideal fluid in three-dimensions,

i.e.

𝜕𝜌

𝜕t
+

𝜕𝜌ui
𝜕xi

= 0 (13.35)

𝜕𝜌uj
𝜕t

+
𝜕𝜌uiuj
𝜕xi

= 0 (13.36)

𝜕𝜌E
𝜕t

+
𝜕 (𝜌E + P) ui

𝜕xi
= 0 (13.37)

E = 𝜖 + 1
2
|v|2 (13.38)

P = (𝛾 − 1) 𝜌𝜖 (13.39)

𝜕𝜌Xl

𝜕t
+

𝜕𝜌Xluj
𝜕xi

= 0 (13.40)

with 𝜌, E, 𝜖, 𝛾 , X and P denoting density, sum of internal and kinetic energy, internal

energy, ratio of specific heats, mass fraction of species and pressure, respectively.

In an explicit fashion these can be solved successfully using the Piecewise Par-

abolic Method (PPM) scheme. This scheme, developed by Colella and Woodward

[93], utilises a higher order polynomial for the computation of the fluxes. However,

as opposed to calculating face integrals for the control volume, as in the QUICK

(Footnote 8 continued)

factor in the evaporation associated with the extraction of energy due to the evaporated mass, which

is a local effect.
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scheme introduced previously, the field variable at the new timestep is calculated

directly from the polynomial. Keeping in mind that the problem to be solved is basi-

cally:

𝜕𝛷

𝜕t
+ u𝜕𝛷

𝜕x
= 0 (13.41)

the new value �̄�
n+1

(at timestep n + 1) can be calculated from the current value �̄�
n

at timestep n from:

�̄�
n+1 = 1

h ∫
x+h∕2

x−h∕2
𝛷

n (x − u𝛿t) dx . (13.42)

The interpolation polynomial is:

𝛷
n (x) = 𝛷L + x

((
𝛷R −𝛷L

)
+ 6

(
�̄�

n − 1
2
(
𝛷L +𝛷R

))
(1 − x)

)
(13.43)

with x representing the normalised distance from the left face of the control volume

to the right face. The variables 𝛷R and 𝛷L denote the value of the field quantity at

the right and left control volume faces respectively. These can be calculated from the

averages �̄�
n

by interpolating a quadratic polynomial and subsequent differentiation

to obtain 𝛷R. It follows that:

𝛷R = �̄�
n
j +

1
2

(
�̄�

n
j+1 − �̄�

n
j

)
− 2

9

(
𝛿𝛷

n
j+1 − 𝛿𝛷

n
j

)
(13.44)

with:

𝛿𝛷
n
j =

{
min

(
|𝛿𝛷n

j,exact|, 2|�̄�
n
j − �̄�

n
j−1|

)
sgn

(
𝛿𝛷

n
j,exact

)
if
(
�̄�

n
j+1 − �̄�

n
j

)(
�̄�

n
j − �̄�

n
j−1

)
> 0

0 otherwise
(13.45)

and:

𝛿𝛷
n
j,exact =

1
2

[(
�̄�

n
j+1 − �̄�

n
j

)
+
(
�̄�

n
j − �̄�

n
j−1

)]
(13.46)

where the use of 𝛿𝛷
n
j instead of 𝛿𝛷

n
j,exact ensures that �̄�

n
j ≤ 𝛷R ≤ �̄�

n
j+1 and in that

sense limits the quadratic interpolant to avoid over- and undershoots. In order to

ensure monotonicity fully, i.e. to ensure that the interpolation function does not have

a value outside the range defined by 𝛷L and 𝛷R within the control volume, three

further adjustments may be necessary:

𝛷R = 𝛷L = �̄�
n if

(
𝛷R − �̄�

n) (
�̄�

n −𝛷L
) ≤ 0

𝛷L = 3�̄�n − 2𝛷R if
(
𝛷R −𝛷L

) (
�̄�

n − 1
2

(
𝛷R +𝛷L

))
>

(𝛷R−𝛷L)2
6

𝛷R = 3�̄�n − 2𝛷L if −(𝛷R−𝛷L)2
6

>
(
𝛷R −𝛷L

) (
�̄�

n − 1
2

(
𝛷R +𝛷L

))
(13.47)
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The explicit calculation of �̄�
n+1

can then be expressed as:

�̄�
n+1
j = �̄�

n
j +

1
h

(

∫
h∕2

h∕2−u𝛿t
𝛷

n
j−1 (x) dx − ∫

h∕2+u𝛿t

h∕2
𝛷

n
j (x) dx

)
(13.48)

if u > 0 (for u < 0 the signs would change accordingly).

For improved shock-capturing by the numerical scheme a steepening algorithm

is applied
9

to 𝛷R and 𝛷L prior to the monotonicity constraint (13.47) when a dis-

continuity (shock) was detected. This is based on three criteria:

∙ the third derivative is sufficiently large,

∙ the second derivative changes sign, and

∙ the first and third derivatives have opposite sign.

This procedure and the necessary corrections are outlined in [93], (1.15–1.17). For

hydrodynamics the values for 𝛷R and 𝛷L are then input to a Riemann-solver which

advances the solution taking into account the shock physics. This is also detailed in

[93].

13.5.2 Beam Tracing and Associated Difficulties

Due to the fact that the laser beam is the major driving force in the processes under

investigation it is important to model it accurately. In the literature papers appear fre-

quently concerning the “difficulty” of tracing straight rays through keyholes, using a

keyhole geometry obtained from experimental observations. However, these publi-

cations are often of limited use as they detail the ray tracing procedure in great depth

but do not address the real issues in laser materials processing. The problem of trac-

ing a straight ray through complex geometry was solved shortly after ray tracing was

“invented” by Arthur Appel in 1968. In laser materials processing the rays are not

straight lines as the refractive index changes with temperature, density and ionisa-

tion level (see [94]). Furthermore a static analysis cannot really reveal the complex

interaction in the process under investigation. These dynamical influences are clearly

of higher significance than the precise energy deposition and it may be argued that

rather than investing in a ray tracing analysis, neglecting the dynamical influences,

the beam should be treated as a steady Gaussian source with shadowing only as a hin-

drance to propagation and including the whole process dynamics in the analysis. This

would however neglect the influence of waveguiding, i.e. would not be applicable for

deep section cutting or the drilling of deep holes. Another point to note is that ray

tracing will give wrong results near the focus, where the energy distribution is dom-

9
This is only applied to the density and only in the case of contact discontinuities.



13 Comprehensive Numerical Simulation of Laser Materials Processing 411

inated by diffraction, which is a problem for LMP simulations as most operations

will be carried out at the focus. A solution of the Maxwell equations would solve

this problem. This can be achieved via finite difference time domain simulations, as

for example pursued by Mazumder. However, the high frequency of the light calls

for an extremely high resolution of the mesh and short timescales, inconvenient for

macro process simulation. From this we can surmise that a dynamical simulation is

preferable; if ray tracing is included it should address the issues of variable refractive

index.

13.5.2.1 Variable Refractive Index Ray Traceing

The path traversed by a ray of light obeys Fermat’s principle. It requires that the ray

follows the path of shortest time of travel. This is defined by the speed of light c
along the ray-path and hence the refractive index n, where in a non-charged medium

the Gladstone-Dale-Relationship [95]

c =
c0
n
, n = 1 + k𝜌 (13.49)

holds, with c0, k and 𝜌 denoting the speed of light in a vacuum, the Gladstone-Dale

constant, and density of the medium respectively. Then, following [96], the ray-path

can be described by a second order differential equation:

d
ds

(1
v
dr
ds

)
= ∇

(1
v

)
, (13.50)

with dr = {x(s), y(s), z(s)} and v(x, y, z) denoting the coordinate vector and local

speed of light. Defining the slowness vector P(s) such that

P =
(1
v

)(dr
ds

)
, (13.51)

the above system simplifies to:

dr
ds

= vP (13.52)

dP
ds

= ∇
(1
v

)
. (13.53)

Using U = 1∕v, Px = U(dx∕ds) = W2, Py = U(dy∕ds) = W4, Pz = U(dz∕ds) = W6,

x = W1, y = W3, z = W5 and P = {Px,Py,Pz} = {W2,W4,W6} the following Initial

Value Problem (IVP) results:
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W1 = x,
𝜕W1

𝜕s
= vW2

W2 = U 𝜕x
𝜕s

,
𝜕W2

𝜕s
=

𝜕U(x, y, z)
𝜕x

W3 = y,
𝜕W3

𝜕s
= vW4

W4 = U
𝜕y
𝜕s

,
𝜕W4

𝜕s
=

𝜕U(x, y, z)
𝜕y

W5 = z,
𝜕W5

𝜕s
= vW6

W6 = U 𝜕z
𝜕s

,
𝜕W6

𝜕s
=

𝜕U(x, y, z)
𝜕z

.

(13.54)

This initial value problem (IVP) can be solved using standard Runge-Kutta methods

and appropriate interpolators to compute the intermediate function values of temper-

ature, density and ionisation in between mesh points for the evaluation of the refrac-

tive index. RKSUITE [97] is an excellent collection of codes based on Runge-Kutta

methods for the numerical solution of an IVP for a first order system of Ordinary

Differential Equations (ODEs) and is available in the public domain.

13.5.2.2 A Note About Ray Density and Multiple Reflections

It has to be noted that, if multiple reflections are important, the initial ray count has

to be sufficiently high. If the beam is deflected from non-planar surfaces the rays will

at some point diverge. This divergence cannot be allowed to become larger than one

minimum grid spacing. Otherwise the energy deposition will be wrong. The algo-

rithm will be further complicated by the fact that if one ray is reflected by a surface

and the neighbouring ray is not, there may be an infinite or at least an unmanageable

number, from the point of view of computational effort, of rays required in order to

satisfy the aforementioned requirement. Raytracing attempts with only a couple of

hundred rays should be considered with caution. Additionally it has to be noted that,

when multiple reflections are considered, raytracing only covers specular reflections,

the diffuse part is neglected and heat transfer by radiation is likely to contribute as

well—but is often ignored.

13.6 Program Development and Best Practice When Using
Analysis Tools

A vast number of tools exist to aid the development process of software and the

generation of data in general. Some of them enforce good practice by default, such

as versioning systems which track and record changes in text files, such as program
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codes for example. It is absolutely essential to make results reproducible. This can

only be achieved by recording the history of codes and incorporating the meta data

into the result files. It is similarly important that the code is bug free, because other-

wise results may or may not be reproducible. A bug may not have any effect on one

system, but produce different results on another. The following checklist is meant

as a starter, to create awareness of and starting points for further study of available

methods and requirements.

∙ Use Subversion (SVN) to obtain a reversible record of modifications to files.

∙ Use make to keep track of dependencies.

∙ Write comments, a rule of one third program and two thirds comments is very

good.

∙ Embed the SVN version strings from the source files into the output of your codes.

This way you know exactly which version generated the output.

∙ Use make to check-in and update the svn tree automatically, then generate

version number with svnversion and compile it into the source code. This

makes it available to add it into the meta data of the outputs.

∙ Use journal files in American Standard Code for Information Interchange (ASCII)

mode. This ensures repeatability, traceability and documentation on the fly. Make

plenty of use of comments in the file. Record which software versions were used,

in case “something changes”—it will—and explain what you have done. You will

forget. In addition, if the application is discontinued or ceases to function, the

ASCII file can always be adapted or translated to other software, binary files are

often of little use without the application which generated them.

∙ Try to generate as much meta data as possible and do not worry about redundancy.

It may be welcome in the last couple of hours before the deadline if it is more than

clear how something was generated or what some piece of data represents.

∙ Embed meta data into the output of the codes to maintain the provenance trail.

∙ Build parametric models where possible, only rarely will you want to explore one

version of design/set up.

∙ Save frequently and use backups.

∙ The cleverest code is not the most cryptic but the one everybody understands.

∙ When things start to go wrong, go home (assuming it is already very late). The

next day things will be much clearer! Avoid all-night debugging sessions.

∙ There is usually nothing wrong with long variable names “WeightAveragedInter-

polantSumAcrossDomain” is okay “WAISAD” is not.
∙ Write and use test codes, prepare sample input files for subroutines and check if

the output is as expected! Document these tests and if possible automate with a

Makefile or similar for frequent automated code-sanity checks.

∙ Do not forget to use compiler optimisation. Codes will run 10–100 times faster by

simply switching optimisation on.

∙ Test parallel codes against their serial versions or runs with different CPU counts.

Yes, openMP is easy. It also makes it very easy to introduce barely noticeable

bugs.



414 M. Gross

∙ Know and use all compiler flags for debugging and code checking. Fortran com-

pilers more often than C or C++ compilers have flags for simple tests.

∙ valgrind (http://valgrind.org/) your code.

∙ Do check the return status of functions where available.

13.7 Introduction to High Performance Computing

In order to solve the mathematical models in sufficient resolution, more than the stan-

dard computing capacity is needed. Dedicated high performance computers are often

called upon. These computers are different from the normal desktop computer in two

ways. Firstly they have dedicated and expensive processors, specifically designed for

a high throughput of floating point operations
10

and a close and fast access to mem-

ory. Desktop computers are often waiting for disk Input/Output (IO) to complete or

for data to come in through the network so that the interprocessor or processor to

memory speed and rate is not so important. This is not the case for High Perfor-

mance Computing (HPC) compute nodes which rarely use the hard disk. Secondly,

they gain their computing capacity from calling upon, often, several thousand Cen-

tral Processing Unit (CPU) cores, all working on the same problem in parallel. Here

we differentiate between two classes of HPC systems. There are shared memory

machines, where each CPU has access to one single pool of memory and distributed

memory machines, where each CPU has its own local memory attached and CPUs

have to access the memory on other CPUs via communication calls. The most pow-

erful systems to date are often a hybrid of these two paradigms, i.e. clusters of shared

memory computers, either clustered across one large machine room or even clustered

across the globe by utilising High Performance computer centres in the world and

utilising their joint computational power for solving the problem at hand. For this

reason programming these computers is slightly different from programming for a

normal sequential single CPU computer. In the following two de facto standards,

openMP for shared memory programming and Message Passing Interface (MPI) for

distributed memory programming are introduced, following [98] closely.

13.7.1 MPI

Using MPI the programmer has to keep in mind constantly that the program is exe-

cuted independently on each CPU and the parallelism has to be handled via pro-

grammed communication between the different copies of the program. This means

10
Most office applications and game operations—the main commercial reason to produce faster and

faster desktop computers—require fast integer, but not floating point performance. This is unfortu-

nate for the scientific world, which requires fast floating point calculations but is less dependent on

fixed point computations whilst also representing only a comparatively insignificant market share.

http://valgrind.org/
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that all variables are local to the particular copy of the program. Changing a vari-

able on one CPU does not change it on the others. To aid the programming effort

a lot of communication types are available as high level function call, making the

task not as strenuous as it may sound in the above. Communication types available

are for example broadcasts where one CPU broadcasts a variable value to all other

CPUs or gathers, where all CPUs send their data to one specific CPU. This process

is illustrated below in an example of computing 𝜋:

1 program numeric_pi
include ’mpif.h’
! local variables

5 real(8) mypi, pi, w, sum, x, f, a
integer n, myid, numprocs, i

! Start MPI, required at the beginning of every MPI program
call MPI_INIT( ierr )

10 if(ierr.ne.0) STOP ’error when initialising MPI’

! Find out on which cpu this program runs, we need this below
! in order to distribute the work
call MPI_COMM_RANK( MPI_COMM_WORLD, myid, ierr )

15

! Find out how many processors there are allotgether
call MPI_COMM_SIZE( MPI_COMM_WORLD, numprocs, ierr )

! We have decided that CPU # 0 is managing the others
20 ! The code below will only be executed on cpu 0

if ( myid .eq. 0 ) then
print *, ’Enter number of intervals:’
read *, n

endif
25

! The information gathered above on cpu # 0 only now needs
! to be distributed (or braodcasted) to the other cpus
call MPI_BCAST(n,1,MPI_INTEGER,0,MPI_COMM_WORLD,ierr)
if(ierr.ne.0) STOP ’error in broadcast’

30

! Every cpu now calculates the interval size
w = 1.0d0/DBLE(n)

! initialise the sum to zero
35 sum = 0.0d0

! Perform the integration on the interval for this CPU
! Note that every cpu will have a different interval!
do i = myid+1, n, numprocs

40 x = w * (DBLE(i) - 0.5d0)
sum = sum + 4.d0 / (1.d0 + x*x)

enddo

! Now we have a local and partial result which we store
45 ! in the variable mypi

mypi = w * sum

! The results from the other cpus have to be added to the local result
50 ! in form of a global sum. This is done below

call MPI_REDUCE(mypi,pi,1,MPI_DOUBLE_PRECISION,MPI_SUM,0, MPI_COMM_WORLD,ierr)
if(ierr.ne.0) STOP ’error in reduction’
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55 ! NOTE: This is a global reduction to cpu 0. This means that on all other cpus
! the variable pi is undefined! we would need to either broadcast the
! result subsequently to MPI_REDUCE or use MPI_ALLREDUCE instead.

! CPU # 0 prints the answer.
60 if (myid .eq. 0) then

print *, ’pi =’ , pi
endif

! finalise MPI (every MPI program needs this at the end)
65 call MPI_FINALIZE(ierr)

if(ierr.ne.0) STOP ’error when finalising MPI’

end program numeric_pi

It is immediately obvious that there is added effort involved due to the necessity of

setting up the problem in accordance with the number of processors used. A master

CPU (sometimes called root CPU) is identified which performs the input and output

operations. This is usually CPU 0 as it can be safely assumed that this will always

exist. Since the data is not shared with the other processes the input parameters have

to be explicitly broadcast. Additionally the loop bounds have to be computed using

the knowledge of the CPU number and the total number of CPUs working on the

problem. This is where the parallism comes in. The local fraction of the total sum

will then be computed. A global summation is performed, with CPU 0 storing the

result. Note that (a) the result is not broadcast to the other CPUs and therefore the

variable pi does hold a wrong value on those processors (which in other circum-

stances could lead to programming errors if it were to be assumed that it would be

broadcast) and (b) that the storage space for this variable on the other CPUs is wasted.

This shows how in principle MPI programs need more memory than shared memory

applications.

13.7.2 openMP

The same program as above is shown here programmed using openMP.

1 program numeric_pi
integer n, i
real(8) w, x, sum, pi, f, a

5 print *, ’Enter number of intervals: ’
read *,n

! calculate the interval size
w = 1.0d0/DBLE(n)

10

! initialise sum to zero (do never assume the compiler does that)
sum = 0.0d0

! instruction to the compiler to paralise the subsequent loop and information
15 ! on how to treat the variables

!$OMP PARALLEL DO PRIVATE(x), SHARED(w), REDUCTION(+: sum)

do i = 1, n
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x = w * (DBLE(i) - 0.5d0)
20 sum = sum + 4.d0 / (1.d0 + x*x)

enddo

pi = w * sum

25 print *, ’pi =’ , pi

end program numeric_pi

It is significantly shorter and there is no great difference from a serial program,

apart from the instruction to the compiler instructing it which loop to parallelise and

how to treat the variables inside that loop. Note how the openMP lines are comment

lines if the compiler is not instructed to treat the program as an openMP program!

The beginning of this program is executed in a serial fashion; the program is hence

written in the standard sequential manner, reading values and writing results with-

out any need for checks to avoid multiple outputs/reads. The parallel construct is in

this case a parallel do loop. At run time this will be decomposed with private and

public (reduction) variables. The reduction attribute takes an operator. At the end of

the parallel region the private copies will be reduced to the master process using this

operator (similar to the MPI reduce command used above). The compiler assigns

the appropriate iterations to the individual processors, therefore the user need not

even know how many processors the program runs on nor program the distribution

by hand. The parallel region terminates with the end do. On exit from the parallel

region, the master process resumes execution using its updated data environment.

This model of execution is referred to as the fork/join model. Throughout the course

of a program, the initial process can fork and join many times. The fork/join execu-

tion model makes it easy to get loop-level parallelism out of a sequential program.

Unlike message passing, where the program must be completely decomposed for

parallel execution, the shared-memory model makes it possible to parallelise just at

the loop level without decomposing the whole data structure.

This ease of programming comes at a price of course; this program will only run

on shared memory systems which are usually expensive and limited in maximum

processor count. The most powerful supercomputers to date are clusters of shared

memory computers which then call for MPI programming as well. But if there is no

intention to use systems of that size and if the shared memory resource is available, or

if the aim is simply to make more use of the dual core processor in the desktop, then

openMP may be the more rewarding paradigm with respect to programming effort.

For the latter it may be interesting to investigate the “auto-paralleliser” capability of

the compiler, which may yield a performance increase.

13.7.3 Hybrid

The ever increasing number of cores in CPU’s leads to the need for programming

techniques which are capable of utilising these resources efficiently. The obvious
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and most straight forward technique here is the mix of openMP and MPI. The MPI

instances are created one per CPU and on each CPU the cores are utilised using

openMP. The difficulty here is to achieve good utilisation of the cores, which means

that the amount of parallel work compared to serial sections of the code needs to

be high. It is not straight forward to achieve this; however, this is nearly the only

way of utilising machines with more than several thousand cores efficiently. Graph-

ics Processing Unit (GPU) acceleration is then yet another option. It is very different

from the MPI/openMP method, because for MPI and openMP the hardware plays a

minor role. In GPU acceleration the data has to be transferred from the main mem-

ory through the PCI bus to the GPU. The GPU then has to perform a substantial

amount of work before returning the result, again through the PCI bus. This calls

for very different programming techniques, significantly removed from the idea of

simply breaking up the workload, as in MPI and openMP. It also calls for very dif-

ferent programming languages. To date it has only delivered in niche applications,

where the amount of computation is several orders of magnitude greater than the data

amount. This is generally not true for the solution of partial differential equations, in

particular if one is interested in the time evolution of the system, as this means data

has to transferred from the GPU to the CPU.

13.7.4 Performance

When analysing the two programs introduced in the previous subsections the follow-

ing can be identified. When discussing the performance of parallel programs these

points have to be noted.

∙ An overhead due to communication and data transfer exists; it cannot be assumed

that the scaling will be linear. It is very difficult to achieve economical scaling with

more than several hundred CPUs. National super computing centres usually pro-

vide expert advice and assistance to researchers who want to execute their codes

on more than several hundred CPUs.

∙ At times “superlinear” scaling can be observed. This occurs when the data struc-

tures are of such a size that they can make best use of the cache structure of that

particular architecture and more than balance the communication overhead.

∙ Despite linear scaling, the time versus CPU count curve is not linear. It will

become more and more expensive to achieve noticeable differences in compu-

tational time, even if the code scales well. For example, if a simulation requires

10 days of computation on 1 CPU, 5 days can be saved by moving to two CPUs.

However, only an additional 2.5 days will be saved by moving to 4 CPUs and so

on.

∙ Some applications are “embarrassingly” parallel (like the one presented above).

This means they are particularly suited for parallelisation as they have no great
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Table 13.4 Performance comparison of MPI and openMP on a 4 CPU shared memory system

1 CPU 2 CPUs 3 CPUs 4 CPUs 8 CPUs

MPI 10.240s 5.287s 3.690s 2.963s 1.790s

openMP 11.313s 5.677s 3.859s 2.910s

Automatic

parallelisation

10.074s 5.105s 3.447s 2.598s

None 10.033s

Ideal 10.033s 5.016s 3.344s 2.508s 1.254s

need for communication (dependency in the data). Explicit codes are more embar-

rassingly parallel than implicit codes for example as no communication is required

when integrating the fields with respect to time; only at the update phase, once the

new solution is established, is communication required.

As shown in Table 13.4, the communication overhead leads to a less than ideal scal-

ing. However, considering the length of the program these results are acceptable. Of

course, these result do not present openMP as being the better way forward or vice

versa. Performance results will depend on the problem, the skill of the programmer

and the particular hardware used. Potential gains in performance have to be balanced

against development time and cost as well.

At first glance it may seem a good idea to attempt to program a cluster of shared

memory computers in a mixed mode, using the shared memory where available and

communicating with MPI across the node boundaries. This however has so far only

proved successful in rare cases. To use MPI only is often the more promising method

on such machines. This problem is currently being addressed by some commercial

developments like “Cluster openMP”.

13.8 Visualisation Tools

Visualisation is the key to successful numerical analysis as it is often the only sensi-

ble method to analyse the vast amounts of data generated. Visualisation tools broadly

fall into two categories, volume rendering and graph plotting tools. The former are

used to render field variables and isosurfaces and depict vector quantities using arrow

glyphs. The latter will plot time series data at a specific location in the multidimen-

sional domain, histories of residuals etc. Thanks to the Open Source movement there

are plenty of good tools available at no cost to the investigator. One thing to keep in

mind when choosing visualisation tools is the ability to write scripts. If the user has

to click hundreds of buttons in order to produce plots without any option of automa-

tion, the tool should possibly be avoided as it will be a sink of valuable research time

wasted by doing the same task over and over again. Even worse, it leaves no trace or

“evidence” of what was done, so if the same graph needs to be reproduced later for
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whatever reason, it may take some time to remember how exactly it was done. For

line plotting tasks a tool very much worth mastering is gnuplot.
11

Albeit perhaps

a bit cryptic at the beginning it is a powerful tool to plot graphs of numeric data

or simple analytical expressions quickly. Once the analysis is complete it is only a

matter of minutes to convert the “quick plot” into a professional quality graph, ready

for print publication. For more complex tasks xmgrace12
is a tool with plenty of

options and a graphical user interface. For volume data a standalone solution worth

investing some time into is opendx.
13

In opendx a “visualisation network” is cre-

ated using a graphical representation of the dataflow. Different operations on the

data are represented by blocks which the user adds to the network and connects the

inputs and outputs according to the flow of data with lines. This first block will be

an import module, reading the data into opendx. Then some operations will be

performed, like the computation and colouring of isosurfaces for example. The final

block will be an image block, which is responsible for displaying the visualisation

on the screen. The user has no programming to perform in the traditional sense. If a

visualisation is to be integrated into an analysis code it will possibly pay off to learn

vtk from scratch. Paraview14
and visit,

15
based on vtk, are two examples

of “opendx like” visualisation tools. The commercial system avs16
is based on a

similar flow-diagram programming language as opendx. The Python programming

language with its vast array of projects has transformed the world of scientific data

analysis. The combination of matplotlib with numpy and cartopy has given rise to

many projects aimed at making data visualisation easy and generate graphics of high

quality. One of the efforts trying to combine all tools in one Application Program-

ming Interface (API) is the iris17
project.

13.9 Summary and Concluding Remarks

In summary, this chapter has provided an overview over the salient features of a

LMP simulation. It was shown how to solve the melt dynamics problem and track

the free surface, how to model the temperature distribution, laser beam absorption

and assist gas dynamics. This places the reader into a position to start experimenting

and to extend the model to include more and more process physics, until a fully

comprehensive description is achieved.

11
http://www.gnuplot.info/.

12
http://plasma-gate.weizmann.ac.il/Grace/.

13
http://www.opendx.org/.

14
http://www.paraview.org.

15
https://wci.llnl.gov/codes/visit.

16
http://www.avs.com.

17
https://scitools.org.uk/iris.

http://www.gnuplot.info/
http://plasma-gate.weizmann.ac.il/Grace/
http://www.opendx.org/
http://www.paraview.org
https://wci.llnl.gov/codes/visit
http://www.avs.com
https://scitools.org.uk/iris
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A simulation such as the one envisaged in the context of this chapter comes at

a price of course. Simulation, especially in LMP, becomes very compute-intensive

very quickly, calling for state of the art multiple CPU systems running continuously

for days or weeks. Hence investigators often find themselves in the situation where

they have to fit their model to the computational resources at hand, sacrificing detail

and ignoring non-convergence of their solutions. In doing so they progress, back-

wards, from simulation to modelling. As was demonstrated in this chapter, most of

the present literature can only be classed as modelling, not simulation. As such, a

lot of care has to be taken when the results are compared with experiments. Often

experimenters feel obliged to present “at least one” “correlation” of their results with

experiments. That in itself is a pointless exercise of course, a sign of overly confident

investigators who do not appreciate the shortcomings of their simplifications.

Mainly because of the price of comprehensive simulation, it is still a young field,

not pursued by many researchers. The rewards are potentially very large but there

may also still be some while to wait before they can be claimed. It is hoped that this

discussion provides a fertile ground for the enterprising investigator to start building

simulation codes and start investigating and exploring, in pursuit of ultimate under-

standing. If quick results are expected, this is possibly not a path for the less patient to

follow. For the researcher with sufficient patience however, this may be the starting

point for an exciting and rewarding journey into the intricacies of LMP, with many

“established ideas” waiting to be challanged and overturned by new results, opening

up the details of the process, like a book waiting to be read.

In conclusion, following the thoughts of Rapaport [99], the status of the com-

puter will be raised from being purely a tool for performing calculations, to that of

a laboratory, where experiments can be performed in a similar fashion to the way in

which they are conducted in the real world. With a numerical experiment, the prob-

lem can be approached in all its detail without the obscuring mist of simplification

and assumption.
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