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Preface

This book collects the papers presented at two workshops during the 23rd International
Conference on Pattern Recognition (ICPR): the Third Workshop on Video Analytics
for Audience Measurement (VAAM) and the Second International Workshop on Face
and Facial Expression Recognition (FFER) from Real World Videos. The workshops
were run on December 4, 2016, in Cancun in Mexico.

The two workshops together received 13 papers. Each paper was then reviewed by
at least two expert reviewers in the field. In all, 11 papers were accepted to be presented
at the workshops.

The topics covered in the papers include: re-identification, consumer behavior
analysis, utilizing pupillary response for task difficulty measurement, logo detection,
saliency prediction, classification of facial expressions, face recognition, face verifi-
cation, age estimation, super-resolution, pose estimation, and pain recognition.

The organizers of the two workshops would like to express their sincere thanks to
the authors of the contributed papers, the reviewers who made sure of the good quality
of the papers, and the attendees of the workshops.

February 2017 Kamal Nasrollahi
Cosimo Distante

Gang Hua
Andrea Cavallaro

Thomas B. Moeslund
Sebastiano Battiato

Qiang Ji
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Person Re-identification Dataset with RGB-D
Camera in a Top-View Configuration

Daniele Liciotti, Marina Paolanti(B), Emanuele Frontoni, Adriano Mancini,
and Primo Zingaretti

Dipartimento di Ingegneria dell’Informazione, Università Politecnica delle Marche,
Via Brecce Bianche, 60131 Ancona, Italy
{d.liciotti,m.paolanti}@pm.univpm.it,

{e.frontoni,a.mancini,p.zingaretti}@univpm.it

Abstract. Video analytics, involves a variety of techniques to monitor,
analyse, and extract meaningful information from video streams. In this
light, person re-identification is an important topic in scene monitoring,
human computer interaction, retail, people counting, ambient assisted
living and many other computer vision research. The existing datasets
are not suitable for activity monitoring and human behaviour analysis.
For this reason we build a novel dataset for person re-identification that
uses an RGB-D camera in a top-view configuration. This setup choice is
primarily due to the reduction of occlusions and it has also the advan-
tage of being privacy preserving, because faces are not recorded by the
camera. The use of an RGB-D camera allows to extract anthropomet-
ric features for the recognition of people passing under the camera. The
paper describes in details the collection and construction modalities of
the dataset TVPR. This is composed by 100 people and for each video
frame nine depth and colour features are computed and provided together
with key descriptive statistics.

Keywords: Person re-identification · Top-view dataset · RGB-D
camera · TVPR

1 Introduction

In the last decades, video analytics has been rapidly evolving as autonomous
understanding of events occurring in a scene monitored by multiple video
cameras. One of the fundamental problems in video surveillance is person re-
identification (re-id), which is the process to determine if different instances or
images of the same person, recorded in different moments, belong to the same
subject. In every day life, this is done by humans without much effort. Our brains
are trained to localise and detect people and later to properly re-identify them.
In the recent years, this problem has gained a rapid increase in attention in both
academic research communities and industrial laboratories.

Person re-id has many important applications in video surveillance, because
it saves human efforts on exhaustively searching for a person from large amounts
c© Springer International Publishing AG 2017
K. Nasrollahi et al. (Eds.): VAAM 2016/FFER 2016, LNCS 10165, pp. 1–11, 2017.
DOI: 10.1007/978-3-319-56687-0 1



2 D. Liciotti et al.

of video sequences. Identification cameras are widely employed in most of public
places like malls, office buildings, airports, stations and museums. These cameras
generally provide enhanced coverage and overlay large geospatial areas because
they have non-overlapping fields-of-views. Huge amounts of video data, moni-
tored in real time by law enforcement officers or used after the event for forensic
purposes, are provided by these networks. An automated analysis of these data
improves significantly the quality of monitoring, in addition to process the data
faster [20].

The behaviour characterization of people in a scene and their long term
activity can be possible using video analysis, which is required for high-level
surveillance tasks in order to alert the security personnel.

Recent literature about re-id approaches is mostly focused on appearance-
based models. Researchers have paid attention on interest points, structural
information and colour as principal appearance cues [5]. The introduction of
RGB-D cameras provides affordable and additional rough depth information
coupled with visual images, offering sufficient accuracy and resolution for indoor
applications. Due to this fact, this camera has already been successfully applied
in retail field to univocally identify customers and to analyse behaviours and
interactions of shoppers [12].

In this paper, we present a new dataset of person re-id that uses an
RGB-D camera in a top-view configuration: the TVPR (Top View Person Re-
identification) dataset. We chose an Asus Xtion Pro Live RGB-D camera because
it allows acquiring colour and depth information in an affordable and fast way.
The camera is installed on the ceiling above the area to be analysed.

For re-id evaluation, we collect data of 100 people, acquired across intervals
of days and in different times. This choice is due to its greater suitability com-
pared with a front view configuration, usually adopted for gesture recognition
or even for video gaming. The top-view configuration reduces the problem of
occlusions [13] and has the advantage of being privacy preserving, because the
face is not recorded by the camera. Main motivations of our top-view dataset
and some related applications/works are described in Table 1.

The process of extraction of a high number of significant features derived from
both depth and colour information is presented. Among all possible features, we
selected the nine features described in following sections as the most interesting
ones. The set of features extracted by the colour and depth images is used to
perform in future works the re-id process.

The paper is organized as follow: Sect. 2 is an overview of the approaches in
the context of re-id; Sect. 3 gives details on the proposed setup for the collection
of data, which is the core of this work; next section (Sect. 4) provides some
samples and key statistics of the dataset (Subsects. 4.1 and 4.2), followed by
conclusions and our future works (Sect. 5).

2 State of Art

Over the past years, in the field of object recognition a significant amount
of research has been performed by comparing video sequences. Colour-based
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Table 1. Main motivations and possible applications of TVPR.

Research challenges Applications Related works

Reliable and occlusion free
people counting

Safety and security in crowded
environments; people flow
analysis; access control and
counting

[4,11,21,24,25]

Interaction detection between
people and environment

Intelligent retail environment
shelf: Shopper Analytics;
Ambient Assisted Living (AAL)

[6,12,16]

Fall detection, Human
Behaviours Analysis (HBA)

High reliability fall detection;
occlusion free; HBA at home
and AAL

[10,13]

features of video sequences are usually described with the use of a set of key
frames that characterize well a video sequence. The HSV colour histogram and
the RGB colour histogram are robust against the perspective and the variability
of resolution [9]. The clothing colour histograms taken over the head, trousers
and shirt regions together with the approximated height of the person have been
used as discriminative features.

Recently, the person re-id problem has received a considerable attention, and
various reviews and surveys are available, pointing out different aspects of this
topic [15]. Research works on person re-id can be divided into two categories:
feature and learning [22].

The use of anthropometric measures for re-id was proposed for the first time
in [14]. In this case, height was estimated from RGB cameras as a cue for asso-
ciating tracks of individuals coming from non-overlapping views.

In [7], the authors proposed the use of local motion features to re-identify
people across camera views. They obtained correspondence between body parts
of different persons through space-time segmentation. On this body parts, color
and edge histograms are extracted. In this approach, person re-id is performed
by matching the body parts based on the features and correspondence.

Shape and appearance context, which computes the co-occurrence of shape
words and visual words for person re-id is proposed in [23]. Human body is
partitioned into L parts with the shape context and a learned shape dictionary.
Then, these parts is further segmented into M subregions by a spatial kernel.
The histogram of visual words is extracted on each subregion. Consequently, for
person re-id the L×M histograms are used as visual features.

In [3] the appearance of a pedestrian is represented by combining three kinds
of features (sampled according to the symmetry and asymmetry axes obtained
from silhouette segmentation): the weighted color histograms, the maximally
stable color regions, and recurrent highly structured patches.

Another method to face the problem of person re-id is learning discriminant
models on low-level visual features. Adaboost is used to select an optimal ensem-
ble of localized features for pedestrian recognition in [9]. Partial least squares
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is used to perform person re-id in [19]. Instead, Prosser et al. [18] have used
ranking SVM to learn the ranking model.

In last years, it is well-known the metric learning for person re-id. A proba-
bilistic relative distance comparison model has been proposed [26]. It maximizes
the probability that the distance between a pair of true match is smaller than
that between an incorrect match pair.

In [17], the authors investigate whether the re-id accuracy of clothing appear-
ance descriptors can be improved by fusing them with anthropometric measures
extracted from depth data, using RGB-D sensors, in unconstrained settings.
They also propose a dissimilarity-based framework for building and fusing the
multimodal descriptors of pedestrian images for re-id tasks, as an alternative to
the widely used score-level fusion.

Several datasets used to test re-id models are available: VIPeR1, iLIDS,2

ETHZ 3 and the more recent CAVIAR4REID4. These datasets cover many
aspects of the person re-id problem, such as shape deformation, occlusions, illu-
mination changes, very low resolution images, image blurring, etc. [8]. Another
re-id dataset is proposed in [2]; this is composed by 79 people and four groups.
Data are gathered using RGB-D technology, but are not suitable for our purposes
as mentioned above in Table 1.

3 Setup and Acquisition

We have built a dataset, TVPR5, of 100 individuals recorded from an RGB-D
camera installed in a top-view configuration. The 100 people were captured in
several days (see more information on TVPR in Sect. 4). The camera is installed
on the ceiling of a laboratory at 4 m above the floor and covers an area of
14.66 m2 (4.43 m× 3.31 m). The camera is positioned above the surface which as
to be analysed (Fig. 1).

The first step is the processing of the data acquired from the RGB-D camera.
The camera captures depth and colour images, both with dimensions of 640×480
pixels, at a rate up to approximately 30 fps and illuminates the scene/objects
with structured light based on infrared patterns.

Seven out of the nine features selected are the anthropometric features
extracted from the depth image:

• distance between floor and head, d1;
• distance between floor and shoulders, d2;
• area of head surface, d3;
• head circumference, d4;
• shoulders circumference, d5;

1 https://vision.soe.ucsc.edu.
2 http://www.eecs.qmul.ac.uk.
3 https://data.vision.ee.ethz.ch/cvl/aess/dataset.
4 http://www.lorisbazzani.info/datasets.
5 http://vrai.dii.univpm.it/re-id-dataset.

https://vision.soe.ucsc.edu
http://www.eecs.qmul.ac.uk
https://data.vision.ee.ethz.ch/cvl/aess/dataset
http://www.lorisbazzani.info/datasets
http://vrai.dii.univpm.it/re-id-dataset
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4.43m

3.31m

(a)

58° H
45° V

(b)

Fig. 1. System architecture.

• shoulders breadth, d6;
• thoracic anteroposterior depth, d7.

The remaining two colour-based features are acquired by the colour image.
We also define TVH, TVD and TVDH.

• TVH is the colour descriptor:

TV H = {Hp
h,H

p
o} (1)

• TVD is the depth descriptor:

TV D = {dp1, dp2, dp3, dp4, dp5, dp6, dp7} (2)

• Finally, TVDH is the signature of a person defined as:

TV DH = {dp1, dp2, dp3, dp4, dp5, dp6, dp7,Hp
h,H

p
o} (3)

Colour is an important visual attribute for both computer vision and human
perception. It is one of the most widely used visual feature in image/video
retrieval. To extract this two features we used HSV histograms. Local histograms
have proven to be largely adopted and very effective. The signature of a person
is also composed by two colour histograms computed for head/hairs and outer-
wear: Hp

h, Hp
o in (3), such as in [1], with n = 10 bin quantization, for both H

channel and S channel.
Figure 2 depicts the set features considered: anthropometric and the colour-

based ones.
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dp1dp2

dp3
dp4

dp5

dp6

dp7

Hp
o

Hp
h

Fig. 2. Anthropometric and colour-based features.

4 Evaluation Results

4.1 Dataset Description

The 100 people of our dataset were acquired in 23 registration session. Each of the
23 folders contains the video of one registration sessions. The recording time [s]
for the session and the number of persons of that session are reported in Table 2.
Acquisitions have been performed in 8 days and the total recording time is about
2000 s. Registrations are made in an indoor scenario, where people pass under the
camera installed on the ceiling. Another big issue is environmental illumination.
In each recording session, the illumination condition is not constant, because it
varies in function of the different hours of the day and it also depends on natural
illumination due to weather conditions. The video acquisitions, in our scenario,
are depicted in Fig. 3, which are examples of person registration respectively with
sunlight and artificial light. Each person during a registration session walked with
an average gait within the recording area in one direction, then it turned back
and repeated the same route in the opposite direction. This methodology is used
for a better split of TVPR in training set (the first passage of the person under
the camera) and testing set (when the person passed again under the camera).

The recruited people are aged between 19–36 years: 43 females and 57 male;
86 with dark hair, 12 with light hair and 2 are hairless. Furthermore, of these
people 55 have short hair, 43 have long hair. The subjects were recorded in
their everyday clothing like T-shirts/sweatshirts/shirts, loose-fitting trousers,
coats, scarves and hats. In particular, 18 subjects wore coats and 7 subjects
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Table 2. Time [s] of registration for each session and the number of people of that
session.

Session Time [s] # people Session Time [s] # people

g001 68.765 4 g013 102.283 6

g002 53.253 3 g014 92.028 5

g003 50.968 2 g015 126.446 6

g004 59.551 3 g016 86.197 4

g005 75.571 4 g017 95.817 5

g006 128.827 7 g018 57.903 3

g007 125.044 6 g019 82.908 5

g008 75.972 3 g020 87.228 4

g009 94.336 4 g021 42.624 2

g010 116.861 6 g022 68.394 3

g011 101.614 5 g023 56.966 3

g012 155.338 7

Total 2004.894 100

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 3. Snapshots of a registration session of the recorded data, in an indoor scenario,
with artificial light. People had to pass under the camera installed on the ceiling. The
sequence a–e, b–f corresponds to the sequence d–h, c–g respectively training and testing
set of the classes 8-9 for the registration session g003.

wore scarves. All videos have fixed dimensions and a frame rate of about 30 fps.
Videos are saved in native .oni files, but can be converted in any other format.
Colour stream is available in a non compressed format.

Figure 4 reports the histograms of each extracted anthropometric feature.
Due to the dissimilarity of the analysed subjects a Gaussian curve is obtained
from the data.
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Fig. 4. Statistics histogram for each feature (a d1 distance between floor and head; b
d2 distance between floor and shoulders; c d3 area of head surface; d d4 Head circum-
ference; e d5 shoulders circumference; f d6 shoulders breadth; g d7 thoracic anteropos-
terior depth). The resultant Gaussian curve (in red) is due to the dissimilarity of the
analysed subjects. (Color figure online)

4.2 Performance Validation

The Cumulative Matching Characteristic (CMC) curve represents the expecta-
tion of finding the correct match in the top n matches. It is equivalent of the
ROC curve in detection problems. This performance metric evaluates recognition
problems, by some assumptions about the distribution of appearances in a cam-
era network. It is considered the primary measure of identification performance
among biometric researchers.

As well-established in recognition and in re-id tasks, for each testing item
we ranked the training gallery elements using standard distance metrics. We
examined the effects of 3 distance measures as the matching distance metrics:
the L1 City block, the Euclidean Distance and the Cosine Distance.

To evaluate our dataset, the performance results are reported in terms of
recognition rate, using the CMC curves, illustrated in Fig. 5. In particular, the
horizontal axis is the rank of the matching score, the vertical axis is the proba-
bility of correct identification.

Considering our dataset, we depict a comparison among TVH and TVD in
terms of CMC curves, to compare the ranks returned by using these different
descriptors.

Figure 5a provides the CMC obtained for TVH. Figure 5b represents the CMC
obtained for TVD. We compare these results with the average obtained by TVH
and TVD. The average CMC is displayed in Fig. 5d.

It is observed that the best performance is achieved by the combination of
descriptors. In Fig. 5d, it can be seen that the combination of descriptors improve
the results obtained by each of the descriptor separately. This result is due to the
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Fig. 5. The CMC curves obtained on TVPR dataset.

depth contribution that can be more informative. In fact, the depth outperform
the color, giving the best performance for rank values higher than 15 (Fig. 5b).
Its better performance suggests the importance and potential of this descriptor.

5 Conclusions and Future Works

Person re-identification is a critical problem in video analytics applications such
as surveillance and security. In this paper, we have proposed a novel dataset for
the person re-identification (TVPR) with a features set extracted from colour
and depth images.

We use an RGB-D camera to detect, track and describe individuals crossing
a monitored area. We chose the top-view configuration for a greater suitability,
i.e. more robustness, to a series of tasks like those reported in Table 1.

Further investigation will be devoted to the study of more sophisticated fea-
tures. The CMC curves have suggested that for the different distance metric
approaches the depth descriptor has strong discriminative power. The integra-
tion of more features in the model seems to improve the identity discrimination.
This aspect is of great importance important, in order to perform a classification
model.
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Future works would include the integration of this re-identification system
with an audio framework and the use of other types of RGB-D sensors, such as
time of flight (TOF) ones. The system can additionally be integrated as a source
of high semantic level information in a networked ambient intelligence scenario,
to provide cues for different problems, such as detecting abnormal speed and
dimension outliers, that can alert of a possible uncontrolled circumstance.
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Abstract. In the context of retailing, the monitoring of consumer
behaviours is particularly important for supporting vendors in their man-
agement and marketing decisions. Many studies have been carried out
about various aspects and consequences of different behaviours. However,
only recently the potential of computing systems is being used for auto-
mated data collection and processing. In this work, we present a novel
pervasive system able to automatically monitor consumer behaviour in
front of shelves in an intelligent retail environment (IRE). Data collected
are stored into a cloud server for data analysis and insights, ready to be
used by a Decision Support System (DSS).

The completely autonomous and low cost system proposed in this
paper is based on a software infrastructure connected to a video sensor
network. A set of computer vision algorithms, embedded in the distrib-
uted RGB-D cameras, provides information concerning customer behav-
iour, in particular, user-shelf interactions described with temporal and
spatial features. This large number of analytics allows insight deductions.
The use of distributed vision sensors inside a retail environment is novel
and produces really valuable data for brands and retailers.

The feasibility and the effectiveness of the proposed architecture and
approach have been tested on real retail environments.

Keywords: Ambient intelligence · Computer vision · Embedded sen-
sors · Pervasive systems · Consumer behaviour · Retail

1 Introduction

In literature, there are several researches that study the behaviour of consumers
in retail environments, for example, [7,15] and references therein. In particular,
Puccinelli et al. [15] identified seven topic areas of consumer behavior research in
retail environments: (1 ) goals, schema and information processing, (2 ) memory,
(3 ) involvement, (4 ) attitudes, (5 ) affect, (6 ) atmospherics and (7 ) consumer
attributions and choices. For each topic, they highlighted the most important
issues necessary to be further investigated.

c© Springer International Publishing AG 2017
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A common characteristic of all these studies is to do not use automated
approaches for data acquisition and information retrieval. They mainly focus
on consumer research and retailing from the social, psychological and marketing
point of views. On the contrary, the potential of computing to improve all aspects
of retail is firstly studied in deep in [9]. In particular, computer vision systems
appear very useful in retail environments (as well as in other application fields),
mainly for the huge amount of data and the possibility of an automatic data
collection. Obviously, an increasing number of these applications [13,19] have
been and are possible thanks to the strengthening of information systems, the
development of more stable and efficient vision algorithms and also the higher
speed and the lower price of current hardware.

Focusing on computer vision approaches of consumer attributions and
choices, Chandon et al. [2] and Strandvall [16] both used eye tracking meth-
ods for measuring the value of point-of-purchase. Määttä et al. [12] classified
shopper motion into four behaviour classes, distinguishing if their movement is
neutral or repetitive. Another approach for video-based extraction of customer
movements at the point of sale is described in [8]: their human behaviour analy-
sis is based on the measurement of the customer trajectories inside the store and
on the time spent by each person in each zone of the store. According to [14],
newer video surveillance applications, not necessarily related to security issues,
were developed for shopping, not only to identify anomalous activities, but also
to identify people and to analyse consumer behaviour.

At the same time, other pervasive computing approaches were adopted to
solve problems in retail environments. Another system developed for the retail
store is “SmartStore” [6], which analyses the customer interest immediately,
gathers the sensing data from large-scale area and attaches massive tiny sensors
to shopping items.

Our research focuses on the implementation of a software infrastructure cou-
pled with a hardware technology to build a pervasive computing intelligent sys-
tem for detecting and analysing the human behaviour in real retail stores.

By means of video cameras and computer vision algorithms, our pervasive
system detects human motion and then describes human behaviour by quantita-
tive parameters. More in detail, the main objective is to analyse the interactions
between customers and products on the shelves. Therefore, our system detects
and monitors people when they are in front of a shelf, using a distributed video
sensor network. This allows us to better detail the activities of consumers when
they stop in a zone of the store, e.g., the objects of the shelf that are touched
by each person.

The installation of the system in several parts of the store provides large
volumes of multidimensional data on which to perform statistics and deduce
insights. The analysis of these data offers a unique possibility to better under-
stand several crucial aspects of a retail ambient, e.g., the appealing of a product,
a good positioning of different products on a shelf, the human traffic in front of
each shelf.
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Just because the sensor installation should be repeated in several zones of
the shop to collect a significant large amount of data, we developed a system
that can be easily scaled, from a single shelf installation to a large widespread
grid of sensors.

Our system is able to detect all the objects on the shelf that interact with the
customer using only one RGB-D sensor for each shelf, while in [7] the activity
recognition needs an RFID sensor mounted on each object to be performed.

We developed a software infrastructure that is able to automatically detect,
measure and store crucial information for a retail ambient. In particular, our per-
vasive system does not need to interact with customers to retrieve the desired
information, as for the cases of the interactive display [17] or the mobile phone [5],
where direct customer interactions with the systems are used to exchange infor-
mation between shoppers and the retail ambient. In our case, information are col-
lected automatically through the computer vision algorithms that we developed.

Summarizing, the paper presents a smart and low-cost embedded sensor net-
work for intelligent retail environments (IREs) able to identify customers and
to analyse their behaviour and shelf interactions. Major characteristics of this
system are the general and easily scalable architecture really focused on the
retail environment application and the very precise and reliable computer vision
algorithms, which are able to run efficiently in low cost hardware and to collect
automatically several relevant information.

The paper is organized as follows: in Sect. 2 we describe the IRE architecture
and application requirements; Sect. 3 describes the implemented computer vision
algorithms, focusing on people monitoring and detection of user-shelf interac-
tions; experimental setup and results are presented in Sects. 4 and 5, respectively;
finally, conclusions and future works are presented in Sect. 6.

2 IRE Architecture and Application Requirements

The hierarchical architecture of the proposed pervasive retail environment is
shown in Fig. 1 along with the information provided at each abstraction layer.
Sensor nodes, able to measure autonomously a part of the environment, are
logically connected to the concept of shelf, multiple shelves are part of a store
and, finally, several stores are part of a retailer chain. The general idea is based
on several aggregation layers that provide to the system different information,
from raw data to high level data analytics and insights.

At the single camera node level only raw data are available; a first data
processing to provide interaction maps occurs at the shelf level. Multi camera
analysis is also functional to perform flow comparisons in different areas of the
store. At the top level general insights, store comparisons, store optimizations
and re-design can be performed by retailers.

The functional requirements of the system, concerning what the system is able
to do, its expected behaviour and which are its input/output functions, are:

1. counting the number of people “passing by” the camera vision area;



Pervasive System for Consumer Behaviour Analysis in Retail Environments 15

Raw Data
People counting
and Interactions

DSS
Store Optimization

User-Shelf
Interactions Maps

Flow Analysis

Cam 1 Cam 2 Cam 3   Cam n Cam 1 Cam 2 Cam 3     Cam n

...

...

...

Shelf 1  Shelf 2 Shelf 3  Shelf n Shelf 1  Shelf 2 Shelf 3  Shelf n

Store 1 Store 2 Store n

Retailers

A
bs

tr
ac

tio
n 

L
ay

er

...

...

Fig. 1. The hierarchical architecture and the information provided at each abstraction
layer of an intelligent retail environment.

2. for each person detected by the camera, storing the input/output position
and the permanence time in the camera vision area;

3. storing all the interactions with the shelf:
(a) who performed the action;
(b) which product was touched;

4. sending and saving data in a remote database (cloud) available for statistical
analysis;

5. from any remote location, controlling RGB-D camera parameters:
(a) video streaming visualization;
(b) redefinition of shelf area;
(c) software upgrade;

6. restoring data from a backup.

Non-functional requirements establish constraints on the system or on its
development process, defining how it should be achieved. For the implementation
of the system, precise constraints have been imposed:

1. vision sensors should be ceiling mounted, which limits both their size and the
total weight of all components to be supported by the structure;

2. cameras should be connected to a main router via a wireless network and
accessible from outside of the store for remote control;

3. the whole system should be low cost and scalable.

3 Computer Vision Algorithms

The whole system can be seen as a big sensor network where each node is a
micro system that analyses the consumer behaviour in front of a specific shelf of a
store. Each node consists of an embedded system that includes an RGB-D sensor,
ceiling mounted and looking to the scene from the top, and a software component
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to send the calculated information to the cloud. Adding a new node/shelf does
not require structural modifications of the entire system, so that it is possible to
install several RGB-D sensors in every store.

In this section we focus the attention on the two vision algorithms that we
have already developed, processed by every node: people monitoring and user-
shelf interactions.

To build a system able to detect automatically all the relevant data for a retail
environments other algorithms are being developed. In particular, our current
researches concern also person re-identification, in order to create an architecture
comprehensive of highly-integrated systems able to totally monitor consumer
behaviour in a retail environment. The first problem, even if highly studied
in the literature [1], is not as much treated for top-view images, where the re-
identification of each visitor is made using features like height, colors of hairs and
clothes of people that are in the camera field. The second research, on the base
of our previous work on Ambient Assisted Living field [11], intends to propose an
audio framework able to recognize voice commands by continuously monitoring
the acoustic retail environment. Echo and interference cancellation algorithms
guarantee a reliable keyword extraction, which is a very important aspect from
the store point of view, since it allows to know and follow customer preferences.

3.1 People Monitoring

In this part we describe our algorithm for people monitoring, which consists of
two steps: background subtraction and people detection.

As regard background subtraction, in this work we implemented the algo-
rithm of Zivkovic [20], because it ensures a lower computation time than the
method we used in [10,18].

For people detection we used the segmentation algorithm named Multi-Level
Segmentation, which has in input the foreground depth image (the output of
the background subtraction algorithm) and in output the highest point of each
person. The algorithm is explained in detail in the pseudo-code Algorithm1. The
MultiLevelSegm function has in input the foreground image (f(x, y)). First
of all, FindPointMax function calculates the highest point of whole image
(max) and its coordinates (pointmax). In line 3, the level counter assumes the
threshold value, that is a fixed value corresponding to average height of a human
head (we adopted the value 10 cm). So, the number of segmentations is strictly
related to the height of the tallest person. The output condition of the while loop
is when the segmentation level becomes negative (above the floor). The Segm
function yields in output a binary image with blobs representative of moving
objects that are above the segmentation level (max − level). This binary image
is the input of FindContours, an OpenCV function that returns a vector of
points for each blob. Then, the FilterContours function deletes noise (blobs
with a little dimension and/or a bad shape). The for loop from line 8 to line
14 inserts in the vector points the highest point/depth value (FindPointMax
function) of each blob identified by means of the FilterMask function. Finally,
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(a) (b) (c)

Fig. 2. Head recognition (2b): different colors of the blob highlight the head of the
people detected in the scene (2a). Parameters defining a shelf zone (2c) (green area).
(Color figure online)

MultiLevelSegm function returns a vector with all maximum local points.
The length of this vector indicates the number of people that are in the image.

The Multi-Level Segmentation algorithm intends to overcome the limitations
of the binary segmentation method proposed in [10] in case of collisions among
people. In fact, using a single-level segmentation, in case of a collision, two people
become a single blob (person), without distinguishing between head and shoulders
of the person. By using this new approach, when a collision occurs, even if two
people are identified with a single blob, the head of each person is anyway detected,
becoming the discriminant element. Figure 2 highlights the head of each person
obtained by the Multi-Level Segmentation algorithm: different colors highlight the
head of a person detected by the camera. In case of collisions (Figs. 2a and b) the
yellow blob contains two people and both heads are also detected.

3.2 Detection of User-Shelf Interactions

In this subsection, we focus on the algorithm for the detection of interactions
with the shelf. A shelf zone is the part of the store interested by an interaction

Algorithm 1. Multi-Level Segmentation algorithm
1: function multiLevelSegm(f(x, y))
2: (max, pointmax) = findPointMax(f(x, y))
3: level = threshold
4: while (max − level) > 0 do
5: flevel(x, y) = Segm(f(x, y), (max − level))
6: contours = findContours(flevel(x, y))
7: filterContours(contours)
8: for each contour i ∈ contours do
9: fmask(x, y) = filterMask(flevel(x, y), i)

10: (vmax, pmax) = findPointMax(fmask(x, y))
11: if pmax ∉ points then
12: points.pushBack(pmax)
13: end if
14: end for
15: level = level + threshold
16: end while
17: return points
18: end function
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between the hand of the shopper and a product in the shelf. As described in [4],
it is defined by the user during the installation phase and it is characterized
by the following tree parameters, written in a configuration file: the maximum
distances of the left (xdl), right (xdr) and frontal (yd) shelf sides from the image
borders (see Fig. 2c). This setting is valid for most of the shelves of a store, but
it is possible to define other areas of interest (e.g., in the case of a circular island
when a cylinder-shaped configuration is needed).

The Multi-Level Segmentation algorithm, described in the previous para-
graph, allowed us to detect the head and the body contours of each person. The
contour of the head is used to track the movements of a person within the scene.
The contour of entire body is used to identify interactions with the shelf. The
three vertical planes built at the distances xdl, xdr, yd from the image border
and defining the shelf zone are used to detect interactions. When the contour of
entire body intersects at least one of the three planes we establish that a contact
occurs and so determine the 3D coordinates of the contact point.

The Contact Detection algorithm is explained in detail in the pseudo-code
Algorithm 2. The FindInteractions function has in input the depth image of
the sensor and the contour vector. Each point of each contour is analysed (from
line 2 to line 4) to find contact points with shelfzone. If a contact occurs the
pushBack method inserts in the vector vec the 3D contact point, where the
third dimension corresponds to the depth value. Finally, the function returns
vector vec with all the contact points.

4 Experimental Setup and Data Stored

The system setup is based on state of the art and low cost RGB-D sensors. For
the development of this framework a single board computer is used since it is
sufficiently small, suited to manage all functions and low consuming.

The camera sensor captures depth images with dimensions of 320 × 240 pixels
at a rate up to 30 frames per second. The depth value is stored using 16 bits
allowing a spatial resolution of few millimeters.

In addition to the RGB-D sensor, a Wi-Fi module is connected to the board
to transmit the elaborated data to a cloud server by the home wireless net-
work. Image-processing elaborations and transmission of only synthetic data are
performed on the single board computer to respect privacy regulation.

Algorithm 2. Contact detection algorithm
1: function findInteractions(d(x, y), peopleV ec)
2: for each contour i ∈ peopleV ec do
3: for each point p ∈ i.getContours( ) do
4: if d(p.x, p.y) ∈ shelfzone then
5: vec.pushBack(d(p.x, p.y))
6: end if
7: end for
8: end for
9: return vec

10: end function
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With this hardware setup the proposed algorithms are able to process the two
video flows at 20 fps on the described low cost hardware. The cameras have been
installed on panels in the suspended ceiling of the store. Each system yields as
output a significant amount of data that are stored in the cloud, so that they can
be successively analysed to extract useful indicators. The final tests in real stores
have been realized installing RGB-D cameras for a time period of 3 months, in
order to obtain statistically significant data.

A ground truth for algorithm accuracy evaluation was collected both in the
laboratory and in some days of the real environment tests.

The indicators adopted to evaluate shopper behaviour and preferences can be:

– Number Nv of “passing by” people, that is people crossing camera field of
view;

– Number Vz of visitors in each zone in which the image is subdivided;
– Number Vs of “passing by” people interacting with the shelf, where Vs ⊂ Nv;
– Number Is of interactions for each person, with Is = I/Vs, where I is the

number of the interactions;
– Average visit time T̄ =

∑Nv

i=1 Δti/Nv, where the visit time Δti is the perma-
nence of each person in the camera view;

– Number N of products touched;
– Duration of interactions TI =

∑I
i=1 δti, where δti = ti,end − ti,init is the

difference between final and initial instant of interaction i;
– Average interaction time T̄I = TI/I.

5 Results

Table 1 summarizes the results obtained by monitoring 7 stores using a total of 15
cameras and for a working period equivalent to 45 months by a single camera.
The values in the table refer to the most significant indicators introduced in
Sect. 4. They reveal that the average visit time in front of the shelf is 6.21 s, while
the average interaction time is 1.23 s. Moreover, the number of interactions for
each person is higher than the number of products touched, corresponding to
1.45 interactions for each person.

5.1 Efficiency and Reliability of Algorithms

The two main requirements/capabilities that the software has to satisfy are: (i)
to monitor people; (ii) to understand the occurrence of an interaction between
a shopper and a shelf.

Table 1. Values of indicators for experiments in real stores.

Indicator Nv Vs Is T̄ N T̄I

Value 87885 17762 1.45 6.21 s 25710 1.23 s
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Table 2. People detection confusion and user-shelf interaction matrices.

TP FN FP Total TPR

People detection 1110 29 11 1150 0,9902

User-shelf interaction 1050 233 254 1537 0,8052
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Fig. 3. Visit time histogram related to the overall studied period (3a). Visit time
histogram related to three different time slots: (i) 6.00 to 8.00 (green line). (ii) 11.00–
13.00 (red line) (iii) 16.00–18.00 (blue line) (3b). (Color figure online)

To compare results we considered the sensitivity or true positive rate TPR =
TP/P , where TP is the number of true positives, calculated by counting the real
number of people “passing by” the camera and P = (TP + FN), where FN is
the number of false negatives, corresponding to the “passing by” people that
the camera has not detected. The same evaluation method has been applied for
establishing the correctness of the user-shelf interaction.

Table 2 shows the results of our performance analysis on 4 out of the 7 stores
where the system was installed. We have checked the passages and the inter-
actions of consumers measured by the system with the ground truth. More in
detail, Table 2 corresponds to the confusion matrices of the people detection and
contact detection algorithms. Since our system is built to detect only positive
events (detection of people), we can not provide a value for true negative events.
Also the number of negative events is unknown. For these reasons, typical confu-
sion matrix parameters (e.g., specificity) are not listed. The sensitivity obtained
was 99.02% and 80.52% for the people detection and the hand detection algo-
rithm, respectively.

5.2 Shopper-Shelf Interaction

Once we have demonstrated the high efficiency and robustness of our algorithms,
their outputs can be used for statistical analysis.

For example Fig. 3a shows the histogram of the visit time Δti related to
the overall testing period. Each bin corresponds to an elapsed time of 1 s. The
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plot shows that there are several counts (47% of the total) with a visit time
smaller than 3 s, which can be easily interpreted as not-interacting people. The
mean visit time higher than 3 s is equal to 6.46 s. This value, when compared to
similar results related to other shelves, can describe the appealing of the shelf to
shoppers. Namely, the larger is the mean value higher is the shelf attractiveness.
At the same time, the total number of counts indicates if the shelf is located or
not in a populated place of the shop.

Since our system detects the precise date/time when each shopper appears
in the camera field of view, it is possible to make the same histogram of Fig. 3a
for different time slots. Figure 3b shows an example of this for three different
time slots: (i) from 6.00 to 8.00; (ii) 11.00–13.00; (iii) 16.00–18.00. During the
first slot the shop is closed, hence the data refer only to shop operators. From
the remaining slots we can evince that the morning time slot is more populated
than the afternoon one. Such information can be very useful to better organize,
for example, the staff of the shop according to the time slot with the maximum
flux of buyers.

Going into the detail of the products hosted by the shelf, our system is able
to storage all the interactions between the shopper and the shelf. Together with
this, we can discriminate among three different types of interaction: neutral if
the hand exceeds the threshold without taking anything; emphpositive when the
object is picked up; negative when the object is put back after a pickup.

As expected the most interacted zone of the shelf is the central one, but look-
ing at the width distribution of the interactions (Fig. 4a, top panel) it is possible
to discriminate at least another peak around shelf width equal to 800 mm, that
probably corresponds to an appealing product.

Figure 4 shows maps of the contact points, identified by colored zones, gener-
ated during the processing. In particular, Fig. 4a, b, c show respectively, positive,
negative and neutral interactions.

Furthermore, Fig. 4 represents some example of a planogram, that is a
detailed visual map that establishes the position of the products in a shelf. So
to obtain the contact map, the system automatically compares the coordinates
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Fig. 4. Maps of interactions produced by the software in a test conducted by our
research in a real environment. 2D plots showing the shelf along its width (x axis) and
height (y axis) in millimetres. (Color figure online)
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of contact points with ancillary information provided by the planogram man-
agement software. The planogram management software and the smart camera
hardware are described in [3].

6 Conclusions and Future Works

We developed a pervasive, intelligent vision system for retail applications. It
consists in a software infrastructure coupled with a low cost hardware that:
(i) receives images from an RGB-D camera; (ii) elaborates the images with
computer vision algorithms; (iii) extracts information and collects them into a
database for statistical analysis and for being used by a DSS.

The implemented computer vision algorithms: (i) detect the people in the
camera field of view; (ii) measure the visit time of each person; (iii) detect
occurrences of interactions between shoppers and products on the shelf.

The system has been installed in real retail stores. The long life and real
environment tests show the effectiveness of the described system and, in general,
the feasibility of the proposed architecture and approach.

The efficiency of the system is defined by its capability in detecting people
and shelf interactions. Results show that the people detection algorithm has a
very high sensitivity (99%), while the hand detection algorithm shows a good
sensitivity slightly above 80%.

The collected information can be used for several useful statistical analyses,
since they enhance, e.g., the knowledge of shopper-shelf interactions and the
product appeal, as shown in Subsect. 5.2.

The system can be used as part of a sensor network focused on retail reality
mining, with the purpose of better understanding customer interactions in retail
environments.

Our future projects are directed towards a detailed study of person re-
identification using top-view images, a task necessary to assign a single and
robust ID to each buyer, and audio recognition. Among several other informa-
tion, this will allow us to better describe the client behaviour inside the entire
shop and not only in front of a single shelf.
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Abstract. In this paper, we show the relationship between pupil dila-
tion and visual manipulation tasks to measure the magnitude of individual
habituation effect and task difficulty. Our findings show that pupil dila-
tion can be used as a new physiological signal in the application of audi-
ence measurement, affective computing, affective communications, and
user interface design. We built a pointer maze game where a subject moves
a pointer from start to end positions on a straight pathway, and we observe
the subject’s pupil size while changing the pathway width and performing
the game repeatedly. Through the two experiments, we found the maxi-
mum pupil size increases during the game when the pathway narrows. The
first experiment indicates the difficulty of the task (narrower pathway) is
related to the larger pupil diameter. On the basis of these results, we built
models relating to (1) pupil size and pathway width, (2) pupil size and
duration, and (3) pathway width and duration. The second experiment
indicates the pupil constriction is related to the habituation effect of the
users. While a similar effect has already been reported, the magnitude of
pupil dilation during our task was about ten times as high as that in other
tasks, so our confidence in the model is high.

Keywords: Pupil dilation · Physiological signal · Concentration · Task
difficulty · Habituation effect

1 Introduction

Estimating individual task difficulty and habituation is an important topic for
audience measurement, affective computing, affective communications, behav-
ioral analysis of drivers, user interface design, and gaze behavior analysis.
Through these signals, we can obtain the status of human concentration which
plays an important role in the applications of gaze analysis, which currently
uses the duration of the gaze points (‘heat-map’ representation) as the ground-
truth of the saliency. However, duration does not always reflect the importance
of the gaze target, e.g. one looks at the target inattentively such as when one
is disturbed. Thus, other measurements for obtaining human concentration are
necessary for further gaze analysis.
c© Springer International Publishing AG 2017
K. Nasrollahi et al. (Eds.): VAAM 2016/FFER 2016, LNCS 10165, pp. 24–35, 2017.
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Fig. 1. Pointer maze task, and the model of pupil dilation and path width.

In this paper, we aim to use human pupillary response to estimate the mag-
nitude of human mental effects, such as concentration and habituation effect,
to solve these issues. Though a person’s pupil size changes in response to visual
coordination such as adjustment to incoming light [20], visual focusing (accom-
modation reflex) [7], viewing distance [14], optical aberrations and diffraction
[4,15,18]. It also reflects people’s internal states such as cognitive workloads
[11], memory recall [13,17], stress [1], and interest in visual targets [3,10], since
the pupillary muscle is coordinated by the autonomic nervous systems (ANS).

We designed a point mange gaze which is designed to control the task diffi-
culty with a physical parameter (pathway length and width) and observe a pupil
size during the task, and then build a model relating to the task difficulty and
pupil dilation (Fig. 1). Since a user requires stronger concentration to complete
a more difficult task, we can estimate the status of concentration through the
user’s pupil size.

Our findings provide the following contributions to physiology and engineering.
First, our visual manipulation task (pointer maze game task) can effectively

make a subject concentrate strongly, so we can easily observe the relationship
between a person’s internal state (concentration, cognitive workload, etc.) and
pupil dilation even from a single trial. Our experimental setup produces a much
larger magnitude of pupil dilation than existing visual tasks including object
detection and target pointing. In addition, we experimentally prove the elapsed
time of the pointer maze game is proportional to the length of the pathway and
inversely correlates to the pathway width. These findings indicate the difficulty
of the pointer maze game can be defined by the length and width of the pathway.

Second, through the experiments involving ten subjects, we build a model of
the pupil dilation during the pointer maze game. Specifically, the pupil diameter
increases when the pathway lengthens and/or widens. This model contributes to
estimate (a) the magnitude of one’s concentration during the task and (b) the
difficulty of the manipulation task, using the pupillary response.

Third, we show that the personal dependency of the task difficulty can be
measured by the pupillary response. Namely, our experimental results show that
(1) if the pupil constricts while the task, the task is difficult to the subject
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and (2) if the size of pupil does not change while the task, the task is eas-
ier to the subject. Since the task difficulty is related to the concentration, we
can measure the subject’s magnitude of concentration for the particular visual
manipulation/observation tasks from the pupillary response.

From the engineering point of view, our method has a potential to be a new
physiological signal and enable a person’s concentration and task difficulty to be
estimated. Unlike other physiological signals such as skin conductivity (SCR) or
heart rate (HR), the pupillary response can be measured without body-attached
sensors. In particular, this signal suits the simultaneous observation of the eye-
tracking systems because we can use the same camera for both measurements.
Moreover, the sensors (cameras) are cost effective and easy to combine with
other systems such as PCs and wearable systems.

In the rest of this paper, we first describe the method for the experimental
setup and task, then show the results, analysis, and the model of the pupil
dilation, and finally give a brief discussion and conclusion.

2 Related Work

Pupil diameter (iris size) is controlled by two muscles, the sphincter pupillae
and dilator pupillae. The sphincter pupillae is basically related to the parasym-
pathetic nervous system (PSNS) that activate when the body is at rest. On
the other hand, the dilator pupillae is related to the sympathetic nervous sys-
tem that activates fight-or-flight response (acute stress response). Therefore,
although pupil response is primarily related to control the optical factors in
human visual system, such as retinal irradiance, viewing distance, but it also
influenced by the cortical response including alertness and cognitive load. Since
pupil dilation has the potential to be used as a physiological signal to sense
cognitive load without using body-attached device, several efforts have been
conducted. Hess and Polt produced a pioneering work investigating the rela-
tionship between image contents and pupillary response. The results indicate
a relationship between pupillary response to image contents and gender [9–11].
Similarly, Steinhauer showed the relationship between emotional visual contents
and pupil reactions: highly pleasant pictures cause more pupil dilation [19]. It
is reported that pupil dilation is related to memory storage and recall. Kah-
neman and Beatty had subjects perform a task of remembering and recalling
several digits and showed that the number of digits in the task is related to the
magnitude of pupil dilation [13]. Extending this work, Beatty showed the pupil
dilation is also related to the difficulty of memorization in a calculation task [2].
Similar findings relating to task difficulty and pupillary responses have also been
reported [8].

Several researchers have focused on pupil dilation during practical tasks.
Marshall developed the index of task difficulty (ITD), which uses high-frequency
pupil response to measure the cognitive workload. Because high frequency pupil-
lary response is less affected by light intensity, it can be used to robustly estimate
cognitive state [16]. Jiang et al. showed that the magnitude of pupil dilation dur-
ing a target pointing (TP) task follows Fitts’ law [12]. In their experiment, users
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were asked to move a cursor from start to goal regions. In the results, the magni-
tude of pupil dilation D followed Fitts’ law [6]. Their work provides considerably
interesting evidence of the potential to build a mathematical model for pupillary
response. However, the magnitude of the response during one TP task is quite
small, so they required 40 repetitions of the task to obtain enough response.

3 Methods

3.1 Pointer Maze Game and Task Difficulty

We designed a pointer maze game as the task for finding the relationship between
the magnitude of human concentration during a visual manipulation task and
pupil dilation. In this game, a subject moves a pointer from start to goal positions
without it touching the boundary of the pathway drawn by two parallel lines
(Fig. 1). If the pointer touches the boundary, the subject must start over again
from the start point.

We can control the task difficulty through two physical parameters: the width
and length of the pathway. As the task becomes more difficult (i.e. when the
pathway becomes narrower and/or longer), the subject must concentrate more.

3.2 Pupil Observation Using a Corneal Imaging Camera

Corneal Imaging Camera

To measure pupil size accurately, we developed and used a specially designed
eye observation camera system (Fig. 2). This system consists of a head rig, a
camera module with a infrared filter (IDS UI-1241LE-C-HQ, 1/1.8” CMOS,
1280 × 1024 pixel), and an infrared light source (LED) attached to the side of
the camera. The camera has a 12 mm lens ((H, V) = (33.3, 24.8) deg), and the
internal IR-cut filter is removed. The device can capture close-up images of an
eye with an iris diameter of about 400–450 pixel at a distance of 70–110 mm.
The cameras are connected to a PC, where images are captured at 30 fps.

Figure 3(a) and (b) show eyes under normal and infrared lighting, respec-
tively. In Fig. 3(a), the pupil size is difficult to confirm because the scene is
reflected on the ocular surface. On the other hand, the pupil can be clearly
observed in the image under the infrared light (dark pupil method). Therefore,
the pupil area is easily determined using binarization.

In the followings, we describe the method to measure the pupil size.

Pupil Measurement

We used the dark-pupil method under IR illumination to obtain the pupil size
from the captured images (Fig. 3). First, we performed a grayscale conversion
and applied a smoothness filter to remove the small image noises (Fig. 3(c)), and
then applied the binary thresholding and obtained the contours of darker areas
(Fig. 3(d) and (e)). From the extracted regions, we obtained the circular level
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Eye camera

camera module
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Fig. 2. An experimental scene using a cornel imaging camera

using the following equation and found the image that shows the highest value
for the pupil.

circular level = 4π
area

perimeter2
. (1)

Here area is the area of the region and perimeter is the length of the contour.
After finding the pupil region, we performed ellipse fitting using RANSAC-based
method [5] and obtains the major axis (longer axis) as the pupil size.

Fig. 3. Processing flow of measuring
pupil diameter

Fig. 4. Process of noise removal

3.3 Data Processing

After obtained iris and pupil size, we perform following step to obtain the amount
of pupil diameter change and the mean of pupil from original data.
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Noise Removal.

Figure 4 shows the process of noise removal for the time-series data of pupil
diameter. As shown in Fig. 4(a), the original data is noisy, and the noise makes
it difficult to obtain the correct maximum/minimum value. The noise is thought
to be due to blinking and high-frequency noise of the ellipse fitting. Thus, the
following process is performed to remove noise.

1. Determine the threshold for the blink frame in the histogram (Fig. 4(a)) and
delete the subthreshold frame (Fig. 4(b))

2. Remove high-frequency noises over the cutoff frequency of 1 Hz by using a
low-pass filter (Fig. 4(c))

In step 2, cutoff frequency is set to 1 Hz because the frequency of the pupillary
light reaction is 0.5 Hz. After this filtering, we confirmed that noise is removed
and data is changing smoothly (Fig. 4(c)).

Normalization by the Pupil Diameter.

Afterward, we perform the pupil size by the iris diameter for the purpose
to eliminate the effect of eye-camera distance. Since the size of the cornea is
constant for each subject, we can obtain an invariant value with respect to the
face-camera distance and individuals by the normalization of the pupil diameter
by the corneal size. In reality, we ask subjects to face forward in order to measure
the corneal diameter at the start of measurement.

4 Experiments

We performed two experiments. The first experiment is to find out the relation-
ship between the physical conditions of the task and the pupil size, namely, we
observe the change of pupil size while the maze task while changing the width
of the pathway. The second experiment is for observing the habituation effect of
the users. We observe the pupil size while the repetitive maze task game.

4.1 Experiment 1: The Relation Between the Physical Conditions
and Pupil Size

Ten undergraduate or graduate students (seven males and three females) partic-
ipated in the study. Each subject played the pointed maze game about 30 times.
Path width randomly changed in 15 steps among 4 and 18 pixels (0.25 mm per
pixel) with a constant length of 500 pixels (250 mm). The display screen was
400.8 × 641.28 mm (1600 × 2560 pixels), and the distance between the monitor
and the subject was about 500 mm. Therefore, the view angle of path width was
between about 0.1◦ − 0.5◦.



30 A. Matsumoto et al.

Pupil Change-Ratio.

Figure 5 shows an example of a noise-removed graph of pupil diameter during the
task. Usually, the pupil contracts immediately and reaches a minimum size at
about 1 s (Fig. 5(a)) after the task starts. This contraction is commonly observed
among subjects. Then, the pupil gradually expands to reach the maximum size
(Fig. 5(b)). We obtain the difference between the minimum and maximum sizes
while the game, and the difference is normalized by the minimum size, that we
use as the pupil change-ratio (Fig. 5).

Fig. 5. Pupil diameter during the pointer maze game (after noise removal)

4.2 Results

Figure 6 shows the relations between (a) path width and duration, (b) path width
and pupil change ratio and (c) duration and pupil change ratio. Different colors
represent different subjects.

According to the figure, we can observe a relationship either logarithmically
or inversely proportion between the path width and duration. This indicates
that the narrower the path, the longer the duration, therefore as the path width
becomes narrower, the task difficulty increases. We can also find that as the
wider the path width, the pupil change ratio becomes linearly smaller. Thus, we
observe the positive relationship between the path width (task difficulty) and
pupil size. Based on these findings, we develop following formulas:

1. The model of the pupil size, duration and task difficulty.

T = l · log2(
D

W
+ 1) + k (2)

ID = log2(
2D

W
) (3)

T = c · log2(1 +
1
W

) + d (4)
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and 

Fig. 6. The relations between (a) path width and duration, (b) path width and pupil
change ratio and (c) duration and pupil change ratio.

Start Goal

W

D

Fig. 7. The pointer maze game and parameters.

where T , W and D are the duration, path width and target distance (Fig. 7).
l, c and d are the constants depending of the individuals, and ID is the task
difficulty.

2. Pupil size and path width model.
In case the distance D is constant, the task difficulty (ID) of the pointer
maze game is defined as ID = 1

W . Then, the relationship between the pupil
change ratio P and task difficulty can be formulated as follows using individ-
ual parameters a, b.
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P = − a

ID
+ b (5)

3. Pupil size and duration model.
According to the two formulations described above, we can compute the rela-
tionship between the pupil change ratio and duration by using individual
parameters a, b (Eq. 5), c, and d (Eq. 4).

Pi = − ai

2
Ti−di

ci − 1
+ bi

∼ −ai

ci

Ti − di
+ bi

(6)

In Fig. 6(a)–(c), the fitting results are overlaid onto the plots.

4.3 Experiment 2: Estimation of the Habituation Effect from Pupil
Observation

Five graduate students (five males) participated in the study. Each subject con-
tinued to play the pointed maze game until succeeding the game twenty times.
Path width and length were 12 pixels and 1200 pixels (0.25 mm per pixel), respec-
tively. The size of display and the distance between the display screen and the
subject was same as Experiment 1.

Subjects are asked to repeat the game while they succeeded for 40 times.
The subjects start the game from a starting region, stopping for three seconds,
then trace the pathway. When the subject fails to the trials such as touching the
boundaries of the pathway, they have to start over the game from the starting
region again. For the purpose to observe the pure mental effect, we use the
average pupil size before the each task starts for three seconds.

4.4 Results

Figure 8 shows the result of the pupil size (y-axis) and the number of trial (x-
axis). In the figure, markers ‘O’ and ‘X’ indicate successful trials and failed trials,
respectively and different color shows the individuals. According to this figure,
we can clearly observe the number of trials increases, the pupil size decreases. We
think this is due to the habituation effects of the subjects, namely, the repetitive
trials affects to lose the concentration therefore pupil size decreases.

We computed the correlation coefficients of subjects individually to confirm
the trends for each subject. The Table 1 shows, for each subject, Spearman’s
rank correlation coefficient (RHO) and p-value between the mean of pupil (P)
and the number of trial (N), and the number of failures of the earlier half and
the last half of the experiment. Between mean of pupil and the number of trial
(RHO(P,N) in Table 1), a significant strong-negative correlation is observed for
three subjects in five subjects. In subject A, B, C who negative correlation was
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Fig. 8. Model fitting of the number of trial - means of pupil

Table 1. Rank correlation coefficient and p-value of means of pupil (P) and the number
of failures (N), and the value of number of failures of each subject

Subject A B C D E

RHO(P,N) −0.5993 −0.653 −0.5947 0.2353 -0.2205

p-value 1.65E−08 2.14E−08 0 9.00E−2 2.41E−1

The number of
failures earlier
half/last half

49/8=6.125 27/15=1.8 80/16=5 15/18=0.833 4/6=0.667

observed for, number of failures in the last half is less than the one in earlier
half, that is, task proficiency was improved through experiment. On the other
hand, in subject D, E who negative correlation was not observed for, number
of failures in the earlier half is less than the one in last half, moreover, these
values are relatively small. This means that their task proficiency had been fully
improved from the beginning of experiment.

5 Discussion and Conclusion

With this paper, we show the relationship between the pupil size and mental
states. Namely, we show the concentration and habituation effect while a visual
manipulation task can be observed through pupil size. We observe (1) the pupil
dilates when the difficulty of the visual manipulation task increases, and (2)
the pupil constricts when the subject habituate to the task. We also show the
models relating between the physical parameter (pathway width and length) and
pupil size.

These finding can be used for many tasks that treats mental effect of the
subjects, such as the estimation of the level of concentration of the people that
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performing visual observation tasks (air traffic controllers, security monitoring)
and car drivers. Regarding to the visual audience monitoring, our method can
be used for evaluating the level of interest of the visual content. As wrote in the
introduction, eye tracker or heat map cannot be used for this purpose since it
does not evaluate the internal state of the subject. Since pupillometry does not
use body-attached devices, it has a lot of potentials for daily use.

There exists several remaining issue for using pupillometry for real appli-
cations. The major issue is how to distinguish the effect of light (pupillary
light reflex (PLR)) and mental effects. Several models that formulate PLR are
reported, however, the persona divination is still large therefore not easy to esti-
mate. We are now trying to develop a method that use the time-synchronicity
between the incoming light and pupil size.
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Abstract. In the last decades there has been a increasing interest in
the development of computer vision strategies to automatically recog-
nize logos in images/videos since several application contexts have arisen
in which the logo detection task has also a huge economical rele-
vance. In this paper a logo detection system is presented. The modu-
lar architecture consists of a decoder DVB-T/DVB-S, a workstation to
drive/control/record and process videos and a console that enables the
(even remote) management of various video streams coming from sev-
eral decoders. The algorithmic pipeline runs on the workstation and it
consists of a preliminary key-point detection based on speeded-up key
point detection and a matching strategy based on an optimized ver-
sion of RANSAC. The main advantages of the proposed solution are
the capability to detect multiple occurrences in the same image and
to keep detection accuracy even under heavy occlusions. Experiments
were carried out on a publicly available dataset and on three challenging
broadcast videos concerning a music show and two sport events (rugby
and rally). The encouraging results make the proposed system a reli-
able measure of the visibility of logos, whose functionalities could be
fully exploited if the cross-check with official audience rating will be
carried out.

Keywords: Logo detection · Broadcast videos · Surf · Key-point
extraction · Robust estimation

1 Introduction

A logo is a graphic representation or symbol of a company name, trademark,
abbreviation, etc., often uniquely designed for ready recognition. Generally a
logo contains colors, shapes, textures and text as well. In the last decades there
has been a increasing interest in the development of computer vision strategies
to automatically recognize logos in images/videos since several application con-
texts have arisen in which the logo detection task has also a huge economical
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relevance: automatic identification of products on the web to improve commer-
cial search-engines [15], the verification of the visibility of advertising logos in
sports events [4], the detection of near-duplicate logos and unauthorized uses [1].
Special applications of social utility have also been reported such as the recogni-
tion of groceries in stores for assisting the blind [7]. The first approaches facing
this task used well known pipeline successfully exploited for object detection.
These pipelines mainly relied on color and edge features [16] and experienced
satisfying performance for document retrieval [10]. Unfortunately they did not
perform well on images/videos of real world since logos often appear in indoor
or outdoor scenes superimposed on objects of any geometry, shirts of persons or
jerseys of players, boards of shops or billboards and posters in sports play-fields.
In most of the cases they are subjected to perspective transformations and defor-
mations, often corrupted by noise or lighting effects, or partially occluded. Such
images - and logos thereafter have often relatively low resolution and quality.
Regions that include logos might be small and contain few information. Last
but not least, attention has to be paid on the efficiency of the algorithm, which
is critical for obtaining real-time response, meaning that the algorithm must be
fast enough to keep up with the frame rate of the video.

For these reasons specialized solutions appeared in literature. Most of them
exploited spatial locality following the idea in [14] where description task is
moved from global appearance of the image to a set of interest points detected
and described by local visual descriptors like SIFT [9], that have been proved to
be able to capture sufficiently discriminative local elements with some invariant
properties to geometric or photometric transformations and are robust to occlu-
sions. For a more effective performance, some recent works [12] have attempted
to combine the shape and SIFT together for context sensitive feature represen-
tation. In a recent work [13] the definition of a “Context-Dependent Similarity”
(CDS) kernel directly incorporates the spatial context of local features and this
way the geometric layout of local regions can be compared across images which
show contiguous and repeating local structures as often in the case of graphic
logos. One of the main challenges in these set of approaches is to match keypoint
descriptors in the test and training images. Different solutions have been pro-
posed but the one that experienced very good results is based on a probabilistic
estimation based on RANSAC [3].

In this paper a logo detection system is presented. The modular architecture
consists of a decoder DVB-T/DVB-S, a workstation to drive/control/record and
process videos and a console that enables the (even remote) management of
various video streams coming from several Decoders. The algorithmic pipeline
runs on the workstation and it consists of a preliminary key-point detection
based on SURF [2] and a matching strategy based on an optimized version of
RANSAC [6]. On the one side the use of SURF descriptors allows the research
of interest points to be efficiently carried out in a quicker way with respect
traditional approaches that lack of scalability and elasticity and for this reason
are mainly performed offline instead of on real time video streams [5]. On the
other side the use of the modified version of RANSAC assures robustness with
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respect to outliers and this favorable feature is related to the fact that the
devised penalty function does not directly measure the (weighted) mean square
error (that as known tends to level out or “low pass” residuals), but only the
distribution of the relative squared errors. The main advantages of the proposed
solution are the capability to detect multiple occurrences in the same image
and to keep detection accuracy even under heavy occlusions. Experiments were
carried out on a publicly available dataset [11] and on three challenging broadcast
videos concerning a music show and two sport events (rugby and rally). The
encouraging results make the proposed system a reliable measure of the visibility
of logos, whose functionalities could be fully exploited if the cross-check with
official audience rating will be carried out. The rest of the paper is organized as
follows: in Sect. 2 the modular hardware architecture of the proposed system is
described whereas in Sect. 3 the proposed algorithm for logo detection is detailed.
Experimental session is then reported in Sect. 4 and finally Sect. 5 concludes the
paper.

2 System Overview

The modular hardware architecture of the proposed system is schematized in
Fig. 1. The hardware equipment is composed by

– a stack of decoders DVBT/DVBS that are able to receive and register, locally,
broadcast video streamings from different TV channels (satellite or earth
transmission) at the same time;

– a CPU farm for driving, controlling, recording and processing videos;
– a remote console that manages different broadcast video streaming from sev-

eral decoders, using a web platform.

The DVBT/DVBS decoders are linked to the aerial by a coaxial cable and
they are connected to the CPU farm with a GIGAbit Ethernet. All the operations
are managed by a control console with a web application which is able to remotely
pilot all the system operations. The software architecture is composed by two
modules for managing and recording the incoming video-streaming and for the
logo detection in each video sequence recorded. Both modules are hosted in each
workstation in the CPU farm and each one is remotely driven by the console.

3 Logo Detection and Recognition Algorithm

The proposed algorithm for logo detection consists of a pipeline of distinct and
independent stages. Recorded videos are processed frame by frame in order to
detect occurrences and statistics of predetermined logos. In each processed frame
the algorithm extracts the regions containing the logos (if present). This step
is carried out by using local descriptors that extract image key-points and then
they measure the local appearance similarity by computing vectorial distance for
possible matching among detected key-points and those included in the prede-
termined logos. This way, regions that contains a sufficient number of matched
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Fig. 1. Block Diagram of System’s Hardware components

points are further analyzed by the next algorithmic stage that uses a similar-
ity transformation model in order to robustly find true matchings. The sim-
ilarity transformation model is estimated by a modified version of RANSAC,
described in Subsect. 3.3, and then a voting scheme is applied to detect actual
correspondences among the searched logo and the frame processed. This way,
the proposed algorithm detects logos in both scale and rotation space, using an
object-oriented bounding box. Figure 2 shows the algorithm diagram block and
its functional workflow. The following subsections will details how the algorithm
detects logos in the current frame and the way in which the algorithm estimates
the logo geometry in the scene and the possible multi-occurrences of logos.

3.1 SURF as Local Feature Descriptors

Image Features detection and description is an important task in the proposed
pipeline. SURF [2] Speeded Up Robust Features descriptor, is an image feature
detector and descriptor inspired by SIFT. SURF approximates or even outper-
forms previously proposed schemes with respect to repeatability, distinctiveness,
and robustness, yet can be computed and compared much faster. This is achieved
by: (i) relying on integral images for image convolutions; (ii) Building on the
strengths of the leading existing detectors and descriptors (using an hessian
matrix-based measure for the detector and a distribution-based descriptor); (iii)
simplifying this methods to the essential. SURF belong to the family of scale
invariant feature detector and to this end it uses multiscale detection operation
called scale space representation. Detected features are assigned to a rotation
invariant descriptor computed from the surrounding pixel neighborhood. SURF
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Fig. 2. Block diagram presenting the principal workflow and the functional component
of the proposed logo detection algorithm

build on the concepts of SIFT introduces more radical approximations in order
to speed up the detection process. Due to the use of integral images the complex-
ity of SURF is greatly reduced, so SURF often achieves superior performance
than its predecessor. Another difference is that SURF uses the determinant of
the Hessian for feature detection in scale space instead of the Laplacian operator.
For the goal of this work the decision to use SURF as local feature descriptors
has been taken considering their computational speed-up without significant loss
of information with respect other descriptors.

3.2 Matching Logo/Image Descriptors

In order to extract the logo regions in the current frame, we compute ratio
likelihood to estimate how much closer are the local frame descriptors to the logo
ones. The likelihood ratio threshold λL (it has been set to 0.6 in the experiments)
concept is strictly linked the familiar matching criterion used in SIFT [9]. The
set of ordered couples of matched descriptors between the video sequence frame
and the logo image feature template is given by:

MLt = RλL
[Dt,L] (1)

where MLt contains {(i1, j1), (i2, j2), · · ·, (in, jm)} a set of couples of descriptor
indexes and Dt is the set of descriptors of the video frame t, L is the set of
descriptors of the image logo and Rλ is defined as:

Rλ[A,B] : {(i, j)|di ∈ A,dj ∈ B ∧ ‖di − dj‖ < λ} (2)
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3.3 Logo Geometry Estimation

In this stage we robustly estimate multiple view relations from points corre-
spondences obtained by Eq. 1. We used RANSAC-lel [6] an optimized version of
classic RANSAC algorithm, that is well suited to estimate geometric transforma-
tion from couples of points data. These are relations among corresponding image
points from logo template and current video frame. This way the couple of points
features computed by Eq. 1 are sampled using a robust estimation method which
implements, in cascade, two algorithms: (i) a Random Sample and Consensus
(RANSAC) algorithm and (ii) a novel non- linear prediction error estimator min-
imizing a cost function inspired by the mathematical definition of Gibbs entropy
[6]. The minimization of the nonlinear cost function allows to refine the Con-
sensus Set found with standard RANSAC in order to reach optimal estimates
of geometric transformation. Logo voting performed according RANSAC least
entropy-like estimator produces better estimates either used in cascade to a weak
RANSAC algorithm or to the robust RANSAC-MSAC with a smaller number
of PInliers.

4 Experimental Results

We have tested the proposed system on two different types of data. First of
all, in order to show the effectiveness of our matching strategy, we evaluate
the performances of multiple-logo detection on FlickrLogos-32 image collection.
Figure 3 shows four examples of classes each containing 30 images of a single
logo under various views.

We report the results in Fig. 4 compared to bow and msDT [8]. As demon-
strated by this figure our method gives very good performance also including a
single reference logo and substantially improves both method with more reference
images. This way the effectiveness of the proposed approach on this well-know
benchmark dataset has been demonstrated.

In the second experimental phase we tested the algorithm on three different
broadcast videos acquired during three different events: (a) a music show from
Telenorba channel, (b) Italian Rugby match from DMAX channel (c) Rally race
from RaiSport channel. In Fig. 5 there are three screen shots of the broadcast
videos acquired for logo detection statistics.

Figure 6 contains the six images of the query logos we want to catch in the
broadcast videos.

The broadcast video sequences, acquired with a frame rate of 25 frames
per second, are interlaced and have HD resolution (1280 × 720) whereas their
lengths measured in term of number of frames is summarized in Table 1. Figure 7
clears up the algorithm behavior when it detects different logo occurrences in the
current frame. The yellow lines from the logo template to the logo occurrences
represent the descriptor matching couples and they are the results obtained after
the matching logo/image step, described in Subsect. 3.2 (note the presence of
an outlier). The red bounding box which surrounds each logo occurrence in the
image, represents the geometric estimation results explained in Subsect. 3.3. This
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(a) Heineken (b) Esso

(c) Guinness (d) Ferrari

Fig. 3. Examples of 4 of the 32 logo classes of FlickrLogos-32 Dataset

Fig. 4. Comparison of the performance of the proposed approach and those obtained
by BoW and msDT [8] methods on the FlickrLogos-32 dataset.
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(a) Battiti Live (b) Rugby

(c) Rally

Fig. 5. Screenshots taken from the broadcast videos considered in the experiments. In
each picture is visible at least on instance of the searched logos.

(a) Dreher Lemon (b) Cariparma (c) Michelin

(d) Total Erg (e) Edison (f) Skoda

Fig. 6. Query logos for broadcast videos
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Fig. 7. How the algorithm works to detect multiple logo occurrences in images (Color
figure online)

Fig. 8. Example of the the logo detection: the red stars represent inliers whereas the
blue ones represent outliers (Color figure online)

way the wrong matches, which represent outliers for the geometric estimation
are correctly removed.

Figure 8 better details how the algorithm works: the red stars in the yel-
low bounding box represents the inliers, contrarily, the blue stars represent the
outliers or the wrong descriptors matching.

It is also possible to note how the algorithm is robust against heavy logo
occlusions (see Fig. 9).

In Table 1 are reported the detection performance: the lowest detection rate
was obtained for the Skoda logo (see Fig. 10d). We expected this results because
the Skoda logo was mainly located on the pilot’ sleeves and this means that it was
difficult to estimate an in-plane geometric transformation since the features points
lie on no-plane surface. Same considerations for the detection rate experienced for
Cariparma logo that was, often, located on the players shirt. However in that case,
the implemented geometric estimator correctly handled this quasi-planar surface,
allowing successfull detections of the logo areas (see Fig. 10c).
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(a) Dreher Lemon (b) Cariparma

Fig. 9. Results on heavily occluded logos.

Table 1. Detection results on three broadcast videos

Videos Query Minutes # Frames Detection Rate

Battivi Live Dreher Lemon 120 180000 79%

Rugby Match CariParma 80 120000 65%

Edison 78%

Rally Michelin 30 45000 80%

Skoda 50%

Total Erg 70%

In order to better highlight the strength of the system, especially if data will
be cross-checked with audience rating of TV channels, in Table 2. Table points
out the number of occurrences along the video, the total time of the visibility
(i.e. 322 s), the maximum frame area covered by the logo (i.e. 7%); how many
times the logo is in the center and side position in the processed videos and the
number of time the detected logo is partially occluded.

Table 2. In deep statistics relative to the music show broadcast video for Dreher logo

# occurrences 7500

Length 322 s

Max size 7 %

Center position 5007

Side position 2493

Occluded 4011

Finally some considerations about the computational load of the logo detec-
tion procedure: it is able to process a video frame in about 0.25 s, running the
proposed algorithm in Matlab on a PC equipped with a Intel i7 CPU@2.80 GHz
con 8 GB RAM.
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(a) Total Erg (b) Michelin (c) CariParma

(d) Skoda (e) Edison (f) Dreher Lemon

Fig. 10. Results of different logo detection on the three broadcast videos

5 Conclusion

In this paper a logo detection system prototype has been proposed. The strength
of the proposed system can be found in two main aspects: (i) the novelty of the
scalable hardware architecture able to drive/control/record and process incoming
videos, driven by a remote web-based console; (ii) the novel algorithmic pipeline
based on SURF combined with RANSAC-lel, which is able to detect multiple logo
occurrences in the same image and to keep detection accuracy even under heavy
occlusions. Further works will deal with the refinement of the logo geometry
estimation in order to handle out-of-plane logo transformations, and to speed
up the computational time of the whole process.
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Abstract. Human visual fixations play a vital role in a plethora of
genres, ranging from advertising design to human-computer interaction.
Considering saliency in images thus brings significant merits to Com-
puter Vision tasks dealing with human perception. Several classification
models have been developed to incorporate various feature levels and esti-
mate free eye-gazes. However, for real-time applications (Here, real-time
applications refer to those that are time, and often resource-constrained,
requiring speedy results. It does not imply on-line data analysis), the
deep convolution neural networks are either difficult to deploy, given
current hardware limitations or the proposed classifiers cannot effectively
combine image semantics with low-level attributes. In this paper, we pro-
pose a novel neural network approach to predict human fixations, specif-
ically aimed at advertisements. Such analysis significantly impacts the
brand value and assists in audience measurement. A dataset containing
400 print ads across 21 successful brands was used to successfully eval-
uate the effectiveness of advertisements and their associated fixations,
based on the proposed saliency prediction model.

Keywords: Visual saliency · Free eye-gaze estimation · Machine
Learning · Advertising · Neural networks · Support Vector Machines

1 Introduction

When humans freely view natural scenes, their eyes are drawn to areas that are
more prominent amongst background objects. This property, known as saliency,
refers to the conspicuity of a particular point or region in an image. Free eye-gaze
estimation thus aims at determining saliency, with the help of several predictive
models. Employed in a plethora of fields, from graphic-oriented tasks (video
compression [1], content-aware image resizing [2]), to complex computer vision
problems (seam carving [3], non-photorealistic rendering [4]), visual attention
prediction plays a pivotal role in determining a user’s focus and possibly, manip-
ulating it. This ability to direct a viewer’s focus, by incorporating features that
play a consequential role in determining saliency, can be extensively applied to
use-cases like ‘Effective Advertising’.

In this digital era, consumers are constantly being inundated with copious
amounts of advertisements. Businesses are resorting to invasive marketing strate-
gies to promote their products aggressively and gain an edge over competitors.
c© Springer International Publishing AG 2017
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A critical part of such strategies, however, lies in audience measurement. When
the company is able to thoroughly evaluate the efficacy of its marketing strat-
egy, it is likely to have a stronger impact on potential customers. Measuring the
effectiveness of an advertisement is thus an important task in determining the
impact of a product. While this can be traditionally done by collecting manual
feedback, free eye-gaze estimation enables companies to instead, predict human
fixations.

Employing saliency prediction to measure anticipated audience response to
advertisements will enable companies to enhance their designs, during the pro-
duction phase itself. A thorough analysis of human fixations can thus assist the
company in re-designing their advertisements, to ensure maximized attention to
critical components such as the product, company logo etc. While saliency pre-
diction is an effective tool for such hands-on market analysis, the applicability of
existing models is limited. Advanced models such as Deep Convolution Networks
are resource/time intensive, while primitive models do not consider multi-level
features appropriately, resulting in weak predictions.

Our work, therefore, has two major contributions. Firstly, we analyze and
extract various features from an extensive data-set. The resultant tensors are fed
into two different classification models - linear kernel Support Vector Machines
and a Multi-layer Neural Network. These approaches are then compared to find
a suitable classification model, that can sufficiently predict saliency while also
being less resource intensive (appropriate for on-line analysis). Secondly, we
present a case-study applying the proposed techniques to print advertisements
across various genres to find their salient points. The resultant fixations are
thoroughly investigated, to evaluate the focus or attraction of an advertisement,
and its success. The correlation highlights the applicability of saliency detection
in effective design, attention manipulation, and audience measurement through
free eye-gaze estimation.

The rest of the paper is organized as follows. Section 2 discusses existing
literature in the problem sphere. Section 3 highlights the methodology adopted
to develop a saliency model, with specific attention to feature extraction from
images and application of two non-linear classifier models. Section 4 presents the
experimental results along with an exhaustive case study on the application of
saliency models to advertising data, followed by conclusion and references.

2 Related Work

Saliency detection has several primitive hardware oriented approaches involving
the use of Eye-trackers. An Eye-tracker is an expensive and cumbersome device
that records saccades (a rapid movement of the human eye between fixation
points) of the user sitting in front of a computer. Given the dynamic nature
of applications like audience measurement for advertising and the expansive
nature of visual input, device-oriented approaches that consider raw fixation
points can be primitive and impractical [5]. Saliency detection models that pro-
vide a probabilistic view of prominent locations in an image can instead be used
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to predict human fixations, even in arbitrary images. Without the limitations of
the eye-tracking data-set and sans the need for expensive equipment, saliency
prediction can be addressed through alternative computational models. Con-
ventional saliency models are based on ‘bottom-up’ approach that extracts sev-
eral intuitive attributes like color contrast, intensity and image center from the
picture. Traditional paradigms [6,7] incorporate such low-level, psychologically-
backed features to develop a model. In the “Winner-Take-All’ and ‘Inhibition
of Returns’ Approach, various features were considered for constructing a linear
combination of each map to give the resultant saliency map. The maximum of
the result then corresponds to regions of ‘highest saliency’, to which the visual
focus is directed by optical neurons.

In the Itti-Koch model [6], saliency is detected by considering a 2-dimensional
layer of integrate-and-fire neurons - multi-layer neurons that ‘fire’ or alter weights
together (global inhibition/reluctance to alter weights). The weights of a neuron
activate the inhibition, such that, the first such ‘integrate-and-fire’ cell to fire is
proclaimed the ‘winner’. This generates a sequence of action potentials, resulting
the FOA (Attention Focus) to shift to the winning location. As a consequence,
all cells in the layer are inhibited, to set network in the original state, and find
any remaining points of saliency. However, the ‘static’ scene causes selection
of the same ‘winner’, at all times. Therefore, inhibitory feedback is taken from
the winner, such that, within a radius of the FOA, the point and its neigh-
bors are inhibited, allowing different conspicuous locations to be selected, i.e.,
‘Inhibition-of-Returns’. Nevertheless, these models are limited to images that
have a contrast or orientation bias and do not perform well on highly variable
human saccades. Also, in spite of a strong center bias that humans hold, as
proved by eye-tracking data collected by Judd et al. [8], various other high-level
semantic features considered by humans (such as faces or vehicles) are ignored
by these approaches. Bottom-up mechanisms, thus, do not completely determine
attention selection, as a result of incomplete semantic analysis of the scene.

Context, therefore, remains the most important feature to predict human
visual cognition as a more involved activity than merely seeing low-level fea-
tures. Infusing this into the scene can enhance saliency. For instance, in a textual
image like a magazine article, contrast would out play text, unlike a signboard
where the text is crucial. Torralba’s saliency model [9] effectively incorporates
this context in an image. It uses ‘Discriminant Spectral Templates’ and simple
Bayesian classifiers to distinguish scenes as a whole, acting as a precursor to
detecting saliency in images, by including semantics. However, it is still inca-
pable of considering high-level features. Thus, the task of feature selection and
appropriately combining the same to arrive at a resultant saliency map has a
broad scope for research.

The need to understand the scene through a global context, while also extract-
ing primitive information and intuitive features like contrast, and successfully com-
bining the two, to finally determine if a pixel is salient, makes the problem dif-
ficult, and virtually impossible with linear classifiers. Recent developments have
thus moved onto complex prediction models, that effectively incorporate the entire



Saliency Prediction for Advertisements 51

scene’s context and features, to arrive at fixation points. Multiple classification
paradigms satisfactorily achieve this task. The most influential are non-linear clas-
sifiers, such as Support Vector Machines in Judd’s saliency model [5] and Multi-
layer Neural Networks, coupled with stochastic gradient descent. Judd’s model
proposes a combination of several low-, mid- and high-level features to holistically
analyze contributors to saliency. It eventually achieves high accuracy by combin-
ing methods proposed by Itti et al. [6], Hou et al. [7] and Oliva et al. [9]. Jain et al.
[10] proved that Judd’s model with Torralba’s context inclusion doesn’t improve
accuracy, but effectively intertwines center-bias and provides more advanced fea-
tures like face detection to capture visual attention.

Recent advancements in the field of Machine Learning and Computer Vision
have brought forth a highly complex, and non-intuitive model - a Convolutional
Neural network (CNN). CNNs have been proven to provide the best results for
all image-related tasks and have been aptly applied to saliency detection. They
broadly learn complex features, removing the bias due to human intervention
while selecting appropriate input parameters. Nevertheless, it is critical that
techniques be adopted for optimizing these time and memory intensive networks,
for which effective hardware is still under development, and largely inaccessible.

Although Judd’s model has limited classification power, and more advanced
models have been developed through deep networks [11,12], it sufficiently
includes several feature-ranges to accurately capture saliency. Nevertheless, it
is computationally expensive in time to train an SVM with stochastic gradient
descent primarily due to its search for appropriate support vectors for margin
maximization in the cost function. Also, a linear kernel SVM is essentially a
single-layer perceptron (neural network) and a kernelized SVM can be viewed
as a Multi-layer Neural Network (MNN) that maximizes the margin in hidden
layer space [13]. Bengio et al. [14] proved that given such representations, MNNs
learn more intelligently as against shallow architectures such as a linear kernel
SVM. In light of these findings, we adopt an approach that successfully incor-
porated saliency features into an MNN to achieve significant improvement in
accuracy when compared to non-linear classifiers like SVM. Our approach is
also less resource intensive than deep architectures, and encouragingly effective.

3 Proposed Work

To develop an effective computational model for saliency prediction, non-linear
classifiers with multi-level features that appropriately consider intuitive aspects
and context of the image, along with high-level semantics were used. These
features are fed to a classifier model consisting of SVM and MNNs. The process
of determining saliency of given images is described in detail next.

3.1 Features Influencing Saliency
Low-level Features. These features primarily focus on intuitive aspects of
the image, largely influenced by its composition. Pixels in an image are made
of combinations of primary colors represented. A channel in this context is the
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gray-scale image of the same size as a color image, made of just one of these
primary colors. An RGB image, however, has three channels (red, green, blue);
which follow the receptors present in the human eye. In our work, the channels
pertaining to these image features are calculated as per Itti-Koch’s saliency
method. We used the SaliencyToolbox [6], a collection of Matlab functions for
calculating the saliency map for an image and for serially scanning it as per
FOA. Simple features such as orientation, color contrast and intensity are also
incorporated in bottom-up saliency. Steerable Pyramid filters in various linear
orientations and scales serve as an image decomposition technique to capture
energy distribution across the image, influencing its low-level composition.

Mid-level Features. As per the analysis done by Judd et al. and Torralba
et al., humans have a natural tendency to look along the horizon as most ‘famil-
iar’ objects lie on the Earth’s surface. Keeping with this, we used a horizon line
detector from LabelMe [15] as a mid-level feature.

High-level Features. Cognitive visual features such as ‘faces’, ‘humans’ and
‘vehicles’ play a crucial role in saliency and affect human fixations, due to
their familiarity and the belief that they hold crucial information while being
processed in the user’s mind. In early stages of free viewing (first few hundred
milliseconds), these image-based conspicuous points guide visual attention. High-
level factors like events or actions require a relatively involved analysis by the
viewer and thus direct eye movements much later. However, false positive rates
significantly impact the performance of saliency models that use such object
detectors. These were calculated using the Viola-Jones and Felzenszwalb detec-
tors. Viola-Jones algorithm [16] is a real-time face detection system that uses
the image for feature computation, Adaboost for feature selection and an atten-
tional cascade for computational resource allocation. Felzenszwalb Detector [17]
is a learning based system for detection and localization of objects (vehicles,
people) in images, by representing objects using deformable part models.

Center Prior. Humans hold a strong center bias while viewing images. This
can be partly attributed to the nature of image capturing wherein the object of
interest is more often that not framed near the center of the image. In machine
vision, this image center is known as the focus of expansion or the center-of-
perspective projection. In our model, focus of expansion is incorporated as a
feature indicating the distance of each pixel from the center. Thus, pixels located
closer to the center are given more weight/priority, in accordance with the bias.

3.2 Classification Models

There exist several advanced classification models that cannot learn the linear
mappings between features and associated class labels. Instead, such models
have to be trained to recognize complex non-linear decision boundaries that can
appropriately map a feature set with its class. One such involved problem is
that of ‘Saliency Prediction’. To develop a computational model for the same,
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we used two non-linear classifiers that were trained on the features obtained after
feature extraction. A thorough analysis of the same also proved one approach to
be superior to the other (discussed in Sect. 4).

Support Vector Machines. These non-linear classifiers construct a linear
decision boundary by mapping complex problems to a higher dimension, where
the data behaves linearly. The classifier model focuses on finding the ‘Maximum-
margin Hyperplane’ using ‘Support Vectors’. However, due to the involved math-
ematical computation and resource constraints, ‘kernels’ are used to reduce com-
plexity. As the saliency data-set is comparatively small when compared to the
number of features, the linear kernel is most suited, as against Gaussian or Poly-
nomial kernels that require a huge data-set with much fewer features.

Multi-layer Neural Networks (MNN). A neural network is an advanced
non-linear classification model, developed around the structure of our brain.
Complex learning tasks are accomplished by a collection of nodes/neurons, con-
nected to each other through weights. The computational task is thus to learn
these weight values, by constantly updating them as per the required output.
The Network is commonly trained using ‘Back-propagation’ [18], which carries
out optimization using stochastic gradient descent.

3.3 Developing the Saliency Model

The proposed saliency models are described next. The process consists of using
a Feature Extraction process for obtaining saliency features of data-set images
and then using Classification Models to generate their saliency maps.

Feature Extraction. The following tools/codes were used for extracting the
described low-, mid- and high-level features from the data-set images:

– Steerable Pyramids - Used to get the subbands of the steerable pyramids and
Torralba saliency model’s features [9].

– Itti and Koch Saliency Toolbox - Used to get color channels as per the Itti and
Koch saliency model.

– Felzenszwalb and Viola-Jones detectors - Used to find people, cars and faces
in images respectively.

– LabelMe Toolbox - Needed for the LMgist.m which is used for the horizon
code. The values of the RGB channels, their probabilities as features and the
probability of each color as calculated from 3D color histograms are treated
as a low-level feature for this model.

– Distance to center - indicates the distance from each pixel to center, as these
pixels have more significance than pixels farther away from image center.

The second phase involved development of the linear kernel SVM. The input
features were fed into the model, to arrive at the required saliency image. Each
training image was used to feed 10 positive and 10 negative saliency points from
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the top 20% salient points and bottom 70% salient points from ground-truth
human fixations, respectively. The data-set was divided into 903 training and
100 testing images. The SVM parameter ‘C’ was empirically found to be 1.

The Multi-layer Neural Network consisted of input nodes that represented
the pixels’ feature set. It had a single hidden layer and one node, that predicted 1
as salient, and 0 as not (Binary Classification). The model used the same training
setup as the SVM and was developed using back-propagation (stochastic gradient
descent). Negligible training error was the termination criterion. Weights and
bias values were randomly initialised, and optimal value of learning rate was
found to be 0.3.

4 Results and Analysis

We used MATLAB R2015a [19] version for Windows (64 bit) for feature extrac-
tion and for the development of the proposed saliency model. The MIT data-
set1, consisting of 1003 images depicting natural indoor and outdoor scenes was
used for the discussed experiments. A separate advertising data-set comprising
of 400 images from 21 different companies across 3 genres was collected for the
case study. The SVM was developed using the liblinear library. The Multi-layer
Neural Network was designed from ground-up, particularly, for the proposed
saliency prediction model.

4.1 Saliency Prediction

Figure 1 shows the saliency maps generated for Neural Network and SVM classi-
fiers. Each map shows a saliency gradient wherein white indicates a highly salient
pixel, and black indicates an inconsequential one. The salient area is clearly vis-
ible, and from the resultant saliency maps, it is evident that Multi-layer Neural
Network (MNN) has performed better than the SVM model. While both capture
actual fixations2 to a suitable degree of approximation, the SVM model doesn’t
always depict the entire salient region and instead focuses on particular points
that do not draw as much user attention. The MNN model, alternatively, learns
the image structure and accurately predicts saliency, as can be concluded from
the similarity between fixations and the MNN saliency map.

The accuracy of both classifiers was compared using the area under ROC
curves for various test images. From Fig. 2(a), it can be seen that the MNN
model outperforms SVM as is evident from the greater area under the ROC
curve. This indicates that the True Positive (TP) Rate increases at a faster
rate than the False Positive (FP) Rate, which is of utmost importance in a
Computer Vision task. For example, pixels that are wrongly labeled salient could
have catastrophic consequences in applications like video compression. Table 1
1 Available online at http://people.csail.mit.edu/tjudd/WherePeopleLook.
2 The salient points shown by actual fixations, i.e., raw user inputs (not normalized),

depict wagering user attention and thus, do not completely portray salient locations
in the image. Instead, they are used as a rough baseline for comparison.

http://people.csail.mit.edu/tjudd/WherePeopleLook
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Fig. 1. Saliency Maps generated for MNN and SVM Classifiers

Table 1. Neural network vs. SVM

Method/metric TPR FNR F1 score Informedness Markedness

Neural network 0.85 0.36 0.769 0.490 0.513

SVM (Based on [5]) 0.74 0.42 0.685 0.320 0.328

(a) ROC for MNN and SVM (b) MCC for various learning-rates (alpha)
and total iterations

Fig. 2. Comparative results of MNN and SVM

includes the various comparison metrics used for the experimental conditions.
The Neural Network is compared against the SVM baseline, on the MIT Saliency
Dataset. The previous models indicated in the literature survey include only a
subset of these features and use primitive classification techniques, resulting in
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significantly lower accuracy. Hence, they have been left out of the comparison.
Additionally, Matthews Correlation Coefficient (MCC) can be used to gauge
effectiveness of binary classification, especially when the class sizes are very
different, as in our case (large number of inconsequential points, few salient ones).
Figure 2(b) clearly highlights the MCC value for various hyper-parameter values
and it can be inferred that appropriate initialization enables high correlation
between observation and prediction. Thus, we can conclude that MNN is highly
suitable for predicting saliency when compared to the SVM model, while also
avoiding the extensive usage of resource and time as is the case of deep networks.

4.2 Case Study: Applying Saliency Prediction in Advertising

Advertisements are the driving force of sales for most of the products that we
use today. A substantial amount of money is pumped into ads by companies for
marketing and publicity every year. The aim of this case study is to thus find
the salient regions in advertisements to check for any correlation between the
areas of interest as seen by the consumer (salient regions detected by the model,
within acceptable approximation) and positive brand images, for audience mea-
surement. When the regions detected match with the areas of interest, one can
presume that the advertisement has the desired effect of publicizing the product.
The areas of interest as seen by a majority of consumers generally involves one
or more of the following features: People, Company’s Logo and Product, Colorful
region or Design. These features were used for the comparison of areas of interest
on the advertisement data-set, which contained print ads of products belonging
to different categories like food, lifestyle and electronics. As the proposed MNN
saliency detection model performed better in terms of time and accuracy when
compared to SVM, it was applied on this data-set for saliency prediction. This
map was used as a reference to compare the regions of interest of the adver-
tisement. We present the results for ads for brands in lifestyle (Vans, Rolex),
electronics (Nokia, LG) and food (Pepsi, Nestle) here.

Figure 3 depicts the salient zones obtained for the brand samples for Vans
shoes and Rolex watches. As can be seen from the results, the saliency predic-
tions show the print ads satisfy the requirements of an effective advertisement,
but can be improved. The company’s logo in Fig. 3(a) is rendered salient but is
not as eye-catching as the other attributes. For example, the text is presented
with the highest saliency, probably in accordance with the company’s intention
to draw attention to the freebie offer. In the saliency map of Rolex (Fig. 3(b)),
the company’s brand is the area with the least saliency. Rolex, being a luxury
brand, is always associated with celebrities, as can be observed by the dominat-
ing saliency region in its print ad. Despite this, the combination of other strong
attributes, like a well-placed product picture and the celebrity face significantly
boost the efficacy of this print ad. Overall, it can be seen that the above adver-
tisement resonates well with the proposed saliency model, highlighting most key
features required to hold user’s attention.

In Fig. 4(a), the product (Nokia smartphone) is placed such that it is distinct
and demands immediate viewer attention. The ad is not particularly focused on
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(a) Vans Shoes (b) Rolex Watches

Fig. 3. Saliency map generation for Lifestyle brands

(a) Nokia Smartphones (b) LG Washing Machines

Fig. 4. Saliency map generation for Consumer Electronics brands

the company’s logo but the text is saliently depicted, providing useful informa-
tion that would draw a user’s glance and generate interest. Generally, smart-
phone manufacturers aim at attracting buyers to their product’s appearance
and their exemplary features in comparison to competitors, which this particu-
lar ad achieves successfully. Similarly, for the LG washing machine (Fig. 4(b)),
the product itself is depicted reasonably well. The ad is not particularly focused
on the company’s logo and the text is also not well-defined on the map. How-
ever, the use of a person, along with the eye-catching design, captures viewer’s
attention. If the company’s objective was to capture customer attention through
its use of bold art, this advertisement is quite effective, as opposed to primal
attributes like text and company logo.

In the case of Pepsi (Fig. 5(a)), the product was accurately depicted as a
salient zone on the map and the company’s logo was also in a well-defined zone.
However, the ad text was found to be quite non-salient in this ad, ensuring that
user attention is not unnecessarily diverted. The use of a fit person to advertise

(a) Diet Pepsi (b) Nestle

Fig. 5. Saliency map generation for Food brands
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the product clearly enhances the saliency in this advertisement, which is for a
diet product. Overall, this advertisement responds positively by rendering critical
points as salient. In comparison, the Nestle ad (Fig. 5(b)) only the product was
placed in a highly salient region, drawing majority of the user’s attention. The
company’s logo and the ad text were not salient or eye-catching. However, as
Food brands predominantly focus on their product design and visual appeal to
intrigue viewers, this advertisement works well.

Figure 6 shows some results obtained for samples from other ad genres. These
results clearly show that the salient regions obtained from advertisements have a
strong correlation with the areas of interest. These reputed, brand-oriented com-
panies are thus strongly linked to ‘effective’ advertisements3 that further prop-
agate their marketing. Such techniques of audience measurement can effectively
be used by companies to evaluate their designs in early stages of development,
enabling them to appeal to their potential customers better. Improvements can
also be done using saliency features, such as bold design on known faces. Con-
sequentially, effective advertisements designed after thorough investigation of
probable impact will boost sales and maximize product outreach.

Fig. 6. Saliency Maps for sample ads belonging to other genres

5 Conclusion and Future Work

In this paper, a novel Multi-layer Neural Network approach for the Computer
Vision task of saliency prediction was presented. This model comprises of a non-
linear classifier that incorporates multilevel features like intuitive attributes (like
contrast), image semantics and face detection. The proposed classifier model is

3 By effectiveness, we mean that the advertisement highlights the product, company
etc. and immediately captures consumer attention, sparking interest.



Saliency Prediction for Advertisements 59

extensively trained, tested and compared to human fixation points. Its effective-
ness was also compared with that of a SVM model, in terms of prediction accu-
racy. The obtained experimental results highlight the success of our approach,
while also depicting significant improvements when compared to the SVM. The
MNN model also has lower resource usage (does not require specific hardware
and has reasonable training time), making it suitable for real-time tasks with
time, resource constraints. A case-study to demonstrate the role of saliency in
effective advertising and its contribution to successful product/brand images was
also presented. Using the proposed MNN saliency prediction model, it was found
that there exists a strong correlation between the outreach of an advertisement
and its ability to render important attributes salient, such as the product or
company name. Advertisement applications can, therefore, be developed signif-
icantly along the lines of saliency prediction, for effective marketing.

As part of future work, we intend to explore the possibility of the exis-
tence of a correlation between the features incorporated in our saliency model
(hand-engineered) and those extracted by a Convolution Neural Network (found
using reverse engineering). We also intend to extend this study to deep net-
works on development of appropriate, feasible architectures to analyze further
significant improvements in real-time (time constrained) applications like Adver-
tising. This can be used as an alternative to our saliency model while carrying
out an extended study to tasks that do not require speedy analysis but need to
incorporate a learnable model.
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Abstract. This paper describes a person invariant method for classifying subtle
facial expressions. The method uses keypoints detected by using a face tracking
tool called Face Tracker. It describes features such as coded movements of
keypoints and uses them for classification. Its classification accuracy was evalu‐
ated using the facial images of unlearned people. The results showed the average
F-measure was 0.93 for neutral (expressionless) facial images, 0.73 for subtle
smile images, and 0.92 for exaggerated smile images. Also, person invariant
accuracy was evaluated by using F-measure frequency of unlearned people. The
results revealed that the proposed method has higher person invariant accuracy
than the previous methods.

Keywords: Subtle facial expression · Person invariant feature · Facial expression
classification

1 Introduction

Because people are always looking for ways to improve their quality of life, product
makers and service providers desire a system that can estimate human emotions so they
can develop products and services that customers will feel positively towards.

One study for estimating human emotions reported a method using a contact sensor
like an electroencephalogram (EEG) [1]. However, the sensor is uncomfortable to wear,
and this disturbs the expression of natural emotion. To avoid such disturbance, human
emotion needs to be estimated in a natural situation. Since facial expressions are closely
related to emotions, many researchers have studied facial expressions by acquiring them
by using a non-contact sensor like an RGB (red, green, and blue) camera.

Two types of methods for classifying facial expressions have previously been re-
ported. One uses local facial features such as HoG [2], Local Binary Pattern [3], and
Gabor wavelets [4]. The other uses a small set of keypoints detected from parts of the
face [5, 6]. These methods can classify many facial expressions but cannot recognize
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very subtle ones. Consequently, Matsuhisa and Hashimoto [7] proposed a method to
recognize subtle facial expressions by using Gabor filters and the AdaBoost algorithm.
Gabor filters have a response value that is sensitive to subtle changes in facial expression.
However, they have difficulty classifying facial expressions of unlearned people because
the response value represents a 3D facial shape that is different for each person. Also,
Nomiya and Hochin [8] proposed a method to recognize subtle facial expressions by
using the geometric features of keypoints. However, this method has the same problem
as Matsuhisa and Hashimoto’s method because the placement of the facial parts is
different for each individual. Thus, Faisal et al. [9] proposed a person-independent
method to recognize facial expressions by using Compound Local Binary Patterns.
However, this method cannot recognize subtle facial expressions because it selects only
features that change significantly.

Thus, previous methods have two problems. First, they cannot recognize subtle facial
expressions. Second, identification performance is dependent on using learned people
as subjects. To address these problems, we propose a person-independent method for
classifying subtle facial expressions. In the proposed method, keypoints are extracted
by using a face tracking tool called Face Tracker [11]. The distances and angles of
moving keypoints are calculated and coded from neutral (expressionless) facial images
to each facial expression image or exaggerated facial expression image. We define them
as Coded Movement Direction. In addition, keypoints are selected on the basis of the
following two requirements. First, the feature must be highly similar for each person.
Second, the feature must differ from one facial expression to another. These factors
enable the proposed method to recognize subtle facial expressions of unlearned people.

2 Basic Idea for Designing Person Invariant Feature

Ekman and Friesen [10] reported that primary emotions correspond to facial expressions
that all people make regardless of gender, race, or culture. When someone is happy, for
example, his/her mouth corners move backward and lower lip moves downward.
Because such changes are common to all human beings, we focus on them. However,
when a whole facial part is focused on, facial shapes differ because muscles and skeletons
differ for each individual. In other words, identification accuracy is susceptible to differ‐
ences in individual faces. Thus, the proposed method focuses on the local position of
each facial part such as eyes and mouth. This feature is common to multiple people
because it captures the direction of movement in the local position when the facial
expression changes. By using this feature, we achieve person invariant classification of
subtle facial expressions.

3 Proposed Method for Classifying Facial Expression

3.1 Overview

Figure 1 shows a block diagram of the method we propose to classify facial expressions.
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Fig. 1. Block diagram of proposed method.

The proposed method comprises two modules: module 1 for learning and module 2
for classifying. Module 1 detects keypoints from a local position such as an eye tail or
corner of mouth by using a Constrained Local Models (CLM) method that is versatile
to humans. Figure 2 shows detected keypoints and used keypoints from a facial image.

Fig. 2. Facial keypoints.

This method detects 66 keypoints in all (Fig. 2 (a)). However, the 17 keypoints of
the facial outline are unusable as background information, so we used only 49 keypoints
(Fig. 2 (b)). In addition, the size and rotation of a facial image must be corrected to
calculate the feature stably. The selected keypoints are corrected by using relationships
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among keypoints such as the horizontality of the centers of both eyes and the center of
the gravity point that is comprised of the centers of both eyes and the upper lip.

The proposed method calculates the movement direction of keypoints from neutral
face images to expressive face images. Its angle and distance are coded to enhance the
commonality from person to person. We call this feature Coded Movement Direction,
which is calculated from all keypoints. Next, the feature is calculated from learning data
containing multiple people for each keypoint, and its occurrence probability is generated
for each facial expression. The keypoints are selected on the basis of two requirements.
First, the feature must be highly similar for each person. Second, the feature must differ
from one facial expression to another. The likelihood of each facial expression is calcu‐
lated by using the occurrence probability of features at selected keypoints. In module 2,
the keypoints are detected in the same way as in module 1. The feature is calculated by
using the movement distance of keypoints. The input facial image is classified by using
its feature and the likelihood of a feature for each facial expression in module 1.

3.2 Coded Movement Direction

The Coded Movement Direction feature enhances the person-independent characteristic
because it codes moving keypoint angle and distance from neutral images to expressive
facial images. An example of Coded Movement Direction is shown in Fig. 3.

Fig. 3. Coded movement direction.

We calculated the distance and angle for all keypoints, including keypoints of both
standard facial images and facial expression images. Raw data of the angle differ
between individuals. Since the raw data of the distance are the same for each person,
each angle and distance are coded. We call this the Coded Movement Direction and
define it as a feature for classifying facial expressions. Each of its codes shows the
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likelihood of each facial expression. The likelihood is the occurrence probability of a
feature for each facial expression and is used to classify facial expressions.

3.3 Automatic Determination of Number of Code

The movement direction of keypoints from a neutral face image to an expressive one is
different for every keypoint because muscles are different in every local position of the
face. Therefore, the code number needs to be determined by using angle resolution and
radius threshold of Coded Movement Direction for each keypoint. We describe the
automatic determination of angle resolution and radius threshold.

Automatic Determination of Angle Resolution. The proposed method uses angle
distribution to determine the angle resolution for each keypoint. Figure 4 shows the flow
for automatically determining angle resolution on the basis of angle distribution.

Fig. 4. Automatic decision of angle resolution.

The angle of a keypoint from a neutral face image to an expressive one in learning data
is calculated, and the angle histogram is generated for each keypoint. Gaussian models that
have an average value (m = 0, 1,…, 359) and standard deviation (s = 0.00, 0.05, 0.10,…,
25.000) are fitted to a histogram generated from learning data. The Gaussian model that has
the smallest error is selected in the fitting models. The angle resolution is determined by
using the standard deviation range of the selected model. In addition, the value obtained
by subtracting the standard value from the average value is added to the calculated angle
value because the peak value of the angle distribution should be prevented from being
concentrated between codes.

Automatic Determination of Radius’s Threshold. Since the radius threshold is deter‐
mined for each keypoint as the same as the angle resolution, the proposed method uses
generated angle distribution for each radius threshold. Figure 5 shows the flow for auto‐
matically determining radius threshold.
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Fig. 5. Automatic determination of radius’s threshold.

The histogram of angle frequency is generated for each facial expression in the same
way as the angle resolution. Since this histogram is calculated for each facial expression
of the learning data, it is comprised of only one facial expression. Also, the histogram
separated by any radius threshold is generated from the learning data of a continuum of
facial expressions (neutral face and subtle facial expressions, or subtle and exaggerated
facial expressions). The similarity between the calculated and generated histograms for
each radius threshold (r = 0.01, 0.02,…, 1.00) is calculated using the Hamming distance.
Since this similarity is calculated for each facial expression, the optimal threshold has
the highest sum for similarity of facial expressions on a continuum in the radius
threshold.

3.4 Selection of Facial Keypoint

Coded Movement Direction calculates the occurrence probability of each facial expres‐
sion. Therefore, keypoints for using facial expression classification are selected by using
the distribution of the occurrence probability. Figure 6 shows the characteristics of
Coded Movement Direction that has selected keypoints.

The keypoints are selected on the basis of two requirements. First, the feature must
be highly similar for each person. Second, the feature must differ from one facial expres‐
sion to another. Therefore, the proposed method focuses on the occurrence probability
of the feature of each keypoint. The selected keypoints must have three characteristics.
First, the code number that has the maximum occurrence probability of a feature must
be different for each facial expression. Second, the frequency of an occurrence proba‐
bility must be similar for each person. Third, the frequency of an occurrence probability
must be high for each person. The proposed method selects keypoints on the basis of
the three characteristics and uses them to classify facial expressions.
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3.5 Classification of Facial Expression Using the Likelihood of Each Facial
Expression

Figure 7 shows the flow of facial expression classification.

Fig. 7. Flow of facial expression classification.

The proposed method detects facial keypoints from the input image in the same way
as the learning image and calculates Coded Movement Direction from keypoints of the
input image selected by module 1. Each code of Coded Movement Direction shows the
likelihood of each facial expression. The average likelihood of each facial expression is
calculated from Coded Movement Direction of each keypoint on an input image. The
classification results obtained show the facial expression that has the highest likelihood
on average.

Fig. 6. Characteristic of coded movement direction having selected keypoint.
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4 Experimental Results

4.1 Dataset

We focused on smile as natural emotion in consideration of an ethical problem. We
videoed 28 men and women watching a comedy program and used the captured images
in an experiment. Five other people watched the taken video at the normal frame rate
and typed in the ground truth to the video. They pressed 1, 2, or 3 when a someone made
a neutral face, a subtle smile, or an exaggerated smile, respectively. We used the images
given the same ground truth by at least four of the five people who watched the video.
Figure 8 shows example images of each facial expression in the experiment.

Fig. 8. Example of image of each facial expression.

4.2 Expression Classification Performance for Learned People

The facial expression images of subjects are divided into the learning dataset and clas‐
sification dataset, and the proposed method classified images in the classification dataset
to either neutral, subtle smile, or exaggerated smile. We used 10 learning images and
20 test images to classify the facial expressions of 28 learned people. Figure 9 shows
the F-measure of each facial expression obtained for each person.

The results showed the average F-measure was 0.97 for neutral images, 0.89 for
subtle smile images, and 0.98 for exaggerated smile images. However, the subtle smile
of subject D could not be classified. Since the difference between the neutral face and
subtle smile of subject D was less than that of other subjects, there was no great difference
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in Coded Movement Direction of each keypoint. Figure 10 shows facial images and
facial keypoints of a neutral face and a subtle smile.

Fig. 10. Facial image and keypoints of neutral face and subtle smile.

The subtle smile image (Fig. 10 (a)) is compared with the neutral face image
(Fig. 10 (b)). We assumed that the subtle smile does not greatly differ from the neutral
face. The images of facial keypoints (Fig. 10 (c) and (d)) show the corrected facial key-
points. After comparing these images, we assumed that keypoints do not change. Conse‐
quently, the calculated feature did not appear to differ much be-tween the neutral face
and subtle smile. One reason for this problem was that facial expressions seemed to be
mixed due to the delayed reactions of people who gave ground truth.

4.3 Expression Classification Performance for Unlearned People

By using a 28-fold cross-validation approach, a classifier was trained by 27 people, and
unlearned people were classified by it. Using 30 images for each facial expression, we
also compared our method with those reported elsewhere [7–9, 12]. Faisal et al. [9]

Fig. 9. F-measure of each facial expression for each person.
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reported a facial expression classification method that considered person independence.
Matsuhisa and Hashimoto [7] and Nomiya and Hochin [8] reported a recognition method
for subtle facial expressions. Bradley and Adam [12] proposed EmotionNet that is a
method of Convolutional Neural Networks (CNN) to emotion recognition in facial
image. We utilized a learning CNN model that generated by the 15000 iterations.
Figure 11 shows the F-measure frequency of unlearned people.

Fig. 11. Frequency of F-measure of unlearned people.
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Table 1. Experimental comparison of facial expression classification performance.

Neutral Subtle Exaggerated
Proposed method 0.93 0.73 0.92
EmotionNet (CNN) [12] 0.68 0.57 0.57
Geometric feature + SVM [8] 0.85 0.57 0.85
Gabor filter + AdaBoost [7] 0.58 0.43 0.61
CLBP + SVM [9] 0.51 0.56 0.63

This graph shows the classification accuracy becomes person-independent as the
distribution is concentrated on the right side. We confirmed that the results of the
proposed method were distributed more to the right than those of previous methods.
This shows that the proposed method is more person invariant than the previous
methods. In addition, Table 1 shows the average of F-measures of each facial expression.

The results showed the average F-measure was 0.93 for neutral images, 0.73 for
subtle smile images, and 0.92 for exaggerated smile images. These results are similar
to those in Sect. 4.2 and thus demonstrate that our method provides highly flexible
identification performance from person to person.

5 Conclusion

In this paper, we proposed two ideas for achieving person invariant classification of
facial expression. The first was to use features based on coded movement direction in
local positions of a person-independent muscle and skeleton. The second was to select
features considering person invariance and identity of facial expression. The person
invariant accuracy was evaluated by using the frequency of F-measure of unlearned
people. When the proposed method was used, the average F-measure for learned people
was found to be 0.97 for neutral images, 0.89 for subtle smile images, and 0.98 for
exaggerated smile images. For unlearned people, the respective values were 0.93, 0.73,
and 0.92. Also, the F-measure of the proposed method was distributed at higher frequen‐
cies than the F-measures of previous methods. These results lead us to conclude that the
proposed method can accurately classify subtle expressions and is person-independent.
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Abstract. This paper presents a novel hybrid two-directional, two-
dimensional Principal Component Analysis based correlation filter for
face recognition. This hybrid (2D)2PCA-correlation filter is capable of
simultaneously dealing with several uncontrolled factors that are present
in video surveillance cameras making it difficult to properly recognize
faces. Such factors are addressed by linking (2D)2PCA in the Fourier
domain with correlation filters (CFs) to speed up the process of video-
based face recognition. The former method helps to extract and to repre-
sent more efficiently the facial features using the original image matrices,
while the later method is used to simultaneously handle illumination vari-
ations, expression, partial occlusions and spatial shifts. An exploration
of the capabilities of this novel method is performed using the Yale-
B, AR, and YouTube face databases, showing an improvement in face
recognition despite using a subspace of smaller dimensionality.

Keywords: Correlation filters · Frequency domain representation ·
Phase spectrum · Two-directional two-dimensional PCA · Face
recognition

1 Introduction

It is well known that when identifying faces in an automatic way, there exist
great difficulties when the images to be processed are coming from a surveil-
lance video system in which there are uncontrolled factors: severe variations of
lighting, expression, pose, occlusion and low resolution [4], among other factors.
Furthermore, an automatic face detection process does not provide registration
accuracy neither does guarantee that the location of the face is perfect, result-
ing in misalignment errors [3,4,18]. Additionally, the recognition performance is
affected by undesirable scene background and faces partially occluded [17].

A method capable of dealing with several simultaneous and unconstrained fac-
tors in facial recognition, - such as variable lighting, partial occlusions and shift
variations - was proposed by Savvides et al. [18]. This method uses a hybrid PCA-
correlation filter called Corefaces [18], which performs PCA on the phase-only
c© Springer International Publishing AG 2017
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spectrum of the training images, disregarding the corresponding magnitude spec-
trum. The resulting linear subspace, called Eigenphases [15], can model the phase
variations of a given particular person. Eigenphases essentially computes the eigen-
vectors of the phase-only spectra for a set of training images, and later the test
image phase spectrum is reconstructed by simply using the projection coefficients
in that specific subspace, that is, the reconstructed phase spectrum is turned into
a correlation filter. However, this method has the following glitch: if the recon-
structed phase spectrum is not correctly modelled by the PCA-based subspace,
the test image could be misclassified affecting the recognition performance [18].

In this paper a new hybrid (2D)2PCA-correlation filter is proposed with
the purpose of further enhancing the quality of the reconstructed phase spec-
trum, simultaneously modeling the phase spectrum variations of face images
in the frequency domain. The main contributions and advantages of this novel
method are: (i) Performing a two-directional two-dimensional Principal Com-
ponent Analysis (2D)2PCA [25] on the phase-only spectrum; this procedure not
only can represent more efficiently the face images but it is also both, computa-
tionally more efficient than its hybrid PCA-correlation filter counterpart and it
increases the recognition rate. (ii) Extending further the hybrid-(2D)2PCA sub-
space to achieve shift-invariance. This is done by developing a hybrid (2D)2PCA-
correlation filter that performs phase matching with a built-in shift-invariance
function: if the test input image is shifted, then the correlation output is also
shifted by the same amount of pixels, and therefore the classification decision is
not affected by this shifting.

Thus, this hybrid (2D)2PCA-correlation filter inherits and further improves
some of the attractive properties from a hybrid PCA-correlation filter such as
tolerance to shift, illumination, expression and occlusion variations. The experi-
mental results using the Yale-B, AR, and YouTube face databases show that the
proposed method significantly improves the recognition performance over typi-
cal eigenphases algorithm and other methods, including PCA, IPCA, (2D)2PCA,
FM-(2D)2PCA.

The remainder of this paper is organized as follow. Section 2 reviews spa-
tial domain representations in conjunction with frequency domain representa-
tions. Section 3 briefly introduces the phase spectrum under Fourier transform.
Section 4 explains hybrid (2D)2PCA-correlation filter designs, and how to com-
pute the eigenvectors of phase-only spectra for training images as well as the
procedure to quantitatively assess the reconstructed phase spectrum. Section 5
presents the video-based face recognition system. In Sect. 6 we present the exper-
imental evaluation, including the main findings and comparisons. Finally, Sect. 7
presents the conclusions and future work.

2 Related Work

Several common face recognition methods, such as Principal Component Analy-
sis (PCA), two-dimensional PCA (2DPCA) and Linear Discriminant Analysis
(LDA) used in the frequency domain, have proven to be far more robust than
their spatial domain counterparts.
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By using the PCA subspace of the phase-only spectra, Savvides et al. [18] pro-
posed a hybrid PCA-correlation filter for illumination-invariant face recognition
from still images. In contrast, Bhagavatula et al. [2] proposed to perform PCA
and FLDA using the Eigen and Fisher-Fourier Magnitudes, the resulting FM-
PCA and FM-FLDA subspaces are shift-invariant and are not prone to register
errors of the input image. To achieve higher recognition accuracy of these algo-
rithms, 2DPCA based algorithms such as FM-2DPCA, FM-(2D)2PCA and FM-
DiaPCA were proposed by Zeytunlu et al. [24]. Ribarić et al. [13] presented four
phase-information extraction approaches where the MagUn approach achieves
the best recognition when illumination variation is present in the dataset. This,
however, is not the case when pose and expression variations were present.

Li et al. [9] proposed a method which involves using a hybrid-PCA subspace
together with illumination tolerant correlation filters to reconstruct and recog-
nize images respectively using a different representation of the face. Sao et al.
[14] proposed to perform eigenanalysis using the cosine and sine functions of
the phase of the Fourier transform and of analytic image to avoid the phase
wrapping problem.

Benitez-Garcia et al. [1] proposed a sub-block based eigenphases algorithm
where face image under analysis is divided into optimal sub-blocks, and then all
phase spectra are computed. The resulting hybrid-PCA subspace is obtained by
concatenating the phase spectra of all blocks. Inspired by CFA [7,21], an effective
feature extraction method also based on multi-subregion, called Multi-Subregion
based correlation filter bank (MS-CFB), is proposed by Yan et al. [22], which
combines the benefits of global based and local-based feature extraction algo-
rithms. However, the multi-block strategy can not handle face recognition with
large pose variations, and the mismatching of face subregions between training
samples and test samples can occur.

It is evident that, if the subspace of the phase and magnitude spectrums is
separately used, then an increase in recognition accuracy can be accomplished
over the corresponding subspace in the spatial domain. More specifically, the
hybrid (2D)2PCA-correlation filter proposed has proven to be much more robust
to illumination variations, partial occlusions and spatial shifts than the PCA only
based correlation filter. Furthermore, when performing (2D)2PCA to compute
the eigenvectors of the phase-only spectra, the original matrix does not need to be
transformed into a 1D long vector beforehand, as it is done in 1D-PCA. Instead,
two covariance matrices are directly constructed from both, rows and columns,
of the 2D image matrices [6]. Additionally, because the size of both image covari-
ance matrices is just equals to the width and height of the face image, (2D)2PCA
not only represents and extracts more efficiently the facial features but also can
significantly improve the speed of image feature extraction. In contrast to our
method, the recognition accuracy of all the methods mentioned above could
not achieve good performance when the test images present large variations in
lighting, occlusion, expression, pose and spatial shifts simultaneously.
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3 Phase-Only Fourier Synthesis

It has been shown (Oppenheim et al. [12]) that the phase information of an image
in the Fourier domain is more important than its magnitude. Mathematically, let
f(x, y) be the brightness of an image at a spatial point with coordinates (x, y),
and if F (u, v) = |F (u, v)|ejθ(u,v) represents its Fourier transform at the respective
spatial frequencies (u, v), with spectral magnitude |F (u, v)| and spectral phase
θ(u, v), then it is possible to define the magnitude-only Fourier synthesis as

fm(x, y) = F−1 {|F (u, v)|} (1)

as well as to define its corresponding phase-only Fourier synthesis

fθ(x, y) = F−1{M(u, v)ejθ(u,v)} (2)

where M(u, v) is either unit, average or a spectral magnitude representing the
class of signals. In practice, when using the phase-only spectra with the purpose
of phase matching, it is necessary to previously perform a pre-whitening step,
which correspondingly produces a unity magnitude for all the spatial frequencies
of the training and test images.

When calculating the magnitude-only Fourier synthesis, the fm(x, y) does
not resemble the original image, while the phase-only synthesis does retain the
necessary information. Thus, a 2D signal constructed from only the phase is
intelligible and retains many of the important features of the original. Moreover,
by using only the phase information, the original 2D signal can be reconstructed
up to a scale factor [5].

The previous idea was exploited in [15], where it was proven that the eigen-
vectors obtained by performing PCA in the frequency domain alone were the
same principal components resulting in its spatial domain counterpart and only
differ by a sign change. Moreover, by modelling the subspace of the phase-only
spectra of the training images, it yields what is known as Eigenphases, and it
simultaneously gives robustness against occlusion and illumination variations.
This method assumes that most of illumination variations are in the lower fre-
quency spectrum.

Even though this subspace of eigenphases seems good to represent face images
in the minimum mean squared error sense [1,9,14,15], PCA may not capture
the variability in a set of training images discriminating one person’s face from
another, unless this information is explicitly given in this dataset [23]. To over-
come such drawbacks, the recognition performance can be improved by building
a hybrid-(2D)2PCA subspace, which not only increases the margin of separa-
bility between classes, but also keeps the advantage of robustness and efficiency
in representing face images of the phase-only synthesis in conditions of variable
illumination and partially occluded faces.

The next section shows how such advantages can be achieved.



Hybrid (2D)2PCA-Correlation Filter 77

4 CSS-Based Hybrid (2D)2PCA-Correlation Filter Bank

An overview of the class-specific subspace-based hybrid (2D)2PCA correlation
filter bank for face recognition is shown in Fig. 1. The hybrid-(2D)2PCA sub-
spaces, based on an individual subspace, are first used to yield a filter bank to
make them shift invariant, and thus tolerant to face image registration errors,
resulting in a css-based hybrid (2D)2PCA-correlation filter.

During the training stage, a phase spectrum subspace, for every person, is
built from the phase-only training images, and used to extract useful discrim-
inatory information for each subject. Each hybrid-(2D)2PCA subspace is rep-
resented by two projection matrices (see Sect. 4.1) of the phase-only spectra,
and then used to design a filter bank for all classes; that is, by projecting the
test image phase spectrum onto hybrid-(2D)2PCA subspace, and reconstruct-
ing it for each phase spectrum subspace. Thus, we automatically turn each of
the reconstructed phase-only test image into a correlation filter. Additionally, to
each correlation filter designed, we add the average training phase derived from
the phase-only training images corresponding to each subject. During the test
stage, the actual test is then cross-correlated with every designed correlation
filter derived in the target set, and the resulting product is input to a 2D inverse
FFT to produce a correlation output. The PSR value is determined for each
correlation output, and selected the one with the largest PSR value to label the
test image. As illustrated in Fig. 1, a sharp correlation peak is produced when
the input image is from an authentic, and no such discernible peak exist if the
input is from an impostor. The location of the correlation peak will depend on
the input image, if the input image is translated with respect to training images,

Fig. 1. Schematic representation of the specific class subspace-based hybrid
(2D)2PCA-correlation filter bank. The ⊗, � and ⊕ operators represent the correlation,
projection and addition respectively.
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then the output peak will be also shifted by the same amount without affecting
the peak sharpness, neither the recognition performance.

4.1 Using (2D)2 PCA in the Frequency Domain

Given an m × n image matrix Aw in the Fourier domain1 of the phase-only
spectra, and a linear transformation that maps the original phase-only matrix
Aw into an m-dimensional phase-only projected vector, then the new phase-only
spectra matrix Y ∈ C

m×d is:
Y = AwV (3)

where V ∈ C
n×d is the phase-only projection matrix with orthonormal columns

and n ≥ d. This other description space is called phase-only feature space.
Now, consider a set of N image samples where the kth training sample is an

m × n space domain matrix As
k, chosen from k = 1 . . . N , and consider the total

scatter matrix Cr
f of the projected samples defined as:

Cr
f =

1
N

N∑

k=1

{TDFTw
(As

k − μ)}+{TDFTw
(As

k − μ)}

= TDFTw
X+XTDFTw

−1

(4)

where TDFTw
is the discrete Fourier transform matrix of the phase-only spectra,

μ ∈ C
m×n is the mean image of all the samples and the superscript + represents

the conjugate transpose, then the scatter matrix is in fact characterized by the
trace of the covariance matrix of the projected feature vectors in the frequency
domain. Since Eq. (4) is an n × n Hermitian nonnegative definite matrix, their
eigenvalues will be real and positive.

Note that X+X is the respective spatial covariance matrix Cr
s defined as:

Cr
s = X+X =

N∑

k=1

(As
k − μ)+(As

k − μ) (5)

Thus, after applying the previously defined linear transformation, the scatter of
the projected feature vectors {Y1,Y2, . . . ,Yd} is Vf

+Cr
fVf . Then, the projec-

tion optimal Voptf
is defined as:

Voptf
= {V1f

,V2f
, . . . ,Vdf

} = arg max tr
(
Vf

+Cr
fVf

)
(6)

where {V1f
,V2f

, . . . ,Vdf
} are the orthonormal eigenvectors of Cr

f correspond-
ing to the first d largest eigenvalues. However, one optimal projection axis is not
enough to accurately represent the data [23], and therefore a set of projection
axes are needed.

1 A pre-whitening step is performed to yield a phase-only spectrum with a unity
magnitude for all spatial frequencies (u, v).
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Note that the size of image covariance matrix Cr
f is n × n which allows us

to efficiently compute its eigenvectors [23,25]. Likewise as PCA, the number of
eigenvectors of d is chosen by setting a threshold:

∑d
i=1 λi∑n
i=1 λi

≥ θ. (7)

where λ1f
, λ2f

. . . λnf
are n largest eigenvalues of Cr

f and θ is a pre-set threshold
value.

Equation (4) can be considered as the original 2DPCA which is working in
the images row direction [23]. An alternative way of 2DPCA can be obtained by
applying 2DPCA on the image columns [25] as follows:

Cc
f =

1
N

N∑

k=1

{TDFTw
(As

k − μ)}{TDFTw
(As

k − μ)}+

= TDFTw
XX+TDFTw

−1

(8)

where XX+ is the space domain covariance matrix Cc
s defined as:

Cc
s = XX+ =

N∑

k=1

(As
k − μ)(As

k − μ)+ (9)

The projection Uoptf
is chosen to maximize the trace of the scatter matrix:

Uoptf
= {U1f

,U2f
, . . . ,Uqf

} = arg max tr
(
Uf

+Cc
fUf

)
(10)

where {U1f
,U2f

, . . . ,Uqf
} are the orthonormal eigenvectors of Cc

f correspond-
ing to the first q largest eigenvalues. The number of eigenvectors of q can also
be selected by setting a θ threshold value using Eq. (7). Likewise as in Eq. (3),
the new phase-only feature matrix B ∈ C

q×n is defined by the following linear
transformation:

B = U+A
w (11)

where U ∈ C
m×q is the phase-only projection matrix with orthonormal columns,

with m ≥ q. In the above Eqs. (3) and (11), the phase-only projection matrices
are computed off-line.

4.2 Hybrid (2D)2PCA-Correlation Filter

Once both row-based and column-based optimal linear subspaces have been com-
puted for the phase-only spectra of the training images, then the reconstructed
phase spectrum eφR(u,v) is computed as:

eφR(u,v) = Ufj(u,v)e
φT (u,v)V +

fi(u,v) (12)

where eφT (u,v) is the test image phase spectrum projected onto the frequency
domain eigenvectors Ufj

and Vfi
. Note that the subscripts i and j denote the

ith and j th projection vectors.
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This (2D)2PCA-based subspace of the phase-only spectra not only improves
the reconstruction accuracy but also increases the recognition performance, as it
will be shown in the next section. Figure 2 shows a training face image synthe-
sized from the Fourier transform phase with unity magnitude, where the phase
spectrum was reconstructed under similar compression ratios [25]. It can be
shown that the (2D)2PCA based phase-only Fourier synthesis yields face images
with higher quality while preserving the edge information.

a
)

Original face

b
)

d = 28 × 27 d = 49 × 47 d = 56 × 55 d = 62 × 61 d = 69 × 68 d = 76 × 75 d = 83 × 82

c
)

d = 28 × 27 d = 49 × 47 d = 56 × 55 d = 62 × 61 d = 69 × 68 d = 76 × 75 d = 83 × 82

d
)

w = 15 w = 45 w = 60 w = 75 w = 90 w = 110 w = 130

Fig. 2. Phase-only synthesis from the reconstructed phase spectrum of a face image by
using the inverse Fourier transform under similar compression ratios. (a) Original face,
(b) 2D2PCA based eigenvectors of the phase-only spectra (phase angles between the
imaginary and real part of each frequency), (c) Inverse Fourier transform of the phase-
only synthesis based on 2D2PCA and (d) Inverse Fourier transform of the phase-only
synthesis based on PCA.

In spite of yielding illumination-tolerant images synthesized from Fourier
transform discriminating one person of each other, reconstruction errors in the
frequency domain can be produced because if the input image is shifted then a
linear term is added to the phase [18]. Thus, by using a similarity measure such
as the Frobenius norm between the reconstructed image and the test image, the
recognition performance will degrade [13,24].

However, in order to achieve shift-invariance along with tolerance to illu-
mination and occlusion, as it was done in [18], a hybrid (2D)2PCA-correlation
filter was developed from the reconstructed phase spectrum. To examine how
well this phase spectrum is reconstructed, i.e., if the reconstructed phase spec-
trum is identical to the test phase spectrum, the phase-only correlation between
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the conjugate of the reconstructed phase spectrum and the phase spectrum of
the test image at all possible shifts is computed as follows:

C(u, v) = e−φR(u,v)eφT (u,v) = eφT (u,v)−φR(u,v) (13)

CT (x, y) =
m−1∑

u=0

n−1∑

v=0

eφT (u,v)−φR(u,v)e
j2πux

m e
j2πvy

n (14)

thus, as expected, a constant flat spectrum is obtained cancelling out all phases
by adding their opposites.
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Fig. 3. Correlation plane corresponding to the genuine and impostor class. (a) Sharp
correlation peak belonging to a face from the same person and (b) Correlation output
belonging to a face from a different person.

Thus, by using the inverse Fourier transform, a sharp peak appeared in the
correlation output plane CT . Figure 3(a) shows a sharp correlation peak resulting
from the (2D)2PCA filter cross-correlated with a face from the same person
whose filter was made for. Meanwhile, Fig. 3(b) shows a shapeless correlation
output resulting from the filter cross-correlated with a face image from a different
person to whom the filter was made. An appropriate measure to compute the
peak sharpness and its location along with the shift in the input image is the
Peak-to-Sidelobe Ratio (PSR) metric [18], which allows us to decide whether a
test image belongs or not to the authentic class. The PSR is defined as follows:

PSR =
peak − μarea

σarea
(15)

where μarea and σarea are the mean and standard deviation of a small region
centered at, but excluding the peak.

5 Video-Based Face Recognition System

we extended the css-based hybrid (2D)2PCA-correlation filter bank to video-
based face recognition, by developing a still-to-video face recognition system,
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where the gallery consists of high-quality face images of different subjects as
reference, and the test set consists of video sequences, captured by CCTV cam-
eras, of face images of a person moving at an office building. In this scenario, we
assume that the frames obtained by video cameras, although the subject may
not be cooperative, are similar views to the corresponding views in the training
set, and can be used as evidence to recognize the identity of the test subject.

The proposed still-to-video face recognition system is based on the still image
based face recognition block diagram shown in Fig. 1, where a single correlation
filter per person is designed from the css-based hybrid-(2D)2PCA subspace of
the phase spectrum of the cropped training images. Our idea is to accumulate
evidence (the PSRs values generated in each phase spectrum subspace, and used
as partial evidences) from multiples frames to take a better face identification
decision. Finally, we compute a sum of matching scores to decide the identity,
thus if video sequence with the highest score coincides with the same class, it
has correctly identified, otherwise a misclassification is recorded.

6 Experimental Results

In this section the performance for both the hybrid (2D)2PCA-correlation filter
bank and the hybrid PCA-correlation filter bank are evaluated experimentally,
and for both methods, the Logarithm transformation [16], of the intensity val-
ues for face image enhancement, is used. Additionally, other state-of-the-art
algorithms such as IPCA [10], PCA [19], FM-(2D)2PCA [24] and (2D)2PCA
[25] are used as baseline. With the purpose of exploring the face identification
performance, experiments were carried out on three face databases: Yale-B [8],
AR [11], and YouTube [20]. The Yale-B database is used to examine the per-
formance under 64 different lighting conditions and various facial expressions.
The AR database is employed to test the performance when there are differ-
ent lighting conditions; partial occlusions and facial expressions. The YouTube
database is used to evaluate the unconstrained video performance under motion
blur, occlusions, lighting conditions, and pose.

The face images used for the Yale-B and YouTube databases are of a fixed
size 64 × 64 pixels while for the AR database are of a fixed size 32 × 32. The
number of projection coefficients used in PCA or its case IPCA (see Eq. 7) is
controlled by the value θ, set to 0.95 for all the datasets. Given this dimension,
the number of projection vectors is computed for both PCA and (2D)2PCA based
correlation filters for representing face images under similar compression ratios
[25]. The computational time for each of these methods, which includes both
training and recognition stages, is measured for all face databases. Additionally,
all the experiments are based on the rank-1 recognition rates and tested on a
Core i5 2.5 GHz CPU, 8 Gb memory computer.

6.1 Experiments on the Yale-B Database

The performance of the proposed approach was evaluated using 64 frontal face
images under different lighting conditions, from negative azimuth to positive
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Fig. 4. Face images exhibiting little or extreme illumination from Yale-B face database.

Table 1. Face recognition performance comparison of PCA, (2D)2PCA, FM-
(2D)2PCA, IPCA, the PCA-based filter and the (2D)2PCA-based filter for the Yale-B
database, where training images for both Set 1 and Set 2 were captured under illumi-
nation directions in both negative and positive azimuth, respectively.

Yale-B database

Training images PCA (2D)2PCA FM-(2D)2PCA IPCA H-PCA H-(2D)2PCA Method [14]

% Rec % Rec % Rec % Rec % Rec % Rec % Rec

Set 1 47.3% 50.3% 61.0% 67.6% 100.0% 100% 95.0%

Set 2 51.1% 52.5% 59.1% 78.0% 98.6% 99.5% 97.0%

Average time (s) 5.28 2.82 3.17 3.54 8.02 4.75 –

azimuth, of 10 people. Examples of cropped images of one subject are shown in
Fig. 4. Two different experiments, by forming two sets of training images, were
compared with [14]. The first set contains 350 images of negative azimuth (with
35 images per person), and the second set contains 290 images of positive azimuth
(with 29 images per person). Table 1 shows the performance as well as average
running times of the proposed approach along with other standard methods
using Set 1 and Set 2 as training and testing sets, respectively. A significant
improvement on the recognition accuracy and robustness of the (2D)2PCA-based
filter against the other methods can be easily noticed. In both cases correlation
filter methods overcome other methods, however, the proposed method slightly
improved the performance, but the running time used (4.75 s) is still lower that
its PCA-based correlation filter counterpart.

6.2 Experiments on the AR Database

In this section, we evaluate the recognition performance using a subset with 1150
images of 50 different subjects (25 males and 25 females), and each subject has
23 different face images. Three different experiments was performed by dividing
the dataset into two different sets.

In the first experiment, we evaluated the performance of all 6 methods against
illumination variations and facial expressions applying the Set 1 (see Fig. 5(a)),
where they were trained using seven different images without occlusions. In the
second experiment, the performance was evaluated using the Set 2 (see Fig. 5b)
along with another set chosen arbitrarily. We use a total of 20 different images
including lighting variations; facial expressions and partial occlusions (sunglasses
and scarf). We trained the face subspace with only six face images per person
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)b)a

Fig. 5. Example of cropped face images exhibiting different illumination conditions,
facial expressions and partial occlusions included in (a) Set 1 and (b) Set 2.

(i.e. three persons with neutral expression, one with illumination variation, one
with sunglasses, and one using scarf).

In the last experiment, we trained just as the second experiment, however
in the testing stage we used another subset of eight images per person, which
includes images with partial occlusions. Table 2 shows that the proposed method
presents an improvement in recognition accuracy over the PCA-based correla-
tion filter and the other methods, and shows that is more tolerant to lighting
variations, facial expressions, and partial occlusions. Also, the average time of
recognition is significantly lower that its PCA-based correlation filter counter-
part. By training the subspace algorithms with the Set 1, IPCA performs better
than most of presented methods, however, its performance was severely degraded
when test images with partial occlusions and facial expressions were present.

Table 2. Face recognition performance comparison of PCA, (2D)2PCA, FM-
(2D)2PCA, IPCA, the PCA-based filter and the (2D)2PCA-based filter for the AR
database.

AR database

Training images PCA (2D)2PCA FM-(2D)2PCA IPCA H-PCA H-(2D)2PCA

% Rec % Rec % Rec % Rec % Rec % Rec

Set 1 87.7% 88.0% 87.1% 95.7% 93.1% 95.0%

Set 2 38.3% 39.2% 41.0% 54.6% 88.3% 91.0%

Set 3 27.0% 30.0% 33.0% 44.0% 77.0% 80.5%

Average time (s) 6.9 5.6 5.2 7.2 12.6 10.7

6.3 Experiments on the YouTube Database

To evaluate the proposed still-to-video face recognition system, a subset of video
sequences of 12 subjects is used. For each subject, 50 frames are used as a test
video sequence, and 20 frames as a training video sequence, as shown in Fig. 4.

To separate the classes as much as possible, we synthesize two filters by
using the hybrid-PCA and hybrid-(2D)2PCA subspaces. Our objectives are to
maximize correlation outputs for the authentic class using the 2D2PCA-based
filter, and minimize correlation outputs for impostors with the PCA-based filter.
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)b)a

Fig. 6. Example frames in the YouTube faces dataset, including occlusions, lighting
conditions, pose, and motion blur used for (a) Training and (b) Testing.
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Fig. 7. The accumulated scores over frame index number of subject (a) 1 and (b) 7

Such an integration produces a higher margin of separability between genuine
and impostor classes, and is able to exploit video sequence information. The
performance of the joint filters is shown in Fig. 7, where the identification decision
is based on the video sequence, but at each frame we use the joint correlation
filters to accumulate partial evidences (the PSR values). In the experiments, the
12 subjects were correctly labeled. Since correlations filter designs are based on
different subspaces, the combination of two filters can yield a better score for
a decision final, improving the identification performance. In the experiments,
a sequence with the highest score is correctly classified if it has the same class
label, otherwise it is misclassified (Fig. 7).

6.4 Discussion

Observations from performed evaluations support that the (2D)2PCA-based fil-
ter improves recognition accuracies in less time, and can deal with faces with
strong illumination variations, partial concussions, and facial expressions better
than its PCA-based filter counterpart.

Based on recognition rates, if dimensionality is reduced, the recognition accu-
racy of the PCA-based filter can be degraded, while the (2D)2PCA-based filter
performance may be increased. However, by increasing the dimensionality and
having as limit the similar compression ratios, the resulting hybrid-(2D)2PCA
subspace could not discriminate among faces, decreasing the performance. Fur-
thermore, by increasing both the number of eigenvectors and the training images,
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it is evident that recognition rates may be improved, but it may incur in an
increase of processing time because the training, projection, reconstruction and
face matching stages are time consuming.

7 Conclusions and Future Work

This paper introduced a new hybrid (2D)2PCA-correlation filter which allows to
get a far better representation than its hybrid PCA-correlation filter counterpart
of the reconstructed phase spectrum for face images.

Experimental results show that by linking (2D)2PCA in the Fourier domain
with correlation filters, the proposed method clearly improves significantly the
face recognition accuracy in the frequency domain, and overcomes algorithms
in the space domain. Additionally, it is able to identify subjects using a video
test sequence by combing the hybrid-PCA and (2D)2PCA subspaces. Future
research work is to incorporate face super-resolution for its application in video
surveillance system, handle pose variations, and extend the experiments in video.
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Council of Mexico (CONACyT), project #215546, scholarship #328839; and INAOE.
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Abstract. In recent years, a lot of research has been carried out in face detection
and facial expression recognition. Very few of them are capable of achieving
these at real time with a very high accuracy. In this paper we present a real time
end to end, single step face and facial expression recognition technique which
performs at a speed of more than 10 fps (frames per second). We use an end-to-
end deep learning approach for localization and expression classification. On the
CK+ [1] dataset we get a 10-fold validation accuracy of 94.8% on 640 * 480
images. We have also created a webcam interface, which classifies the emotion
of a person at 10 fps, which proves our claim that facial expression recognition
has approached real time speed with very decent accuracy.

Keywords: Facial expression recognition · Emotion recognition · Real time
classification · Deep learning

1 Introduction

Video based facial expression recognition is challenging because of the variance
involved in different people expressing the same emotion in a myriad different ways.
Sometimes two different people might understand a particular expression in two different
ways. The CK+ dataset [1] was published in 2010 and was the first benchmark to cate‐
gorize emotion recognition algorithms. Various other competitions started from 2012
which concentrated on emotion recognition, example: emotiW [2] focuses on emotion
recognition in the wild, which includes semi-automated clips from various movies.
AVEC [3] is another such competition which concentrates on emotion recognition from
audio and video samples together. The latter datasets are very hard to work with because
of the various illumination conditions, non-frontal faces, low resolution, etc. To obtain
decent accuracies in these datasets, many researchers used combination of various
machine learning approaches [6, 7] or fusion of deep neural nets. Most of the earlier
papers took traditional machine learning approaches, with few recent papers concen‐
trating on deep learning and face recognition along with facial landmark recognition as
two different steps [23, 24]. Most of these papers either did not specify the run time or
a run time which make them unusable in real-time situations. In this paper our main
motive is to make an accurate real time facial expression recognition tool.
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2 Earlier Approaches

Most of the approaches prior to 2015 on emotion recognition use traditional machine
learning techniques. The first part of the algorithm involves face detection and face
landmark recognition. Face is extracted from the raw image using any standard face
detection software such as opencv or dlib [19] and then facial landmark is applied to
this to obtain the location of eyes, mouth, nose etc. Researchers used Facial Action
Coding System (FACS) and tried to classify which action units are active [4]. Various
approaches also followed the Arousal-Valence space giving a 2D map of the emotion
[5]. These features are analyzed and trained with a traditional machine learning algo‐
rithm such as AdaBoost or multi-layer perceptron model, and finally the image is clas‐
sified. Researchers also used combinations of multiple features each involving a different
machine learning approach, example: combinations of HOG, dense SIFT [6] or some‐
times SIFT features with an SVM classifier [7]. In more recent approaches, researchers
used deep CNNs to classify the subject’s facial expression [8]. In the all these
approaches, the face is extracted using a traditional face recognition algorithm and then
this is resized to 227 * 227 image and fed into a deep learning classifier.

3 Our Approach - Design

We used the technique as mentioned in the faster-RCNN paper by Girshick et al. [9].
The paper uses a deep learning approach which does image localization and classifica‐
tion in a single neural network. It classifies up to 20 different classes on PASCAL VOC
[10] dataset with a mAP of 70. The faster-RCNN technique has also been used in KITTI
[11] vehicle and pedestrian detection for ADAS (Autonomous Driving Assistant
System) and achieved a very high accuracy of approximately 80% in car, pedestrian and
cycle detection. The faster-RCNN architecture consists of three important networks
merged together.

The first network is the convolutional map which uses a standard convolutional maps
such as VGG16 [12] or alexnet [13] or ResNet [14] (technically any network of our
choice), after these convolutional maps, it has a region proposal network which proposes
the region at which the object is present and then Fully Connected layers to classify the
object and also adjust the localization parameters.

Faster-RCNN concentrates more on generic object detection, and as per our survey,
it has never been used in face detection and classifying into categories in research papers.
This motivated us to use faster-RCNN in our facial expression recognition project, since
it can detect multiple faces in an image in less than 10 ms, which is much faster than
any other face detection software available.

For the current experiment we use VGG16 architecture, since it provides an optimal
balance between speed and accuracy. Alexnet would provide very high speed but low
accuracy, whereas ResNet would provide more accuracy but non-real time speeds. We
get two different types of outputs from the neural network. First one being the localized
coordinates named as bbox_prediction which contains 4 numbers representing the top
left coordinate and the bottom right coordinate. The second one is the class probability
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for the bounding box, indicating which facial expression is being shown by the subject.
The following Figs. 1, and 2 show the architecture of the neural network.

Fig. 1. The train and test phases of the classifier

Fig. 2. Flowchart showing the network used

3.1 Dataset

We used CK+ [1] dataset to evaluate the accuracy of the proposed model. CK+ dataset
is a publically available dataset. It has been used as one of the basic benchmark for facial
expression recognition [20, 21]. The dataset consists of 593 sequences out of which 327
has been classified as classifiable emotions. Each video have frames starting from a
neutral expression to emotional high. The dataset consists of 7 expressions Angry,
Contempt, Disgust, Fear, Happy, Sad and Surprise. Each video lasts about 10–60 frames.
Each frame is a 640 × 480 or 640 × 490 image which can be an RGB image or a Grayscale
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image. The dataset has a total of 123 subjects. The following image sequences (Fig. 3)
show a sample of the dataset.

Surprise                          Disgust Happy

Sad                                         Fear Angry

Fig. 3. Sample frames from the CK + dataset

We also used the AFEW-2015 [2] dataset to evaluate the robustness of our method
in uncontrolled settings. The AFEW dataset is known for its very high difficulty in
classification because of very hard face recognition and equally challenging classifica‐
tion because each image has a different illumination and background. AFEW dataset
provides both the video data and the audio data. AFEW dataset is released for the
EmotiW competition which takes place annually at ACM ICMI.

The dataset consists of 678 video sequences for training and 350 video sequences
for testing and validation. The dataset has 7 classes namely 1 = Angry, 2 = Disgust,
3 = Fear, 4 = Happy, 5 = Neutral, 6 = Sad, 7 = Surprise. The following image sequences
show a sample of the dataset (Fig. 4).

3.2 Preparing the Training Data and Testing Data

Preparing the training set is a non-trivial task; we cannot provide the image and its
corresponding expression as the only two inputs. We also need to calculate the localized
coordinates of the face. To calculate the localized coordinates, we used the dlib’s facial
recognition software [19]. We extract the top (x, y) coordinates of the top left facial crop
and the bottom right facial point, thus giving us 4 numbers to localize the face. We create
an xml file for each image, describing its coordinates and facial expressions along with
its size in PASCAL VOC [10] xml format.
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The complete dataset has been divided into10 different subsets (S0, S1,… , S9). Two
different sets have no common subject, which makes sure that there is no data overlap
in train and test. The data is split almost equally, each subset containing around 32-33
videos in each subset. In the 10-fold evaluation each subset S

i
 is separately used to test

the train result of the remaining subsets other than S
i
.

Before proceeding to training, we need to make sure that all the images are either
RGB or grayscale, so we converted all the images to grayscale.

3.3 Pre-training

Before starting to train the whole dataset, we perform some pre-training operations to
boost the accuracy. We will use VGG16 neural network pre-trained with ImageNet [25]
as our base model. Pre training on ImageNet makes the convergence easy for further
training. To boost the accuracy of facial expression recognition we pre-train the model
with FER dataset. FER-2013 [15] is a dataset containing about 28 k images in the train
set along with 4 k images in the validation set. It consists of 7 expressions namely
0 = Angry, 1 = Disgust, 2 = Fear, 3 = Happy, 4 = Neutral, 5 = Sad and 6 = Surprise.
Each image is of size 48 × 48. The following images show samples of the FER-2013
dataset (Fig. 5).

Since the VGG16 takes only 227 × 227 images as input, we have resized all the images
from 48 × 48 to 227 × 227 and trained the already pre-trained (with ImageNet) VGG16
model. This step is very crucial since it can boost accuracies up to 5–10%. Since this dataset
has many robust images from the internet.

The total data is trained for 40 epochs, with a base learning rate of 0.001 and momentum
value of 0.9, the learning rate drops 0.1 times every 10 epochs. The weight decay is set at
0.0005. The pre-training took a total of 4 h using CUDA 8.0 and cuDNN v5.0

Surprise                          Disgust                               Happy

Sad                                         Fear                                   Angry

Fig. 4. Sample frames from the AFEW dataset
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3.4 Training

We have used the open source py-faster-rcnn [16] library which was developed by Ross
Girshick et al. The network consists of a region proposal network and a convolutional
network combined with fully connected layers. We used alternating optimization
training for our complete network.

The complete training took a total of approximately 7 h for each subset. It took a
total of 70 GPU hours for the training to complete.

The training method is as follows [17]:
Assume that F0 is the FER-2013 pre-trained VGG16 network

1. Train an RPN initialized from F0, now obtain F1
2. Generate training proposals P1 using the RPN F1
3. Train the classifier network (Fast-RCNN)F2 on P1 initialized from F0
4. Train RPN F3 from F2 without changing the conv layers
5. Generate training proposals P2 from F3
6. Train the classifier network (Fast-RCNN) with frozen convolutional layers and

generate F4
7. Copy the F3’s RPN layers to Fast R-CNN F4

The table below (Table 1) shows the parameter settings used in different phases of
training.

Table 1. Parameters used in various training stages

Stage Base learning
rate

Gamma Step size
(Epochs)

Momentum Weight decay

1 0.001 0.1 10 0.9 0.0005
3 0.001 0.1 5 0.9 0.0005
4 0.001 0.1 10 0.9 0.0005
6 0.001 0.1 5 0.9 0.0005

3.5 Hardware

Throughout our experiments we used GTX 1080 GPU with CUDA v8.0, and cuDNN
v5.0, Intel i7-4770 processor with 1 TB HDD and 16 GB of RAM. All the experiments
are performed on Ubuntu 14.04 Linux machine.

Fig. 5. 48 × 48 images showing expressions of anger, disgust, neutral and surprise
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4 Validation and Results

4.1 Experiments on CK+ Dataset

As stated earlier, we have done the 10-fold validation on the complete dataset. The train:
test split being in the ratio of 9:1. The test time for each frame using the proposed network
is approximately 0.1 s. A particular test video is taken and split into frames at 20 fps,
Now these frames are send into the network one after the other, and the corresponding
facial expression is calculated, if there is a face present in the frame.

After all the frames are processed, a majority voting is taken for the expression
calculated by the model, which will be our final expression class for the video.

The total accuracy for 10-fold validation on 7 classes for CK+ data as calculated by
our model is 94.8%. The table (Table 2) shows the confusion matrix across the 7 cate‐
gories.

Table 2. Confusion Matrix for CK+ data (all 7 classes of the dataset)

The following images (Fig. 6) show the GUI of face detection + facial expression
classification.

Fig. 6. GUI showing the results on CK+ validation
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4.2 Experiments on AFEW Dataset

The same technique has also been used for AFEW-2015 [2] dataset, which consists of
audio + video sequences of various movie clips. We have done similar processing for
images as described in the CK+ dataset. And we have ignored the audio in all the video
sequences and only the frames are taken in consideration. The state of art accuracy for
only video sequences is 39.6% [18] (audio is not considered).

In our faster-RCNN model instead of the VGG16 network, we have inserted the
ResNet-50 which consists of 50 layers. This gave us an accuracy of 37.2%.

Since we used a very deep neural network, we got test time of 0.2 s per frame which
is approximately 5 fps, not real time but almost near real time. If instead of ResNet-50
if we used VGG16, we got an accuracy of 34.5% with a speed of 0.1 s per frame which
is approximately 10 fps, almost near real time. Having a deep network helps better in
wild video frames, since the classification becomes a tougher problem. The table below
(Table 3) shows the confusion matrix of all the 7 classes in the dataset.

Table 3. Confusion matrix for ResNet50 with faster-RCNN on emotiW-2015 dataset

From the result we can understand that the classification is very tough when
compared to CK+ dataset, which shows the difficulty of the problem. Only Happiness
and Anger gave more than 50% accuracy. And Fear is shown as the most difficult
expression to classify.

4.3 Real-Time Demonstration

We have also created a real-time facial expression recognition program in python which
does the recognition at nearly 0.1 s per frame. We have used the CK+ data trained model
of faster-RCNN. The complete video is available at the following link: https://
www.youtube.com/watch?v=3nKoXcExWM0. The images below (Fig. 7) show the
frames in the original video.
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Fig. 7. Images showing real time demo of author’s face

5 Conclusion and Future Plans

In this paper, we have presented a framework to process facial expression recognition
in real time, one-step end to end process. We have reported accuracies of upto 94.8%
for CK+ data and 37.2% for emotiW data. Faster-RCNN can also be used for human
face detection and thus can be further used in classification, which makes the overall
task very fast.

In future we will design more faster methods by trying to use dark knowledge [22]
to reduce the size of the network without any decrease in accuracy, so as to do the
expression recognition at nearly 25 fps.
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Abstract. This paper introduces a comparative study of age estimation
based on the analysis of facial images. The main contributions are as
follows. First, we provide performance evaluation of eight face descriptors
which are given by three hand-crafted features as well as by five pre-
trained deep Convolutional Neural Networks (CNNs). Second, we show
that the use of deep features provided by pre-trained CNNs can transfer
the power of the net to new domains and datasets that were not available
at the training phase. This leads to an efficient and stable solution to the
problem of cross-database by only retraining the regressor instead of the
whole network. The experiments are conducted on two public databases:
MORPH II and PAL.

Keywords: Age estimation · Hand-crafted features · Deep features ·
Transfer

1 Introduction

In the last decade, with the increasing interest in social robotics and video-based
security systems, research on the numerical analysis of human faces (including
face detection, face recognition, classification of gender, and recognition of facial
expression) has attracted attention in the communities of computer vision and
pattern recognition [1–5]. In connection with these investigations, estimating
the age of a person from the numerical analysis of his face image is a relatively
new topic. Age estimation by numerical analysis of the face image has many
potential applications such as the development of intelligent human-machine
interfaces and improving safety and protection of minors in various and diverse
sectors (transport, medicine, etc.). It can be very useful for advanced video
surveillance, demographic statistics collection, business intelligence and customer
profiling, and search optimization in large databases. The age attribute could
also be used in the verification of the face and enriching the tools used in police
investigations. In general, automatic age estimation by a machine is useful in
applications where the objective is to determine the age of an individual without
identifying him. The age estimator can use a machine learning approach to train
a model for extracted features and make age prediction for query faces with the
c© Springer International Publishing AG 2017
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trained model. Generally speaking, age estimation can be viewed as a multi-class
classification problem, a regression problem or a composite of these two.

The anthropometry-based approach mainly depends on measurements and
distances of different facial landmarks. Kwon and Lobo [6] published the ear-
liest paper on age classification based on facial images by computing ratios to
distinguish babies from others. In [7], the authors designed a neural network to
locate facial features and calculate several geometric ratios and differences which
are used for estimating the age from a facial image. The anthropometry-based
approaches might be useful for babies, children, and young adults, but they
are impractical for adults since their facial skin appearance is the main source of
information about ethnicity, gender, and age. Estimating human age from a facial
image requires a great amount of information from the input image. Extraction
of these features is important since the performance of an age estimation sys-
tem will heavily rely on the quality of extracted features. Lots of research on
age estimation has been conducted towards aging feature extraction. Examples
include: the active appearance model (AAM) [8], age manifold [1], AGing pat-
tern Subspace (AGES) [9], biologically inspired features (BIF) [10]. Image-based
age estimation approaches view the face image as a texture pattern. Many tex-
ture features have been used like Local Binary Patterns (LBP) [11], Histograms
of Oriented Gradients (HOG) [12], BIF, Binarized Statistical Image Features
(BSIF) [13] and Local Phase Quantization (LPQ) in demographic estimation
works. BIF and its variants are widely used in age estimation works such us
[14–16]. Han et al. [16] used selected BIF features on order to estimate the age,
gender and ethnicity attributes.

Due to their significant performance improvement in facial recognition
domain, deep learning approaches have been recently proposed for age estima-
tion (e.g. [3,5]). Deep learning approaches claim to have the best performances
in demographic classification (ethnicity, gender and age). However, this claim
cannot be always true. It is known, that deep learning can provide impressive
results within a single database. However when another database is used with the
trained deep net, the age estimation performance can drop significantly. In this
paper, we provide a comparative study of age estimation based on hand-crafted
and deep features. The paper also shows that the full power of a pre-trained
net can be exploited by simply using its deep features and only training an age
regressor. This regressor training is much more efficient than retraining or fine-
tuning the whole deep net using a sheer number of images. Experiments will
show that this scheme for age estimation can be more accurate than the one
obtained by the end-to-end deep net solution.

The rest of the paper is organized as follows: face alignment is briefly intro-
duced in Sect. 2. In Sect. 3, we summarize three classic image features and five
deep features. The experimental setup is described in Sect. 4 and the evaluation
of the results is given in Sect. 5. In Sect. 6 we give the conclusion and the future
plans.
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Fig. 1. Face alignment and cropping associated with one original image in MORPH II
database.

2 Face Alignment

Face alignment is one of the most important stages in image-based age estima-
tion. In our experiments, the eyes of each face are detected using the Ensemble
of Regression Trees (ERT) algorithm [17] which is a robust and very efficient
algorithm for facial landmarks localization. Once we have the 2D positions of
the two eyes, we use them to compensate for the in-plane rotation of the face.
To this end, within the detected face region, the positions of right and left eyes
are located as (Rx, Ry) and (Lx, Ly), respectively. Then, the angle of in-plane
rotation is calculated by θ = artan(Ry−Ly

Rx−Lx
), and the input face region is rotated

by the that angle. After rotation correction, we use a global scale for the face
image, this scale normalizes the inter-ocular distance to a fixed value l. After
performing the rotation and rescaling, the face region should be cropped (aligned
face). To this end, a bounding box is centered on the new eyes location (on the
transformed face image) and then stretched to the left and to the right by k0 · l,
and to top by k1 · l and to bottom by k2 · l. Finally, in our case, k0, k1, k2 and
l are chosen such that the final face image has a size of 50 × 50 pixels for the
MORPH II database and 200 × 200 for the PAL database.

3 Face Features

In order to make the paper self-contained, this section will briefly describe some
features that are very often used for extracting face features. We present three
hand-crafted features as well as five deep features that can be obtained from
pre-trained deep CNNs.

3.1 Local Binary Patterns (LBP)

The original LBP operator labels the pixels of an image with decimal numbers,
which are called LBPs or LBP codes that encode the local structure around each
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pixel [11,18]. The basic operator proceeds as follows. Each pixel is compared with
its eight neighbors in a neighborhood by subtracting the central pixel value; the
resulting strictly negative values are encoded with 0, and the others with 1. For
each given pixel, a binary number is obtained by concatenating all these binary
values in a clockwise direction, which starts from the one of its top-left neighbor.
The corresponding decimal value of the generated binary number is then used
for labeling the given pixel. The histogram of LBP labels (the frequency of
occurrence of each code) calculated over a region or an image can be used as a
texture descriptor. It should be noticed the LBP descriptors can be either an
LBP image or a histogram of that image.

In our work, we used the classic LBP operator that provides a histogram of
256 bins for a given face image.

3.2 Histogram of Oriented Gradients (HOG)

The essential thought behind the histogram of oriented gradients descriptor [12]
is that local object appearance and shape within an image can be described by
the distribution of intensity gradients or edge directions. The image is divided
into small connected regions called cells, and for the pixels within each cell, a
histogram of gradient directions is compiled. The descriptor is then the con-
catenation of these histograms. For improved accuracy, the local histograms can
be contrast-normalized by calculating a measure of the intensity across a larger
region of the image, called a block, and then using this value to normalize all
cells within the block. This normalization results in better invariance to changes
in illumination and shadowing.

3.3 Binarized Statistical Image Features (BSIF)

This descriptor [13] can be used in texture recognition tasks in a similar man-
ner as LBPs. Each element (i.e. bit) in the binary code string is computed by
binarizing the response of a linear filter with a threshold at zero. Each bit is
associated with a different filter and the desired length of the bit string is deter-
mined by the number of filters used. The set of filters is learnt from a training
set of natural image patches by maximizing the statistical independence of the
filter responses. Hence, statistical properties of natural image patches determine
the BSIF descriptors.

3.4 Visual Geometry Group (VGG) Face Features

This CNN comprises 11 blocks, each containing a linear operator followed by
one or more non-linearities such as ReLU and max pooling [19]. The first eight
such blocks are said to be convolutional as the linear operator is a bank of
linear filters (linear convolution). The last three blocks are instead called Fully
Connected (FC); they are the same as a convolutional layer, but the size of the
filters matches the size of the input data, such that each filter senses data from
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the entire image. All the convolution layers are followed by a rectification layer
(ReLU). The first two FC layers output are 4,096 dimensional vectors. This
multi-way CNN is trained to discriminate between the 2,622 identities using
about 2.6 M images. The deep features of this network are extracted by taking the
4 K dimensional features and removing the last classification layer. The resulting
vector is L2 normalized.

3.5 ImageNet VGG-F Features

The Fast (VGG-F) architecture [20] is similar to the one used by Krizhevsky et al.
[21]. It comprises 8 learnable layers, 5 of which are convolutional, and the last 3
are fully-connected. The input image size is 224 × 224. Fast processing is ensured
by the 4 pixel stride in the first convolutional layer. The main differences between
this architecture and that of Krizhevsky are the reduced number of convolutional
layers and the dense connectivity between convolutional layers (Krizhevsky used
sparse connections to enable training on two GPUs). The network was trained
on ILSVRC-2012 using gradient descent with momentum. The hyper-parameters
are the same as used by Krizhevsky. The authors applied data augmentation in
the form of random crops, horizontal flips, and RGB color jittering. We extracted
the deep features from the 4 K dimensional feature vector after removing the
last classification layer. The resulting vector is L2 normalized. The only image
pre-processing consists on resizing the input images to the network input size
and subtracting the average image (provided by the authors in the network
metadata).

3.6 ImageNet VGG-verydeep-16 Features

This network is part of the evaluation of networks of increasing depth carried
out by Simonyan and Zisserman [22] that proved to be very performant at the
ImageNet 2014 challenge. The configuration is quite different from the ones used
in the top-performing entries of the 2012 and 2013 competitions. Rather than
using relatively large receptive fields in the first convolutional layers, they used
very small 3 × 3 receptive fields throughout the whole net, which are convolved
with the input at every pixel. More specifically, the convolution stride is fixed
to 1 pixel; the spatial padding of convolutional layer input is such that the
spatial resolution is preserved after convolution, i.e. the padding is 1 pixel for
3×3 convolutional layers. Spatial pooling is carried out by 5 max-pooling layers,
which follow some of the convolutional layers (not all the convolutional layers are
followed by max-pooling). Max-pooling is performed over a 2 × 2 pixel window,
with stride 2. In total, the network we used has 13 convolutional layers and 3 FC.
The only preprocessing we do is subtracting the mean RGB value of the input
image. The 4 K features are collected from the last FC layer and L2 normalized.

3.7 DEX-IMDB-WIKI and DEX-ChaLearn-ICCV2015 Features

The Deep EXpectation (DEX) on apparent age method [23,24] uses the VGG-
16 architecture for its networks, which are pre-trained on ImageNet for image
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classification. In addition, the authors explored the benefit of fine-tuning over
crawled Internet face images with available age. In total, they collected more
than 500,000 images of celebrities from IMDb and Wikipedia. The networks of
DEX were fine-tuned on the crawled images and then on the provided images
with apparent age annotations from the ChaLearn LAP 2015 challenge on appar-
ent age estimation. We extracted the features provided by two networks: DEX-
IMDB-WIKI and DEX-ChaLearn-ICCV2015. The first one was trained on real
age estimation using the cropped and aligned faces of the IMDB-WIKI dataset,
while the second one is a fine-tuned version of the previous model, trained on
apparent age using the challenge images. An ensemble of these models led to
1st place at the challenge (115 teams). The 4 K features are collected from the
previous to the last FC layer.

4 Experimental Setup

Our study concerns three hand-crafted features and five deep features. The deep
features were obtained by pre-trained CNNs. Two CNNs were trained on images
of objects for the purpose of image categorization (ImageNet VGG-F and Ima-
geNet VGG-verydeep-16). One net was trained on face images for the purpose
of face identification (VGG-Face). The last two nets (DEX-IMDB-WIKI and
DEX-ChaLearn-ICCV2015) were trained on face images for the purpose of age
estimation. One can also notice that the first one was trained on real ages and the
second one was trained on apparent age. With regards to feature sizes, the LBP,

(a)

(b)

Fig. 2. Database images. (a) Sample images from MORPH II database. (b) Sample
images from PAL database.
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HOG and BSIF descriptors have 256, 832/1872/42121, and 256, respectively. All
deep features are given by 4096 elements.

4.1 Datasets

In our study, two public datasets are used.

MORPH (Album 2). The MORPH (Album 2), or simply MORPH II, data-
base from the University of North Carolina Wilmington [25] contains ∼55, 000
unique images of 13, 618 individuals (11, 459 male and 2, 159 female) in the age
range of 16 to 77 years old. The average number of images per individual is 4.
The MORPH (Album 2) database can be divided into three main ethnicities:
African (42, 589 images), European (10, 559 images) and other ethnicities (1, 986
images). Some samples are illustrated in Fig. 2a. We use a 5-fold cross-validation
evaluation, the folds are selected in such a way to prevent algorithms from learn-
ing the identity of the persons in the training set by making sure that all images
of individual subjects are only in one fold at a time.

PAL. The Productive Aging Lab Face (PAL) database from the University of
Texas at Dallas [26] contains 1, 046 frontal face images from different subjects
(430 males and 616 females) in the age range of 18 to 93 years old. The PAL
database can be divided into three main ethnicities: African-American subjects
(208 images), Caucasian subjects (732 images) and other subjects (106 images).
The database images contain faces having different expressions. Some samples
are illustrated in Fig. 2b. For the evaluation of the approach, we conduct again a
5-fold cross-validation. In the experiments, we considered three cases: (i) original
images, (ii) aligned images with loose crop (face plus some background), and (iii)
aligned/cropped images. These cases are illustrated in Fig. 3. The corresponding
sizes are 230 × 350 pixels, 200 × 200 pixels, and 200 × 200 pixels, respectively.

Fig. 3. Three types of PAL images. The left one is the original face image. The mid-
dle and right images correspond to the aligned and cropped face. The middle image
correspond to a loose face cropping and the left one to a tight face cropping.

1 For original and aligned MORPH II images and PAL images respectively.
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4.2 Evaluation Protocol

Figure 4 illustrates the training and testing processes used for evaluating the
performances of the eight face features. The procedure is the same whether the
features are hand crafted or provided by the pre-trained CNNs. We used five-fold
cross-validation that allows to test every test image in the considered database.
In our experiments, we used the Partial Least Square (PLS) regressor [27]. This
is a statistical method that retrieves relations between groups of observed vari-
ables X and Y through the use of latent variables. It is a powerful statistical
tool which can simultaneously perform dimensionality reduction and classifica-
tion/regression. It estimates new predictor variables, known as components, as
linear combinations of the original variables, with consideration of the observed
output values.

It is worthy to notice that, for deep features, the training phase concerns
only the regressor. We use two measures that are very common in the literature

Fig. 4. (a) In the training phase, the training images are fed to a given pre-trained
CNN in order to obtain the deep features. The deep features are used for learning an
age regressor. (b) For a test face, the age is estimated by using the learned regressor
using the corresponding deep features.
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for evaluating the performance of automatic age estimators. The first measure is
the Mean Age Error (MAE) (expressed in years) which is given by the average
of absolute age error between the ground-truth ages and the predicted ones. The
second measure is given by the Cumulative Score (CS). The Cumulative Score
reflects the percentage of tested images for which the age estimation error is less
than a threshold.

5 Experimental Results

Table 1 illustrates the MAE obtained on the MORPH II database using the eight
face features. In this table, we considered two cases: original images and the
aligned/cropped images. We can observe that with face alignment and cropping
the performances obtained with the hand-crafted features have increased. This
is very intuitive since the hand-crafted features need to focus on the face region

Table 1. Mean Age Error (years) obtained with different face features on MORPH II
database.

Face features Original images Aligned+cropped

LBP 7.20 6.53

HOG 6.26 4.84

BSIF 7.34 6.69

VGG-FACE 4.72 4.79

IMAGENET-VGG-F 5.11 5.04

IMAGENET-VERY-DEEP-16 5.53 5.47

DEX-CHALEARN 3.67 4.77

DEX-IMDB-WIKI 3.77 4.76

Table 2. MAE (years) obtained with different state-of-the-art approaches on MORPH
II database.

Publication Approach MAE (years)

Guo and Mu (2011) [28] BIFa+KPLSb 4.2

Chang et al. (2011) [29] BIFa 6.1

Geng et al. (2013) [30] BIFa 4.8

Guo and Mu (2013) [31] BIFa 4.0

Huerta et al. [3] CNNc 3.9

Han et al. (2015) [16] DIFd 3.6

Proposed scheme Deep features+transfer 3.67
a Biologically Inspired Features.
b Kernel Partial Least Squares.
c Convolutional Neural Networks.
d Demographic Informative Features.
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Fig. 5. Cumulative scores obtained with eight face features for MORPH II database
(aligned and cropped images).

Table 3. Mean Age Error (years) obtained with different face features on PAL data-
base.

Face features Original images Aligned+Loose crop Aligned+crop

LBP 11.40 11.16 10.99

HOG 8.68 7.61 7.00

BSIF 10.71 11.26 10.09

VGG-FACE 5.91 5.13 5.23

IMAGENET-VGG-F 6.89 6.81 7.14

IMAGENET-VERY-DEEP-16 8.04 8.64 8.41

DEX-CHALEARN 3.97 3.79 5.12

DEX-IMDB-WIKI 4.04 3.79 4.90

only. On the other hand, for the last two deep features, the use of the original
images provided better performance. This can be explained by the fact that these
ones were trained on face images having significant background. Whether the
original images or the aligned and cropped images were used, the deep features
provided by DEX-IMDB-WIKI and DEX-ChaLearn-ICCV2015 nets provided
the best performances. Moreover, we can observe that among deep features the
best performances were obtained with nets that were trained on face images, i.e.
VGG-Face, DEX-IMDB-WIKI and DEX-ChaLearn.

The performances of some state-of-the-art approaches are shown in Table 2.
As can be seen, our deep feature results are comparable to the performance
obtained by the work of Han et al. (2015) [16]. The latter uses coarse-to-
fine and hierarchical age estimation via binary decision trees for classifying
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non-overlapping age groups and within-group age regressors. In our case, only
one single regressor is used. Figure 5 represents the cumulative score associated
with the eight face features. As can be seen, for some face features the cumulative
scores are similar.

Table 3 illustrates the MEA obtained on the PAL database using the eight
face features. In this table, we considered three cases: (i) original images,
(ii) aligned images with loose crop (face plus some background), and (iii)
aligned/cropped images. We can observe that with face alignment and crop-
ping the performances obtained with the hand-crafted features have increased.
The performances obtained by the last two deep features were the best for all
three types of cropping. In general, the deep features gave their best results when
loose cropping is adopted.

The performances of some state-of-the-art approaches are shown in Table 4.
As can be seen, by adopting the proposed scheme, we got a significant improve-
ment in performance. The best state-of-the art MAE was 5.4 years, whereas the
best MAE obtained by our adopted scheme was 3.79 years. Figure 6 represents
the cumulative score associated with the eight face features. As can be seen, for
some face features the cumulative scores are very similar.

Table 4. Mean Age Error (years) obtained with different state-of-the art approaches
on PAL database.

Publication Approach MAE

Gunay and Nabiyev (2016) [32] AAM+GABOR+LBP 5.4

Nguyen et al. (2014) [33] MLBP+GABOR+SVR 6.5

Bekhouche et al. (2014) [34] LBP+BSIF+SVR 6.2

Choi et al. (2010) [35] GHPFa+SVR 8.4

Luu et al. (2011) [2] CAMb+SVR 6.0

Proposed scheme Deep features+transfer 3.79
aGaussian High Pass Filter.
bContourlet Appearance Model.
cMulti-Quantized Local Binary Patterns.

Table 5. Mean Age Error (years) obtained with two deep CNNs on MORPH II data-
base. For each CNN, the upper row illustrates the MEA obtained by applying the CNN
as an end-to-end solution. The lower row depicts the MEA where the net is used to
provide only the deep features.

CNN Scheme Original Aligned+crop

DEX-CHALEARN End-to-end 5.34 11.1

Deep features 3.67 4.77

DEX-IMDB-WIKI End-to-end 5.77 11.6

Deep features 3.77 4.76
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Fig. 6. Cumulative scores obtained with eight face features for PAL database (aligned
and cropped images).

Table 6. Mean Age Error (years) obtained with two deep CNNs on PAL database.

CNN Scheme Original Aligned+Loose crop Aligned+crop

DEX-CHALEARN End-to-end 7.12 5.43 8.53

Deep features 3.97 3.79 5.12

DEX-IMDB-WIKI End-to-end 6.99 4.72 7.98

Deep features 4.04 3.79 4.90

Table 5 illustrates a comparison between the MAE of the end-to-end CNNs
and that obtained by the use of deep features. The table corresponds to the
MORPH II database with two different types of images. For each CNN, the
upper row illustrates the MAE obtained by applying the net in order to estimate
the age. The lower row depicts the MAE where the net is used to provide only the
deep features. As can be seen, by adopting the deep features the obtained MAE
was better than that of the end-to-end CNN. Table 6 illustrates a comparison
between the MAE of the end-to-end CNNs and that obtained by the use of deep
features for PAL database. The table corresponds to the database with three
different types of images. We can observe a similar behavior to that obtained
with the MORPH II database. This tends to confirm that by only retraining
the regressor, we are able to transfer the power of the pre-trained CNN without
having to retrain the whole network.

Table 7 illustrates the MEA as function of the number of latent component
associated with the PLS regressor. We can observe that the use of 20 latent
variables for almost all face features provided the best results.
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Table 7. MEA as a function of the latent variables used by the Partial Least Square
regressor. The results correspond to PAL database.

Features\nb. of PLS components 10 20 30 40

LBP 11.10 10.84 11.16 11.16

HOG 7.02 7.41 7.61 7.75

BSIF 11.33 10.91 11.26 11.34

VGG-FACE 5.04 5.07 5.13 5.14

IMAGENET-VGG-F 6.65 6.45 6.81 7.10

IMAGENET-VERY-DEEP-16 8.76 8.54 8.63 8.74

DEX-CHALEARN 3.79 3.74 3.79 3.87

DEX-IMDB-WIKI 3.84 3.79 3.79 3.94

6 Conclusion

The paper has addressed the issue of comparing several face features for the
task of age estimation from facial images. In the study, we have considered three
hand-crafted image features as well as five deep features provides by pre-trained
CNNs. The comparison shown is the paper yields several conclusions. First, the
solution adopted in the paper shows that efficient and stable age estimation can
be obtained from deep features on the premise that the age regressor is retrained.
The last process is by far more efficient than re-training the whole deep CNN on
the new set of images. Second, the use of deep features gave better results than
using hand-crafted features. Third, task accuracy obtained by deep features can
be highly correlated to the deep net context (training imaged objects, training
objective). Future work would investigate feature fusion provided by deep CNNs.
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Abstract. In this paper, we deal with two challenges for measuring the
similarity of the subject identities in practical video-based face recogni-
tion - the variation of the head pose in uncontrolled environments and
the computational expense of processing videos. Since the frame-wise
feature mean is unable to characterize the pose diversity among frames,
we define and preserve the overall pose diversity and closeness in a video.
Then, identity will be the only source of variation across videos since the
pose varies even within a single video. Instead of simply using all the
frames, we select those faces whose pose point is closest to the centroid
of the K-means cluster containing that pose point. Then, we represent
a video as a bag of frame-wise deep face features while the number of
features has been reduced from hundreds to K. Since the video repre-
sentation can well represent the identity, now we measure the subject
similarity between two videos as the max correlation among all possible
pairs in the two bags of features. On the official 5,000 video-pairs of the
YouTube Face dataset for face verification, our algorithm achieves a com-
parable performance with VGG-face that averages over deep features of
all frames. Other vision tasks can also benefit from the generic idea of
employing geometric cues such as 3-D poses to improve the descriptive-
ness of deep features learned from appearances.

1 Introduction

In this paper, we are interested in measuring the similarity of one source of
variation among videos such as the subject identity in particular. The motivation
of this work is as followed. Given a face video visually affected by confounding
factors such as the identity and the head pose, we compare it against another
video by hopefully only measuring the similarity of the subject identity, even if
the frame-level feature characterizes mixed information. Indeed, deep features
from Convolutional Neural Networks (CNN) trained on face images with identity
labels are generally not robust to the variation of the head pose, which refers
to the face’s relative orientation with respect to the camera and is the primary
challenge in uncontrolled environments. Therefore, the emphasis of this paper
is not the deep learning of frame-level features. Instead, we care about how to
c© Springer International Publishing AG 2017
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improve the video-level representation’s descriptiveness which rules out confusing
factors (e.g., pose) and induces the similarity of the factor (e.g., identity).

If we treat the frame-level feature vector of a video as a random vector, we
may assume that the highly-correlated feature vectors are identically distributed.
When the task is to represent the whole image sequence instead of modeling the
temporal dynamics such as the state transition, we may use the sample mean
and variance to approximate the true distribution, which is implicitly assumed
to be a normal distribution. While this assumption might hold given natural
image statistics, it can be untrue for a particular video. Even if the features
are Gaussian random vectors, taking the mean makes sense only if the frame-
level feature just characterizes the identity. Because there is no variation of the
identity in a video by construction. However, even the CNN face features still
normally contain both the identity and the pose cues. Surely, the feature mean
will still characterize both the identity and the pose. What is even worse, there
is no way to decouple the two cues once we take the mean. Instead, if we want
the video feature to only represent the subject identity, we had better preserve
the overall pose diversity that very likely exists among frames. Disregarding
minor factors, the identity will be the only source of variation across videos since
pose varies even within a single video. Then, following such an disentangling
variation idea, we propose a K frame selection algorithm which retains those
key frames that preserve the pose diversity. Based on the selection, we further
design an algorithm to compute the identity similarity between two sets of deep
face features by pooling the max correlation.

Figure 1 shows an example video snippet lasting only a couple of seconds in
the YouTube Face (YTF) dataset [23]. A 1-minute video at real time easily gets
to two thousands frames. Why bother to send all of them to CNN when they
look so similar? Instead of pooling from all the frames, the proposed K frame
selection algorithm is highlighted at firstly the pose quantization via K-means
and then the pose selection using the pose distances to the K-means centroids. It
reduces the number of features from tens or hundreds to K while still preserving
the overall pose diversity, which makes it possible to process a video stream at

Fig. 1. Example of the chosen key faces. Top row shows the first 10 frames of a 49-
frame YTF sequence of Woody Allen, who looks right and down sometimes. And most
of the time his face is slightly slanting. Bottom row are 9 frames selected according to
the variation of 3D poses. Disclaimer: the source allows republishing the images.
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real time. Thus, this algorithm also samples the video frames (to K images).
Once the key frames are chosen, we will pool a single number of the similarity
between two videos from many pairs of images. The metric to pool from many
correlations normally are the mean or the max. Taking the max is essentially
finding the nearest neighbor, which is a typical metric for measuring similarity or
closeness of two point sets. In our work, the max correlation between two bags of
frame-wise CNN features is employed to measure how likely two videos represent
the same person. In the end, a video is represented by a single frame’s feature
which induces nearest neighbors between two sets of selected frames if we treat
each frame as a data point. This is essentially a pairwise max pooling process.
On the official 5000 video-pairs of YTF dataset [23], our algorithm achieves a
comparable performance with state-of-the-art that averages over deep features.

2 Related Works

Key frame selection has been studied a lot in video-based face recognition, such
as frame weighting [17,24], face clustering on Euclidean distances [12], clustering
based on geodesic distances on manifolds (LLE [7], Isomap [6]), selection based
on difference in face space and image quality [20], selection based on pose and
motion blur [14]. In particular, a strategy of the same kind with ours is based
on the distance between the class means [24].

The cosine similarity or correlation both are well-defined metrics for measur-
ing the similarity of two images. A simple adaptation to videos will be randomly
sampling a frame from each of the video. However, the correlation between two
random image samples might characterize cues other than identity (say, the pose
similarity). There are existing works on measuring the similarity of two videos
using manifold-to-manifold distance [8]. However, the straightforward extension
of image-based correlation is preferred for its simplicity, such as temporal max
or mean pooling [15]. The impact of different spatial pooling methods in CNN
such as mean pooling, max pooling and L-2 pooling, has been discussed in the
literature [2,3]. However, pooling over the time domain is not as straightforward
as spatial pooling. The frame-wise feature mean is a straightforward video-level
representation and yet not a robust statistic. Despite that, temporal mean pool-
ing is conventional to represent a video such as average pooling for video-level
representation [1], mean encoding for face recognition [4], feature averaging for
action recognition [5] and mean pooling for video captioning [22].

Measuring the similarity of subject identity is useful face recognition such
as face verification for sure and face identification as well. Face verification is
to decide whether two modalities containing faces represent the same person or
two different people and thus is important for access control or re-identification
tasks. Face identification involves one-to-many similarity, namely a ranked list of
one-to-one similarity and thus is important for watch-list surveillance or forensic
search tasks. In identification, we gather information about a specific set of
individuals to be recognized (i.e., the gallery). At test time, a new image or
group of images is presented (i.e., the probe).



116 X. Xiang and T.D. Tran

Fig. 2. Analysis of rank-1 identification under varying poses for Google’s FaceNet [18]
on the recently established MegaFace 1 million face benchmark [10]. Yaw is examined
as it is the primary variation such as looking left/right inducing a profile. The col-
ors represent identification accuracy going from 0 (blue, none of the true pairs were
matched) to 1 (red, all possible combinations of probe and gallery were matched).
White color indicates combinations of poses that did not exist in the test set. (a) 1 K
distractors (people in the gallery yet not in the probe). (b) 1M distractors. This figure is
adapted from MegaFace’s FaceScrub results (see http://megaface.cs.washington.edu/
results/facescrubresults.html#poseinvariance). (Color figure online)

In this deep learning era, face verification on a number of benchmarks such as
the Labeled Face in the Wild (LFW) dataset [11] has been well solved by Deep-
Face [21], DeepID [19], FaceNet [18] and so on. The Visual Geometry Group at
the University of Oxford released their deep face model called VGG-Face Descrip-
tor [13] which also gives a comparable performance on LFW. However in the real
world, pictures are often taken in uncontrolled environment (the so-called in the
wild versus in the lab setting). Considering the number of image parameters
that were allowed to vary simultaneously, it is logical to consider a divide-and-
conquer approach - studying each source of variation separately and keeping all
other variations as constants in a control experiment. Such a separation of vari-
ables has been widely used in Physics and Biology for multivariate problems.
In this data-driven machine learning era, it seems fine to remain all variations
in realistic data, given the idea of letting the deep neural networks learn the
variations existing in the enormous amount of data. For example, FaceNet [18]
trained using a private dataset of over 200 M subjects is indeed robust to poses,
as illustrated in Fig. 2. However, the CNN features from conventional networks
suach as DeepFace [21] and VGG-Face [13] are normally not. Moreover, the
unconstrained data with fused variations may contain biases towards factors
other than identity, since the feature might characterize a mixed information of
identity and low-level factors such as pose, illumination, expression, motion and
background. For instance, pose similarities normally outweigh subject identity
similarities, leading to matching based on pose rather than identity. As a result,
it is critical to decouple pose and identity. If the facial expression confuses the
identity as well, it is also necessary to decouple them too. In the paper, the face

http://megaface.cs.washington.edu/results/facescrubresults.html#poseinvariance
http://megaface.cs.washington.edu/results/facescrubresults.html#poseinvariance
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expression is not considered as it is minor compared with pose. Similarly, if we
want to measure the similarity of the face expression, we need to decouple it from
the identity. For example in [24] for identification, one class of training data are
formed by face videos with the same expression yet across different people.

Moreover, there are many different application scenarios for face verifications.
For Web-based applications, verification is conducted by comparing images to
images. The images may be of the same person but were taken at different
time or under different conditions. Other than the identity, high-level factors
such as the age, gender, ethnicity and so on are not considered in this paper as
they remain the same in a video. For online face verification, alive video rather
than still images is used. More specifically, the existing video-based verification
solutions assume that gallery face images are taken under controlled conditions
[8]. However, gallery is often built uncontrolled. In practice, a camera could
take a picture as well as capture a video. When there are more information
describing identities in a video than an image, using a fully live video stream
will require expensive computational resources. Normally we need video sampling
or a temporal sliding window.

3 Pose Selection by Diversity-Preserving K-Means

In this section, we will explain our treatment particularly for real-world images
with various head poses such as images in YTF. Many existing methods such as
[24] make a certain assumption which holds only when faces are properly aligned.

By construction (say, face tracking by detection), each video contains a single
subject. Each video is formalised as a set V = {x1,x2, ...,xm} of frames where
each frame xi contains a face. Given the homography H and correspondence of
facial landmarks, it is entirely possible to estimate the 3D rotation angles (yaw,
pitch and roll) for each 2D face frame. Concretely, some head pose estimator
p(V) gives a set P = {p1,p2, ...,pm} where pi is a 3D rotation-angle vector
(αyaw, αpitch, αroll).

After pose estimation, we would like to select key frames with significant head
poses. Our intuition is to preserve pose diversity while downsampling the video
in the time domain. We learn from Fig. 2 of Google’s FaceNet that face features
learned from a deep CNN trained on identity-labelled data can be invariant to
head poses as long as the training inputs for a particular identity class include
almost all possible poses. That is also true for other minor source of variations
such as illumination, expression, motion, background among others. Then, iden-
tity will be the only source of variation across classes since any factor other than
identity varies even within a single class.

Without such huge training data as Google has, we instead hope that the
testing inputs for a particular identity class include poses as diverse as possible.
A straightforward way is to use the full video, which indeed preserves all possible
pose variations in that video while computing deep features for all the frames is
computationally expensive. Taking representing a line in a 2D coordinate system
as an example, we only needs either two parameters such as the intercept and
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Fig. 3. An example of 3-D pose space. Shown for the 49-frame Woody Allen sequence
in YTF. Three axises represent rotation angles of yaw (looking left or right), pitch
(looking up or down) and roll (twisting left or right so that the face is slanting),
respectively. The primary variation is the yaw such as turning left/right inducing a
profile. Pattern exists in pose distribution - obviously two clusters for this sequence so
in extreme case for reducing computation we can set K = 2.

gradient or any two points in that line. Similarly, now our problem becomes to
find a compact pose representation which involves the following two criteria.

First, the pose representation is compact in terms of non-redundancy and close-
ness. For non-redundancy, we hope to retain as few frames as possible but this
criterion is not super critical. For pose closeness, we observe from Fig. 3 that cer-
tain patterns exist in the head pose distribution - close points turn to cluster
together. That observation occurs for other sequences as well. As a result, we want
to select key frames out of a video by clustering the 3D head poses. The widely-used
K-means clustering aims to partition the point set into K subsets so as to minimize
the within-cluster Sum of Squared Distances (SSD). If we treat each cluster as a
class, we want to minimize the intra-class or within-cluster distance.

Second, the pose representation is representative in terms of diversity (i.e.,
difference, distance). Intuitively we want to retain the key faces that have poses
as different as possible. If we treat each frame’s estimated 3D pose as a point,
then the approximate polygon formed by selected points should be as close to
the true polygon formed by all the points as possible. We measure the diversity
using the SSD between any two selected key points (SSD within the set formed
by centroids if we use the them as key points). And we want to maximize such
a inter-class or between-cluster distance.

Now, we put the criteria together in a single objective. There are a lim-
ited number of choices for K as we set its upper bound. Then, given a set
P = {p1,p2, ...,pm} of pose observations, we aim to partition the m obser-
vations into K (≤m) disjoint subsets S = {S1,S2, ...,SK} so as to minimize
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the within-cluster SSD as well as maximize the between-cluster SSD while still
minimizing the number of clusters:

min
K,S

SSDwithin

SSDbetween
:=

K∑

k=1

∑m
i=1 ‖pi − μk‖2

∑K
j=1,j �=k ‖μj − μk‖2

(1)

where μj , μk is the mean of points in Sk,Sk, respectively. This objective differs
from that of K-means only in considering between-cluster distance which makes
it a bit similar with multi-class LDA (Linear Discriminant Analysis). However,
it is still essentially K-means. To solve it, we do not really need alternative
minimization because that K with a limited number of choices is empirically
enumerated by cross validation. Once K is fixed, solving Eq. 1 follows a simi-
lar procedure of multi-class LDA while there is no mixture of classes or clusters
because every point is hard-assigned to a single cluster as done in K-means. The-
oretically it can be proven that the pose diversity (induced by Eq. 1’s solution)
∑K

k=1

∑K
j=1,j �=k ‖μj − μk‖2 ≥ ∑K

k=1

∑K
j=1,j �=k ‖rj − rk‖2 where rk is K ran-

domly sampled pose points which surely include the case given by the standard
K-means minS

∑K
k=1

∑m
i=1 ‖pi − μk‖2. The subsequent selection of key poses is

straightforward (by the distances to K-means centroids). The selected key poses
form a subset PΩ of P where Ω is a m-dimensional K-sparse impulse vector of
binary values 1/0 indicating whether the index is chosen or not, respectively.

The selection of frames will follow the index activation vector Ω as well. Such
a selection reduces the number of images required to represent the face from
tens or hundreds to K while preserving the pose diversity which is considered
in the formation of clusters. Now we frontalize the chosen faces which is called
face alignment or pose correction or normalization. All above operations are
summarized in Algorithm 1.

Note that not all landmarks can be perfectly aligned. Priority is given to
salient ones such as the eye center and corners, the nose tip, the mouth corners
and the chin. Other properties such as symmetry are also preserved. For example,
we mirror the detected eye horizontally. However, a profile will not be frontalized.

4 Pooling Max Correlation for Measuring Similarity

In this section, we explain our max correlation guided pooling from a set of
deep face features and verify whether the selected key frames are able to well
represent identity regardless of pose variation.

After face alignment, some feature descriptor, a function f(·), maps each
corrected frame xc

(i) to a d× 1 feature vector f(xc
(i)) ∈ R

d with dimensionality d
and unit Euclidean norm. Then the video is represented as a bag of normalized
frame-wise CNN features X := {f1, f2, ..., fK} := {f(xc

(1)), f(xc
(2)), ..., f(xc

(K))}.
We can also arrange the feature vectors column by column to form a matrix
X =

[
f1|f2|...|fK

]
. For example, the VGG-face network [13] has been verified to

be able to produce features well representing the identity information. It has
24 layers including several stacked convolution-pooling layer, 2 fully-connected
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Algorithm 1. K frame selection.
Input : face video V = {x1,x2, ...,xm}.
Output: pose-corrected down-sampled face video V

c
Ω = {xc

(1),x
c
(2), ...,x

c
(K)}.

(1) Landmark detection: detect facial landmarks per frame in V so that
correspondence between frames is known.
(2) Homography estimation: estimate an approximate 3D model (say,
homography H) from the sequence of faces in V with known correspondence
from landmarks.
(3) Pose estimation: compute the rotation angles pi for each frame using
landmark correspondence and obtain a set of sequential head poses
P = {p1,p2, ...,pm}.
(4) Pose quantization: cluster P into K subsets S1, S2, ..., SK by solving Eq. 1
with estimated pose centroids {c1, ..., cK} which might be pseudo pose
(non-existing pose).
(5) Pose selection: for each cluster, compute the distances from each pose point
p ∈ Sk to the pose centroid ck and then select the closest pose point to
represent the cluster Sk. The selected key poses form a subset PΩ of P where Ω
is the index activation vector.
(6) Face selection: follow Ω to select the key frames and form a subset
VΩ = {x(1),x(2), ...,x(K)} of V where VΩ ⊂ V.
(7) Face alignment: Warp the each face in VΩ according to H so that landmarks
are fixed to canonical positions.

layer and one softmax layer. Since the model was trained for face identification
purpose with respect to 2,622 identities, we use the output of the second last
fully-connected layer as the feature descriptor, which returns a 4,096-dim feature
vector for each input face.

Given a pair of videos (Va,Vb) of subject a and b respectively, we want to
measure the similarity between a and b. Since we claim the proposed bag of CNN
features can well represent the identity, instead we will measure the similarity
between two sets of CNN features Sim(Xa,Xb) which is defined as the max
correlation among all possible pairs of CNN features, namely the max element
in the correlation matrix (see Fig. 4):

Sim(Xa,Xb) := max
na,nb

(fa
na

T · f b
nb

) = max
(
(Xa

T Xa)(:)
)

(2)

where na = 1, 2, ...,Ka and nb = 1, 2, ...,Kb. Notably, the notation (:) indicates
all elements in a matrix following the MATLAB convention. Now, instead of
comparing ma × mb pairs, with Sect. 3 we only need to compute Ka × Kb cor-
relations, from which we further pool a single (1 × 1) number as the similarity
measure. In the time domain, it also serves as pushing from K images to just 1
image. The metric can be the mean, median, max or the majority from a his-
togram while the mean and max are more widely-used. The insight of not taking
the mean is that a frame highly correlated with another video usually does not
appear twice in a temporal sliding window. If we plot the two bags of features
in the common feature space, a similarity is essentially the closeness between
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Fig. 4. Max pooling from the correlation matrix with each axis coordinates the time
step in one video. Top row gives an example of different subjects while the bottom
row shows that of the same person. Max responses are highlighted by boxes. Faces not
shown due to copyright consideration.

the two sets of points. If the two sets are non-overlapping, one measure of the
closeness between two points sets is the distance between nearest neighbors,
which is essentially pooling the max correlation. Similar with spatial pooling for
invariance, taking the max from the correlation matrix shown in Fig. 4 preserves
the temporal invariance that the largest correlation can appear at any time step
among the selected frames. Since the identity is consistent in one video, we can
claim two videos contain a similar person as long as one pair of frames from each
video are highly correlated. The computation of two videos’ identity similarity
is summarized in Algorithm 2.

Algorithm 2. Video-based identity similarity measurement.
Input : A pair of face videos Va and Vb.
Output: The similarity score Sim(Xa,Xb) of their subject identity.
(1) Face selection and alignment: run Algorithm 1 for each video to obtain key
frames with faces aligned.
(2) Deep video representation: generate deep face features of the key frames to
obtain two sets of features Xa and Xb.
(3) Pooling max correlation: compute similarity Sim(Xa,Xb) according ro Eq. 2.
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5 Experiments

5.1 Implementation

We develop the programs using OpenCV, DLib and VGG-Face1.

– Face detection: frame-by-frame detection using DLib’s HOG+SVM based
detector trained on 3,000 cropped face images from LFW. It works better for
faces in the wild than OpenCV’s cascaded haar-like+boosting based detector.

– Facial landmark: DLib’s model trained via regression tree
ensemble.

– Head pose estimation: OpenCV’s solvePnP recovering 3D coordinates from
2D using Direct Linear Transform + Levenberg-Marquardt optimization.

– Face alignment: OpenCV’s warpAffine by warping to center eyes and mouth.
– Deep face representation2: second last layer output (4,096-dim) of VGG-Face

[13] using Caffe [9]. For your conveniece, you may consider using MatConvNet-
VLFeat instead of Caffe. VGG-Face has been trained using face images of
size 224 × 224 with the average face image subtracted and then is used for
our verification purpose without any re-training. However, such average face
subtraction is unavailable and unnecessary given a new inputting image. As
a result, we directly input the face image to VGG-Face network without any
mean face subtraction.

5.2 Evaluation on Video-Based Face Verification

For video-based face recognition database, EPFL captures 152 people facing
web-cam and mobile-phone camera in controlled environments. However, they
are frontal faces and thus of no use to us. University of Surrey and University
of Queensland capture 295 and 45 subjects under various well-quantized poses
in controlled environments, respectively. Since the poses are well quantized, we
can hardly verify our pose quantization and selection algorithm on them. McGill
and NICTA capture 60 videos of 60 subjects and 48 surveillance videos of 29
subjects in uncontrolled environments, respectively. However, the database size
are way too small. YouTube Faces (YTF) dataset (YTF) and India Mvie Face
Database (IMFDB) collect 3,425 videos of 1,595 people and 100 videos of 100
actors in uncontrolled environments, respectively. There are quite a few existing
work verified on IMFDB. As a result, the YTF dataset3 [23] is chosen to verify
the proposed video-based similarity measure for face verification. YTF was built
by using the 5,749 names of subjects included in the LFW dataset [11] to search
YouTube for videos of these same individuals. Then, a screening process reduced
the original set of videos from the 18,899 of 3,345 subjects to 3,425 videos of
1,595 subjects.
1 http://opencv.org/, http://dlib.net/ and http://www.robots.ox.ac.uk/∼vgg/soft

ware/vgg face/, respectively.
2 Codes are available at https://github.com/eglxiang/vgg face.
3 Dataset is available at http://www.cs.tau.ac.il/∼wolf/ytfaces/.

http://opencv.org/
http://dlib.net/
http://www.robots.ox.ac.uk/~vgg/software/vgg_face/
http://www.robots.ox.ac.uk/~vgg/software/vgg_face/
https://github.com/eglxiang/vgg_face
http://www.cs.tau.ac.il/~wolf/ytfaces/
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Fig. 5. Examples of YFT video-pairs. Instead of using the full video in the top row, we
choose key faces in the bottom row. Disclaimer: this figure is adapted from VGG-face’s
presentation (see also http://www.robots.ox.ac.uk/∼vgg/publications/2015/Parkhi15/
presentation.pptx) and follows VGG-face’s republishing permission.

Fig. 6. ROC curve of running our algorithm on the YTF initial official list of 5,000
pairs.

In the same way with LFW, the creator of YTF provides an initial official list
of 5,000 video pairs with ground truth (same person or not as shown in Fig. 5).
Our experiments can be replicated by following our tutorial4. K = 9 turns to be
averagely the best for the YTF dataset. Figure 6 presents the Receiver Operating
Characteristic (ROC) curve obtained after we compute the 5,000 video-video
similarity scores. One way to look at a ROC curve is to first fix the level of false
positive rate that we can bear (say, 0.1) and then see how high is the true positive

4 Codes with a tutorial at https://github.com/eglxiang/ytf.

http://www.robots.ox.ac.uk/~vgg/publications/2015/Parkhi15/presentation.pptx
http://www.robots.ox.ac.uk/~vgg/publications/2015/Parkhi15/presentation.pptx
https://github.com/eglxiang/ytf
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Fig. 7. ROC curve of running our algorithm on the YTF corrected official list of 4,999
video pairs.

rate (say, roughly 0.9). Another way is to see how close the curve towards the
top-left corner. Namely, we measure the Area Under the Curve (AUC) and hope
it to be as large as possible. In this testing, the AUC is 0.9419 which is quite
close to VGG-Face [13] which uses temporal mean pooling. However, our
selective pooling strategy have much fewer computation credited to the key face
selection. We do run cross validations here as we do not have any training.

Later on, the creator of YTF sends a list of errors in the ground-truth label
file and provides a corrected list of video pairs with updated ground-truth labels.
As a result, we run again the proposed algorithm on the corrected 4,999 video
pairs. Figure 7 updates the ROC curve with an AUC of 0.9418 which is identical
with the result on the initial list.

6 Conclusion

In this work, we propose a K frame selection algorithm and an identity similarity
measure which employs simple correlations and no learning. It is verified on fast
video-based face verification on YTF and achieves comparable performance with
VGG-face. Particularly, the selection and pooling significantly reduce the com-
putational expense of processing videos. The further verification of the proposed
algorithm include the evaluation of video-based face expression recognition. As
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shown in Fig. 5 of [24], the assumption of group sparsity might not hold under
imperfect alignment. The extended Cohna-Kanade dataset include mostly well-
aligned frontal faces and thus is not suitable for our research purpose. Our further
experiments are being conducted on the BU-4DFE database5 which contains 101
subjects, each one displaying 6 acted facial expressions with moderate head pose
variations. A generic problem underneath is variable disentanglement in real
data and a take-home message is that employing geometric cues can improve
the descriptiveness of deep features.

References

1. Abu-El-Haija, S., Kothari, N., Lee, J., Natsev, P., Toderici, G., Varadarajan, B.,
Vijayanarasimhan, S.: Youtube-8m: a large-scale video classification benchmark.
arXiv: 1609.08675, September 2016

2. Boureau, Y.L., Bach, F., LeCun, Y., Ponce, J.: Learning mid-level features for
recognition. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (2010)

3. Boureau, Y.L., Ponce, J., LeCun, Y.: A theoretical analysis of feature pooling in
visual recognition. In: Proceedings of the International Conference on Machine
Learning (2010)

4. Crosswhite, N., Byrne, J., Parkhi, O.M., Stauffer, C., Cao, Q., Zisserman, A.: Tem-
plate adaptation for face verification and identification. arxiv, April 2016. https://
arxiv.org/abs/1603.03958

5. Donahue, J., Hendricks, L.A., Guadarrama, S., Rohrbach, M., Venugopalan, S.,
Saenko, K., Darrell, T.: Long-term recurrent convolutional networks for visual
recognition and description. In: Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 2625–2634 (2015)

6. Fan, W., Yeung, D.-Y.: Face recognition with image sets using hierarchically
extracted exemplars from appearance manifolds. In: 7th International Conference
on Automatic Face and Gesture Recognition, pp. 177–182. IEEE (2006)

7. Hadid, A., Pietikainen, M.: Selecting models from videos for appearance-based
face recognition. In: Proceedings of the 17th International Conference on Pattern
Recognition, ICPR 2004, vol. 1, pp. 304–308. IEEE (2004)

8. Huang, Z., Shan, S., Wang, R., Zhang, H., Lao, S., Kuerban, A., Chen, X.: A
benchmark and comparative study of video-based face recognition on COX face
database. IEEE Trans. Image Process. 24, 5967–5981 (2015)

9. Jia, Y., Shelhamer, E., Donahue, J., Karayev, S., Long, J., Girshick, R., Guadar-
rama, S., Darrell, T.: Caffe: convolutional architecture for fast feature embedding.
arXiv:1408.5093 (2014)

10. Kemelmacher-Shlizerman, I., Seitz, S.M., Miller, D., Brossard, E.: The megaface
benchmark: 1 million faces for recognition at scale. In: Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (2016)

11. Learned-Miller, E., Huang, G.B., RoyChowdhury, A., Li, H., Hua, G.: Labeled
faces in the wild: a survey. Advances in Face Detection and Facial Image Analysis,
pp. 189–248 (2016)

5 http://www.cs.binghamton.edu/∼lijun/Research/3DFE/3DFE Analysis.html.

http://arxiv.org/abs/1609.08675
https://arxiv.org/abs/1603.03958
https://arxiv.org/abs/1603.03958
http://arxiv.org/abs/1408.5093
http://www.cs.binghamton.edu/~lijun/Research/3DFE/3DFE_Analysis.html


126 X. Xiang and T.D. Tran

12. Mian, R.: Unsupervised learning from local features for video-based face recogni-
tion. In: 8th IEEE International Conference on Automatic Face & Gesture Recog-
nition, FG 2008, pp. 1–6. IEEE (2008)

13. Parkhi, O.M., Vedaldi, A., Zisserman, A.: Deep face recognition. In: British
Machine Vision Conference (2015)

14. Park, U. Jain, A. K., Ross, A.: Face recognition in video: Adaptive fusion of multi-
ple matchers. In: IEEE Conference on Computer Vision and Pattern Recognition,
CVPR 2007, pp. 1–8. IEEE (2007)

15. Pigou, L., van den Oord, A., Dieleman, S., Herreweghe, M.V., Dambre, J.: Beyond
temporal pooling: recurrence and temporal convolutions for gesture recognition in
video. arxiv, June 2015. https://arxiv.org/abs/1506.01911

16. Schroff, F., Kalenichenko, D., Philbin, J.: FaceNet: a unified embedding for face
recognition and clustering. In: Proceedings of the IEEE International Conference
on Computer Vision (2015)

17. Stallkamp, J., Ekenel, H.K., Stiefelhagen, R.: Video-based face recognition on real-
world data. In: IEEE 11th International Conference on Computer Vision, ICCV
2007, pp. 1–8. IEEE (2007)

18. Sun, Y., Chen, Y., Wang, X., Tang, X.: Deep learning face representation by joint
identification-verification. In: Advances in Neural Information Processing Systems
(2014)

19. Taigman, Y., Yang, M., Ranzato, M., Wolf, L.: DeepFace: closing the gap to human-
level performance in face verification. In: Proceedings of the IEEE International
Conference on Computer Vision (2014)

20. Thomas, D., Bowyer, K.W., Flynn, P.J.: Multi-frame approaches to improve face
recognition. In: IEEE Workshop on Motion and Video Computing, WMVC 2007,
IEEE (2007)

21. Venugopalan, S., Xu, H., Donahue, J., Rohrbach, M., Mooney, R., Saenko, K.:
Translating videos to natural language using deep recurrent neural networks. In:
Proceedings of the Annual Conference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Language Technologies (2014)

22. Wolf, L., Hassner, T., Maoz, I.: Face recognition in unconstrained videos with
matched background similarity. In: Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition (2011)

23. Xiang, X., Dao, M., Hager, G.D., Tran, T.D.: Hierarchical sparse and collaborative
low-rank representation for emotion recognition. In: IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), pp. 3811–3815. IEEE (2015)

24. Zhang, Y., Martinez, A.M.: A weighted probabilistic ap-proach to face recognition
from multiple images and videosequences. Image Vis. Comput. 24(6), 626–638
(2006)

https://arxiv.org/abs/1506.01911


Complementing SRCNN by Transformed
Self-Exemplars

Andreas Aakerberg(B), Christoffer B. Rasmussen(B), Kamal Nasrollahi(B),
and Thomas B. Moeslund(B)

Visual Analysis of People (VAP) Laboratory, Aalborg University, Aalborg, Denmark
{aaaker11,cbra12}@student.aau.dk, {kn,tbm}@create.aau.dk

Abstract. Super-resolution algorithms are used to improve the quality
and resolution of low-resolution images. These algorithms can be divided
into two classes of hallucination- and reconstruction-based ones. The
improvement factors of these algorithms are limited, however, previous
research [9,10] has shown that combining super-resolution algorithms
from these two different groups can push the improvement factor further.
We have shown in this paper that combining super-resolution algorithms
of the same class can also push the improvement factor up. For this
purpose, we have combined two hallucination based algorithms, namely
the one found in Single Image Super-Resolution from Transformed Self-
Exemplars [7] and the Super-Resolution Convolutional Neural Network
from [4]. The combination of these two, through an alpha-blending, has
resulted in a system that outperforms state-of-the-art super-resolution
algorithms on public benchmark datasets.

Keywords: Super-Resolution · Convolutional Neural Network · Self-
Exemplars

1 Introduction

Cameras have become an increasing part of everyday life, and they are used for
anything between astronomy, microscopy and surveillance. In some occasions
the quality of the images delivered from the respective camera is too low and
an enhancement is needed. An example is the video feed from surveillance cam-
eras, which can be used for different purposes, but are mainly of interest in the
occasion of robbery, vandalism or other illegal acts. If the quality of the recorded
material is high, it may assist the police in identifying criminals. However, the
output quality of the video cameras is often compromised due to factors such as
a wide field-of-view, limited resolution, compression artefacts and poor lighting
conditions. Due to this, it can be difficult to recognise individual faces in the
images captured by the cameras, which decreases the usability of the recorded
footage. This is problematic, as the face is a key biometric when performing
person authentication.

A way to solve this problem is to update the currently installed cameras
with better hardware, install more of the present hardware or a combination of
c© Springer International Publishing AG 2017
K. Nasrollahi et al. (Eds.): VAAM 2016/FFER 2016, LNCS 10165, pp. 127–136, 2017.
DOI: 10.1007/978-3-319-56687-0 11
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both. However, these can be expensive methods compared to a software solution.
Enhancing the quality and spatial resolution of the images from the already
installed surveillance cameras using a SR method, may be sufficient to make
identification of the faces possible. Besides increasing the image quality to assist
the human perception a study also found that performing SR can be helpful in
order to improve performance of a number of other computer vision tasks such
as scene recognition and edge detection [3].

Work by [9,10] has shown that combining different SR algorithms can be
beneficial. As there is a large selection of SR algorithms, whether it is single or
multiple image methods, these vary in regards to how the SR image is created.
Therefore by combining methods that vary significantly, positive aspects of both
can be merged. Generally SR falls within two categories, using either a single
or multiple LR images to create a HR image. Often known as hallucination and
reconstruction methods respectively [11]. Current state-of-the-art SR methods
are within the deep learning domain using CNN. The method of CNN origi-
nally dates back to 1979 [5] but until recently it has not been dormant due to
long training times. However, through the possibilities brought forth by GPU
computing, training a CNN has become much more efficient and the method
is state-of-the-art across multiple domains within computer vision and image
processing. Namely, the SRCNN algorithm of [4] showed that with the advances
in training of CNN it is possible to learn the filters and biases through back-
propagation to produce an end-to-end mapping between a LR and HR from an
external set of images. This algorithm is one of the state-of-the-art SR algo-
rithms. We show in this paper, that the performance of this algorithm can be
improved if it is complemented with a dictionary based algorithm like the SelfEx
which is a single hallucination based SR algorithm [7]. SelfEx creates an inter-
nal dictionary across a number of different scales from which a HR patch can
be created. This aims to take advantage of the fractal nature of natural images
where patterns reoccur at different scales.

In this work SR is performed using two different hallucination based SR
algorithms of SRCNN in [4] and SelfEx in [7]. SR is only performed on the Y
(luminance) component of the YCbCr space, and the quality of the alpha blended
HR images is evaluated using quantitative methods on a number of testing sets.
Including both publicly available test sets commonly used within SR research,
and sets made for the face recognition scenario set out in this paper.

The rest of this paper is organized as follows: the related work in the lit-
erature is reviewed in the next section. Then, in Sect. 3, the proposed method
for combining the two mentioned algorithms is explained. Section 4, reports the
obtained experimental results. Finally, Sect. 5 concludes the paper.

2 Related Work

Much work has been done on SR algorithms since the early proposals in the
seventies which was based on optimisations performed in the frequency domain
[6]. Current research is mostly within hallucination based SR methods relying
on deep-learning networks.
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In [10] reconstruction and recognition-based SR algorithms is combined in
order to improve face recognition. Here key-frames in video is selected based on
face quality and enhanced with the hybrid SR. In [9] alpha-blending of a HR
image created by a CNN based SR algorithm and a bicubic upscaled counterpart
is performed to create HR video for better action recognition.

In [4] the SR algorithm aims to learn the relationship between a LR image and
its HR counterpart using a CNN. The actual learning is done between LR and HR
patches by solving the regression problem of finding a mapping that resembles
the transition from a LR patch to the corresponding HR patch given by

X ≈ F (Y ), (1)

where X is the ground truth image, Y is the LR input and F (Y ) is the LR to HR
mapping function. The learned model can then be used to predict missing HR
details of any LR image during testing. However, the actual process of achieving
a higher spatial resolution is not performed directly in the CNN, but rather in
a pre-processing step using bicubic interpolation.

The SRCNN consists of three layers where the first layer of the network
convolves patches from the LR image with filters, such that the image becomes
represented by activation maps. This layer is denoted as the patch extraction
and representation layer and can be expressed as:

F1(Y ) = max(0, W1 ∗ Y + B1), (2)

where the ∗ symbol represents the convolution operation and F1(Y ), W1, B1 are
the activation maps, weights and biases for the first layer, respectively.

In the second layer another set of convolutional operations are applied to
patches of the activation maps. By convolving the corresponding patches from
all the activation maps with their respective filters and summing the results, a
new set of activation maps are created. This layer performs a non-linear mapping
given as:

F2(Y ) = max(0,W2 ∗ F1(Y ) + B2). (3)

In the last layer, the reconstruction layer, yet another convolutional operation
is applied to the activation maps. The results are summed and averaged to find
the respective pixels of each position in the resulting HR image, which, in the best
case, should be similar to the ground truth. This operation can be expressed as:

F (Y ) = W3 ∗ F2(Y ) + B3. (4)

Throughout the convolutional layers the features are continually built from
the activation maps from low to high level features, i.e. the first layers con-
tains generic features such as edges while deeper layers contains more complex
features.

Another method for SR in the hallucination based category which creates HR
images without the use of any extensive external LR-HR learning is the SelfEx
[7]. Rather, for a given image, an internal dictionary is created that can be
used to take advantage of the fractal properties often present in natural images.
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With the use of this a number of different scales can be created for a given
LR image from which a potential HR patch result can be found. The internal
dictionary searches across the different scales for an optimal match for a given
LR patch. This method of internal dictionary search is coined self-exemplars
(SelfEx). Typically internal systems only search for matches by translating across
images, however, this can be an issue in images due to issues such as change in
shape, orientation, and potential perspective distortion. Therefore SelfEx takes
this into account when searching for a HR match and calculates a transformation
matrix accordingly for the extra degrees-of-freedom.

As described in [7] the general overview of creating a HR image with the
SelfEx method for a given LR image I is as follows:

1. Blur and subsample I to create a downsampled image ID.
2. For each patch P in I, find the homography that warps P to the best patch

match Q in ID.
3. From Q, find the patch QH from the LR image I. This is the HR patch from

the original LR image.
4. With the inverse of the homography found in step 2, unwarp the patch QH

to find the estimated HR patch PH . Place PH at corresponding position to
P in the resulting HR image IH .

5. Repeat steps 2–4 for all patches in I until the SR image is created.
6. Finally, run the iterative backprojection method such that IH satisfies the

reconstruction constraint for the given image I.

3 The Proposed Method

The purpose of this work is to investigate whether two different hallucination
based SR algorithms can complement each other in order to increase general
SR performance. We have intentionally chosen to blend algorithms which are
known to have different super-resolution performance on certain types of images.
The SRCNN is generally known to perform well on diverse images while the
SelfEx has higher performance on images with repeating patterns, such as e.g.
architectural images. This actual blending of the two algorithms is done by alpha-
blending the super-resolved outputs from the two algorithms as seen in Eq. 5:

β = α · S1 + ((1 − α) · S2) (5)

where α is the blend coefficient, S1 and S2 are the output images of the two SR
algorithms and β is the alpha blended output image.

The optimal blend percentage for a given test set is found by iteratively
changing the blend percentage of the two SR algorithms in steps of 1, from 0 to
100 while evaluating the change in PSNR. This evaluation is then averaged over
a number of different test-sets in order to settle on a blend percentage which
can be used more generally. The final blend percentage αfinal is determined by
taking the average value of the optimal blend percentages of all test-sets as seen
in Eq. 6:
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αfinal =
1
n

·
n∑

i=1

αi (6)

where αi is the optimal blend percentage for dataset i.

4 Experimental Results and Discussion

4.1 Datasets

As no re-training is performed in this work, the following datasets is used both
to find the optimal blend percentage and evaluate the results. These datasets
are the Set5 [2], Set14 [14], BSD100 [8], URBAN100 [7], 50 images from both
the AR Face Database [1] and the Siblings Face Database [12]. These datasets
have been chosen as they contain a wide variety of images, and are all commonly
used to evaluate state-of-the-art SR algorithms. The face specific datasets are
included to evaluate the performance of the proposed SR on face images, to see
if the algorithm can perform better or worse for class-specific objects.

4.2 The Obtained Results

The results will be assessed and compared to state-of-the-art SR algorithms using
both the PSNR and Structural Similarity (SSIM) measures. Even though a high
score in these measures does not necessarily correlate with the most visually
pleasing result, they are used due to their near de-facto standard for comparison
of SR algorithm performance. The PSNR is an objective full reference method
which uses Mean Squared Error (MSE), but overcomes the intensity sensitivity
problem of MSE, by scaling the MSE according to the dynamic range of the
image. PSNR expresses the ratio between the LR image A and the HR image B
in decibels and is defined as:

PSNR(A,B) = 10 log10
MAX2

B

MSE(A,B)
, (7)

where MAXB is the maximum pixel value of the HR image.
The SSIM model is based on image degradation as perceived change in struc-

tural information, luminance and contrast which makes this method superior to
MSE and PSNR according to [13]. The SSIM index is calculated as:

SSIM(A,B) =
(2μAμB + c1)(2σAB + c2)

(μ2
A + μ2

B + c1)(σ2
A + σ2

B + c2)
, (8)

where:
μA is the average of A, μB is the average of B, σ2

A is the variance of A, σ2
B is the

variance of B, σAB is the covariance of A and B and c1 and c2 are stabilising
variables utilising dynamic range of pixel values.
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Fig. 1. Change in PSNR on Set5 ×3
for different values of α.
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Fig. 2. Change in PSNR on URBAN100
×4 for different values of α.

4.3 Blend Percentage

Figures 1 and 2 illustrates examples of how the PSNR changes as the two algo-
rithms are blended. In all experiments a blend percentage of 0% indicates use
of only the SRCNN HR image, while 100% denotes using only the SelfEx HR
image. In specific cases where one algorithm is significantly better than the other,
the blend percentage will be in either the high or low end, which is visible on
Fig. 2. Here the blend percentage is rather high, to the favour of SelfEx, which
is due to the SelfEx algorithms high performance on architectural images found
in the URBAN100 dataset. However even though the SelfEx algorithm outper-
forms the SRCNN on this specific dataset (PSNR 24.80 vs. 24.52 on scale ×4)
the optimal blend percentage for this dataset does not become higher than 72%,
which indicates that the output from SRCNN can still contribute with valuable
pixel information when blending. The slight drop in PNSR which can be seen in
Figs. 1 and 2 at α=50 is also existent on the remaining datasets. The cause of
this does however require further investigation, which has not been conducted
in this work.

By evaluating the PSNR performance when blending from 0 – 100% on all
the six test-sets in three different scaling factors and averaging the results, we
found the best blend percentage to be 47% SelfEx and 53% SRCNN. This is of
course a compromise as the optimal blend percentage varies from each dataset.
The results, measured in PSNR and SSIM when using a blend percentage of
47%, and the individual optimal blend values for each test-set can be seen in the
following section.

4.4 Comparison with State-of-the-Art

All super-resolved images are created with implementations of the SR algorithms
provided by the respective authors. However, in order to be able to blend and
compare the super-resolved images from the two algorithms, the images must
be of the same dimension. As the SRCNN slightly crop the final HR image,
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due to the border problem associated with the convolutional operations, and the
SelfEx does not, the images can not directly be blended or compared. We solve
this issue by cropping the SelfEx HR images, such that these becomes of the
same dimensionality as the SRCNN HR and ground truth image.

Table 1 shows the average results for three different up-scaling levels for a
number of different test datasets. Note that the values in this table cannot be
directly compared to the ones found in the work of [7], as they did not crop
the HR images. Our methods improves the PSNR performance on all evaluated
datasets when using the empirically found blend value of 47%.

Table 1. Average performance of our method compared to state-of-the-art methods.
Red color indicates the best performance and blue color indicates the second best
performance, excluding results produced with the optimal blend percentage.

Figures 3, 4, 5, 6 and 7 show visual comparisons of different algorithms com-
pared against the proposed method in this paper on different test images. The
PSNR/SSIM values is included in the figure captions. As it can in these compar-
isons, the images produced by our method are slightly more visually pleasing.
There is however still some images which does not benefit from blending, like it
is the case with the Butterfly image from Set5 seen in butterfly.

4.5 Discussion

The results do not indicate that alpha-blending the two SR algorithms increase
SR performance in certain domains more than others, such as face images or
architectural images. It means the increase in performance is not class-specific. It
is however interesting that regardless of the dataset used, the blended HR image
results in the best PSNR score in all cases. This indicates that the SRCNN
and SelfEx can complement each other in order to improve SR performance.
Even though the SelfEx algorithm has better performance than the SRCNN on
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Ground truth Bicubic . / . SRCNN . / . SelfEx . / . Blended . / .

Fig. 3. Baby image from Set5 using ×3 upscaling.

Ground truth Bicubic . / . SRCNN . / . SelfEx . / . Blended . / .

Fig. 4. Butterfly image from Set5 using ×3 upscaling.

Ground truth Bicubic . / . SRCNN . / . SelfEx . / . Blended . / .

Fig. 5. Poster image from Set14 using ×3 upscaling.

Ground truth Bicubic . / . SRCNN . / . SelfEx . / . Blended . / .

Fig. 6. Example image from AR Face DB using ×3 upscaling.
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Ground truth Bicubic . / . SRCNN . / . SelfEx . / . Blended . / .

Fig. 7. Example image from AR Face DB using ×3 upscaling.

architectural images, the SR performance can still be improved by blending with
the HR counterpart produced by the SRCNN.

As future work one could try other blending methods than alpha-blending
and include experiments with blending other types of SR algorithms. Further-
more instead of blending at a fixed blend percentage, an adaptive blending
method could possibly produce better results. This method could treat differ-
ent areas of the image according to content, and then use the best suited SR
algorithm in this area at varying blend percentages.

5 Conclusion

In contrast to previous work, where SR algorithms from different categories has
been combined, we have show in this work that SR algorithms from the same
category can also complement each other in order to improve SR performance.
This has been done by alpha-blending the HR images produced by two hallucina-
tion based SR algorithms, namely the SRCNN and the SelfEx. We have observed
improvement when using this method, on six different datasets, across different
scaling levels. This indicates that both the used algorithms can benefit from each
others HR output. This finding can possibly lead to further research in the area
of combining different SR algorithms in order to improve SR performance.
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Abstract. In recent years head pose estimation has become an impor-
tant task in face analysis scenarios. Given the availability of high resolu-
tion 3D sensors, the design of a high resolution head pose database would
be beneficial for the community. In this paper, Random Hough Forests
are used to estimate 3D head pose and location on a new 3D head data-
base, SASE, which represents the baseline performance on the new data
for an upcoming international head pose estimation competition. The
data in SASE is acquired with a Microsoft Kinect 2 camera, including
the RGB and depth information of 50 subjects with a large sample of
head poses, allowing us to test methods for real-life scenarios. We briefly
review the database while showing baseline head pose estimation results
based on Random Hough Forests.

1 Introduction

Many researchers have conducted research on modelling human movements in
games and movies using different computer graphics techniques [1–4]. Such visu-
alization has been used for improving human-computer interaction by means of
emotion recognition, detection of people and human activity recognition [5–7].
Hence, in order to improve human-computer interaction it is necessary to develop
algorithms that can interpret the behavioural movements made by humans and
also mimic these actions in a natural way.

Over the years it has become quite common to use large databases to train
and test active appearance models (AAM) that pinpoint and track the loca-
tions of landmark points in a human face [8–10]. Recently a hybrid method
which adopted Lucas-Kanade optical flow and active appearance model that
utilizes gradient descent was proposed [11]. As a different approach, the correla-
tion between appearance and shape was used in [12]. This type of models detect
and track face landmarks easily when the head orientation is near-frontal, with

The original version of this chapter was revised: The spelling of the second author’s
name was corrected. The erratum to this chapter is available at DOI: 10.1007/
978-3-319-56687-0 14
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only slight changes in angle, but tend to go awry when the proportions of the
face change due to rotation. To prevent that, in [13] a method using auxiliary
attributes was proposed.

Face standardization has been also addressed in order to solve the different
point of view problem, which transforms skewed facial images to frontal ones. In
[14] an automatic method for standardizing a face was presented. Key points,
eye corners, were used to align and standardize the face for better future recog-
nition. First AAM was used to extract feature points, and then an affine model
was built, after which transformation was performed. Their method can fail
in an uncontrolled environment as faces are not always symmetric (people can
have different eye shapes, asymmetric features or facial expressions) and because
occlusions may hinder eye detection. Moreover, in this work only roll angle was
corrected, while yaw and pitch were disregarded.

Yang et al. [15] analysed more deeply the failures of conventional AAM mod-
els and proposed a method that first estimated the head pose directly from the
image with the help of convolutional networks. On an average face-database,
they were able to estimate the pose with about 4 degree accuracy. Unlike classic
AAM models, the authors applied the rotated mean face shape to the image
instead of a frontal one. This way they achieved a more accurate initial guess for
facial landmarks, thus getting better results. There have been several techniques
proposed for robust tracking by incorporating geometric constraints to correlate
the position of facial landmarks [15,16]. Even though single step face alignment
methods have been proposed [17,18], the most common and recent approach for
face alignment is to model the relationship between texture and geometry with
a cascade of regression functions [19,20]. Many methods used RGB-D cameras
to conduct real-time depth-based facial tracking and tried to register a dynamic
expression model with observed depth data [21–23].

However, most commented approaches for head pose estimation heavily rely
on lighting conditions. In the same way, 3D head pose estimation from still
images may be not accurate enough for some real-life applications. In order
to have accurate head orientation recognition in real-life scenarios, the method
would have to be trained with a large variety of poses in a all kinds of different
lighting conditions. On the other hand, training with highly dispersed data could
make the classification less reliable and produce false detection of angle or facial
landmarks. To cross that gap, in [24] the depth-data and RGB data from Kinect
were used. As a preliminary step the authors constructed a 3D head shape-
model. After which they took three RGB images of the subject, from the left,
the right and the front. These images were fitted onto the 3D AAM. Later the
3D AAM was aligned to the input 3D frame by benefiting from using the RGB
data as constraining parameters.

Fanelli et al. [25] proposed a head pose estimation purely based on depth data.
In their work, a high-definition depth-scanner was used to train a random Hough
forest for classification and pose estimation. The trees in the forest were trained
to classify for each depth patch whether they were part of the head or not. For
each face patch, the location of the middle of the head was also estimated. This
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was necessary as it could be used as the nominal head location, thus providing
sufficient information to move a 3D head model based on poses and location.
With the help of several mean-shifts, the actual rotation and location could be
estimated. Fanelli et al. [26] also based on Microsoft Kinect 1, but the sensor at
that time gave fairly inaccurate results due to the low quality of available depth
information. With this work, a depth database, BIWI, was also provided. How-
ever, adding different AAM type algorithms on top of Fanelli’s framework has
produced fairly accurate real-time facial landmark tracking applications [27,28].
Now that the Kinect 2 is available with much more accurate depth information
and higher resolution RGB images, the results of depth-based head pose estima-
tion algorithms could be improved upon and further analysed to achieve faster
and smoother facial landmark detection and tracking [29,30].

One of the most important concepts to understand about the 3D sensors and
the algorithms trained on the data acquired by them, is that the RGB-D data
provided by a sensor is unique, as some outputs are denser, while others produce
a lesser degree of error. Due to this fact, a method trained on a set of data from
one sensor is incompatible with data from other sensors. The necessity for a
head pose database for Microsoft Kinect 2 arises from the fact that nowadays
this is one of the most accurate and easily available RGB-D sensors. Addition-
ally, for further development of depth-based recognition methods, a variety of
databases with heads in different poses is needed; thus, in this paper, we present
the baseline results on SASE database, which is gathered with the Kinect 2 and
can contribute to future research within the depth-related facial analysis field.

Gall et al. introduced Hough forests which are random forests adapted to
perform a generalized Hough transform in an efficient way [31]. Hough forests
can be regarded as task-adapted codebooks of local appearance that allow fast
supervised training and fast matching at test time [32,33]. As the entries of such
codebooks are optimized to cast Hough votes with small variance, and also their
efficiency permits dense sampling of local image patches or video cuboids during
detection, they achieve high detection accuracy. The flexibility of Hough forests
permits extensions of the Hough transform to tasks such as object tracking, pose
estimation and action recognition.

In [34] the problem using depth data that can be captured by the Kinect
sensor [35] was addressed. In that work, in order to achieve robustness and speed,
the pose estimation task within a regression and the Hough voting framework
was formulated. Then random regression forests [36,37] were applied to predict
joint locations from each pixel and accumulate these predictions with Hough
voting, which were treated as likelihood distributions.

In this paper, we propose a 3D head pose estimation system using Hough
forests, a special case of random classification and regression forests, on the
SASE database. This database was presented in ECCV2016 and will be part of
an international challenge, thus will not be publicly avalible at the moment. Even
though works have been published with this method by Fanelli et al. [25,26,28],
they were implemented using data from either a high definition laser scanner or
from a low quality sensor Kinect 1. In this paper, we publish the baseline results
for the SASE database, which was compiled using Kinect 2.
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The rest of the paper is organized as follows: in Sect. 2 an overview of random
Hough forests for 3D head poses is given. In Sect. 3 the details of the SASE
database and the experimental results are given. Finally Sect. 4 concludes the
paper.

2 Hough Forests 3D Head Pose Estimation

2.1 Kinect 2

The Microsoft Kinect 2 consists of 3 main components, namely, RGB camera, IR
emitter and IR sensor. The RGB resolution of this sensor is 1080 × 1920 which
is the resolution of a full HD image, in comparison to the Kinect 1’s 480 × 640.
The IR is used to employ time of flight technology to calculate the distance
of each point. Which results in 1 mm depth accuracy at around 1 m distance.
Even though this version also gives false information at very abrupt edges (70+
degrees), the failure angles are steeper than the ones with Kinect 1 [38].

These differences are the reason that makes it meaningful to try the head
pose estimation method that worked adequately well on data from a sensor with
a lower resolution on the SASE database to achieve baseline results, as random
regression forests are a relatively simple method to implement and work well in
real-time scenarios, thus not setting the bar impossibly high for the challenge.

2.2 3D Head Pose Estimation Problem

3D head pose and location estimation becomes important in the case of RGB-
D camera-based applications that deal with the mimicking of human poses and
facial expressions. Having an illumination invariant head detection and pose esti-
mation could prove to be a great asset for gaming in the dark, video conferences
etc. There exist many approaches to this issue; however researchers have not
paid much attention to the Microsoft Kinect2 sensor in that regard.

In order to calculate head poses, the initial pose of the person was taken
as the reference pose. The initial pose has a frontal orientation, in which the
subject is looking at the camera. Considering the noise of the sensor, 20 frames
of this pose were used to average a good starting value for further calculations.
After which markers were used to calculate the pairwise difference between an
averaged initial pose and the current pose.

In this paper, the head pose is viewed in a 3D Cartesian coordinate system.
The x-axis is defined horizontally and parallel to the sensor, the right side is
positive, the y-axis is defined vertically, pointed upwards, the z-axis is defined
perpendicular to both of these axes, so that they form a left-hand system. In this
coordinate system, the head pose can be defined as a set of six parameters, angles
for pitch, yaw and roll as seen in Fig. 1 part (b), and 3D location coordinates
x, y, z. The central point of the head is considered to be the nose tip because
this is easy to locate using depth information and fits the application of the
database.
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Fig. 1. Rotation angles yaw, pitch and roll, explained

The random regression forest is used to estimate a parameter vector θ =
(x, y, z, α, β, γ). The accuracy is calculated separately for the 3D-location and
the rotation of the head as they cannot be measured by the same units.

2.3 Hough Random Regression Forests for 3D Head Pose
and Location Estimation

Classification and regression trees (CRT) are a supervised learning method that
provide a powerful tool which enables to cluster a complicated dataset into
similar subsets such that very simple estimators can be used. In the non-leaf
nodes of the tree are binary tests that are used to cluster the data, whereas in
the leaf nodes the decision is made.

In case of classification and regression, there are two types of values stored in
each leaf-node: the ratio of positive samples to all the samples that reached the
leaf pc. This can also be viewed as the probability of a sample that has reached
the leaf node, being positive in nature.

Random forests are a collection of randomly generated CRT. Hough ran-
dom regression forests are random forests adapted to perform generalised Hough
transform in an efficient way. Hough forests are sets of decision trees trained on
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labelled data. Features from a video frame or image are mapped onto leaf nodes,
where each leaf is attributed a probabilistic vote in the Hough space. The training
process is partly governed by randomness that originates from random selection
of samples from the training step. This part of the process is very similar to the
boot-strapping method well-known in statistics. The training is also controlled
by measures that make sure that the tree nodes are optimal for this classification
problem.

There are two types of measures to be considered at each non-leaf node when
choosing a test from a set of randomly generated tests. One of them is directly
related to the classification error, while the other one aims to minimize within
class variance and covariance to produce more accurate estimation results. In
case of a large variance within a dataset, the confidence intervals of the estima-
tion become too wide, resulting in low and statistically doubtful accuracy.

The measure for classification error can be formulated as:

EC =
|SL|·∑c p(c|SL) · ln(p(c|SL))|

|S| +

SR|·∑c p(c|SR) · ln(p(c|SR))
|S| , (1)

where S stands for all samples, SL, SR signify samples that the test decided
to send to the left and the right child, respectively. The p(c|SL) means the
conditional probability of the sample having value c ∈ 0, 1 aka the ratio of
positive samples in the data that will be sent to the left child. This is a common
error measure for binary classification trees.

The measure that minimizes the within class variance, under the assumption
that (x, y, z) and (α, β, γ) are independent from each other. This means only
covariance between angles or between offset vectors is allowed.

EV = ln(|Σv|+|Σa|) − p(1|SR) · ln(|Σv|+|Σa
R|)−

p(1|SL) · ln(|Σv|+|Σa
L|). (2)

Here Σa stands for the covariance matrix of angles; Σv is the same for offset
vectors.

There are many ways to combine those two measures for clustering of the
data; however in this paper tests are chosen by maximising the value of:

EC + (1 − e−d/λ) ∗ EV (3)

Here d stands for the depth of the node and λ is a coefficient, set to be 5.
In that sense, the Hough forests can be thought of as an implicit codebook

optimised for Hough-based detection. Since the trees consist of binary tests that
are very fast, this results in a method that can utilise dense sampling, which
leads to improved detection accuracy.

2.4 Construction of a Tree

Let the number of training samples be denoted by N . Then for building a random
tree, N samples with repetition are randomly picked from the original set of
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patches, resulting in a set Stree. This process of choosing samples is where the
randomness of this method originates from.

At each non-leaf node of a tree, a binary test is generated. The test consists
of parameters such as the size and location of two rectangles within the patch.
One rectangle R1 is described by x1, y1, h1, w1; the other one R2 is represented
similarly. One of the test parameters is also a threshold τ , which decides the
outcome of the binary test.

|R1|−1
∑

p∈R1

I(p) − |R2|−1
∑

p∈R2

I(p) ≥ τ, (4)

where I denotes the integral of the depth image and p a pixel within the depth
patch. All patches that pass the test are sent to the right, and the ones that fail
are sent to the left. This process is repeated until the maximum depth of tree, 8
in this paper, or the minimum number of samples per node, here 50, is reached.
Each leaf will store the mean of offset vectors and rotation angles of all the
patches that reached it, together with their covariance and the concentration of
positive head-patches within all the patches that reached that leaf. The binary
tests are chosen to find the best trade-off between discrimination by class and
minimising the error of the offset vectors.

3 Experimental Results

3.1 SASE Database Details

The database used in this paper contains RGB-D information (424 × 512 16-bit
depth frames and 1080×1920 RGB frames) obtained using the Microsoft Kinect
2 sensor of different head poses of 50 subjects, including 32 male and 18 female
in the age range of 7–35 years old. The subjects were asked to move their heads
slowly in front of the device to achieve different combinations of yaw, pitch and
roll rotation. Altogether around 600+ frames of each subject were recorded. For
those frames where the nose tip location was attainable, the ground truth of the
3D nose tip location and head orientation described by yaw, roll, pitch angles.
The rest of the samples were retained, as more sophisticated methods like ICP
can be used in the future to label them. The depth information (scaled for display
purposes) and corresponding RGB data can be seen in part (a) in Fig. 2.

In this section, details of the setup and recording process are explained thor-
oughly. Overall the recording process elapsed about a month as the subjects were
recorded during a number of sessions, which differed in the number of people
captured.

The software used for the capture was a python script written using the
Kinect 2 python library and OpenCV. The laptop used for the capturing process
has an i5-4200u processor with an integrated graphics card and 8 GB of RAM.
It also carried an SSD to speed up the frame rate. However, due to restrictions
of the processor of the laptop, the frame rate was measured to be at 5 fps.
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The head poses in the database are with values of yaw varying from −75
to 75, pitch and roll varying from −45 to 45. These constraints were chosen
because they represent the maximum angles that can be achieved under normal
conditions by a human sitting in front of a camera, and only moving the head
while not changing their body position. The aforementioned restrictions were
achieved experimentally and are not necessarily applied to all humans but rather
seem to be an average trend.

The angle limitations are different for each subject. This is due to the fact
that not all people can rotate their head the same exact amount. In order to
avoid this problem, all the people were trained in advance, so that they did not
rotate their heads too much during the capturing process. Also participants were
free to perform different facial expressions in the different poses when capturing
the data in order to have a more natural database. This resulted in a collection
of mostly neutral faces with some happy expressions mixed in. It is important
to note that this database is not focusing on representing various emotions and
thus cannot be used for emotion recognition applications.

Fig. 2. (a) Cutouts from the database, for rows as (pitch, yaw, roll): (−32, 0, 3),
(2, −49, 2) and (3, −1, −39), respectively.
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3.2 Obtaining Samples

In this section, it is described how patches of size m×n, in this case m = n = 20,
are chosen from the depth data. First the depth is segmented, everything that is
further than 1.2 m is set to zero. However since sometimes the wall is closer to
the Kinect sensor a depth value is sampled from the wall to further segment out
unwanted depth values. From around the head, positive patches, which will be
used to train the trees in the forest, are extracted. Each patch is described by
its location and 3D offset from the location of the head, aka the nose tip in this
case. In case of training a tree for each subject a fixed number of frames is chosen
at random from each subject. From each frame 10 positive locations are picked
at random and all such possible patch locations are saved into a positive sample
file. The negative samples are sampled from the rest of the frames’ nonzero areas,
again only 10 for each frame. These restrictions are set in order not to make the
data for one tree too large. No offset from centre needs to be found for them,
as they will not cast a vote for the head location nor the head orientation. This
process is illustrated in Fig. 3.

Fig. 3. Sampling process. Patches within the green rectangle, like the yellow one, are
picked as positive samples. The ones outside, like the red one, are picked as negative.
(Color figure online)

In testing of the algorithm 28 subject are picked as a test set. The trees are
trained on this data and then tested on validation set consisting of 12 unused
subjects. Another forest is trained on the previously used 40 samples and tested
on the remaining 10. This is directly related to the challenge that this database
will be used for.

Since the amount of data is huge and to achieve randomness for each frame
4 patches are chosen for training to for a large set of patches P . However the
number of patches is still too large and time-consuming as many frames are
similar to one another. So N = 10000 patches are sampled at random from the
set P . Altogether, 10 trees were built. For Hough voting, only leaves with positive
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ratio of 1 are used. It is also important to note that leaves with lower variance
are more trustworthy in this scenario. A lot of outliers are still produced, which
can be removed with the help of statistics and shifting the mean towards denser
areas. Some success cases are illustrated in figure sucess (Fig. 4). These angles
had an approx error of 2–7 mm in location and 5 degrees in pose.

However, because of this methodology sometimes not enough patches are able
to vote for the head location. This is one of the reasons for this method failing. It
also has similar troubles in case of very large pitch angles as the detection of face
area is largely based on marker locations. However in these cases the most visible
part is the head and very little of face. This could be resolved by better sample set
creation method and perhaps a more supervised clustering for the samples in the
training process. This will not solve all of the failures though, as the density of such
samples is too low to constitute a special case in the decision tree.

It also fails in cases where glasses hide important parts of the face, such as
nose. This is mainly cause by the fact that Kinect 2 uses ToF methodology.
However glasses are reflective and return erroneous depth values. This will leave
us without the most important and distinctive patches being able to vote for the
result. An example of this can be seen in Fig. 5.

Fig. 4. Success cases from one subject, at (yaw, pitch, roll) being (0, 17, 2), (22, −5, 3)
and (14, −10, −12), respectively

(a) (b)

Fig. 5. (a) depth image occluded by glasses, (b) corresponding RGB
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Fig. 6. The illustration of the error for the locations and angles of the estimated poses
as reported in Table 1

Table 1. Estimation errors

Parameter x y z α β γ

Test error 23 26 25 14 18 16

Validation error 33 29 32 19 22 18

In this paper the a case is also considered a failure when there is no notable
centre point or high density areas in the votes. If the voted location/angles are
very sparse their mean can not be considered a good estimate for the head pose.

The errors are illustrated with the barplot in figure errors (Fig. 6). The esti-
mation errors should be considered separately for the location vectors and the
angles as they are from a different metric. However, and overall goodness mea-
sure can be considered to be the sum of mean errors of all the angle parameters.
Let θi denote the parameter value at each frame and θ̂i the estimated parameter
value. Then, the overall score can be defined as:

ErrorScore =
1
N

∑

i∈I

|αi − α̂i| + |βi − β̂i| + |γi − γ̂i|, (5)

where I stands for indices of all testing set frames, where |I| = N is the number
of samples. The overall baseline score for development (training on train and
testing on validation set) is 59 and the baseline score for testing stage (training
with train plus validation data and testing on the test set) is 48.

4 Conclusion

In this paper a 3D head pose estimation algorithm using Hough forests was
applied on a recently developed 3D head pose database, SASE, which was
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acquired using Kinect 2. This work was benefiting from the fact that SASE
has higher quality depth information from an easily usable device. The 3D head
pose estimation results reported in this paper represent the baseline score of an
upcoming head pose international competition on the proposed SASE database.
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Abstract. Automatic pain detection is a long expected solution to a
prevalent medical problem of pain management. This is more relevant
when the subject of pain is young children or patients with limited abil-
ity to communicate about their pain experience. Computer vision-based
analysis of facial pain expression provides a way of efficient pain detec-
tion. When deep machine learning methods came into the scene, auto-
matic pain detection exhibited even better performance. In this paper,
we figured out three important factors to exploit in automatic pain detec-
tion: spatial information available regarding to pain in each of the facial
video frames, temporal axis information regarding to pain expression
pattern in a subject video sequence, and variation of face resolution. We
employed a combination of convolutional neural network and recurrent
neural network to setup a deep hybrid pain detection framework that is
able to exploit both spatial and temporal pain information from facial
video. In order to analyze the effect of different facial resolutions, we
introduce a super-resolution algorithm to generate facial video frames
with different resolution setups. We investigated the performance on the
publicly available UNBC-McMaster Shoulder Pain database. As a contri-
bution, the paper provides novel and important information regarding to
the performance of a hybrid deep learning framework for pain detection
in facial images of different resolution.
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1 Introduction

Pain is a prevalent medical problem that reveals as an unpleasant experience and
needs to be managed effectively as a moral and professional responsibility [5].
Traditionally, pain is measured by ‘self-report’. However, self-reported pain level
assessment requires cognitive, linguistic and social competencies of the affected
person. These aspects make self-report unfeasible to use for young children and
patients with limited ability to communicate [37]. Thus, the notion of computer
vision-based automatic pain level assessment was introduced [31,32].

Facial pain expression can be considered as a subset of facial expression and
expresses emotion valley regarding to experiencing pain [2]. It can also provide
information about the severity of pain that can be assessed by using the Facial
Action Coding System (FACS) coding from [6,52]. For a long time the FACS has
been used to measure facial expression appearance and intensity. Thus, vision-
based approaches came into the scene to measure pain by using features from
facial appearance change. Prkachin first reported the consistency of facial pain
expressions for different pain modalities in [45] and then together with Solomon
developed a pain metric called Prkachin and Solomon Pain Intensity (PSPI)
scale based on FACS in [47].

The task of assessing the pain level from facial image or video is rather
challenging. A substantial body of literature has been produced in the recent
years to address the challenges [3,10,29,46,48]. A glimpse of the reason why
pain level detection is difficult can be found in Fig. 1 [14]. From the facial images
in the figure, we can see that the pain and non-pain frames may not present
enough visual difference; however, the self-report tells a different story about
having pain and non-pain status. The challenges also increase in the presence of
external factors like ‘smiling in pain’ phenomenon and gender difference (male’s
vs female’s way of experiencing) to pain [28,30,53]. This in turns result to a
non-linearly wrapped facial emotion levels in a high dimensional space [51].

Recent advances in facial video analysis using deep learning frameworks such
as Convolutional Neural Networks (CNN) or Deep Belief Networks (DBN) pro-
vide the notion of realizing non-linear high dimensional compositions [49]. Deep
learning architectures have been widely used in face recognition [18,35,43,55],
facial expression recognition [24,56], emotion detection [21,23,49]. Pain level esti-
mation using a deep learning framework was also proposed [57]. Employing deep
learning framework for pain level assessment from facial video entails two kinds
of information processing from facial video sequences: (i) spatial information,
(ii) temporal information. Spatial information provides pain related information
in the facial expressions of a single video frame. On the other hand, tempo-
ral information exhibits the relationship between pain expressions revealed in
consecutive video frames.

While exploring spatial and temporal information from facial images, face qual-
ity (e.g. low face resolution) can also play important role as studied in [11–13].
The first limitation of the image resolution is created by the imaging acquisition
devices or the imaging sensors [41]. The spatial resolution of the image capture is
determined by the sensor size or the number of sensor elements. So, for increasing
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Fig. 1. Pain and non-pain facial expression is sometimes very difficult to distinguish
visually. Examples from the UNBC-McMaster shoulder pain database [38]. The pain
frames are at the left and the non-pain frames are at the right.

the spatial resolution of an imaging system, one of the easy ways is to increase the
sensor density by reducing the sensor size. However, as the sensor size decreases,
the amount of light incident on each sensor also decreases, causing the shot noise
[41]. Also, the hardware cost of a sensor increases by making sensor density greater
or corresponding image pixel density. Applying various signal processing tools is
the other approach for enhancing the face resolution. One of the famous techniques
is Super Resolution (SR). The basic idea behind SR methods is to obtain high res-
olution (HR) image from low resolution (LR) image or images [42,54]. Huang and
Tsai [17] as pioneers of SR proposed a method in order to improve spatial reso-
lution of satellite images of earth, where a large set of translated images of the
same scene are available. They showed that the better restoration can be achieved
rather than spline interpolation by using multiple offset images of the same scene
and a proper registration. Since then, SR methods become common practice for
many applications in different fields such as remote sensing [34], surveillance video
[4,36], medical imaging such as ultrasound, magnetic resonance imaging (MRI),
and computerized tomography (CT) scan [22,39,40,44].
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The desire for HR stems from two principal application areas:

– Improvement of resolution for human interpretation: in these applications,
human is ultimate goal for system. SR methods improve resolution and visual
quality in captured image. For example, a doctor can diagnose or treat with
image capture from outside and inside the patient’s body.

– Helping representation for automatic machine perception: SR methods are
used to improve the resolution and image quality, for facilitating the machine
processing. SR methods are used in various problems such as optical character
recognition (OCR) problem or machine face recognition [1,9,15,50].

In this paper, we investigate the plausibility of using a Recurrent Neural
Network (RNN) [57] to exploit the temporal axis information from facial video
using Long Short-Term Memory (LSTM) [8,16] to estimate pain level expres-
sion in the face. The RNN is fed with the features extracted by a CNN that
explores spatial information. We employ a SR technique to generate super-
resolved high-resolution images from low resolution faces and we employ the
CNN+RNN based deep learning framework to observe the performance. We
report our results through the publicly available challenging database called
UNBC-McMaster Shoulder Pain database [38]. The major contribution of the
paper are as follows:

– Analyzing the pain detection performance fluctuation due to facial image res-
olution.

– Determining the impact of employing SR techniques in pain expression detec-
tion.

– Employing a hybrid deep learning framework by combining CNN and RNN
to exploit spatio-temporal information of pain in video sequences.

The rest of the paper is organized as follows. Section 2 describes the proposed
methodology for pain level assessment. Section 3 presents the experimental envi-
ronment and the obtained results. Section 4 contains the conclusions.

2 The Proposed Pain Detection Framework

In this section we first describe the facial pain-expression database to be used in
our investigation. We then describe the procedure of generating facial images
with different resolutions and, finally, the deep learning-based classification
framework for the experiment.

2.1 The Database

We use the UNBC-McMaster Shoulder Pain database collected by the researchers
at McMaster University and University of Northern British Columbia [38]. The
database contains facial video sequences of participants who had been suffering
from shoulder pain and were performing a series of active and passive range of
motion tests to their affected and unaffected limbs on multiple occasions. The
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database also contains FACS information of the video frames, self-reported pain
scores in sequence level and facial landmark points obtained by an appearance
model. The database was originally created by capturing facial videos from 129
participants (63 males and 66 females). The participant had a wide variety of
occupations and ages. During data capturing the participants underwent eight
standard range-of-motion tests: abduction, flexion, and internal and external
rotation of each arm separately. Participants’ self-reported pain score along with
offline independent observers rated pain intensity were recorded. At present, the
UNBC-McMaster database contains 200 video sequences with 48398 FACS coded
frames of 25 subjects.

2.2 Obtaining Pain-Expression Data with Varying Face Resolution

We created multiple datasets by obtaining the original images from the UNBC-
McMaster database and then varying the resolutions by down-up sampling or SR
algorithms. The down-up sampling was accomplished by simply down-sampling
the original images and then up-sampling the down-sampled images to the same
resolution of the original images by employing a cubic-interpolation.

In order to generate SR images, a state-of-the-art technique, namely example-
based learning [26] is adopted. The work in [26] is an extension of [25] which
uses kernel ridge regression in order to estimate the high-frequency details of
the underlying HR image. Also a combination of gradient descent and ker-
nel matching pursuit is considered and allows time-complexity to be kept to
a moderate level. Actually the proposed method improves the SR method
presented in [7]. In this algorithm, For a given set of training data points
(x1, y1), ..., (xl, yl) ⊂ �M × �N , the following regularized cost functional is min-
imized.
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]
and H is a reproducing kernel Hilbert space. Due to the

reproducing property, the minimizer of Eq. 1 is expanded in kernel functions:

f i (·) =
∑

j=1,...,l

ai
jk (xj , ·) , for i = 1, ..., N (2)

where k is the generating kernel for H which, is choosen as a Gaussian kernel(
k (x, y) = exp

(
−‖x − y‖2 /σk

))
. Equation 1 is the sum of individual convex

cost functionals for each scalar-valued regressor and can be minimized separately.
The final estimation of pixel value for an image location (x, y) is then obtained
as the convex combination of candidates given in the form of a softmax:

Y (x, y) =
∑

i=1,..N

wi (x, y) Z (x, y, i) (3)
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where wi (x, y) = exp
(
− |di(x,y)|

σC

)
/

[∑
j=1,...,N exp

(
− |dj(x,y)|

σC

)]
and Z is the

initial SR image that is generated by a bicubic interpolation.
We use the down-sampled images as input to the SR algorithm and obtain

the super-resolved images.

2.3 Deep Hybrid Classification Framework

We use a combination of CNN and RNN based hybrid framework to exploit both
spatial and temporal information of facial pain expressions for pain detection.
The hybrid pain detection framework is depicted in Fig. 2. In order to extract
discriminative facial features, we fine-tune VGG Faces [43], a 16-layer pre-trained
CNN with 2.6M facial images of 2.6K people. Concretely, we replace the last layer
of the CNN by a randomly initialized fully-connected layer with the three pain
levels to recognize, and set its learning rate as ten times the learning rate of the
rest of the CNN.

Once, fine-tuned, we extract the features of the fc7 layer of the fine-tuned
model and use them as input to a Long-Short Term Memory (LSTM) Recurrent
Neural Network (RNN) [16]. LSTMs are particular implementations of RNN
that make use of the forget (f), input (i), and output (o) gates so as to solve
the vanishing or exploding gradient problems, making them suitable for learning
long-term time dependencies. These gates control the flow of information through
the model by using point-wise multiplications and sigmoid functions σ, which
bound the information flow between zero and one:

i(t) = σ(W(x→i)x(t) + W(h→i)h(t − 1) + b(1→i)) (4)

f(t) = σ(W(x→f)x(t) + W (h → f)h(t − 1) + b(1→f)) (5)

z(t) = tanh(W(x→c)x(t)) + W(h→c)h(t − 1) + b(1→c)) (6)

c(t) = f(t)c(t − 1) + i(t)z(t), (7)

o(t) = σ(W(x→o)x(t) + W(h→o)h(t − 1) + b(1→o)) (8)

h(t) = o(t)tanh(c(t)), (9)

where z(t) is the input to the cell at time t, c is the cell, and h is the output.
W(x→y) are the weights from x to y. More detail can be found in the original
implementation [33].

Labels are predicted sequence-wise, i.e. given a sequence of n frames fi ∈
{f1, ..., fn}, the target prediction is the pain level of the fn frame. Thus, training
is set so that the information contained in the past frames is used in order to
predict the current pain level. We optimize the LSTM with Adam [27] with
an initial learning rate of 0.001 so as to alleviate the hyper-parameter tuning
problem.
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Fig. 2. The block diagram of the deep hybrid classification framework based on a
combination of CNN and RNN

3 Experimental Results and Discussions

3.1 Experimental Environment

As stated in the previous section, we evaluated the performance of pain detection
in varying face resolution by employing the hybrid deep learning framework
on the UNBC-McMaster Shoulder Pain database [38]. The video frames of the
database showed patients who were suffering from shoulder pain while they were
performing a series of active and passive range-of-motion tests. The pain indexes
were computed by following Prkachin and Solomon Pain Intensity (PSPI) scale
from [47] and the pain levels vary in the interval 0–16 based on the FACS codes.
Following [20], we classified each pain index into three categories of no pain
(pain index lower than 1), weak pain (pain index between 2 and 6) and strong
pain (pain index greater than 6). The three categories have been balanced by
dropping consecutive no-pain frames at the beginning and at the end of each
video, or by discarding entire video sequences which do not contain pain.

We applied the down-up sampling and SR algorithm described in Sect. 2.2
to generate three experimental datasets. The first dataset was created by using
the original images from the UNBC-McMaster database (also used by [19]). The
second and third datasets were denoted by ‘SR1/4’ and ‘SR1/2’, and were cre-
ated by employing down-up sampling with the values 1/4 and 1/2, respectively,
on the first dataset. The fourth dataset were denoted by ‘SR2’, and was cre-
ated by employing the SR algorithm from Sect. 2.2 on the down-sampled images
with factor 1/2. The LSTM network was configured with 3 hidden-layers of 64
hidden-units each and a temporal window of 16 consecutive video frames. For the
purpose of comparison, the experimental setup of the LSTM was kept fixed for
all the experiments against the three datasets. The performances was estimated
with leave-one-subject-out cross-validation protocol.
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3.2 The Obtained Results

Table 1 shows the results of the proposed system against the three sets. Here we
report the accuracy in percentage for each of the three categories, namely “No
pain”, “Weak Pain” and “Strong Pain”. From the experiments we can claim that
the proposed method applied to super resolved images is crucial since it reaches
better performance than using the plain down-sampled versions. The latter is
denoted by the amount of improvement appearing in the pain detection rate
using the super-resolved images as the subjects, while being compared against
that of the LR ones. In other words, when recognizing the pains using the super-
resolved images, a more powerful SR method leads to recognition rates closer to
the case of considering the original ones. From the results we can see that pain
detection is much better in super-resolved images compared to down-sampled
ones by a large margin in case of strong pain, while for the other two levels,
namely no-pain and weak pain, the performances are slightly better. This is due
to the fact that stronger pain (compared to weak or no pain case) imposes more
changes on the face and these changes are more pronounced on super-resolved
images hence the detection accuracy improves by far in the strong pain class
compared to the other classes. In order to see how temporal information affects
the final results, we provide the SR2 accuracy when using a linear classifier on
the plain CNN features against the LSTM predictions, which aggregates the
temporal information in Table 2. Here the results are reported for each subject
in the considered data set. As it can be seen, temporal information improves the
predictions for a large margin, a 16% in average, meaning that spatial features are
not enough for determining the pain level on facial images. Thus, the temporal
variation of the frames allows for finding higher level facial features, like FACS,
which are central for predicting the PSPI pain score [48].

Table 1. Pain detection results for the four experimental datasets created from the
UNBC-McMaster [38] database

Semantic ground truth Pain index SR1/4 SR1/2 SR2

No pain 0, 1 55.3% 62.22% 55.78%

Weak pain 2, 3, 4, 5 73.1% 67.7% 75.94%

Strong pain >6 18.36% 5.86% 39.45%

F1-score 0.67 0.66 0.69

Total 0–16 62.43% 62.64% 65.34%

From Table 2 we notice that in two cases, specifically subject number 7 and
subject number 8, the LSTM failed to improve the accuracy of the CNN. After
a detailed study of the dataset, we notice that sometimes, for both subjects, the
pain index changes very rapidly among consecutive frames. The same pattern
occurs (in a lighter form) also for subject 6, which improvement in the accuracy
is not as good as for the other subjects. In addition, subject 7 is the only one
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Table 2. Comparison between CNN and LSTM performances on SR2 dataset (in
accuracy %). The CNN relies on the information of a single frame, while the LSTM
takes into account variations on the images in the temporal axis. As it can be seen, the
LSTM enhances the accuracy prediction for all subjects, reaching a 16% in average.

Subj. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 AVG

CNN 40.9 50.3 52.0 50.7 50.3 42.5 29.3 47.3 50.4 44.0 50.0 51.3 51.9 30.2 45.8

LSTM 58.0 61.5 63.0 65.6 82.5 48.0 28.0 40.0 81.0 65.4 82.0 66.0 65.5 60.5 61.9

that contains only one video for the validation set, while subject 8 contains
three videos, among which one very noisy with only 20 frames. We think that
the aforementioned differences could be the key problems which leads to such a
different performance for different subjects.

4 Conclusions

We investigated the performance of a recurrent deep learning framework trained
against super-resolved high-resolution images for pain level classification. The
system is a combination of CNN and a LSTM used to exploit both spatial
and temporal information in videos. We evaluated our proposed method on
UNBC McMaster database by down sampling by different factors and by apply-
ing a super-resolution algorithm. From the experimental results of the pain detec-
tion performances we concluded that super-resolution and temporal information
are key for obtaining good recognition results. Our experiments also showed
that including deep temporal information within the model increases the gener-
alization capabilities in discriminating among different levels of pain. Employ-
ing super-resolution techniques lead to an improvement of the performances
in our pain detector. Down-sampling, on the other hand, worsen the system
capabilities.
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