Chapter 4
Harvesting Signal Power from Constructive
Interference in Multiuser Downlinks

Christos Masouros

4.1 Introduction to Constructive Interference: Definitions,
Examples, and Classification

Interference is traditionally considered as the major limitation in meeting the
ever-increasing demands for transmission rates and quality of service (QoS) in
current and future wireless communication systems. In multi-user and multi-
access communications, interference is typically manifested in the communication
channel, where signals of different links are superimposed. Particular effort has
been placed on utilizing the channel’s state information (CSI) to counteract its
effects on transmission. It has been shown that in both time- and frequency-division
duplex modes the CSI can be made known to the transmitter (a situation termed
as CSIT). The a priori knowledge of interference is therefore not an uncommon
situation and it is in fact readily available at the cellular base stations during
downlink transmission, when CSIT combined with the knowledge of all data
symbols intended for transmission can be used to predict the resulting interference
between the symbols.

The seminal work of Costa in [1] has shown by information-theoretic analysis
that in the cases where CSIT is available, known interference does not affect the
capacity of the broadcast channel, which is therefore equivalent to the respective
noise-only channel. In [1] it is also stressed that the optimum strategy to achieve this
capacity would be to invest power not in cancelling interference, but rather in coding
along interference. Nevertheless, the majority of existing transmission strategies
attempt to eliminate, cancel, or pre-subtract interference. Indeed, a number of
important technologies exist that make use of the channel knowledge to mitigate
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or manage interference. Only recently, however, there has been a rising interest in
making use of the interference power to enhance the useful signal [2, 3].

What justifies the traditional interference-cancellation approaches is that, from
a statistical perspective, interference imposes a “random,” noise-like perturbation
to the transmitted information and introduces a variance to the received signal
which on average hinders detection and deteriorates the resulting performance. By
employing an instantaneous, as opposed to statistical, view of interference one can
see that interference can contribute to the detection of the useful signal and in fact,
act as a source of useful signal power. This phenomenon can be utilized in the
CSIT-assisted downlink transmission and other known-interference scenarios where
interference can be predicted, and its power can be harvested to improve the wireless
link’s performance. In modern systems where transmitted power is becoming a
scarce resource and energy efficiency is becoming more and more central in the
overall network design, the harvesting and use of signal power from interference
which is inherent in the communication system provides an important source of
green useful power for reliable signal detection.

4.1.1 Is All Interference Harmful? Examples and Definitions

To motivate the concept of interference exploitation, this section presents a qualita-
tive analysis of instantaneous interference and explores the possibility of treating
part of interference as constructive, as a step towards the design of innovative
transmission schemes.

A trivial example of a two-user link is shown in Fig. 4.1a, where we define the
desired symbol of user 1 as u; and the interfering symbol from user 2 as u,. For
simplicity, and without loss of generality, let us assume that these belong to a Binary
Phase Shift Keying (BPSK) constellation and that u; = 1, u, = —1. For illustration
purposes, ignore the noise at the receiver, and assume a lossless channel from the
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Fig. 4.1 The concept of constructive interference—a two-user example: (a) transmission scenario,
(b) destructive (i) and constructive (i) interference
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intended transmitter to the receiver and an interfering channel represented by the
coefficient p. Accordingly, the received signal can be expressed as

yi=u+uy-p, 4.1)

where u; - p is the interference. Note that this model also corresponds to a multiple-
input-single-output (MISO) transmission with a matched filtering receiver tuned to
the channel of user 1, where the correlation between the two channels is p [4]. In
Fig.4.1b two distinct cases are shown, depicting the transmitted (x) and received
(o) symbols for user 1 on the BPSK constellation. In case (i) with p = 0.5 it can
be seen from (4.1) that y; = 0.5. In this case, the destructive interference from user
2 has caused the received symbol of user 1 to move towards the decision threshold
(denoted by the dashed line) in the BPSK constellation. The received power of user 1
has been reduced and its detection is prone to low-power noise. In case (ii), however,
for p = —0.5, the system equation (4.1) yields y; = 1.5, and hence the interference
from user 2 is constructive. The power received by user 1 has been augmented due to
the interference from user 2 and now its detection is tolerant to noise #¢onger Of higher
power compared to nqq, for the orthogonal transmission case without interference.
It should be stressed that in both cases the transmit power for each user in this
elementary example is equal to one. Note that, while the above example refers to
a two-user transmission scenario for illustration purposes, the fundamental concept
can be extended to more users, multipath transmission, inter-cell interference in a
multi-cell environment, and other generic interference-limited systems.

Let us make the above observation more explicit, by looking at the geometrical
representation in a two-user example with arbitrary channels. In Fig. 4.2 we show a
scenario of two users with channels /; and /,. One could think of this as a multiple-
input-single-output (MISO) channel with two transmit antennas and one receive
antenna. To focus the study on the interference between the two transmissions,
in line with the above example, noise is also assumed to be zero here. In both
subfigures, the axes depict the directions of the complex-valued channels, and
uy = 1,up; = —1 like in the case above. The bold-lined arrow in each subfigure
represents the received signal y and the purple arrows denote its projection to each
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Fig. 4.2 Geometrical representations of interference scenarios: (a) destructive, (b) constructive
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of the channel axes which represents the match-filtered symbols d|, d; at the receiver
before the decision stage. In the case of Fig. 4.2a, the two transmitted symbols add
up destructively in the received signal y. Consequently, the projections d;,d, of
the received signal on the channel axes yield reduced symbol energy compared
to the transmitted symbols u;,u, and the detection is destructively affected by
interference. In the case of Fig. 4.2b, however, the addition of the users’ transmitted
symbols yields a received signal which has higher amplitude compared to the
destructive case. As a result, the detected symbols d;, d, have higher amplitudes
compared to the destructive case, and more importantly compared to the transmitted
symbols i, u, themselves, which in a practical scenario and in the presence of noise
translate to higher signal to noise ratios (SNRs).

Note that in both cases the amplitude of the transmitted symbols u;, u, (and hence
the transmitted power) is the same, and it is the interfering power that increases the
received amplitude (hence the SNR) in the second case. Moreover, note that in the
case where different combinations of symbols u;, u, are transmitted, the configura-
tions of Fig.4.2a, b may result in constructive and destructive interference, respec-
tively. In other words, a channel configuration that yields constructive interference
for a specific symbol combination may result in destructive interference for other
combinations and vice versa. It is clear from the above that the characterization of
interference and its separation into constructive—destructive depends not only on the
correlation of the transmission paths but also on the instantaneous symbol values.

4.1.2 Systematic Classification of Interference for Generic
Constellations

To utilize the above observations and take advantage of constructive interference
in a systematic way in practical scenarios, it is important to be able to classify
interference into constructive and destructive systematically. Accordingly, here we
discuss the mathematical classification of interference for a number of PSK and
QAM constellations.

Let us first derive the mathematical classification criteria for PSK modulation.
Figure 4.3a—c shows Monte Carlo generated received constellation points for differ-
ent PSK modulations. These are represented by randomly positioned dots in the PSK
constellations, centered around the nominal PSK constellation points. The red dots
denote received signals corrupted by destructive interference while the green dots
represent received symbols resulting from constructive interference. The generic
criterion for constructive/destructive interference classification is as follows:

Constructive interference is that which yields received signals that have
increased distances from the decision boundaries of the modulated-symbol
constellation, with respect to the nominal constellation points.
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Note that this is a simplistic definition of constructive interference, where the
comparison is made to the nominal constellation points. In the context of SNR
optimization, we will see in Sect.4.2.2 that the definition can be extended to
arbitrary distances from the constellation’s decision boundaries to reflect varying
SNR and QoS requirements for the communication links. Based on the above
definition, below we derive the mathematical criteria for constructive interference
for BPSK, QPSK, and generic M-PSK modulation.

BPSK Let us take a closer look at Fig.4.3a, and let us we define u; = &% as the
PSK symbol of interest and y; as the received signal without noise, for the ith user.
Accordingly, the interference to the ith user can be found as g; = y; — u;. For
the BPSK modulation of Fig.4.3a the desired user’s signal u; € {—1,+1}, and
therefore the decision boundary is the imaginary axis. Constructive interference
pushes the received symbol away from the decision boundary, and therefore for
u; = —1 interference is constructive when its real part is negative, and for u; = 1
interference is constructive when it’s positive. Accordingly, for BPSK, interference
is constructive when

Re(u;)Re(gi) > 0 4.2)

QPSK For quadrature-PSK (QPSK) modulation, since there are two decision
boundaries (the real and imaginary axes) in the signal constellation, the above
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Fig. 4.4 Interference classification for M-PSK constellations

criterion has to be applied separately to the real and imaginary part of the received
signal. Therefore, for QPSK, interference is constructive when

Re(u;)Re(g;) > 0 & Im(u;)Im(g;) > 0 4.3)
Again, the received symbols that satisfy this requirement are shown in green
color in Fig. 4.3b.

Interference Classification for M-PSK To obtain a more generic characterization
of interference for M-PSK, let us observe the constellation example shown in the
diagram of Fig. 4.4a, which focuses on one out of the M possible constellation points
in the modulated-symbol constellation, namely the point with symbol phase ¢;. The
constructive interference region denoted by the green shaded area spans an angle on
each side of ¢; that depends on the order M of the modulation, and is defined by the
parameter w for which

w=— (4.4)

To obtain a generic characterization irrespective of the specific constellation
point studied, let us rotate our observation by —¢; as shown in Fig.4.4b, where

9 = yie 4.5)
Applying the same transformation to the symbol of interest results in
i = uie 7P = |u| (4.6)

i.e., we have now isolated the amplitude of the desired symbol. Let us also define
ar = Re(y;) and o; = Im(y;), where clearly, ag represents the amplitude of
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the received constellation point due to constructive interference and ¢ provides
a measure of the angle shift from the phase of the original constellation point.

For constructive interference conditions to hold, it can be seen that ap and
oy are allowed to grow infinitely, as long as their ratio is such that the received
symbol is contained within the constructive area of the constellation, i.e., the green
shaded area in Fig. 4.4b. Using basic geometry in the right triangle denoted by the
diagonal stripes in the figure we have that, for the received symbol to fall inside the
constructive interference region, o, ag have to obey

lots| < (o — |u;]) tan w 4.7

In other words, for an M-PSK modulation for which the constellation points
are normalized to unit power, the resulting interference is constructive when the
received symbol (excluding noise) follows

’Re(y,-e—f@)’ < (Im(yie ™) — 1) tan @ 4.8)

where ¢; is the desired information and o is the modulation-dependent parameter
as defined above.

Analytical characterization criteria of the interference for B-, Q-, and higher
order PSK modulation are further detailed in [5, 6]. We shall generalize the above
to accommodate arbitrary SNR requirements in the beamforming optimization
discussion of Sect.4.2.2.

Constructive Interference in QAM Constellations It was shown in the previous
section that there are benefits to be gained from utilizing interference in PSK-based
communication systems. Notably, low order PSK appears in numerous scenarios
in many communication standards [7]. Indeed BPSK and QPSK are favored in
high interference scenarios where the achievable rates are limited due to the ill-
conditioned nature of the channel or the density of the communication access points.
Evidently, the more the interference, the more the gain from utilizing it as opposed
to eliminating it. In a highly correlated or a densely populated multi-access channel
conventional schemes would employ low order PSK modulation and invest most of
their power in canceling the existing interference, so it is in these scenarios where it
is expected to gain the most from exploiting interference.

For the completeness of the discussion, however, we must not omit situations
where higher transmission rates are achievable, in which case higher order QAM
would be used according to the communication standards. It is therefore reasonable
to raise the following questions: “Can the above concept be applied to QAM
constellations?,” “How much benefit can be extracted from interference energy in
these cases?”. A first attempt to address these issues is presented in [8, 9] and more
recently in [10-12]. To examine this, let us observe the 16-QAM constellation,
shown in Fig.4.3d. It can be seen that for the inner constellation points, since
they are bounded by decision thresholds in all directions around them, the concept
of constructive interference does not hold. Interference that shifts the received
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inner constellation point away from one decision boundary pushes it closer to
another decision boundary. However, for the outer constellation points there is still
some space for constructive interference. Indeed for the points at the corners of
the 16-QAM constellation the conditions are identical to the ones for the QPSK
constellation points. Therefore, as shown in Fig. 4.3d the interference classification
criteria for these points are similar to the ones discussed above. Moreover, for the
outer constellation points in-between the corner points again there exists a margin
of constructive interference as shown in Fig.4.3d, strictly towards the directions
away from the inner decision boundaries, as shown by the green shaded areas.
Combining the above observations, we can design the constructive interference
criteria for the example of 16-QAM defined by the alphabet &7 = {n" + in’|n".n' €
{1, £3}} as [10]

Re(u;)Re(g;) > 0 & Im(u;)Im(g;) >0, foru; € {£3 £ i3}
Re(u;)Re(g;)) > 0 & Im(g;)) =0, foru; € {£3 i}
Re(g)) = 0 & Im(u;)Im(g;) > 0, foru; € {+1 £ i3}

@, foru; e{£l+i}

(4.9)

4.1.2.1 Decision-Boundary Adaptation

Notably, from the above discussion it follows that constructive interference does not
apply for the inner constellation points of QAM constellations, which increase in
population as the order of QAM modulation increases. However, further scope for
accommodating constructive interference in QAM constellations can be provided
by employing adaptive, channel-dependent, decision boundaries in the receive con-
stellation. This concept is illustrated in Fig. 4.5. Based on a stochastic study of the
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i / boundaries
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Fig. 4.5 Decision-boundary expansion for 16-QAM: (a) 16-QAM with fixed decision boundaries,
(b) boundary expansion to accommodate constructive interference
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power of constructive interference for a given communication scenario, one could
envisage an expansion of the decision boundaries of the QAM constellation such
that the whole constellation spreads to accommodate an expansion of the Euclidean
distances between all constellation points. This would allow for additional con-
structive interference for all constellation points, including the inner points. The
resulting effect is shown in Fig. 4.5b where the focus is on the top right quadrant
of the 16-QAM constellation, and the black dots represent the original constellation
points, while the circles represent the expanded constellation points. The distances
from the constellation points to the decision boundaries in the original constellation
are denoted as ¢. It can be seen that the new constellation points can move within
the green shaded areas, while maintaining an equal or greater minimum Euclidean
distance ¢ from the new decision thresholds compared to the distance in the
original constellation. Importantly, this allows for constructive interference power
to be accommodated for the inner constellation points, that had no provision for
constructive interference when employing fixed decision boundaries as in Fig. 4.5a.

These remarks indicate that, while the advantages of interference exploitation
are more pronounced in systems using PSK modulation, there are still benefits to
be gained in QAM-based systems. While initial efforts have been made towards
this direction in [11], it is yet to be explored how to optimally expand the decision
boundaries of QAM to accommodate interference, and how the above qualitative
observations quantify in performance gain for the QAM constellations.

Early work carried out on simple precoding techniques that will be discussed
in the following indicates that there are significant benefits to be derived by the
above observations. The important feature is that these benefits are drawn not by
increasing the transmitted power of the useful signals u;, but rather by the reuse of
interference energy that already exists in the communication system; a source of
green signal energy that with conventional interference-cancellation techniques is
left unexploited.

4.2 Constructive Interference in Multiuser Downlinks:
Harvesting Useful Signal Power

To illustrate the usefulness of the above observations, we shall overview a number
of techniques that exploit constructive interference superposition, focusing on the
baseline scenario of single-cell multiuser downlink transmission. We note, however,
that interference-exploitation approaches have also been developed for multi-cell
scenarios in cognitive radio applications [13-16].

Accordingly, consider a multiuser MISO (MU-MISO) downlink that consists of
a base station transmitter equipped with N, antennas and K single-antenna receivers.
For the case of the closed-form precoders of [5, 6, 8—11, 17-20], it is required that
N; > K. The above channel is modelled by

y = Hx + n, (4.10)
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where y € CX*! is the vector that models the received symbols in all receive
antennas and H = [h;; hy; .. . hg,] € CV*K is the channel matrix with h, € C"*M
denoting the channel vector to the kth user, with elements #,,, representing the
complex-valued channel coefficient between the nth transmit antenna and the mth
receive antenna. Furthermore, x € CM*! is the vector of precoded transmit symbols
that will be discussed in the following and n € CK*! ~ % _47(0,0%1) is the
additive white Gaussian noise (AWGN) at the receiver, with €4 (i, o) denoting
the circularly symmetric complex Gaussian distribution associated with a mean of
w and a variance of o2,

4.2.1 Closed-Form Precoders, Linear and Non-linear

To accommodate constructive interference the precoding can be designed such
that the signal received at the MUs allows for the existence of interference
when this is constructive. The first applications of this concept were developed
for code division multiple access (CDMA) communications [5, 17-19]. Since
then, a number of closed-form precoders have been developed to accommo-
date constructive interference [6, 12, 20-26] in MU-MISO systems. A generic
block diagram of the low-complexity precoding adaptations for a MU-MISO
downlink is shown in Fig.4.6. The essential additional components involve the
symbol-by-symbol characterization of interference and the judicious precoding
block.

Y

Information Interference Interference Judicious
source Estimation Characterization Precdoing

Modulation £ . | 1 "“‘| )
01001 — < [~ m - Bl .
; i i A W

BS Transmitter

\ nk
v ) Demodulation ~
(o@® » Detection '~ & — ot001 [ = U
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Fig. 4.6 A generic precoding block diagram for the exploitation of interference. Three distinct
operations can be observed: interference estimation, interference characterization, and judicious
precoding [3]
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4.2.1.1 Closed-Form Linear Precoders

Early work such as the one in [6] has looked at adapting simple precoding
techniques such as zero forcing (channel inversion) [27] to accommodate for
constructive interference in MU-MISO downlinks. Here the main idea is to retain
the correlation between the transmitted symbols when it yields constructive inter-
ference and eliminate the correlation when it results in destructive interference by
means of zero-forcing (ZF) precoding. A further step towards transmitting along
interference is shown in [20, 21] for the MU-MISO downlink. Instead of observing
and characterizing the interference and zero forcing it accordingly, the precoder
actively influences the interference by means of rotational precoding to yield
constructive interference. In this case the useful signal benefits from all interfering
signals’ energy at every symbol period.

To exploit constructive interference the correlation rotation precoder of [20]
carefully aligns interference so that it contributes constructively to the desired signal
power. In brief, the transmit vectors of [20] follow the typical linear precoding

form of
PW “4.11)
x=,/—Wu, .
p

where u € CK*! is the modulated data vector, P is the transmit power budget. The
precoding matrix W = [wy, ws, ..., w;] € C¥K with w; € C¥*! denoting the
beamforming vector for the kth user, is formed as

W =H'R,, (4.12)

where H' = H” (HH”)~! is the Moore—Penrose generalized inverse of the channel
matrix, and Ry = R © Q, with © denoting element-wise matrix multiplication,
R, representing the correlation rotation (CR) matrix. The CR matrix contains the
elements of the channel correlation matrix R = HH rotated by the phase-only
matrix Q with elements in the form ¢, ; = /4% with

Apyy = Luy — Lupyy, (4.13)

such that the resulting interference aligns constructively to the received signal.
In (4.13) above, py; is the k, Ith element of the channel correlation matrix R, Zx
denotes the phase of the complex number x. Finally, in (4.11) § is the scaling factor
that constraints the average transmit power, and is given as

B = ||W|]* = trace(WHW). (4.14)

Notably, by letting Ry = Ig the CR precoder reduces to the conventional zero-
forcing (channel inversion) precoder. It can also be observed that the precoder
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in (4.12) combines the channel-only dependent zero-forcing component Hf with
the symbol-by-symbol adaptive part in Rg. By combining (4.10)—(4.12) it can be
seen that this results in the following received symbol vector:

P
y= \/;Rqsll +n, (4.15)

where by the definition of matrix Ry above, the signal contained in the component
Ryu benefits from constructive interference, and falls inside the constructive
interference regions in the received constellations, as in Fig. 4.3.

4.2.1.2 Dirty Paper Non-linear Approaches

The capacity achieving alternative to low-complexity linear precoding is dirty paper
coding (DPC). While optimal DPC has prohibitive complexity, low-complexity
suboptimal approaches have been explored in the form of Tomlinson—Harashima
Precoding (THP) [28] and Vector Perturbation (VP) [29]. Both the THP and VP
families of techniques have been shown to benefit from harvesting useful signal
power from interference.

Interference Optimized Tomlinson-Harashima Precoding THP transmission
involves the pre-subtraction of interference at the transmitter in an iterative manner,
by which the transmit symbol of the kth user is given as

k—1
= | w — Zbkm mod; , k € [1,K] (4.16)
=1

where by is the k, Ith element of matrix B, which is the equivalent channel matrix
obtained after lower-triangularization, such that each user only sees interference
from previously encoded users. i is the kth user’s information data symbol, selected
from an integer constellation ./ = {n" + in|n".n' € {£1,%3,... £ (VM —1)}}
where M is the constellation order. Accordingly, THP in (4.16) pre-subtracts from
the desired symbol all interference from the previously encoded users. [.Jmody
denotes the modulo operation with base L, and is used to constrain the transmitted
power [28]. Still, this modulo operation results in a transmit power for THP that is
higher compared to uncoded transmission, a situation referred to as Power Loss.

A number of adaptations of THP have been developed such that interference is
exploited to improve the interference pre-subtraction function of the THP encoder.
Interference-optimized THP (IO-THP) in [30, 31] exploits the power of interference
to reduce the abovementioned power loss. It uses an encoding strategy where
the amplitude and phase of the useful signal for a number of users is optimized,
within the constructive constellation sectors as shown in Fig. 4.3 and under an SNR
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threshold, such that the resulting interference is better aligned to the symbols of
interest. In this way the power required by THP encoding to subtract the interference
(and therefore the transmitted power) is minimized, leading to a more power-
efficient transmission. Accordingly, for IO-THP the data symbols for a subset
K, < K users are scaled by the real-valued factors vy, v,‘; as

i = viul + ivjul, k € [1,K] 4.17)

where u; = Re(u), u. = Im(uy), and vy, v} are carefully optimized such that i
falls in the constructive area of the modulation constellation as discussed in the
previous section and shown in Fig. 4.3. Thereafter, the typical THP pre-subtraction
is applied to the modified data symbols as

k—1
)?k = Iik — Zbkﬁc/(v*) mod;, k € [1,K] (4.18)
=1

where now the transmitted symbols X; are a function of the optimal scaling factors
v*. For the details of the optimization of the factors v/, v} the reader is referred to
[30, 31]. By means of the above constructive symbol optimization, power is saved
from the interference-cancellation operation and invested in the useful signal as a
source of additional signal power.

An illustrative result of this effect is shown in Fig. 4.7 where the performance
in terms of bit error rate (BER) is shown for a system with N, = 4,K = 4 as
a function of the transmit power in vector x expressed as the percentage of the
power of the uncoded symbols in vector u, for conventional THP and IO-THP with
increasing numbers of prescaled users K;. A trade-off between transmit power and
performance can be obtained for [O-THP by varying the SNR threshold involved in
the optimization of the pre-scaling factors [30, 31]. While in this chapter we skip
the details of this trade-off, the main message in this result is that, by harvesting the
interference energy in this scenario, [O-THP achieves a transmit power reduction
down to 1/6 of that for conventional THP, for the same BER performance.

Constructive Vector Perturbation Precoding Vector perturbation designates
another family of non-linear precoders that employ a channel inversion precoding
matrix and apply a perturbation on the transmitted symbols such that the signal
content at the receiver is maximized. The transmitted signal is given by [29]

X = \/gﬂf(u + 71%) (4.19)

B = |H (u+ 1" (4.20)

where
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Fig. 4.7 BER versus transmit power for THP, and IO-THP. N, = K = 4, QPSK, SNR
= 29dB [31]

is the transmit power scaling factor so that ||x||> = P and I* € CM*! is the selected
perturbation vector with integer entries. Also T = 2|¢|max + A wWhere |¢|max 1S
the absolute value of the constellation symbol with the maximum magnitude and
A denotes the minimum Euclidean distance between constellation symbols. The
idea here is that the perturbation vectors 1* are introduced to increase the degrees
of freedom in optimizing the resulting performance, and are later removed at the
receiver by applying a modulo operation with base 7.

Accordingly, the perturbation vectors 1* are chosen from an integer constellation
ZM +j7ZM to maximize the signal component in the received symbols or equivalently
minimize 8 and the resulting the noise amplification at the receiver, as

I"=arg min |[H (u+ 1) 4.21)
1€ZM +j7M

This is typically an NP hard problem solved with sphere search techniques [32]
that have complexity which grows exponentially with the number of users K.

To apply the concept of interference exploitation, the above optimization can
be constrained to ensure that the perturbation vectors add up strictly constructively
to the information symbols, so that the removal of perturbation is not necessary at
the receiver and the receiver complexity can be drastically reduced. In particular,
in the constructive vector perturbation approach of [33] the search space for the
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Fig. 4.8 Constructive A
perturbation lattice, QPSK
example [30]

14

perturbation vectors is limited to the constructive areas in the symbol constellation.
In other words the above optimization is modified (4.21) to

1* = arg min ||H' (u + 71)|? (4.22)
leAM

where AM is a lattice that only involves the constructive areas of the constellation as
shown in Fig. 4.3. For the example of QPSK this constellation can be described as
AM = {0, e (m -sgn{Re(u)} +n- sgn{Im(u)})} where m,n € {1,2,3...}, sgn{x}
denotes the sign of x and ¢ is an arbitrary constant, which results in the lattice shown
in Fig. 4.8. The effect of this optimization is that, as the perturbed signals lie in the
constructive areas of the constellation, there is no need to remove the perturbation at
the receiver, which therefore alleviates the need to apply the [.Jmod, operation at the
receiver and the need to feed-forward the scaling factor 8 for receiver equalization.
This further implies that there is no need for the perturbation quantities to take
integer values, and in fact, it is shown in [33] that the perturbation operation can be
transformed into a linear scaling operation in the form

X = fH*Su (4.23)
3 .

where S is a diagonal scaling matrix with elements s; and 8 = |/H'Su||>.
Accordingly, the perturbation search need not apply on an integer lattice A like
the one in (4.21), (4.22), and can be extended to all points in the constructive
regions of the symbols’ constellation. By applying a lower-threshold s, on the
scaling factors so that a minimum QoS level is guaranteed, the perturbation search
can be transformed into
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S* = arg min ||H'Su||?
st s> s, Vi (4.24)

that can be solved with quadratic programming. As a result, it has been shown that
this can offer up to an order of magnitude complexity reduction at the transmitter
for a moderate MU-MISO downlink with N, = 10, K = 10 [33].

4.2.2 Beamforming Optimization for Constructive Interference

The above early work on closed-form precoders has been the baseline for designing
a number of optimum beamforming designs, specifically tailored for accommo-
dating and maximizing constructive interference. These have built upon traditional
optimization techniques that directly minimize the transmit power subject to quality
of service (QoS) constraints—most commonly the signal-to-interference-plus-noise
ratio (SINR)—for the MU-MISO downlink [34], where convex optimization strate-
gies are typically pursued. Moreover, SINR balancing optimizations [35] are of
interest, where the minimum achievable SINR is maximized, subject to a total
transmit power constraint. In all these strategies, from a stochastic point of view
and treating interference as harmful, the average SINR for the ith user is typically
expressed as
_ [hyw;|?
2 k=14t [MiWil? + No

Vi (4.25)

where h; and w; are the channel vector and the beamforming vector for the ith user,
and N is the noise spectral density.

Power Minimization The conventional power minimization precoder, treating all
interference as harmful, aims to minimize the average transmit power subject to an
SINR threshold I; by formulating the optimization problem shown below [34]

K
. 2
min W; (4.26)
mir ;n ||
[h;w;|* .
s.t > I;,Vi.

T D ke W2+ No T
The above optimization is most commonly solved as a second-order cone
programming (SOCP) problem or exploiting uplink/downlink duality [34].

SINR Balancing SINR balancing maximizes the minimum achievable SINR
subject to a transmit power budget, in the form
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max [;

Wy

ot ;w2 D
b i 1 .
D =tk iWe]|Z + No

K
> lwil* <P 4.27)
i=1

where P denotes the total transmit power budget. We note that the above
optimization is non-convex and the solution involves more complex iterative
approaches [35].

4.2.2.1 Beamforming for Interference Exploitation

By harvesting useful signal power from constructive interference, recent works in
the area of beamforming optimization [8, 36—39] have shown significant gains with
respect to the above optimization. Specifically, it has been demonstrated that the
transmit power required for a given QoS threshold can be drastically reduced in
the power minimization problem, or equivalently the QoS obtained for a given
transmit power can be drastically improved in the SINR balancing formulation.
More recently, these beamforming strategies have been extended to the realm of
hybrid analog-digital precoding, to exploit mutual coupling between the transmit
antennas by means of tunable antenna loads [40].

Let us place our attention on how the beamforming optimization can be adapted
to exploit constructive interference. As per the interference classification and
discussion in Sect.4.1.2, the optimizations in (4.26), (4.27) can be modified to
take the constructive interference into account. This can be done by imposing
interference constraints, not in terms of suppressing the stochastic interference,
but rather optimizing instantaneous interference to contribute to the received signal
power, thus providing a source for harvesting useful signal power. Indeed, for the
case when interference has been aligned, by means of precoding vectors wy, to
overlap constructively with the signal of interest, all interference in the received
signal contributes constructively to the useful signal. Accordingly, it has been shown
in [20] that in this case the instantaneous received SNR is given as

< 2
h; ) i Wik
A il 428
12 No (4.28)

where all interference contributes in the useful received signal power.

Strict Phase Alignment Accordingly, and based on the classification criteria
detailed in [5] and Fig. 4.3 for constructive interference, the first approach in this
area in [36], focusing on PSK modulation in the form u; = ¥, introduced
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a modified interference constraint in (4.26) where interference is constrained to
strictly align to the phase of the useful signal. The power minimization problem
was reformulated in [36] as

K

; j(Pk—i)
min wie
{wi} ;

K
s.t. Z|h; Zwkuk = ZL(u;), Vi
k=1

K
Re [ h; > w9 | > /LNy, Vi, (4.29)
k=1

Here clearly the transmit power is minimized on an instantaneous basis in the
objective function, and the first set of constraints imposes that, for each user, the
phase of interference is strictly constrained to equal the phase of the symbol of
interest. The second set of constraints poses QoS constraints for each user, in the
form of the SNR thresholds I'; which relate to the instantaneous SNR expression
in (4.28).

We note the use of the sum of phase shifted (by the phase of the symbol of interest
¢;) interfering symbols plus the symbol of interest in the above expressions. This
is in line with our analysis above in Sect.4.1.2, and serves to isolate the received
amplitude and phase shift in the symbol of interest due to interference. Note that
the above two conditions contain K equations and K inequalities, while there are
2N, > 2K real variables, so there are sufficient degrees of freedom to satisfy these
two sets of constraints.

Phase Relaxation Still, it can be seen that due to the strict angle constraint, the
formulation (4.29) is more constrained than the constructive interference regions
in Fig.4.3 where the strict phase constraints do not exist. To obtain a more
relaxed optimization for M-PSK, we resort to the previous classification criteria
in Sect.4.1.2 which we extend to incorporate an arbitrary SNR constraint y. With
reference to Fig.4.4, and using the beamforming vectors w; the above-defined
components of the phase rotated received symbols excluding interference can be
rewritten as

K K
or = Re | h; Z wkef(¢k_¢f) ,and oy = Im | h; Zwkef(¢’<_¢") 4.30)
k=1 k=1

To extend the above discussion to the case where constructive interference is
defined with respect to an SNR threshold—as opposed to the nominal constellation
points—Ilet us look at Fig. 4.9 where we have revisited the geometry of Fig. 4.4 by
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Fig. 4.9 Optimization region Im A
for beamforming for
interference exploitation
based on SNR threshold y

introducing an SNR parameter y = +/T;Np, following the SNR expression (4.28).
This gives rise to the constructive interference sector denoted by the green shaded
sector in Fig. 4.9. By a similar process to that in Fig. 4.4 it can be seen that az and o
are allowed to grow infinitely, as long as their ratio is such that the received symbol
is contained within the constructive area of the constellation, i.e., the distances
from the decision boundaries, as set by the SNR constraints 7, are not violated.
Accordingly, ag, a; have to follow

loy| < (ag —y) tanw 4.31)

As regards the constructive area in the constellation, with respect to (4.29),
it can be seen that the angle of the received signal need not strictly align with
the angle of the useful signal, as long as it falls within the constructive area of
the constellation with a maximum phase shift of A¢p = +x/M, for an M-PSK
modulation. Accordingly, to relax the optimization, ¢; is allowed to be non-zero as
long as the resulting symbol lies within the constructive area of the constellation.

Power Minimization with Interference Exploitation Using (4.30), (4.31) we
arrive at the power minimization problem presented in [37] as

2

K
; j(Pr—pi)
min wie

{wi} ;

K K
s.t. |Im hiZwkei(¢k_¢i) < | Re h[ZWkej(‘f’k_"’f) — /TNy | tanw, Vi
k=1 k=1

(4.32)

It can be seen that the above optimization in (4.32) is more relaxed than the
zero-angle-shift optimization (4.29), which results in a smaller minimum in the
transmit power. Moreover, it contains a number of K inequalities which result in an
increased feasibility region compared to the conventional optimization, as detailed
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in [37]. Problem (4.32) is a standard second-order cone program (SOCP), thus can
be optimally solved using numerical software.

SNR Balancing with Interference Exploitation The respective SNR balancing
problem that allows interference exploitation can be designed in a similar fashion as

max [;
{wi}
K K
s.t. |Im hiZwke"(‘f’r"&") < | Re hiZwke"(q”‘*"”’) — vV IINy | tanw, Vi
k=1 k=1
2
K
> w0 < p (4.33)
k=1

Remarkably, the relaxed nature of the interference-exploitation beamforming
problems leads to larger feasibility regions. To illustrate the extended feasibility
region for the optimization problems (4.32), (4.33), Fig. 4.10 shows the feasibility

probability of a K = 4 user system with respect to the number of transmit
Ft:10dB
il I Conventional BF |
I CI-BF - QPSK
B C1-BF - 8PSK
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Fig. 4.10 Feasibility probability vs. N; for conventional and interference-exploitation beamform-
ing, K =4, I, = 10dB [37]
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antennas N,. The comparison is between the conventional beamforming of (4.26)
(“Conventional BF” in the legend) and the constructive interference beamforming
of (4.32) (“CI-BF”) for the cases of QPSK and 8PSK modulation. It can be seen that,
while the conventional optimization is only feasible for N, > K, the proposed can
be feasible with non-zero probability for lower values of N,. This observation could
have a significant impact in the communication system design, where, by applying
interference-exploitation principles, more users can be scheduled simultaneously in
a given cell. Furthermore, it is important to note that the cell-edge users are more
prone to interference. In a single cell scenario this would be naturally captured
and exploited with the above interference-exploitation optimizations, given the
channel characteristics. More importantly, regarding other-cell interference, this is
the topic of multi-cell interference exploitation, which while captured to-date in CR
applications [13—16], is a widely open research area in the context of interference
exploitation.

Beamforming Optimizations for QAM Constellations While the above
approaches are shown for PSK constellations, the works in [8, 9] and more recently
in [10-12] have applied the interference-exploitation beamforming approaches
to QAM and star-QAM modulations. This has been pursued by adapting the
interference constraints in the beamforming optimizations according to the
interference classification for QAM constellations outlined in Sect.4.1.2 and
in (4.9). The keen reader is referred to [10, 11] for detailed formulations of the
corresponding optimizations.

Notably, all the above interference-exploitation optimizations allow for equiva-
lent multicast formulations to be employed, which result in more efficient solvers
with much reduced complexity, as detailed in [36, 37]. Still, it is clear that the
interference-exploitation beamformers are data dependent and therefore require the
optimization problem to be solved on a symbol-by-symbol basis. This therefore
necessitates a closer look at the resulting complexity.

4.2.2.2 Notes on the Complexity of Interference-Exploitation
Beamforming

To facilitate the complexity comparison, the main signal-processing operations
for the conventional and the interference-exploitation beamforming approaches are
illustrated in the block diagrams of Fig.4.11a, b, respectively.

Transmit (Base Station) Complexity With the low-complexity multicasting sim-
plifications derived in [36, 37] it has been shown that the complexity of solving the
equivalent multicasting optimization problems of (4.32), (4.33) is greatly reduced.
In fact, the complexity study found in [37] has shown that, due to the relaxed nature
of the problem, computationally efficient gradient projection approaches can be
developed that achieve a complexity of down to 15% w.r.t. conventional power
minimization precoding, for each precoding optimization. More recent work in
[39] relying on barrier-method solvers has further reduced the complexity down
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Fig. 4.11 Block diagram showing transmit and receive processing, (a) conventional beamforming
optimization, (b) beamforming for interference exploitation

to 2% w.r.t. conventional beamforming. However, as the interference-exploitation
beamforming optimizations need to be performed on a symbol-by-symbol basis
(denoted in the red box in Fig.4.11b), a frame-based complexity analysis is
pertinent. For the example of an LTE Type 2 TDD frame with up to 112 downlink
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symbol time slots [7], this translates to a doubling of complexity per frame of
112 x 2% = 224% for the interference-exploitation schemes w.r.t. conventional
precoding optimization. It is important to note that this complexity involves the
base station (BS) transmitter, where computational resources are more accessible.
At the same time, the complexity of the mobile units is drastically reduced as
explained below. In addition, this complexity increase comes with significant power
savings of, for example, up to 3dB for a small scale MU-MISO downlink of
N, =4,K =4[37].

Power Efficiency In fact, in terms of the ultimate metric of power efficiency at the
transmitter, for an LTE base station the transmit power is typically measured on
the order of 20 W, while the power consumption of the DSP processing is typically
orders of magnitude lower. Since with the interference-exploitation beamformers
show a halving of the transmit power at roughly double the DSP power w.r.t. to their
conventional counterparts, the gains in the power efficiency by harvesting useful
signal power form interference are therefore undeniable.

Receiver (Mobile Unit) Complexity Regarding the receive complexity, the pro-
posed approaches provide significant benefits compared to conventional beamform-
ing. Indeed, for conventional beamforming the MU receiver is required to equalize
the composite channel h;w; from (4.26), (4.27) as shown in the red box in Fig. 4.11a,
in order to recover the data. This necessitates that the BS feed-forward the composite
channel to each MU receiver for correct detection, denoted by the dashed red arrows
in Fig.4.11a. Clearly, this is subject to CSI quantization and detection errors, and
introduces additional computational overheads at the MU receivers.

By contrast, as for the interference-exploitation approaches the received symbols
lie at the constructive area of the constellation (see Fig.4.3), there is no need
for equalizing the composite channel h;w; to recover the data symbols at the ith
MU, and a simple decision stage suffices. Accordingly, the benefit of interference-
exploitation approaches is that CSI is not required for detection at the MU, which
allows for significant savings in the training time and computational overheads
for signalling the beamformers to the MUs. It also makes these schemes immune
to the quantization errors involved in the feed-forward of h;w; for conventional
beamforming. The resulting benefits are quantified in [15].

4.2.3 Resource Allocation for Interference Exploitation

The gains obtained by the above adaptations can be augmented by employing
specifically tailored resource allocation techniques. To enhance the performance
of the interference-exploitation schemes the goal of resource allocation would be,
instead of allocating resources that inherently experience minimum interference, to
optimize the interference between the resources according to QoS criteria.

This of course covers a vast area where resources can pertain to antenna selection,
power allocation, sub-carrier allocation in OFDM, user association and scheduling,
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and so on. In this subsection, we overview recent antenna selection [41-43] and
power allocation [25] strategies developed to optimize and exploit constructive
interference, while the same concept can be extended to alternative resources such
as user scheduling [44], adaptive modulation [11], or specific power allocation
for non-orthogonal multiple access (NOMA) [45] combined with interference
exploitation. Building upon the power allocation work, we further look at constant
envelope precoding (CEP) [46] where the CEP is optimized to exploit constructive
interference under given per-antenna power budgets.

4.2.3.1 Antenna Selection

The antenna-selection techniques developed for interference exploitation build upon
existing antenna-selection benchmark schemes, namely capacity maximization [47]
and path gain selection [48].

Capacity Maximization Recent work in the area of large scale antenna sys-
tems [49] showed channel-capacity-based antenna selection can be performed by
means of convex optimization, drastically reducing the complexity of previous
techniques from the literature, such as the capacity maximization technique in
[50]. Accordingly, the selection of N; antennas out of the available N, antennas
at the transmitter is performed over the system sum-capacity, and the optimization
problem is formulated as

max log, [det (IK +HA AH)]
st. A, €(0,1], (4.34)
Yzt Aun = Ni.

where ¢ is an SNR parameter and A is an N, x N; selection matrix. In particular,
A is a real diagonal matrix, whose entries should be either null, i.e., A4,, = 0 if
n is a non-selected antenna, or unitary, i.e., A,, = 1 if n is an antenna selected
for transmission. Since constraining the diagonal values of A to be binary results in
a non-convex formulation, a relaxation such that the elements of A take values in
between 0 and 1, i.e., 4,, € {0, 1} in the optimization (4.34) above is commonly
adopted. With the above relaxation, the optimization problem becomes convex, and
the final selection can be done by rounding the elements such that A,, € [0, 1].
This approach has been shown to achieve near-optimal performance in the large
scale MIMO regime when compared to exhaustive search approaches [47].

Path Gain Selection A similar approach selects the subset of antennas whose path
gains are higher, according to the following optimization:
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max HYAH
s.t. A, €101}, (4.35)
N
Zn:l An,n = Ns-

This form of selection has received a lot of attention due to its simplicity.

4.2.3.2 Antenna Selection for Interference Exploitation

Given the conditions for constructive interference reviewed in the previous sections,
it is possible to identify new antenna-selection metrics that maximize constructive
interference, thus optimally exploiting this important source of useful signal power.

Antenna Selection for Closed-Form Precoding Initial approaches were intro-
duced in [41, 42] where the selection takes place for given closed-form precoding
vectors Wy such as selective precoding (SP) [41], matched filtering (MF), or
correlation rotation (CR) [42]. In the more recent work of [42], the problem was
formulated as

mjtxmjn (Re (h,-A S wkef("”‘_q’f))) tanw — 'Im (h,-A S wke"(d’k_‘pi))‘

s.t. Aun€{0,1},
Szt Ay =Ny,
(4.36)
The above optimization selects the antenna subset that maximizes the minimum
constructive interference amongst the users for a given set of w; in the MU-MISO
downlink. The above approach is most suitable for large scale antenna systems with
a low-complexity MF precoder and with a sufficient number of transmit antennas
that guarantee constructive interference for all users. A clear connection to the
interference-exploitation beamforming optimizations in the previous section can be
seen, with the addition of the selection matrix A, along with the antenna-selection
constraints.

Joint Antenna Selection and Precoding Optimization Going one step further,
the approach in [43] pursues a joint optimization of both the antenna subset and the
precoding vectors, by formulating the problem as

m{ax}m_in (Re (h;A Zle wkei(¢k_¢i))) tan w — 'Im (h[A Zle Wkei("’k_"’i))‘
A, Wi 1

s.t. Ann €10,1},
Y=t Aun = Ny,
Hzle Weel @ 90) HZ <P
(4.37)
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As we can see, the above formulation is designed to jointly optimize the
antenna selection by means of A, together with the precoding vectors w;. The joint
optimization allows us to fully exploit the resulting constructive interference, and
can be solved using mixed integer programming techniques [51].

Successive Optimization To reduce the optimization complexity, the above prob-
lem can be decomposed into two sub-problems and solved with a successive
optimization approach. In [43] first a subset selection is performed by solving the
following optimization problem based on the antenna cross-correlations h;hY:

mjlxmjn (Re (HHAHef¢_¢i)> tanw — ‘Im (HHAHei¢—¢,-)‘

st A e{0.1}, (4.38)
ZnNzl An,n = Ns~
where ¢ = [¢1, ¢2. ..., ¢i]". It can be observed that the above bears resemblance to

the path gain selection of (4.35), but with a modified objective function, specifically
tailored for constructive interference. Then, for the selected subset of antennas
corresponding to the channel matrix H = [fll; hy; ... ;ﬁK], the optimal precoding
vectors wy are computed by solving the following problem:

I}lai(mjn (Re (fll Zszl Wkei(¢k_¢i))) tan w — ‘Im (fl, Zszl wkef(‘ﬁk_‘i"‘))‘
W; 1

5 (4.39)
s.t. H K wiel @90 H <P

which is now a function of w; only. Both max—min optimizations in (4.38), (4.39)
are convex and can be solved using an auxiliary threshold variable as, for example,
in (4.27). It has been shown in [43] that the successive optimization approach
in (4.38), (4.39) performs within 0.5 dB of the joint optimization approach of (4.37),
at a significantly reduced complexity, down to 1/6 of the joint optimization
complexity for a large scale system with N, = 128, K = 5. It can be observed
in the relevant works that both beamforming and antenna selection for interference
exploitation provide significant performance benefits. Whether the former or the
latter are dominant in a practical scenario is subject to the size of the system and the
number of auxiliary antennas.

4.2.3.3 Power Allocation for Constructive Interference
Maximization

Power allocation approaches in the area of interference exploitation have mainly
focused on the closed-form precoders of Sect.4.2.1. Firstly, it is important to note
that, contrary to conventional zero-forcing precoding, the precoders in [12, 20-25]
do not obtain uniform performance across all users. This is because the power of
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constructive interference received may vary from user to user. Building on this
observation, an interesting power allocation approach in [25], designed for CR
precoding, optimizes the power allocation amongst the users such that the worst
user’s SNR is maximized. First it is shown that the user with the worst SNR is
the one that experiences the minimum constructive interference, which for CR is
measured by the parameter

K
ci =Y |pil (4.40)
k=1

where p;; is the i, kth element of the channel correlation matrix as defined
in Sect.4.2.1. Accordingly, the per-user power p; is determined by solving the
following optimization:

max min; cizp,-
{pi

st. > pi=Pr.0<p (4.41)

where Py is the total transmit power budget. It can be seen that the above power
allocation ensures the same SINR to all users, which constitutes an SINR balancing
approach.

4.2.3.4 Constructive Constant Envelope Precoding

Constant envelope precoding (CEP), where the amplitude of the transmitted sym-
bols remains unchanged, has received particular attention recently due to its
suitability for large scale antenna systems envisaged for 5G implementations.

Building on the above power allocation discussion, and given a per-antenna
transmit power budget P, for the nth transmit antenna, CEP forms the transmitted
symbol from the nth antenna of the BS as [52]

Xy = /Ppe, (4.42)

where 0, represents the precoding phase of the CEP signal. It is clear that the
transmitted symbols have a constant envelope of /P, with phase-only variation. For
notational simplicity, let us assume that all transmit antennas obey P, = l%r Vn €
{1,...,N;}, in which case we can write

e’ (4.43)
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where § = [0, 6,,...,0,]". Accordingly CEP aims at minimizing the interference
as [52]
oMo " 2
min 2 | 7wt = ttn (4.44)

st. 16, <m, Vne{l,... N3},

where, unlike the transmit symbols x,, the information symbols u, can be taken
from a constellation with either constant or non-constant envelope. The above
optimization represents a non-convex non-linear least squares (NLS) problem,
subject to local minima. The optimization problem (4.44) was first solved in [52]
with a gradient descent (GD) based approach, and further improved in [53] with a
direct application of the cross-entropy method [54].

Constructive CEP Exploiting the concept of constructive interference in
Sect.4.1.2, it is possible to define a new optimization problem that maximizes
the constructive interference, while employing phase-only transmit symbols.
Accordingly, in [46] the CEP optimization problem was defined for PSK symbols
u; = & as

- N — [Im (—h,e/®—9)
moax miln Re(mh,e/ )tana) ‘lm(mhze" )‘} (4.45)

subjectto |6,| < w,Vn e {l,...,N}.

In line with its conventional counterpart in [52], the formulation in (4.45) is
clearly non-convex, but can be efficiently solved via the cross-entropy method. It is
demonstrated in [46] that the constructive CEP approach, by harvesting useful signal
power from constructive interference, provides significant performance benefits
compared to conventional CEP approaches. For the example of a large scale system
with Ny = 64,K = 12, power gains of more than 5dB were demonstrated
in [46].

4.3 Constructive Interference for Harvesting Both Radiated
Power and Useful Signal Power

The recent research attention on energy harvesting from RF signals, the motivator
behind this Book, has been stimulated from the fact that radiated energy can provide
a useful source of wireless power. Complimentary to the discussion above where
interfering energy is harvested as a source of useful signal power, recent works focus
on the beamforming optimization where part of the signal is used for decoding and
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part of it is harvested as wireless power, giving rise to the concept of simultaneous
wireless information and power transfer (SWIPT) [55-57].

4.3.1 Constructive Interference in SWIPT

In the majority of SWIPT approaches, while interference is harvested as useful
energy for powering the receiver’s electronic components, in terms of signal detec-
tion interference is still treated as a harmful effect. In this section, we show that, by
means of the constructive interference concept, interference can be harvested both
as a source of wireless power and a source of useful signal power.

4.3.1.1 Conventional Beamforming for SWIPT

Beamforming approaches for SWIPT are based on the premise that part of the
received signal is used for information decoding, while the rest of the signal power
is used for energy harvesting at the receiver. When the receiver has only one antenna
from which to both harvest energy and decode information, two practical receiver
structures for SWIPT termed as “time switching” (TS) and “power splitting” (PS),
are typically employed to separate the received signal for decoding information
and harvesting energy [55]. For illustration reasons, at this point we focus on the
PS approach, while the discussion in this section is trivially applicable to the TS
approach.

A block diagram of the PS approach is shown in Fig. 4.12a, where it can be seen
that a portion P; of the received signal is used for decoding the signal, while the rest
(Py = 1 — P;) is used for energy harvesting. In the figure, z; models the noise from
the signal conversion from RF to baseband.

Treating interference as harmful, the received SINR for user i is given by

[hyw;|*
con __
= — , (4.46)
> w2 4+ No + €
k=1ksi !

where N¢ is the spectral density of the conversion noise z;.
Similarly the harvested energy is typically expressed following the model in
Fig.4.12a as:

K
PPt = (1=P) [ > Ihiwil> +No | . (447)
k=1
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Fig. 4.12 Block diagram showing the power splitting SWIPT approach at the receiver with (a)
SWIPT beamforming, (b) constructive SWIPT beamforming

Consequently, the power minimization problem with both QoS and EH constraints
is formulated as

K
min > [|wi
WP 15

Wi,
h;w;|?
s.t. [hiwi > I3,
K
> hwil? + No + 3¢
k=1ksi !

K
A=P) [ Y Iw> +No | = E. 0<Pi<1.¥i.  (448)
k=1

It is easy to see that formulation (4.48) is non-convex and hence challenging
to solve. Semidefinite programming relaxation is usually employed to solve the
optimization [58]. It is evident in the above optimization that, while interference
is treated as useful for energy harvesting, is still treated as harmful for information
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decoding, as it reduces the SINR at the receiver. This is demonstrated in Fig. 4.12a
by the red shaded decoding part. Accordingly, the beamformer tries to constrain the
interference in the decoding part of the received power, to secure a QoS level.

4.3.2 Interference-Exploitation Beamforming for SWIPT

Clearly, like in the beamforming optimizations of Sect.4.2.2, there is scope to
modify the optimization constraints such that constructive interference is harvested
both as a source of RF energy and a source of useful signal energy. By adapting
the beamforming optimizations in (4.32), (4.33) to the new transmission model as
per Fig.4.12 and including the EH constraint, it is straightforward to see that the
interference-exploitation SWIPT beamforming optimization can be written as

2

K
: i(Pr—i)
min wie

{wi} ];

K K
. , Ne

s.t{Im | h; E wie @ =) || < | Re | by E wid @ | — I (Ny + — tan w,
k=1 ‘ B k=1 ‘ ’ Pi

K
, E;
hi Y we P > Jﬁ,o <P <1,Vi (4.49)
k=1 !

The problem (4.49) is nontrivial to solve because of the non-convex constraint
‘h,- SE wke7(¢k_¢")‘ > /7Z>. A number of SOCP bounds have been derived in

[59] to obtain the beamforming vectors wy.

It is clear here that interference now provides a source of both RF power for
harvesting and useful signal power for decoding, as demonstrated in Fig. 4.12b. The
above approach has been shown to offer power gains of more than 15 dB compared
to conventional SWIPT beamforming in an N, = 4, K = 4 MU-MISO system.

4.3.3 Open Problems and Research Directions

The above sections have overviewed work carried out in the area of interference
exploitation, that has received recent attention in the context of harvesting inter-
fering power for energy efficient wireless transmission. While a body of work has
already focused on exploiting wireless interference in a number of scenarios and
under various approaches, the topic is quite broad, with wide potential in revisiting
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existing interference-cancellation approaches in interference-limited transmission
scenarios. Accordingly, there are numerous open problems in the area.

Information Theory An important pillar of research that is widely open in the
interference-exploitation research to date is that of communication-theoretic analy-
sis and optimization. To this date, the fundamental extent of the potential benefits
from constructive interference is unknown, as there is a lack of information-theoretic
studies to provide performance benchmarks for the scenarios of interest. The main
limitation here is the fact that, as interference exploitation is modulation dependent,
Shannonian analysis and capacity calculations that assume Gaussian signals cannot
be applied. Instead modulation-dependent analysis is required, building on the more
complex finite-constellation approaches [60]. The development of such an analysis
would, however, provide a benchmark against which to measure the performance
of existing approaches, and more importantly, pave the way for optimizing practical
approaches for interference exploitation towards achieving the theoretically optimal.

CSI Robustness and Asynchronous Interference It could be suggested that
interference-exploitation approaches may be more sensitive to CSI errors and
asynchronicity, since they heavily depend on the careful superposition of the
interfering signals. While initial studies on CSI-robust techniques have disproved
this [26, 37], the analytical study of the effects of CSI errors and asynchronicity, and
the design of robust techniques specifically tailored for interference exploitation is
still an open topic in the literature. Given that practical systems operate with various
forms of CSI quantization and errors, and are subject to asynchronicity this provides
a very pragmatic research direction.

Multi-Level Modulation Initial work on the application of the concept of construc-
tive interference for multi-level modulation such as QAM and star-QAM has been
ongoing [8—11], primarily designing the optimization constraints for beamforming
to accommodate constructive interference. It is yet to be explored, however, how to
adaptively adjust the decision boundaries in the multi-level constellations to further
benefit from constructive interference, as discussed in Sect. 4.1.2. This entails both
signal-processing algorithms and analytical work to study the extent of the required
constellation expansion, and how to optimally benefit for such an approach.

Advanced Scenarios and Applications Finally, the application of the concept of this
chapter to more advanced scenarios is still widely open. While initial work has been
ongoing related to multi-cell transmission [13—16] and to energy harvesting commu-
nications [59] as detailed above, both these areas are open to contributions in their
various scenarios and existing solutions. Other exciting applications as, for example,
the exploitation of self-interference in full-duplex communications, the application
of this concept to emerging wireless paradigms such as distributed antenna systems,
Cloud—RAN transmissions, amongst many others, are still untouched territory that
provide grounds for future research directions.
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In the coming generations of wireless networks where power efficiency will play
dominant role, harvesting energy from interference, both as RF power and as
eful signal power, is a critical enabling solution. The abovementioned concept of

constructive interference and the identified open problems provide scope for fruitful
research for the years to come.
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