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Preface

This volume is based on nine series of lectures presented at the Abecedarian School
on Symmetries and Integrability of Difference Equations (ASIDE). The school took
place at the Centre de recherches mathématiques, Université de Montréal, June 27–
July 1, 2016. It was followed by an international meeting on the same subject,
SIDE 12, held in Sainte-Adèle, Québec, Canada, July 33–9, 2016.

The SIDE meetings take place every two years since 1994 and it has become
a tradition that a school precedes these meetings. The school is aimed at graduate
students, postdoctoral fellows and other early career researchers (ECRs) to prepare
them for full participation in the actual meeting.

Lecturers at summer schools are usually famous or at least distinguished senior
scientists; the participants are usually ECRs. The ASIDE schools break with this
tradition. The lecturers and the students at the school were ECRs. The idea,
originally proposed by ECRs at the SIDE 8 meeting in 2008, was that this would
encourage a more informal atmosphere, make it easier to ask questions and have
in-depth discussions. A previous ASIDE school together with the SIDE 10 meeting
took place near Shanghai in 2012. This is the first time that ASIDE lectures are
published. They were carefully refereed by experts in the field.

The topics treated in each of the nine lecture series coincide with those treated
in the nine sessions of SIDE 12. The ASIDE lecturers were proposed by the session
organizers and were usually current or former graduate students or postdoctoral
fellows of the session organizers. Thus they all had in-depth and up-to-date
knowledge of the field they were lecturing on. The fact that their knowledge was
recently acquired meant that the lecturers were well aware of the difficulties they
had encountered. This was a great advantage from the pedagogical point of view.

The consensus was that the ASIDE experiment was a successful one. Most of the
participants stayed for the SIDE 12 meeting and contributed to and benefitted from
both events.

There were 95 participants at SIDE 12, 56 at ASIDE with a large overlap between
the two. Both SIDE 12 and ASIDE were made possible by generous support from
the NSF, the CRM and the UMI/CRNS.

v



vi Preface

Each of these lectures is an introduction to the corresponding SIDE session and
we are sure that they are of permanent value. The volume should be useful both to
beginners entering into the field and to seasoned practitioners.

Roma, Italy Decio Levi
Montréal, QC, Canada Raphaël Rebelo
Montréal, QC, Canada Pavel Winternitz
February 2017
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Continuous, Discrete and Ultradiscrete Painlevé
Equations

Nobutaka Nakazono, Yang Shi, and Masataka Kanki

Abstract We give an introductory lecture on the theory of Painlevé equations,
which are one of the most important objects in the theory of integrable systems,
and their discrete counterparts. The lecture is divided into three parts: the Painlevé
equations, discrete Painlevé equations and ultradiscrete Painlevé equations.

1 Introduction

Before going into the details, let us briefly introduce Prof. Paul Painlevé. He was
the first mathematician to board an airplane and also Wilbur Wright’s first airplane
passenger. He later turned to politics and became the French Prime Minister twice in
1917 and in 1925. In this lecture, we study the theory of Painlevé equations, which
are six ordinary differential equations listed in Sect. 2.1 and found by P. Painlevé
and his student B. Gambier. Moreover, we also study their discrete counterparts.

This lecture note is divided into three topics: (Sect. 2) the Painlevé equations,
(Sect. 3) the discrete Painlevé equations, which are discrete analogues of the
Painlevé equations, and (Sect. 4) the ultradiscrete Painlevé equations, which are
ultradiscrete limits of the discrete Painlevé equations. In the following, we will
present a brief explanation of the content of each section.

In Sect. 2, we focus on the Painlevé equations. The Painlevé equations have
special solutions expressed in terms of the special functions for particular values
of the parameters. As famous examples of special solutions, rational solution
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2 N. Nakazono et al.

and hypergeometric solution are presented. The Painlevé equations have Bäcklund
transformations, which generate an infinite number of special solutions starting from
one special solution. It is also known that the Bäcklund transformations form an
affine Weyl group. In this part, we study the special solutions and the affine Weyl
group symmetries of the Painlevé equations using the PIV equation as an example.

In Sect. 3, as an example we derive a discrete Painlevé equation from the
Bäcklund transformation s of the PIV equation of Sect. 2. In fact many of the first
examples of discrete Painlevé equations were found this way [1, 13], until the
classification of Sakai in 2001 [46]. We give a brief overview of this classification,
noting that it comprises of three lists of—additive, multiplicative and elliptic—
difference equations. One important aspect of the discrete Painlevé equations
highlighted here is their formulations as birational realizations of the affine Weyl
groups. We give two discrete Painlevé equations associated with the extended
affine Weyl group of type A2

eW.A.1/
2 /, an additive difference equation: d-PII,

and a multiplicative difference equation: q-PIV. Many interesting properties of the
discrete Painlevé equations are reminiscent of those of the Painlevé equations.
As an example, we derive the hypergeometric type special solutions for the q-
PIVequation. The section concludes with an overview on the hypergeometric type
special solutions for the elliptic and multiplicative difference Painlevé equations of
Sakai’s list.

In Sect. 4, we focus on the so-called ultradiscrete limits of the discrete Painlevé
equations, and the relations between theses ultradiscrete equations. In 1996, Toki-
hiro and his collaborators invented the limiting procedure called ultradiscretization
[52], by which various “integrable” cellular automata have been obtained. These
cellular automata are called the ultradiscrete equations and are defined over the
max-plus semifield. In this part, after introducing the technique of ultradiscretiza-
tion through examples, we present several ultradiscrete analogues of the discrete
Painlevé equations: i.e., second nonlinear difference equations over the max-plus
semifield. For example one of the ultradiscrete Painlevé II equations has the form

XnC1 C Xn�1 � Xn D aCmaxŒ0; n � Xn� �maxŒ0; nC Xn� ;

where n is the independent variable and a is a parameter. Many of the properties
in previous parts including the degeneration diagrams remain true even in this sim-
plified setting. Ultradiscrete analogues of special solutions described by piecewise
linear functions are also presented.

2 Painlevé Equations

The first part by N. Nakazono focuses on the Painlevé equations, which are
integrable nonlinear ordinary differential equations of the second order. It is
well known that the Painlevé equations have many interesting properties: special
solutions, affine Weyl group symmetries, Hamiltonian structures, isomonodromy
problems (Lax pairs), and so on. Here we study the special solutions and affine
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Weyl group symmetries using the Painlevé IV equation as an example. This section
is written based on [23, 32].

2.1 Introduction

A singularity that depends upon the initial conditions of the equation is referred to
as a movable singularity. For example, the differential equation

dw.t/

dt
D �w.t/2 ; w.t/ ¤ 0 (1)

can be exactly solved, and its solution is given by

w.t/ D
1

t � c
; (2)

where c is an integral constant. The solution has a singularity at a point t D c. Since
c is determined by the initial condition at t D t0, that is,

c D t0 �
1

w.t0/
; (3)

this singularity is a movable singularity. A differential equation is said to have the
Painlevé property if its solutions do not have movable singularities other than poles.
For example, the Eq. (1) has the Painlevé property. With the Painlevé property,
Painlevé et al. classified all the rational ordinary differential equations of second
order of the form

y00 D R.t; y; y0/ ; (4)

where

y D y.t/ ; y0 D
dy

d t
; y00 D

d2y

d t2
: (5)

As a result, they showed that except for the differential equations which can be
integrated algebraically or transformed into linear equations or into the differential
equations solvable by elliptic functions, any differential equation of the form (4)
with the Painlevé property is reduced to one of the following equations (the Painlevé
equations) [2, 3, 42]:

PI W y00 D 6y2 C t

PII W y00 D 2y3 C tyC ˛
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PIII W y
00 D

.y0/2

y
�

y0

t
C
˛y2 C ˇ

t
C �y3 C

ı

y

PIV W y
00 D

.y0/2

2y
C
3y3

2
C 4ty2 C 2.t2 � ˛/yC

ˇ

y

PV W y00 D

�

1

2y
C

1

y � 1

�

.y0/2 �
y0

t
C
.y � 1/2

t2

�

˛yC
ˇ

y

�

C
�y

t
C
ıy.yC 1/

y � 1

PVI W y
00 D

1

2

�

1

y
C

1

y � 1
C

1

y � t

�

.y0/2 �

�

1

t
C

1

t � 1
C

1

y � t

�

y0

C
y.y � 1/.y � t/

t2.t � 1/2

�

˛ C
ˇt

y2
C
�.t � 1/

.y � 1/2
C
ıt.t � 1/

.y � t/2

�

Here, ˛, ˇ, � and ı are complex parameters. Starting from PVI we can, through
appropriate limiting processes, obtain the other Painlevé equations as the following
diagram of degenerations:

PVI

(4)

PIV

(2)

PV

(3)
PIII

(2)

PII

(1)
PI

(0)

We note that the numbers inside the parentheses indicate the number of essential
parameters of the equations.

In [33, 35–38], Okamoto introduced the notion of space of initial conditions
for the Painlevé equations. The space of initial conditions is a rational surface
constructed by resolving the singularities of the equation by blowing-up at each
singular point. The space of initial conditions is characterized by the root systems,
and its type is called by the type of the corresponding root system. In view of the
space of initial conditions, PIII can be divided into three types: D.1/

6 -, D.1/
7 - and D.1/

8 -
type by the values of parameters as follows:

P
D
.1/
6

III W �ı ¤ 0

P
D
.1/
7

III W � D 0 ; ˛ı ¤ 0 (or ı D 0; ˇ� ¤ 0/

P
D
.1/
8

III W ˛ˇ ¤ 0 ; � D 0 ; ı D 0 :

Therefore, it is quite natural to classify the Painlevé equations into eight types and
to consider the following diagram of degenerations:
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PVI

D 1 1

1 1 1

1 1 1
4

PIV

E6

PV

D5

PD 1 1 1
6

III

D6

PD7
III

D7

PD8
III

D8

PII

E7

PI

E8

We note that the symbols inside the parentheses indicate the types of the space of
initial conditions.

Exercise 2.1 Find movable singularities of the following differential equation:

dw.t/

dt
D �

w.t/2

t
: (6)

2.2 Special Solutions

Painlevé et al. had a motivation to find a new class of special functions defined by
nonlinear differential equations. In this sense, the solutions of the Painlevé equations
are called the Painlevé transcendents. With the exception of special cases it is
known that the solutions of the Painlevé equations are really transcendental. On
the other hand, we are also interested in the special cases. We call such solutions
special solutions. Famous examples of special solutions, rational solution and
hypergeometric solution are well known. Note that the rational solution is a solution
expressed in terms of a rational function of the independent variable t,while the
hypergeometric solution is a solution expressed in terms of the hypergeometric
function.

In this section, we consider the rational and hypergeometric solutions of PIV:

y00 D
.y0/2

2y
C
3y3

2
C 4ty2 C 2.t2 � ˛/yC

ˇ

y
: (7)

2.2.1 Rational Solutions

We construct the rational solutions of PIV of the form

y D
c1tC c2
c3tC c4

; (8)

where ci, i D 1; 2; 3; 4, are constants such that c1c4 ¤ c2c3.
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Substituting (8) in PIV, we obtain the following equation:

A0�4A1t�2A2t
2�4A3t

3CA4t
4�8c1c3.c

2
1C c1c4C c2c3/t

5�4c21c
2
3t
6 D 0; (9)

where

A0 D �c21c
2
4 � 2c1c2c3c4 � 3c42 C 3c22c

2
3 C 4˛c22c

2
4 � 2ˇc44 ; (10)

A1 Dc21c3c4 C 3c1c
3
2 � c1c2c

2
3 � 2˛c1c2c

2
4 C 2c32c4

� 2˛c22c3c4 C 2ˇc3c
3
4 ;

(11)

A2 D9c21c
2
2 � 2˛c21c

2
4 C 12c1c

2
2c4 � 8˛c1c2c3c4 C 4c32c3

� 2˛c22c
2
3 C 2c22c

2
4 C 6ˇc23c

2
4 ;

(12)

A3 D3c31c2 C 6c21c2c4 � 2˛c21c3c4 C 6c1c
2
2c3 � 2˛c1c2c

2
3

C 2c1c2c
2
4 C 2c22c3c4 C 2ˇc33c4 ;

(13)

A4 D� 3c41 � 8c31c4 � 24c21c2c3 C 4˛c21c
2
3 � 4c21c

2
4

� 16c1c2c3c4 � 4c22c
2
3 � 2ˇc43 :

(14)

From the coefficient of t6, we obtain

c1 D 0 or c3 D 0 : (15)

Let us here choose the case

c3 D 0 : (16)

Then, (9) becomes

3c42 � 4˛c22c
2
4 C 2ˇc44 C c21c

2
4 C 4c2.3c1c

2
2 � 2˛c1c

2
4 C 2c22c4/t

C 2.9c21c
2
2 � 2˛c21c

2
4 C 12c1c

2
2c4 C 2c22c

2
4/t

2 C 4c1c2.3c21 C 6c1c4 C 2c24/t
3

C c21.c1 C 2c4/.3c1 C 2c4/t
4 D 0 : (17)

From the coefficient of t4, we obtain

c1 C 2c4 D 0 or 3c1 C 2c4 D 0 : (18)

Let us consider the case of

3c1 C 2c4 D 0 : (19)
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This gives the following conditions:

c2 D 0 ; ˛ D 0 ; ˇ D � 2
9
: (20)

Therefore, we finally obtain the rational solution

y D �
2t

3
; (21)

when parameters take the following special values:

˛ D 0; ˇ D �
2

9
: (22)

Exercise 2.2 Find the other rational solutions in the form of (8).

2.2.2 Hypergeometric Solutions

In this section, we construct a hypergeometric solution which can be obtained
through the Riccati equation. Let

ˇ D �2.˛ C 1/2 : (23)

Then, PIV can be reduced to the following first-order differential equation:

y0 D y.2tC y/ � 2.˛ C 1/ : (24)

This equation is known as the Riccati equation. It is well known that the Riccati
equation can be solved by a hypergeometric function. In fact, letting

y D �
G0

G
; (25)

the Riccati equation (24) can be reduced to the following linear differential equation:

G00 D 2tG0 C 2.˛ C 1/G : (26)

This equation is known as Hermite’s differential equation whose solution is called
the Weber function.

Remark 2.3 For

˛ D �n � 1 ; (27)

where n 2 Z�0, (26) can be solved by using the Hermite polynomial:

G D Hn.t/ ; (28)
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where

Hn.t/ D .�1/
net2=2 dn

dtn
.e�t2=2/ : (29)

This gives the rational solutions of PIV. In this sense, the hypergeometric solutions
contain some rational solutions.

Remark 2.4 It is well known that the coalescence cascades of hypergeometric func-
tions, from the Gauss’s hypergeometric function to the Airy function, correspond to
the diagram of degenerations of the Painlevé equations, from PVI to PII, in the sense
of the hypergeometric solutions [12]:

PVI

Gauss

PIV

Weber

PV

Kummer
PD 1

6
III

Bessel
PD7

III PD8
III

PII

Airy
PI

11

Note that P
D
.1/
7

III , P
D
.1/
8

III and PI do not have hypergeometric solutions. In this sense,
solutions of the Painlevé equations can be regarded as nonlinear analogues of the
hypergeometric functions.

Exercise 2.5 Confirm that the Riccati equation (24) satisfies PIV (7) under the
condition (23).

2.3 Bäcklund Transformations

In this section, we consider the Bäcklund transformations which leave the form of
the Painlevé equation invariant but change the parameters. Here we present two of
the important properties of the Bäcklund transformations: (1) generating an infinite
number of solutions starting from one solution, and (2) forming an affine Weyl
group, using PIV as an example.

2.3.1 A Bäcklund Transformation

For later convenience, we use parameters ˛1 and ˛2 defined by

˛ D 1 � ˛1 � 2˛2 ; ˇ D �2˛21 : (30)
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Then, PIV is rewritten as follows:

y00 D
.y0/2

2y
C
3y3

2
C 4ty2 C 2.t2 � 1C ˛1 C 2˛2/y �

2˛21
y
: (31)

Let us define the variable Ny by

Ny D �2t � yC
.2tC y/y � y0 � 2˛1

2y
C

4y.1 � ˛1 � ˛2/

.2tC y/y � y0 � 2˛1
: (32)

Then, Ny also satisfies PIV:

Ny00 D
.Ny0/2

2Ny
C
3Ny3

2
C 4tNy2 C 2.t2 � 2C ˛1 C 2˛2/Ny �

2.˛1 � 1/
2

Ny
: (33)

Therefore, the transformation T1 defined by

T1W .y; ˛1; ˛2/ 7! .Ny; ˛1 � 1; ˛2/ ; (34)

is a Bäcklund transformation of PIV.

Remark 2.6 We can redefine a Bäcklund transformation to be an operator on the
variables which commute with the operation of differentiation.

Remark 2.7 Compositions of Bäcklund transformations are also Bäcklund transfor-
mations.

Exercise 2.8 Confirm that Ny satisfies (33) if y is a solution of (31).

Exercise 2.9 Confirm that T1 commutes with d=dt.

2.3.2 Higher Solutions

In this section, we construct other special solutions of PIV by using the special
solutions given in Sect. 2.2 and the Bäcklund transformation T1 given in Sect. 2.3.1.

Substituting the rational solution (21) with the conditions for the parameter (22)
or, equivalently,

3˛1 D 3˛2 D 1 ; (35)

into (32), we obtain the following rational solution of (33):

Ny D
1

t
�
2t

3
: (36)
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In other words, by applying the Bäcklund transformation T1 to the known rational
solution (21), we obtain the following new rational solution of (31):

y D
1

t
�
2t

3
; (37)

when

3˛1 D �2 ; 3˛2 D 1 : (38)

In a similar manner, from the hypergeometric solution (25) with the condition of the
parameter (23), or equivalently,

˛1 C ˛2 D 1 ; (39)

we obtain the following new hypergeometric solution:

y D
˛1G

G0
C

G0

G
�

G00

2G0
� t ; (40)

when

˛1 C ˛2 D 0 : (41)

Repeating this procedures, we can obtain an infinite number of rational solutions
(see [18]) when

3˛1 D 1 � 3n ; 3˛2 D 1 ; (42)

where n 2 Z�0, and an infinite number of hypergeometric solutions (see [27]) when

˛1 C ˛2 D 1 � n ; (43)

where n 2 Z�0.

Remark 2.10 The special solutions which can be directly obtained from equations
such as (21) and (25) are called seed solutions, while the solutions which can be
obtained from these seed solutions using Bäcklund transformation such as (37)
and (40) are called the higher solutions.

Remark 2.11 In general, higher solutions can be expressed by the ratio of determi-
nants whose entries are the seed solutions (for further details see Remark 6.1 of [23]
and references therein). The structure of the determinant is one of the most important
properties of the Painlevé equations, since it shows the connections between the
Painlevé equations and various areas, such as the theory of orthogonal polynomials,
that of two-dimensional quantum gravity, that of random matrices, and so on.

Exercise 2.12 Confirm that (37) with (38) and (40) with (41) are solutions of (31).



Continuous, Discrete and Ultradiscrete Painlevé Equations 11

2.3.3 Affine Weyl Group Symmetry

In this section, we show that the Bäcklund transformations of a Painlevé equation
form an affine Weyl group.

Let us consider the following system of the differential equations:

f 0
0 D f0.f1 � f2/C ˛0 ; f 0

1 D f1.f2 � f0/C ˛1 ; f 0
2 D f2.f0 � f1/C ˛2 ; (44)

where

fi D fi.s/ .i D 0; 1; 2/ ;
0 D

d

ds
: (45)

Here, fi and ˛i satisfy

˛0 C ˛1 C ˛2 D 1 ; f0 C f1 C f2 D s : (46)

This system is equivalent to (31) and is called the symmetric form of PIV. Indeed,
we can obtain (31) from the system (44) as follows. From the system (44) and the
relation (46), we obtain

f 0
1 D f1.f1 C 2f2 � s/C ˛1 ; (47)

f 00
1 D f 0

1.f1 C 2f2 � s/C f1.f
0
1 C 2f 0

2 � 1/ ; (48)

f 0
2 D �f2.2f1 C f2 � s/C ˛2 : (49)

Eliminating f2 and f 0
2 from these three equations and applying the change of variables

f1.s/ D �
y.t/
p
2
; s D

p
2t ; (50)

we obtain the Eq. (31).
We introduce the transformations fs0; s1; s2; �g by the following actions:

si.˛j/ D ˛j�˛iaij ; si.fj/ D fjC
˛i

fi
uij ; �.˛i/ D ˛iC1 ; �.fi/ D fiC1 ; (51)

where i; j 2 Z=3Z. Here, A D .aij/
2
i;jD0 is given as the following symmetric 3 � 3

matrix:

A D

0

@

2 �1 �1

�1 2 �1

�1 �1 2

1

A ; (52)
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which is the Cartan matrix of type A.1/
2 . The matrix U D .uij/

2
i;jD0 is given by the

following the skew-symmetric matrix:

U D

0

@

0 1 �1

�1 0 1

1 �1 0

1

A : (53)

These transformations are Bäcklund transformations of PIV. The transformations
fs0; s1; s2; �g satisfy the following relations

s2i D .sisiC1/
3 D 1 ; (54a)

�3 D 1 ; �si D siC1� ; (54b)

where i 2 Z=3Z. The relations (54a) are the fundamental relations of the affine
Weyl group of type A.1/

2 . Therefore, these transformations generate the extended

affine Weyl group of type A.1/
2 : eW

�

A.1/
2

�

D hs0; s1; s2; �i. Thus PIV is said to have

the affine Weyl group symmetry of type A.1/
2 .

Remark 2.13 The transformation T1 defined by (34) is an element of eW
�

A.1/
2

�

.

Indeed, it is given by the composition of the generators of eW
�

A.1/
2

�

as follows:

T1 D �s2s1 : (55)

Moreover, we can easily construct the inverse mapping of T1 by the following:

T1
�1 D s1s2�

2 : (56)

Other Painlevé equations except for PI and P
D
.1/
8

III also have the affine Weyl group
symmetries [33, 35–38]:

PVI

D 1 1 1 1
4

PIV

A 1 1
2

PV

A3

PD 1
6

III

2A1

PD7
III

A1

PD8
III

PII

A1

PI

1 1

Inside the parentheses, we have presented the types of the extended affine Weyl
groups.

Exercise 2.14 Confirm that the transformations fs0; s1; s2; �g are Bäcklund trans-
formations of PIV.
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Exercise 2.15 Confirm that the fundamental relations (54) hold under the
actions (51).

3 Discrete Painlevé Equations

This section by Y. Shi looks at the discrete analogue of the Painlevé equations.
Many remarkable properties of the continuous Painlevé equations remain true in the
discrete setting. With an emphasis on the affine Weyl symmetries of the equations,
we explore some of these properties such as Bäcklund transformations and special
solutions. Material covered in this section is based on those of [23, 32], where
extensions and generalizations of this material can be found for the interested reader.

3.1 A Brief Introduction with an Example

Discrete Painlevé equations were initially recognized as difference equations aris-
ing from Bäcklund transformations Bäcklund transformations of the continuous
Painlevé equations [1, 13]. Many familiar features of the continuous Painlevé
equations also exist for the discrete Painlevé equations. For example, just as the
Painlevé equations can be seen as nonautonomous generalizations of the elliptic
equations, discrete Painlevé equations have been derived [7] by de-autonomizing
the QRT maps (integrable second order maps known as the discrete analogues of
elliptic functions [43]). More examples of discrete Painlevé equations have been
derived as reductions of discrete analogues of integrable PDEs [8, 16, 30, 31]; and
by a discrete analogue of the isomonodromy approach [14]. In 2001, Sakai gave
the classification for the discrete Painlevé equations [46] via a geometric approach
inspired by Okamoto’s work on the space of initial conditions for the Painlevé
equations [34].

Before going into the details of discrete Painlevé equations, we continue on with
the discussion of the Bäcklund transformations of the fourth Painlevé equation (PIV)
from the last section and explain how a purely discrete Painlevé equation can be
derived through the symmetry of the Bäcklund transformations of a continuous
Painlevé equation.

3.2 A Discrete Painlevé Equation Arising from the Bäcklund
Transformations of the PIV Equation

In Sect. 2.3.1 we have seen that if y is a solution of the PIV equation

y00 D
.y0/2

2y
C
3y3

2
C 4ty2 C 2.t2 � 1C ˛1 C 2˛2/y �

2˛21
y

(57)
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here 0 D d=dt. Then the function Ny, related to y by the Bäcklund transformation,

Ny D �2t � yC
.2tC y/y � y0 � 2˛1

2y
C

4y.1 � ˛1 � ˛2/

.2tC y/y � y0 � 2˛1
(58)

is also a solution of (57) with the corresponding parameters N̨1 D ˛1 � 1 and N̨2 D
˛2. This transformation is denoted by

T1W .y; ˛1; ˛2/ 7! .Ny; ˛1 � 1; ˛2/ : (59)

Moreover in Sect. 2.3.3, after a change of variables the PIV equation was recast
into a more symmetric form

f 0
0 D f0.f1 � f2/C ˛0 ; f 0

1 D f1.f2 � f0/C ˛1 ; f 0
2 D f2.f0 � f1/C ˛2 ; (60)

here 0 D d=ds and

˛0 C ˛1 C ˛2 D 1 ; f0 C f1 C f2 D s : (61)

Exercise 3.1 Verify that the simplest special (seed) rational solution of the PIV

equation given by (21) and (22) in terms of the symmetric variables and parameters
is given by

.˛0; ˛1; ˛2I f0; f1; f2/ D

�

1

3
;
1

3
;
1

3
I

s

3
;

s

3
;

s

3

�

: (62)

In this symmetric parametrization, the PIV equation can be described as a
birational realization of eW

�

A.1/
2

�

D hs0; s1; s2; �i, with the generators satisfying
the defining relations given in (54a).

Birational transformations associated with the generators s0; s1; s2; � given
by (51)–(53) are summarized in Table 1.

The Bäcklund transformation (59), corresponds to a translational element of the
group eW

�

A.1/
2

�

, can now be expressed in terms of a composition of transformations
associated to the generators: T1 D �s2s1.

Table 1 The PIV equation as birational realization of eW
�

A.1/
2

�

˛0 ˛1 ˛2 f0 f1 f2

s0 �˛0 ˛1 C ˛0 ˛2 C ˛0 f0 f1 C
˛0

f0
f2 �

˛0

f0

s1 ˛0 C ˛1 �˛1 ˛2 C ˛1 f0 �
˛1

f1
f1 f2 C

˛1

f1

s2 ˛0 C ˛2 ˛1 C ˛2 �˛2 f0 C
˛2

f2
f1 �

˛2

f2
f2

� ˛1 ˛2 ˛0 f1 f2 f0
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Transformations associated with the elements of eW
�

A.1/
2

�

on the PIV equa-
tion (60), that is their effects on the symmetric variables f0; f1; f2 and parameters
˛0; ˛1; ˛2 can be nicely visualized using the geometric realization of the Weyl
groups in Euclidean space. We now give a brief introduction on the Weyl group
and this geometric interpretation using the eW

�

A.1/
2

�

case as an example. We follow
closely the terminology and notation of Humphreys [11].

3.2.1 Weyl Group

Let A.1/2 D .Aij/0�i;j�2 be an extended Cartan matrix of type A2,

.Aij/0�i;j�2 D

0

@

2 �1 �1

�1 2 �1

�1 �1 2

1

A : (63)

Let V.1/ be a 3-dimensional real vector space spanned by

�.1/ D f˛0; ˛1; ˛2g and let ı D ˛0 C ˛1 C ˛2 ; (64)

then we see that f˛1; ˛2; ıg is also a basis of V.1/. Let V.1/� be a 3-dimensional
real vector space spanned by f h1; h2; hıg and define a bilinear pairing h ; iWV.1/ �

V.1/� ! R by

h˛i; hji D ıij ; h˛i; hıi D hı; hji D 0 for 1 � i; j � 2 ; and hı; hıi D 1 :
(65)

Vectors ˛1; ˛2 are called the simple roots, �.1/ the set of simple affine roots, ı the
null root and h1, h2 the fundamental weights, and finally P D Zfh1; h2g is the weight
lattice. Define the set of simple coroots �.1/_ D f˛_

0 ; ˛
_
1 ; ˛

_
2 g in V.1/� by

˛_
i D

2
X

jD1

Aijhj and ˛_
0 D �h1 � h2 ; (66)

we see that ˛_
0 C ˛

_
1 C ˛

_
2 D 0 and it can be easily checked that

h˛i; ˛
_
j i D Aij (67)

for all i; j 2 f0; 1; 2g. For each i 2 f0; 1; 2g define a linear transformation si on
V.1/ by

si˛j D ˛j � h˛j; ˛
_
i i˛i D ˛j � Aji˛i ; (68)

and on V.1/� we have

si:˛
_
j D ˛

_
j � Aij˛

_
i : (69)
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The affine Weyl group of type A2 is the group W
�

A.1/
2

�

D hs0; s1; s2i, with the
generators satisfying

s2j D 1 ; .sjsjC1/
3 D 1 .j 2 Z=3Z/ : (70)

The affine root system is given by˚.1/ DW.A.1/
2 /:�

.1/ D f˛Ckı j ˛ 2 ˚; k 2 Zg,
where ˚ D W.A2/:f˛1; ˛2g is the finite root system and W.A2/ D hs1; s2i the
finite Weyl group of A2 type. The affine Weyl group can be further extended by
a Dynkin diagram automorphism � to the extended affine Weyl group eW.A.1/2 / D
hs0; s1; s2; �i, with the additional relation to (70):

�3 D 1 ; �sj D sjC1� : (71)

The group eW.A.1/
2 / decomposes into the semidirect product of translations on the

weight lattice P and the finite Weyl group acting on the weight lattice:

eW.A.1/
2 / D hth1 ; th2i Ì W.A/ D TP Ì W.A2/ ; (72)

where thi 2
eW.A.1/

2 / .i D 1; 2/ are the translational elements associated to the two
fundamental weights.

Let � 2 V , so that hı; �_i D 0 and h�;�_i ¤ 0. The translational element
associated to � in eW.A.1/

2 / is given in terms of a composition of reflections

t� D sı��s� ; (73)

and

wt�w�1 D tw:� ; w 2 eW.A.1/
2 / : (74)

The action of t� on the simple affine roots ˛i for i 2 f0; 1; 2g is given by

t�:˛i D ˛i � h˛i; �
_iı D ˛i � �iı ; (75)

where we have let h˛i; �
_i D �i, that is t� shifts ˛i by ��i multiples of ı.

The translational motions by the affine Weyl group can be understood by
considering the transformations on a hyperplane in V.1/�. Define a hyperplane H
in V.1/� by,

H D f h 2 V.1/� j hı; hi D 1g : (76)

Then generators s˛�kı associated with the affine roots ˛ � kı 2 ˚.1/ act on h 2 H
by the formula

s˛�kı:h D h � .h˛; hi � k/˛_ ; (77)
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where ˛_ 2 ˚_, k 2 N. The generator s˛�kı act by reflection about the plane H˛�kı

given by

H˛�kı D f h 2 H j h˛; hi D kg ; note that H˛�kı D H�˛Ckı : (78)

Observe that s˛�kı given in (77) are reflections about planes that do not pass through
the origin for k ¤ 0, that is, they are affine transformations on H.

Exercise 3.2 Verify that the action of t� on H is given by

t�:h D hC �_ : (79)

using (69), (73) and (77).

Remark 3.3 We will see later that it is the translations by weights on the weight
lattice P that give rise to the Bäcklund transformations and “time evolution” of the
discrete Painlevé equations.

Recall, the Bäcklund transformation T1 of the PIV equation is given by

T1 D th1 D �s2s1 : (80)

This is the translational element associated to the fundamental weight h1. Its linear
action on the simple affine roots is given by:

th1 W .˛0; ˛1; ˛2/ 7! .˛0 C ı; ˛1 � ı; ˛2/ ; (81)

and as translational motion in the affine hyperplane H is:

th1 :h D hC h1 : (82)

Exercise 3.4 Verify (81) using formula (75).

Exercise 3.5 Using (74) and (80), show that the translation by fundamental weight
h2 is given by

th2 D �
�1s1s2 : (83)

3.2.2 The Parameter Space of the PIV Equation

Now we can interpret the PIV equation (60), in particular its birational formulation
given in Table 1 using the objects of eW.A.1/

2 / which we have just discussed. First,
let us look at the actions of the generators on the parameters ˛0; ˛1; ˛2. Recall that,
the parameters satisfy the condition ˛0C˛1C˛2 D 1. This condition is represented
geometrically as the triangular lattice in Fig. 1. This triangular lattice, namely the



18 N. Nakazono et al.

A2 lattice, is associated to the infinite Weyl group eW.A.1/
2 / D hs0; s1; s2; �i as

follows. The fundamental triangular region F of the lattice is bounded by the
reflection hyperplanes associated with three reflection generators s0; s1; s2; whereas
the Dynkin diagram automorphism � acts by anti-clockwise rotation of 2�=3
centered at the center of F. The fundamental region F can be mapped to any triangles
on the lattice by compositions of these transformations.

Exercise 3.6 Pick a general point inside F, p D .˛0; ˛1; ˛2/ and verify geometri-
cally the transformations associated to s0; s1; s2 given in Table 1.

The special solutions of the PIV equation discussed in Sect. 2.2, correspond to the
special values of the symmetric parameters, are associated to the special points on
this lattice, can be easily read off. For example, the seed rational special solution in
Sect. 2.2.1 given by (62) can be located as the center of F, where ˛0 D ˛1 D ˛2 D 1

3
.

The seed hypergeometric special solutions of Sect. 2.2.2 given by (25) and (26) for
the parameter value ˛1C˛2 D 1 or equivalently ˛0 D 0 is represented as a line in the
A2 lattice of Fig. 1. The chain of special solutions of rational and hypergeometric
type generated by the Bäcklund transformation T1 discussed in Sect. 2.3 are the
center of F and the line ˛0 D 0, shifted one step to the left by T1, respectively.

α2 2

α2 = 1

α2 = 0

α2 = −1

α2 = −2

s2

α1 = 0α1 = −1 α1 = 1 α1 = 2 α1 = 3
s0

α0 1 α0 0 s1α0 1 α0 2α0 2

π

= –= –===

=

Fig. 1 The parameter space of PIV
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h0 h1

h2

α1

α2

f1 f0

f2

f1 f0
f

0

H−α2+2δ

H−α2+δ

Hα2

Hα2+δ

Hα2+2δ

s2

Hα1Hα1+δ H−α1+δ H−α1+2δ H−α1+3δ

s0

H−α0+δ Hα0
s1Hα0+δ Hα0+2δH α0 2δ

F
T1F

T3F

T2F

– +

Fig. 2 The A2 lattice with the f -variables. The black vertices are the coroots and white vertices
are the weights. The .f0; f1; f2/ variables are defined on the three edges of the fundamental region
F, that is, as ratios of the weights. Translation in the T1 direction is denoted by � and translation
in the opposite direction of T1 is denoted by

�

. The translated fundamental region F by T1;T2;T3
are also indicated on the lattice

Exercise 3.7 Locate the special rational et hypergeometrical solutions of the PIV

equation given by (37) and (40), respectively, on the triangular lattice in Fig. 1.

3.2.3 An Additive Difference Painlevé Equation

To understand the actions of the generators on the .f0; f1; f2/ variables given in
Table 1 we use the A2 weight lattice P, associating the .f0; f1; f2/ variables with
the three edges of the fundamental region F (see Fig. 2). Then transformations on
the f -variables are induced from the actions of eW.A.1/

2 / on the weights (vertices
of the lattice). In this representation, the parameters the PIV equation ˛0; ˛1; ˛2,
associated with the simple affine roots of A2 type, can be read off from the index of
the reflection planes H˙˛iCkı for i 2 f0; 1; 2g.

For example, the fundamental region F bounded by the three reflection planes
H˛0 , H˛1 and H˛2 , is associated with the parameter values: ˛0; ˛1; ˛2. The translated
fundamental region T1:F is bounded by the hyperplanes H˛0Cı;H�˛1Cı;H˛2 , which
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are associated with the parameter values: ˛0C1; ˛1�1; ˛2. Notice that the direction
of T1 is opposite to that on the parameter lattice in Fig. 1. This is because the
parameters are associated with roots in V.1/, whereas the f -variables are associated
with weights in the dual space V.1/�.

The birational formulation the symmetric form of the PIV equation (60) given in
Table 1, that is the transformations associated to the actions of the generators, satisfy
the defining relations (70) and (71). We say that (60) has eW.A.1/

2 / symmetry.
Now using the formula for T1 D �s2s1 and the transformations given in Table 1

we have

T1.f1/ D t � f0 � f1 �
˛0

f0
; T�1

1 .f0/ D t � f0 � f1 C
˛1

f1
; (84)

and

T1.˛0/ D ˛0 C 1 ; T1.˛1/ D ˛1 � 1 ; T1.˛2/ D ˛2 : (85)

Exercise 3.8 Verify (84)–(85).

Let xn D Tn
1 .f1/ , yn D Tn

1 .f0/. Apply T1 n times to system (84) and rearrange,
we obtain

xnC1 C xn D t � yn �
˛0 C n

yn
; yn�1 C yn D t � xn C

˛1 � n

xn
: (86)

Equation (86) was first found in [44], and its continuum limit shown to be the
second Painlevé equation [5], hence it is denoted as d-PII.

Now define �Ti D TiC1�; .i D 1; 2; 3/, then we have:

T1 D �s2s1 D th1 ; T2 D �s0s2 D th2�h1 ; T3 D �s1s0 D t�h2 ; (87)

that is, they correspond to the translations by: h1, h2 � h1 and �h2, respectively, and
it can be easily checked that they satisfy the relation

T1T2T3 D 1 : (88)

Exercise 3.9 Identify the directions of translation by T1;T2;T3 in Fig. 2 and verify
that condition (88) is indeed satisfied. Follow the previous procedure and now let
xn D Tn

2 .f1/; yn D Tn
2 .f0/. Obtain the additive difference for this case and compare

with system (86).
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Fig. 3 Sakai’s classification by symmetry [46]. The symmetry associated with the continuous PIV

equation discussed in Sect. 3.2.3 is of type A.1/
2

3.3 Classification and Some Properties of the Discrete Painlevé
Equations

Sakai’s classification (summarized in Fig. 3) contains three types of difference
equations: additive, multiplicative and elliptic. The symmetries of some of the
additive type equations are also the discrete symmetries of the continuous Painlevé
equations (indicated in the bracket below).We have shown in the last section for the
case of the d-PII with A.1/

2 symmetry share the same symmetry group with that of
the PIV equation.

3.3.1 Additive Difference

Just as we have seen in (86), the independent variable n change by discrete step
n ! nC 1 while the dependent variable f .n/ iterates by: f .n/! f .nC 1/. This is
consistent with how one takes the continuous limit for an additive type difference
equation. Let the continuous independent variable be t D n�, then in the limit of
� ! 0, we have the usual definition of derivative of a function f .t/.

lim
�!0

f ..nC 1/�/ � f .n�/

�
D lim

�!0

f .tC �/ � f .t

�
D

df .t/

dt
:

3.3.2 Multiplicative Difference

Let t D qn, we see that as n ! n C 1, t ! qt. That is, the independent variable
changes by multiples of q 2 C and the dependent variable iterates by f .t/! f .qt/.
Hence multiplicative type difference equations are also sometimes referred to as
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q-type equations. The continuous limit of the q-difference is obtained by letting
q! 1, and we have the usual definition for the derivative in q-Calculus,

lim
q!1

f .qnC1/ � f .qn/

qn.q � 1/
D

df .t/

dt
:

3.3.3 Elliptic Difference

The parameter and independent variables of the elliptic difference type equations
enter through the argument of the elliptic functions, for example in terms of the
Weierstrass } function: }.a/ ! }.aC b/. Iterations are computed using addition
formulae of elliptic functions.

In what follows, using an example from Sakai’s q-list of equations we discuss
some further relations and properties which the discrete equations share with their
continuous counter-parts. Such as admitting special solutions for particular values
of the parameters; possessing Bäcklund transformations that give rise to affine Weyl
groups, and can be used to generate chains of special solutions.

3.4 A q-Discrete Analogue of the Fourth Painlevé Equation

A q-discrete analogue of the PIV equation (60), which we call the q-PIV equation is
given by

Nf0 D a0a1f1
1C a2f2 C a2a0f2f0
1C a0f0 C a0a1f0f1

;

Nf1 D a1a2f2
1C a0f0 C a0a1f0f1
1C a1f1 C a1a2f1f2

;

Nf2 D a2a0f0
1C a1f1 C a1a2f1f2
1C a2f2 C a2a0f2f0

;

(89)

where N stands for the multiplicative difference iteration, that is, c the independent
variable iterates by Nc D qc; whereas the dependent variables change by Nfi.c/ D
fi.qc/; finally a0; a1; a2 are the parameters of the equation. Moreover, we have the
conditions a0a1a2 D q and f0f1f2 D qc2 on the parameters and the variables, so
system (89) is really a second-order nonlinear q-difference equation. It belongs to
Sakai’s q-list and is of .A2 C A1/

.1/ type.

Exercise 3.10 Verify that in the limit � ! 0, the substitution ai D e��2˛i=2, fi D
�e�� i takes (89) to the symmetric PIV equation (60) for the  i variables, with
parameters ˛i for i D 0; 1; 2.
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Table 2 The q-PIV equation as birational realization of eW
�

A.1/
2

�

a0 a1 a2 f0 f1 f2

s0 a�1
0 a1a0 a2a0 f0 f1

a0 C f0
1C a0f0

f2
1C a0f0
a0 C f0

s1 a0a1 a�1
1 a2a1 f0

1C a1f1
a1 C f1

f1 f2
1C a1f1
a1 C f1

s2 a0a2 a1a2 a�1
2 f0

1C a2f2
a2 C f2

f1
1C a2f2
a2 C f2

f2

� a1 a2 a0 f1 f2 f0

The Bäcklund transformations of (89) form eW.A.1/
2 / D hs0; s1; s2; �i group

symmetry. The transformations associated to the generators on fi and ai are
summarized in Table 2, they were first given in [19].

Notice the similarity between the transformations on the parameters ai of q-PIV

equation (89) and on that of the parameters ˛i of the PIV equation (60) given in
Table 1. Here, the parameters ai are related to the affine simple roots of eW.A.1/

2 /: ˛i

by relation ai D q˛i for i D 0; 1; 2. The transformations given in Table 2 satisfy the
defining relations (70) and (71) of eW.A.1/

2 /. That is, the Bäcklund transformations

of PIV equation (89) form eW.A.1/
2 / group symmetry.

Recall that the translational element associated to the fundamental weight h1 is
T1 D th1 D �s2s1, in particular, we have

T1.a0/ D qa0 ; T1.a1/ D q�1a1 ; T1.a2/ D a2 ; (90)

T1.f1/ D
qc2

f1f0

1C a0f0
a0 C f0

; T1.f0/ D
qc2

f0T1.f1/

1C a0a2T1.f1/

a0a2 C T1.f1/
: (91)

Exercise 3.11 Verify (90)–(91) by direct computation.

Remark 3.12 We have seen from the discussion above that the Bäcklund transfor-
mations of a discrete equation (89) give rise to another multiplicative difference
equation (91), where a0 now has the role of the independent variable, that is
T1.a0/ D qa0, whereas a0a2 and c are parameters of (91). Equation (89) can then be
interpreted as a Bäcklund transformation of (91), and vice versa. This comes from
the fact that time evolution of an equation and its Bäcklund transformations are both
discrete iterations. This property of the discrete Painlevé equations does not have a
counter-part in the Painlevé equations, where time evolution is differential.

3.4.1 Special Solutions of q-Painlevé Equations

Now we take a look at the hypergeometric type special solutions of the q-Painlevé
equations, but first we give a summary on the q-hypergeometric functions, where
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we have followed the conventions on the notations of the q-special functions in [4].
The general q-hypergeometric function (also referred to as the basic hypergeometric
function) is defined by:

m�n.a1; : : : ; amI b1; : : : ; bnI q; z/

D
X

k�0

.a1I q/k � � � .amI q/k
.b1I q/k � � � .bnI q/k.qI q/k

h

.�1/kq.
n
2/
i1Cn�m

zk (92)

where .aI q/n D .1�a/.1�aq/ � � � .1�aqn�1/, jqj < 1 . For m D 2, n D 1, a1 D a,
a2 D b and b1 D c, we have

2�1.a; bI cI q; z/ D
X

k�0

.aI q/k.bI q/k

.cI q/k.qI q/k
zk ; (93)

it is the q-discrete analogue of Gauss’s hypergeometric function. Equation (93)
solves the q-discrete analogue of Gauss’s hypergeometric equation

�

abz �
c

q

�

	2� �

 

aC b/z �

�

1C
c

q

�

!

	� C .z � 1/� D 0 ; (94)

where 	y.x/ D 	y D y.qx/.

Exercise 3.13 Show that the q-hypergeometric series (93) becomes the hypergeo-
metric series

2F1.˛; ˇI � I z/ D
X

n�0

.˛/n.ˇ/n

.�/nnŠ
zn

in the limit q! 1, where .˛/n D ˛.˛ C 1/ � � � .˛ C n � 1/.

Remark 3.14 Letting a D q˛ , b D qˇ , c D q� , the above can be easily shown using
the fact that .1 � qk/=.1 � q/! k, as q! 1.

3.5 q-Hypergeometric Type Special Solutions of q-PIV

Recall that in section Sect. 3.2.2 on the special solutions of the PIV equation (60),
a hypergeometric type special solution is associated with a line in the parameter
space given by ˛0 D 0 for example (see Fig. 1). Similarly, the q-PIV equation (89)
admits a hypergeometric type special solution when the parameter takes the value
a2 D q˛2 D q0 D 1. In this case f2 D �1 and the q-PIV equation reduces to a
q-Riccati equation [19], that is a first-order nonlinear difference equation:
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Nf1 D �
q

a0

.1 � q2c2/f1 � a20c
2

f1
: (95)

In the same way that the Riccati equation (24) can be linearised by a Cole–Hopf
type transformation (25), the q-Riccati equation (95) can be linearized by a discrete
analogue of the Cole–Hopf type transformation:

f1 D �
q

a0

G

G
: (96)

Then (95) implies a second-order linear q-difference equation for the variable G,

G D .1 � q2c2/GC a20c
2G ; (97)

which is the q-Hermite–Weber equation: 1�1.a20=q2I 0I q2; q2c2/ in the notation of
q-hypergeometric function (92). In a further specialization a0 D q, solutions of (97)
are q-Hermite polynomials.

All of the discrete Painlevé equations in the degeneration diagram (Fig. 3)
of Sakai’s classification (except for the three types in the last column on the
right) admit hypergeometric series special solutions. The simplest (seed) special
hypergeometric solutions for each symmetry types in the classification have been
obtained via a geometric approach [20–22]. Geometry gives the specialization of
parameters for when discrete Painlevé equations reduce to a discrete Riccati type
equation. The discrete Riccati equation is then linearized to a second-order linear
discrete equation with which a hypergeometric series is identified. Corresponding
to the degeneration diagram we have the following elliptic and multiplicative type
hypergeometric special solutions,

E 1
8

12V11

E 1 1 1 1 1
8

10W 9

E7

8W 7

E6 D5 A4 A2 + A1 +A2 A1

1 1 0 q ;q,z3 2 2 1

1

1 1 1 1 a ; ;0;q,z

1

(98)

The symbol sVt denotes the terminating very-well-posed elliptic hypergeometric
series; tWs is the very-well-posed q-hypergeometric series. When the q-
hypergeometric series terminates for particular values of the parameters it leads to
the following corresponding q-orthogonal polynomials [25] summarised in Table 3.
There exist also another type of hypergeometric special solutions for the symmetric
discrete Painlevé equations, which are discussed in [17].
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Table 3 q-hypergeometric
series and their corresponding
q-orthogonal polynomials in
the terminating case

Balanced 10W9 Ismail Masson Rahman

8W7 Askey Wilson

Balanced 3�2 Big q-Jacobi

2�1 Little q-Jacobi

1�1 q-Laguerre

1�1.aI 0I q; z/ Stieltjes Wigert

4 Ultradiscrete Painlevé Equations

Section 4 by M. Kanki focuses on the so-called ultradiscrete limits of the dis-
crete Painlevé equations, and on the properties regarding theses ultradiscrete
equations. Various types of “integrable” cellular automata have been obtained
through ultradiscretization. These cellular automata are called ultradiscrete equa-
tions and are defined over the max-plus semifield .R;C;max/. In this section,
after introducing the technique of ultradiscretization through examples, we present
several ultradiscrete analogues of the discrete Painlevé equations: i.e., second order
nonlinear difference equations over the max-plus semifield. For example one of the
ultradiscrete Painlevé II equations has the form

XnC1 � Xn C Xn�1 D aCmaxŒ0; n � Xn� �maxŒ0; nC Xn� ;

where n is the independent variable and a is a parameter. It will be introduced in
later sections as udPII-2 from the paper of Ramani and others [45].

4.1 Introduction

In Sect. 3 by Y. Shi, we introduced discrete versions of the Painlevé equations;
how they have been discovered, how to classify these equations, and so on. In
this section we will try to further “simplify” those equations by a method called
ultradiscretization. In 1996, T. Tokihiro et al. invented a limiting procedure called
ultradiscretization [52]. The procedure was used to correlate the discrete KdV
equation with a cellular automaton of Takahashi–Satsuma [47, 49]. It is a powerful
tool to discretize the dependent variables of discrete dynamical systems, by which
various “integrable” cellular automata and their solitary wave solutions have been
obtained. These cellular automata are called the ultradiscrete equations and are
defined over the max-plus semifield.

In this section, after introducing the technique of ultradiscretization through an
example of the ultradiscrete KdV equation and its cellular automaton interpretation,
we present several ultradiscrete analogues of the discrete Painlevé equations
(ud-Painlevé equations) [6, 19, 45]. The ud-Painlevé equations are second-order
nonlinear difference equations over the max-plus semifield. Many of the properties



Continuous, Discrete and Ultradiscrete Painlevé Equations 27

in previous sections remain true even in this simplified setting. For example, the
ud-Painlevé equations have coalescence cascaded, which is in parallel to those
for continuous and discrete Painlevé equations. A 
 -function form, which is an
analogue of the bilinear equation in a discrete setting, is introduced for the ud-
Painlevé equation, and its piecewise linear special solution is presented following
the paper by Takahashi et al. [50].

Lastly we remark on several applications. One of the weak points of ultradis-
cretization is that it is not usually applicable to equations with minus signs. Later,
the method of “ultradiscretization with parity variables” was constructed, which
widens the application of ultradiscretization to equations with arbitrary signs [28].
We will also discuss the relation of our topics to other closely related areas such as
tropical geometry and integrability detection of ultradiscrete equations.

4.2 Ultradiscretization

In the case of discrete equations (or difference equations), independent variables
take only discrete values (usually integer values: e.g., sub/superscripts t; n 2 Z),
however dependent variables can take continuous values in R (or in C). In the
ultradiscrete equations, both the independent and dependent variables take only
discrete values. In this section, we briefly review the ultradiscretization procedure
and the ultradiscrete equations. Originally, Tokihiro and others had considered
the name “nonanalytic limit” for this method, and later the fashionable name
ultradiscretization was given by B. Grammaticos.

The process of ultradiscretization is done by discretizing the dependent variables
of a discrete equation by the following limiting procedure:

lim
�!C0

� log.�/ :

For example, if we have a dependent variable u in the discrete equation, we first
introduce a parameter � > 0, and the new dependent variable U by

u D exp.U=�/ :

Then, by taking the limit lim�!C0 � log.�/, on both sides of the equation for u, we
obtain the equation for U. It is trivial that � log.u/ goes to U in this setting. One
minor but important restriction is that the original variable u should have a positive
value so that we can take a ultradiscrete limit.

Let us introduce two basic properties of ultradiscrete limit (ud-limit):

(i) A multiplication a � b becomes an addition AC B, when we take the ud-limit by
a D exp.A=�/ and b D exp.B=�/.

(ii) In the same setting as in (i), an addition aCb becomes maximization maxŒA;B�.
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Proof of (i)

lim
�!C0

� log.a � b/ D lim
�!C0

� log
�

e.ACB/=�
�

D AC B : ut

Proof of (ii)

lim
�!C0

� log.aC b/ D lim
�!C0

� log
�

eA=� C eB=�
�

D maxŒA;B� : ut

Exercise 4.1 Confirm the last equality to obtain maxŒA;B�.

4.3 Ultradiscrete KdV Equation

Korteweg–de Vries equation (KdV equation) [26] is the following partial differential
equation for the dependent variable u.x; t/:

@u

@t
C 6u

@u

@x
C
@3u

@x3
D 0 :

The KdV equation has soliton solutions [54] and an infinite number of conserved
quantities. One of the integrable full discretized versions (i.e., both of the indepen-
dent variables t and x are discretized) of the KdV equation is as follows [10]:

.1C ı/	 tC1
nC1	

t�1
n D ı	 t�1

nC1	
tC1
n C 	 t

n	
t
nC1 ; (99)

where n; t are independent variables, 	 t
n D 	.n; t/ is the dependent variable, and ı is

a parameter. It is worth noting that Eq. (99) can be derived by a reduction from the
famous Hirota–Miwa equation [9] (which is also called the discrete KP equation).
The Hirota–Miwa equation is derived through the Miwa transformation from the KP
hierarchy.

We shall show an ultradiscrete version of (99). Let us introduce a new parameter
� by

ı D e�1=� :

Next we define a new dependent variable �t
n.�/ by

	 t
n.�/ D exp

�

�t
n.�/

�

�

;

which will be a variable of the ultradiscrete KdV equation. By taking the logarithms
of both sides of (99), we have
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�tC1
nC1 C �

t�1
n C � log

�

1C e�1=�
�

D � log

�

exp

�

�t�1
nC1 C �

tC1
n � 1

�

�

C exp

�

�t
n C �

t
nC1

�

��

: (100)

If we suppose that �t
n.�/ continuously depends on �, and that

lim
�!C0

�t
n.�/ WD �

t
n

exists for every n; t 2 Z, then we have from (100) that

�tC1
nC1 C �

t�1
n D maxŒ�t�1

nC1 C �
tC1
n � 1; �t

n C �
t
nC1� : (101)

Equation (101) is called the ultradiscrete KdV equation, which is closely related
to the cellular automaton of Takahashi–Satsuma [47, 49]. The cellular automaton of
Takahashi–Satsuma is now called the Box and Ball system (BBS). The BBS consists
of a one-dimensional array of boxes with balls in some of the boxes. We suppose
that there are an infinite number of boxes, and there are only a finite number of
balls, and count the location of the box from a certain point (n D 0) to the right.
The dependent variable ut

n of the BBS denotes the number of balls in the nth box
at the time step t. A ball of BBS moves from one box to another according to the
following rules (see Fig. 4).

The number of balls in the nth box at time step t is the dependent variable ut
n. To

obtain the state at time t C 1 from the state at time t, we sweep from the left to the
right and move the balls as follows:

1. We move the ball at the most left-hand side (ball “1”) to the nearest empty box
to the right of the ball “1.”

2. We move the second ball from the left (ball “2”) of the initial state at time t, to
the nearest empty box to the right, excluding the one used in 1.

3. We repeat this movement until every ball is moved exactly once.

Time  t 

Time t+1 

Ball 1          moves to the nearest empty box to the right. 
Ball 2          moves to the nearest empty box, excluding the one 
used for the ball 1 in previous step. 

Fig. 4 Evolution rule of the box and ball system (a cellular automaton related to the ultradiscrete
KdV equation)
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From n=0 (left) to n=17 (right):                               
n=0                           n=5             n=10 

t=0 
t=1 
t=2 
t=3 
t=4 

2
9 4

Fig. 5 A soliton solution of the box and ball system (BBS). An array of m(> 0) balls moves to
the right with a speed m. The array is an analogue of the soliton solution of the (continuous) KdV
equation, and is called the solitons of the BBS

In this paper, let us suppose that the capacity of each box is one: i.e., we only
consider ut

n D 0 and ut
n D 1. Then the rules from 1 to 3 can be written down as

the evolution equation:

utC1
n D min

�

1 � ut
n;

n�1
X

kD�1

.ut
k � utC1

k /

	

;

where we have assumed that the total number of balls in the system is finite. The
relation of ut

n with the variable �t
n of the ultradiscrete KdV equation (101) is as

follows:

�t
n D

t
X

sD�1

1
X

mDn

us
m ; (102)

where the summation is essentially finite. When we describe (102) in Fig. 5 of the
time evolution of the BBS, the number of balls in the rectangle in the upper-right
corner from the cell at .n; t/ is equal to the value of �t

n. For example, we have �08 D 0,
�18 D 2, �28 D 5, �09 D 0, �19 D 1, �29 D 4, and so on. We can easily reassure that the
Eq. (101) is satisfied for n D 8, t D 1:

�29 C �
0
8 D maxŒ�09 C �

2
8 � 1; �

1
8 C �

1
9� :

Exercise 4.2 Pick up several �t
ns in Fig. 5, and confirm that (101) is satisfied, by

counting the number of balls in the upper-right corner above .n; t/.

Note that (101) is a piecewise-linear equation. The ultradiscretization is a process
to construct a piecewise-linear equation from a fully discrete one. Piecewise-linear
equations can be interpreted as evolution rules for cellular automata, and are useful
not only in the theory of integrable systems but also in the modeling of phenomena
in physics and engineering. For further study, we pick up [48, 53] on generalizations
of the BBS: e.g., the capacity of the box can be larger than one, and [24] on
integrable nature such as their conserved quantities.
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4.4 Ultradiscrete Painlevé Equations (ud-Ps)

We will apply ud-limits to the discrete Painlevé equations. We mainly review the
paper The ultimate discretization of the Painlevé equations by Ramani et al. [45].
In the paper [45], the ultradiscrete versions of the discrete Painlevé equations are
systematically constructed.

Before starting, let us note that ud-limit of the Riccati equation

xnC1 D
˛xn C ˇ

�xn C ı

becomes just a linear equation as explained in [45]. (Since the Riccati equation is a
linearizable equation, this result is not strange.) We need more complex structures
(in particular we need more than first order recurrences) for the discrete equations
to yield nonlinear ultradiscrete equations. Therefore we will study second order
difference equations whose typical nonautonomous examples are discrete Painlevé
equations.

As one of the simplest examples, let us introduce one of ultradiscrete Painlevé I
equations (udPI). We use the following form of the discrete Painlevé I equation:

xnC1xn�1 D
�n

xn
C
1

x2n
; (103)

where � is a positive constant. Equation (103) is of the multiplicative type, and is
often called the q-discrete Painlevé I equation since the nonautonomous term qn

was originally used instead of �n here. In this section we only use multiplicative
types, not additive types. Let us suppose that xn > 0 for every n, and introduce � by
� D e1=� and a new dependent variable Xn by

xn D exp

�

Xn

�

�

:

Then (103) is equivalent to

exp

�

XnC1 C Xn�1

�

�

D exp

�

n � Xn

�

�

C exp

�

�2Xn

�

�

: (104)

By taking the ud-limit of both sides of (104), we obtain

XnC1 C Xn�1 D maxŒn � Xn;�2Xn� ;

and thus

XnC1 C Xn�1 C 2Xn D maxŒXn C n; 0� : (105)
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Equation (105) is one form of the ultradiscrete Painlevé I equation (udPI). Note
that we often use the symbol .A/C WD maxŒA; 0� for simplicity. The identity A C
.�A/C D .A/C is often useful in the deformations of equations. Then udPI becomes

XnC1 C Xn�1 C 2Xn D .Xn C n/C : (udPI�1)

The form of ultradiscrete Painlevé I equation is not unique. Another form of the
ultradiscrete Painlevé I equation is

XnC1 C Xn�1 D .Xn C n/C ; .udPI-3/ (106)

which is obtained by taking the ultradiscrete limit of another version of the discrete
Painlevé I equation:

xnC1xn�1 D �
nxn C 1 :

We can obtain one form of the ultradiscrete Painlevé II equations from a discrete
analogue of the Painlevé II equation:

xnC1xn�1 D
˛.xn C �

n/

1C �nxn
; (107)

where ˛ is a nonzero parameter. By taking the ultradiscrete limit of (107) as � D
e1=� and ˛ D ea=� , we obtain

XnC1 C Xn�1 � Xn D aC .n � Xn/C � .nC Xn/C ; .udPII-2/ (108)

where a is a constant. Equation (108) is one of the two ultradiscrete Painlevé II
equations introduced in [45]. Another form is

XnC1 C Xn�1 D aC .n � Xn/C � .nC Xn/C ; .udPII-1/ (109)

which comes from the ultradiscrete limit of another discretization of the Painlevé II
equation

xnC1xn�1 D
.xn C �

n/

xn.1C ˛�nxn/
: (110)

We list other ultradiscrete equations only with brief explanation. Here is the
ultradiscrete Painlevé III equation (udPIII):

XnC1 C Xn�1 � 2Xn D .nC a � Xn/C C .n � a � Xn/C

�.Xn C bC n/C � .Xn � bC n/C: .udPIII/ (111)
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The following coupled system is the ultradiscrete Painlevé V equation (udPV):

8

ˆ

ˆ

<

ˆ

ˆ

:

XnC1 C Xn D .Yn/C

Yn C Yn�1 D .Xn � a/C C .Xn C a/C C .Xn � b/C C .Xn C b/C

�.Xn C cC n/C � .Xn � cC n/C

: (112)

Other ultradiscrete Painlevé equations (udPI-2, udPIV-1, udPIV-2, udPVI) can be
found in [45]. In [19], the authors have obtained another form of the ultradiscrete
Painlevé IV equation from the symmetric form of the (q-)discrete Painlevé IV
equation.

4.5 Degeneration Diagram of Ud-Painlevé Equations

We explain one of the main properties of the ultradiscrete Painlevé equations:
degeneration diagram (coalescence cascades). The ultradiscrete Painlevé equations
have the following cascades in Fig. 6, which is quite similar to those for continuous
and discrete Painlevé equations. Here, the arrow P! Q indicates that the equation
Q is derived from P by introducing a large parameter ˝ in the parameters of
ultradiscrete Painlevé equations and by taking a limit ˝ ! C1. This limiting
process can be seen as a ultradiscrete ‘degeneration,’ by which the number of
discontinuities of the piecewise linear equation is decreased one by one at each
limit. As we can see in the work by Joshi and Lafortune [15], a discontinuity of
an ultradiscrete piecewise linear equation can be interpreted as an analogue of a
singularity of discrete (and continuous) mappings.

• A solid arrow indicates a limiting process w.r.t. the large . 
• An (integer) under the equation is the number of its essential parameters.

VIud-P
 (4)

Vud-P
 (3)

IV 2ud-P
 (2)

IV 1ud-P
 (2)

IIIud-P
 (2)

II 1ud-P
  (1)

II 2ud-P
  (1)

I 1ud-P
  (0)

I 3ud-P
  (0)

I 2ud-P
  (0)

Fig. 6 Coalescence cascades of ultradiscrete Painlevé equations. Under each equation, we have
added the number of essential parameters, that always coincides with the case of continuous
equation
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As an example we show how to obtain udPI-3 (106) from udPII-2 (108). Let us
take

a D �˝ ; n D �˝ � m ; Xn D
1
2
.Zm � m/ �˝ ;

in (108). Then we have

˚

1
2
.Zm�1 � mC 1/ �˝




C
˚

1
2
.ZmC1 � m � 1/ �˝




C
˚

� 1
2
.Zm � m/C˝




D �˝ C .�˝ � m � 1
2
.Zm � m/C˝/C � .�˝ � mC 1

2
.Zm � m/ �˝/C ;

and thus

1
2
.ZmC1 C Zm�1/ D

1
2
.Zm C m/Cmax

�

� 1
2
.Zm C m/; 0

�

�max
�

�2˝ C 1
2
Zm �

3
2
m; 0

�

: (113)

When we take the limit ˝ !C1 in the last term of (113), we have

maxŒ�2˝ C 1
2
Zm �

3
2
m; 0�! 0 :

Therefore the large parameter limit of (113) is

ZmC1 C Zm�1 D Zm C mC .�Zm � m/C D .Zm C m/C ;

which is nothing but the ultradiscrete Painlevé I equation (106).

Exercise 4.3 Check other degenerations. For example, introduce a large parameter
˝ in ud-Painlevé V as Xn D ˝C.Zm�m/=2 (and also suitably transform parameters
a and b), to derive ud-Painlevé III as a coalescence limit.

It is worth noting that the number of parameters in the ultradiscrete Painlevé X
equation is always equal to the number of essential parameters in the (continuous)
Painlevé X equation (X D 1; 2; 3; 4; 5; 6). Therefore it is natural to conjecture
that, a mechanism similar to that for continuous Painlevé equations which has been
reviewed by Nakazono in Sect. 2, should apply to the coalescence cascades (Fig. 6):
e.g., affine Weyl groups, the space of initial conditions, and so on. However, the
complete classifications of the ultradiscrete Painlevé equations is not done, and we
do not have enough knowledge on the underlying structures of the ultradiscrete
systems. For example, it is not clear how to define singular points of ultradiscrete
equations. For example, a criterion for integrability of ultradiscrete equations is
proposed in [15] and further developed in view of the tropical geometry in [40].
The work can be considered as a tropical counterpart of an integrability criterion for
discrete equations called “the singularity confinement test” [7]. However, the notion
of the space of initial conditions does not seem to be well-defined for ultradiscrete
systems. In the continuous and discrete cases, symmetries of the evolution of the
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equations appear as affine Weyl groups, whose complements are the symmetry
groups of the space of initial conditions. We can formulate symmetries for ud-
Painlevé equations in terms of affine Weyl groups. For example, in [41], the authors
study tropical representations of affine Weyl groups—a representation of the group
without subtractions has an ultradiscrete limit—so that elements of the groups
describe the evolution of many of the ud-Painlevé equations in [45] and [19].

4.6 Special Solutions to the Ud-Painlevé Equations

In [50], rational solutions of the two types of ultradiscrete Painlevé II equations
and those of the ultradiscrete Painlevé III equation are presented. The results are
in perfect parallel to the continuous and discrete cases. As in the case of discrete
equations, we have ultradiscrete analogues of the bilinear equation. For example, in
the case of ultradiscrete Painlevé II equation (109), by conducting the transformation

Xn D 
n�1 � 
n�2 ;

we obtain a “bilinear” form


n CmaxŒ
n�2; 
n�1 C n� D 
n�3 CmaxŒ
n�1; 
n�2 C n�C a : (114)

In the ultradiscrete world, � changes toC, andC changes to ‘max,’ therefore, (114)
is indeed analogous to a bilinear equation in the “discrete world.” For the simplicity
of the following computations, let us slightly transform (114) and use


n CmaxŒ
n�2; 
n�1 C n � a� D 
n�3 CmaxŒ
n�1; 
n�2 C n� ; (115)

as one form of bilinear udPII equations. We can construct a special solution


n D

m�1
X

jD0

maxŒ0; n � 3j� ; (116)

for a D 4m with m 2 Z�0. The same 
n can be expressed in another form:


n D max
0�j�m

Œjn � 3
2
j.j � 1/� ; (117)

whose graph is easier to understand: 
n is a weakly monotonously increasing
piecewise linear function increasing its slope at n D 3j .j D 0; 1; : : : ;m � 1/.
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Exercise 4.4 Prove that expressions (116) and (117) give the same 
n, and that they
are solutions to (115).

The form (116) can be seen as the ultradiscrete analog of the Casorati determinant
special solutions for discrete equations, and the form (117) can be seen as an
expansion of the “determinant.”

4.7 Ultradiscrete Limit with Sign Variables

One of the weak points of ultradiscretization is that we require the original equations
to possess only plus signs (in other words, free of minus signs). In order to overcome
this difficulty, the generalization of the ultradiscrete limit is introduced. The method
is called “the ultradiscrete limit with sign (or parity) variables”, and it enables us
to ultradiscretize directly equations with arbitrary signs [28]. Let u be a dependent
variable of a discrete equation. If u ¤ 0, we introduce a parity variable ! by ! D
u=juj, and the amplitude variable U by U D � logjuj, where � is a positive small
parameter. By introducing the parity function s.!/, by

s.!/ D

(

1; ! D C1

0; ! D �1;

we can rewrite the variable u as

u D fs.!/ � s.�!/geU=� :

An ultradiscrete analogue of s.!/ is defined as

S.!/ D

(

0; ! D C1

�1; ! D �1;

Therefore the ultradiscretization of u is defined regardless of its sign as

lim
�!C0

� log
�

s.!/eU=�
�

D S.!/C U :

Mimura et al. have constructed the ultradiscrete analogue of the q-Airy function.
The ultradiscrete q-Airy function that they have constructed is one of the special
solutions of the ultradiscrete Painlevé II equation [28]. They are also intensively
studying special solutions of other ultradiscrete Painlevé equations by using the
ultradiscrete limit with parity variables. Takemura and Tsutsui have constructed the
ultradiscrete analogue of the q-discrete Painlevé VI equation [51].
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4.8 Answers to the Exercises in Sect. 4

Here are hints and answers to the exercises.

4.8.1 Solution to Exercise 4.1

We prove the case of A > B. It is not hard to see that

� log.eA=� C eB=�/ D AC � log.1C e.B�A/=�/! A .� !C0/ :

4.8.2 Solution to Exercise 4.3

Let us introduce a new variable m and a parameter ˛ as

a D ˝ C ˛; b D ˝ � ˛; n D m �˝; Xn D ˝ C
1
2
.Zm � m/

The coupled form (112) of udPV can be written down in one equation as

XnC1 C 2Xn C Xn�1 D .Yn/C C .Yn�1/C;

where we can substitute the second equation of (112) in the right-hand side. Since
Xn !1 when ˝ !1, we have Yn > 0 for ˝ > 0 that is large enough. Thus the
term ./C is omitted, and the equation udPV should be

XnC1 C 2Xn C Xn�1

D Yn C Yn�1

D .Xn �˝ � ˛/C C .Xn C˝ C ˛/C C .Xn �˝ C ˛/C

C .Xn C˝ � ˛/C � .Xn C cC m �˝/C � .Xn � cC m �˝/C:

Substituting Zm in the right hand side, and taking the limit ˝ !1, we have

ZmC1 C Zm�1 � 2m

D .Zm �mC 2˛/C C .Zm �m� 2˛/C � .Zm CmC 2c/C � .Zm Cm� 2c/C :

(118)

Since we have

.Zm � m˙ 2˛/C D .m� 2˛ � Zm/C � m˙ 2˛ C Zm ;
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(118) becomes

ZmC1 � 2Zm C Zm�1 D .mC 2˛ � Zm/C C .m � 2˛ � Zm/C

� .Zm C mC 2c/C � .Zm C m � 2c/C ;

which is nothing but the udPIII equation (111), where the parameters are b ! 2c,
a! 2˛.

4.8.3 Solution to Exercise 4.4

First it is easy to prove that 
n in (117) is equal to


n D

8

ˆ

ˆ

<

ˆ

ˆ

:

0 .n � 0/

jn � 3
2
j.j � 1/ .3.j � 1/ � n � 3j/ .j D 1; 2; : : : ;m � 1/

mn � 3
2
m.m � 1/ .3.m � 1/ � n/:

Since we have
Pk�1

jD0.n � 3j/ D kn � 3
2
k.k � 1/ for a nonnegative integer k, we can

prove that (116) is in fact equivalent to (117). Next we prove that (117) is a solution
to (115). For a fixed j 2 f0; 1; : : : ;m � 1g, it is enough to confirm that (115) is
satisfied for 
n of three cases n D 3.j � 1/, n D 3.j � 1/C 1 and n D 3.j � 1/C 2.
For example, when n D 3.j � 1/ we can obtain by direct computation that


n�3 D
3
2
.j � 1/.j � 2/ ; 
n�2 D

1
2
.j � 1/.3j � 4/ ;


n�1 D
1
2
.j � 1/.3j � 2/ ; 
n D

3
2
j.j � 1/ :

Therefore (115) is equivalent to


n C 
n�2 D 
n�3 C 
n�2 C n ;

which is identically satisfied. The remaining cases of n D 3.j � 1/ C 1 and n D
3.j � 1/C 2 can be proved in the same manner.

4.9 Conclusion of Sect. 4

In Sect. 4, we have introduced ultradiscrete analogues of the discrete Painlevé
equations. After introducing the technique of ultradiscretization through the cellular
automaton of box and balls (BBS), we have presented several ultradiscrete ana-
logues of the q-discrete Painlevé equations: i.e., second-order nonlinear difference
equations over the max-plus semifield. Many of the properties in previous sections
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have been shown to remain true even in this simplified setting, including the
degeneration diagram and the special solutions. We have omitted many of the
interesting properties of the ultradiscrete Painlevé equations. For further reading, we
pick up [41] for the relation with tropical curves, [29, 39] for the special solutions
other than those introduced in [50].

Acknowledgements Authors thank Profs. Tetsuji Tokihiro, Masatoshi Noumi and Akane Naka-
mura for helpful comments.
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l’intégrale générale est àă points critiques fixes. Acta Math. 33(1), 1–55 (1910)

4. G. Gasper, M. Rahman, Basic Hypergeometric Series, vol. 35. Encyclopedia of Mathematics
and Its Applications (Cambridge University Press, Cambridge, 1990)

5. B. Grammaticos, Y. Ohta, A. Ramani, H. Sakai, Degeneration through coalescence of the
q-Painlevé VI equation. J. Phys. A 31(15), 3545–3558 (1998)

6. B. Grammaticos, Y. Ohta, A. Ramani, D. Takahashi, K.M. Tamizhmani, Cellular automata and
ultra-discrete Painlevé equations. Phys. Lett. A 226(1–2), 53–58 (1997)

7. B. Grammaticos, A. Ramani, V. Papageorgiou, Do integrable mappings have the Painlevé
property? Phys. Rev. Lett. 67(14), 1825–1828 (1991)

8. B. Grammaticos, A. Ramani, J. Satsuma, R. Willox, A. Carstea, Reductions of integrable
lattices. J. Nonlinear Math. Phys. 12(Suppl. 1), 363–371 (2005)

9. R. Hirota, Discrete analogue of a generalized Toda equation. J. Phys. Soc. Jpn. 50(11),
3785–3791 (1981)

10. R. Hirota, S. Tsujimoto, T. Imai, Difference scheme of soliton equations. Sūrikaisekikenkyūsho
Kōkyūroku 822, 144–152 (1993)

11. J.E. Humphreys, Reflection Groups and Coxeter Groups. Cambridge Studies in Advanced
Mathematics, vol. 29 (Cambridge University Press, Cambridge, 1990)

12. K. Iwasaki, H. Kimura, S. Shimomura, M. Yoshida, From Gauss to Painlevé, vol. E16. Aspects
of Mathematics (Friedrich Vieweg & Sohn, Braunschweig, 1991)

13. M. Jimbo, T. Miwa, Monodromy preserving deformation of linear ordinary differential
equations with rational coefficients. II. Phys. D 2(3), 407–448 (1981)

14. M. Jimbo, H. Sakai, A q-analog of the sixth Painlevé equation. Lett. Math. Phys. 38(2),
145–154 (1996)

15. N. Joshi, S. Lafortune, How to detect integrability in cellular automata. J. Phys. A 38(28),
L499–L504 (2005)

16. N. Joshi, N. Nakazono, Y. Shi, Reflection groups and discrete integrable systems. J. Intell.
Syst. 1(1), xyw006 (2016)

17. K. Kajiwara, N. Nakazono, Hypergeometric solutions to the symmetric q-Painlevé equations.
Int. Math. Res. Not. 2015(4), 1101–1140 (2015)

18. K. Kajiwara, Y. Ohta, Determinant structure of the rational solutions for the Painlevé IV
equation. J. Phys. A 31(10), 2431–2446 (1998)

19. K. Kajiwara, M. Noumi, Y. Yamada, A study on the fourth q-Painlevé equation. J. Phys. A
34(41), 8563–8581 (2001)



40 N. Nakazono et al.

20. K. Kajiwara, T. Masuda, M. Noumi, Y. Ohta, Y. Yamada, 10E9 solution to the elliptic Painlevé
equation. J. Phys. A 36, L263–L272 (2003)

21. K. Kajiwara, T. Masuda, Noumi, M., Ohta, Y., Yamada, Y.: Hypergeometric solutions to the
q-Painlevé equations. Int. Math. Res. Not. 2004(47), 2497–2521 (2004)

22. K. Kajiwara, T. Masuda, M. Noumi, Y. Ohta, Y. Yamada, Construction of hypergeometric
solutions to the q-Painlevé equations. Int. Math. Res. Not. 2005(24), 1441–1463 (2005)

23. K. Kajiwara, M. Noumi, Yamada, Y.: Geometric aspects of Painlevé equations. J. Phys. A
50(7), 073001, 164 (2017)

24. M. Kanki, J. Mada, T. Tokihiro, Conserved quantities and generalized solutions of the
ultradiscrete KdV equation. J. Phys. A 44(14), 145202, 13 (2011)

25. R. Koekoek, R.F. Swarttouw, The Askey-scheme of hypergeometric orthogonal polynomials
and its q-analogue. Online notes (1998)

26. D.J. Korteweg, G. de Vries, On the change of form of long waves advancing in a rectangular
canal, and on a new type of long stationary waves. Philos. Mag. (5) 39(240), 422–443 (1895)

27. T. Masuda, Classical transcendental solutions of the Painlevé equations and their degeneration.
Tohoku Math. J. (2) 56(4), 467–490 (2004)

28. N. Mimura, S. Isojima, M. Murata, J. Satsuma, Singularity confinement test for ultradiscrete
equations with parity variables. J. Phys. A 42(31), 315206, 7 (2009)

29. M. Murata, Exact solutions with two parameters for an ultradiscrete Painlevé equation of type
A.1/
6 . SIGMA Symmetry Integrability Geom. Methods Appl. 7, 15 pp. (2011). Paper 059

30. F.W. Nijhoff, V.G. Papageorgiou, Similarity reductions of integrable lattices and discrete
analogues of the Painlevé II equation. Phys. Lett. A 153(6), 337–344 (1991)

31. F.W. Nijhoff, A. Ramani, B. Grammaticos, Y. Ohta, On discrete Painlevé equations associated
with the lattice KdV systems and the Painlevé VI equation. Stud. Appl. Math. 106(3), 261–314
(2001)

32. M. Noumi, Painlevé Equations Through Symmetry, vol. 223. Translations of Mathematical
Monograph (American Mathematical Society, Providence, RI, 2004)

33. Y. Ohyama, H. Kawamuko, H. Sakai, K. Okamoto, Studies on the Painlevé equations. V. Third
Painlevé equations of special type Piii.D7/ and Piii.D8/. J. Math. Sci. Univ. Tokyo 13(2),
145–204 (2006)

34. K. Okamoto, Sur les feuilletages associés aux équations du second ordre àă points critiques
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Elliptic Hypergeometric Functions

Fokko J. van de Bult

Abstract These lecture notes discuss some of the basics of elliptic hypergeomet-
ric functions. These are fairly recent generalizations of ordinary hypergeometric
functions. In this chapter we first discuss both ordinary hypergeometric functions
and elliptic functions, as you need to know both to define elliptic hypergeometric
series. We subsequently discuss some of the important properties these series satisfy,
in particular we consider the biorthogonal functions found by Spiridonov and
Zhedanov, both with respect to discrete and continuous measure. In doing so we
naturally encounter the most important evaluation and transformation formulas for
elliptic hypergeometric series, and for the associated elliptic beta integral.

1 Introduction

While the theory of ordinary and basic hypergeometric functions goes back to the
time of Euler and Gauß, the study of elliptic hypergeometric functions only started
in the late 1990s, after the publication of a paper [2] by Frenkel and Turaev. As
a testament to the usefulness of hypergeometric functions, and specifically also
elliptic hypergeometric functions, Frenkel and Turaev introduced the elliptic hyper-
geometric functions when studying solutions to the Yang-Baxter equation. Since
then, elliptic hypergeometric functions have appeared in many other applications.
To get an impression of their applications you can browse the list of papers on
elliptic hypergeometric functions on the website of Rosengren (see the note at the
top of the bibliography).

Given the name, it might come as no surprise that to understand elliptic
hypergeometric series and integrals it is important to understand both ordinary
hypergeometric functions and elliptic functions. The theory of elliptic hypergeo-
metric functions is really a reflection of the theory for ordinary hypergeometric
functions, but usually twisted in a slightly more complicated way. One of the ques-
tions one should often ask is “I know hypergeometric functions satisfy this property,
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does it have an elliptic hypergeometric analogue?” and the other way around “What
is the ordinary/basic hypergeometric version of this elliptic hypergeometric result?”
On the other hand the basic building blocks for elliptic hypergeometric series are
elliptic functions, so it is important to know the basic properties of elliptic functions
as well.

This explains the order of these notes: First we briefly discuss the basics of (basic)
hypergeometric series, then the basics of elliptic functions, before we consider the
elliptic hypergeometric functions themselves. We then continue by showcasing a
few of the most important identities satisfied by elliptic hypergeometric functions.
In particular we will be focused on the generalizations of the classical orthogonal
polynomials (Legendre, Jacobi, Wilson, etc.) to the elliptic level.

2 Hypergeometric Series

A general reference for ordinary hypergeometric functions is [1].

Definition 2.1 A hypergeometric series is a series
P

dn for which the quotient of
two subsequent terms r.n/ D dnC1=dn is a rational function of n.

The name hypergeometric originates from the geometric series
P1

kD0 xk D

1=.1 � x/, which is a special case of hypergeometric series where the quotient
r.n/ is a constant function. Other examples of hypergeometric series are ex D
P1

nD0 xn=.nŠ/ and the binomial .1C x/n D
Pn

kD0

�n
k

�

xk.
Notice that any rational function can be factored

r.n/ D
.nC a1/.nC a2/ � � � .nC ar/

.nC b1/.nC b2/ � � � .nC bs/
z:

Thus the zeros are at n D �aj and the poles at n D �bj. This means that

dn D d0

n�1
Y

kD0

r.k/ D d0
.a1; a2; : : : ; ar/n

.b1; b2; : : : ; bs/n
zn

where we use the notation

Definition 2.2 The pochhammer symbol .a/n is defined for n 2 Z�0 as

.a/n D
n�1
Y

kD0

.aC k/ :

Note that this implies that .a/0 D 1. We use an abbreviations for products of these
pochhammer symbols:

.a1; a2; : : : ; ar/n D .a1/n.a2/n � � � .ar/n
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Considering this general expression for the terms of a hypergeometric series we
introduce the notation

Definition 2.3 The hypergeometric series are defined as

rFs

�

a1; : : : ; ar

b1; : : : ; bs
I z

	

D

1
X

nD0

.a1; : : : ; ar/n

.1; b1; : : : ; bs/n
zn :

Notice the 1 which is always added as a numerator parameter. First of all .1/n D
nŠ, so it indeed appears in the series we gave before. Indeed we have

ex D 0F0

�

�

�
I x

	

; .1C x/n D 1F0

�

�n
�
I�x

	

:

Thus it often saves us some writing. But more importantly it means that the
summand dn D 0 for n < 0 (in generic cases), so the starting point of our series is
an inherent boundary. If you really do not want the 1 as a b-parameter, you can add
it as an a-parameter, after which the .1/n in the numerator cancels to the .1/n in the
denominator, so the geometric series is written as 1=.1 � x/ D 1F0.1I �I x/.

For positive integer n the series for .1 C x/n only contains a finite number of
nonzero terms. Such a series is called a terminating hypergeometric series. You can
easily spot them in the rFs notation, as one of the numerator arguments must be a
negative integer.

To consider a series as an analytic function, we need to consider whether it
converges. Since hypergeometric series are defined by a pretty property for the
quotient of two subsequent terms, the ratio test can be easily applied. Indeed we
have to consider the limit limn!1 r.n/. Any rational function has a limit at infinity,
and this gives the following result for the convergence of hypergeometric series:

Theorem 2.4 The series rFs.a1; : : : ; arI b1; : : : ; bsI z/ converges if one of the fol-
lowing holds

• It is terminating
• If r � s
• If r D sC 1 and jzj < 1

and it diverges if one of the following holds

• It is nonterminating and r > sC 1
• It is nonterminating and r D sC 1 and jzj > 1.

Hypergeometric series are intricately linked to the Gamma function.

Definition 2.5 The Gamma function is defined as the unique meromorphic function
which equals

 .z/ D
Z 1

0

tz�1e�t dt

for <.z/ > 0.
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Note that  .z C 1/ D z .z/ (by integration by parts), so we can easily extend
the domain of the function to C n Z�0 once we have defined it for <.z/ > 0. This
difference equation also ensures that  has simple poles at Z�0, as it would imply
for example that for <.z/ > �1 we have  .z/ D .1=z/

R1

tD0 tze�t dt, which is an
analytic function times 1=z. The first relation to hypergeometric series comes from
the fact that

.a/n D
 .aC n/

 .a/

which only uses the difference equation for the Gamma function. Thus hypergeo-
metric series can be written as

rFs

�

a1; : : : ; ar

b1; : : : bs
I z

	

D
 .1; b1; : : : ; bs/

 .a1; : : : ; ar/

1
X

nD0

 .a1 C n; : : : ; ar C n; 1/

 .1C n; b1 C n; : : : ; bs C 1/
zn

using the same abbreviation for products of Gamma functions as we introduced
before for pochhammer symbols. The second relation to hypergeometric series
comes from integrals. Consider the integral (over a complex contour)

Z i1

�i1

 .aC s; bC s;�s/

 .cC s/
.�z/s

ds

2� i

where the integration contour separates the poles of  .a C s/ and  .b C s/ from
those of  .�s/. (Notice that 1= .z/ is an entire function). The contour, and the
poles are pictured in Fig. 1.

The .�z/s is defined using a branch cut at the negative real axis (for �z, so not
for the integration variable s). Shifting the contour to the right we encounter all the

Fig. 1 The contour for the
Barnes’ integral weaves
between the poles of the
integrand

0 1 2 3 4
. . .X X X X X

−b
XXXXXX. . .

−a
XXXXXX. . .
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poles of  .�s/. If we move the contour over those poles, the limit of the resulting
integral goes to zero (use Stirling’s formula to prove this). Thus the result of the
original integral is the infinite series of residues we have to pick up. That is

Z i1

�i1

 .aC s; bC s;�s/

 .cC s/
.�z/s

ds

2� i

D

1
X

nD0

Res

�

 .aC s; bC s;�s/

 .cC s/
.�z/s; s D n

�

D Res

�

 .aC s; bC s;�s/

 .cC s/
.�z/s; s D 0

� 1
X

nD0

Res
�

 .aCs;bCs;�s/
 .cCs/ .�z/s; s D n

�

Res
�

 .aCs;bCs;�s/
 .cCs/ .�z/s; s D 0

�

D
 .a; b/

 .c/

1
X

nD0

.a; b/n
.c;�n/n

.�z/n D
 .a; b/

 .c/

1
X

nD0

.a; b/n

.c; 1/n
zn

which is the hypergeometric series 2F1. Thus integrals involving Gamma functions
are related to hypergeometric series by the picking up of residues. And a third
relation is that a hypergeometric series can sometimes be evaluated, that is, written
without an infinite sum in terms of simple functions, using Gamma functions. For
example the famous evaluation (for convergent series)

2F1

�

a; b
c
I 1

	

D
 .c; c � a � b/

 .c � b; c � a/
: (1)

Exercise 2.6 Use Stirling’s formula to show that the Gauß hypergeometric series
2F1.a; bI cI 1/ converges for <.c � a � b/ > 0. When does a hypergeometric series
rC1Fr evaluated at z D 1 converge?

Exercise 2.7 Fill in the details of the derivation that

Z i1

�i1

 .aC s; bC s;�s/

 .cC s/
.�z/s

ds

2� i
D
 .a; b/

 .c/
2F1

�

a; b
c
I 1

	

:

That is, show that (when the series converges) the integrand converges to zero as
<.s/!1.

3 Basic Hypergeometric Series

A generalization of the hypergeometric series are the basic hypergeometric, or q-
hypergeometric series. The basic reference on this topic is [3].
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Definition 3.1 A basic hypergeometric series is a series
P

dn for which the
quotient of two subsequent terms r.n/ D dnC1=dn is a rational function of qn.

We will assume from now on that jqj < 1. Notice that this means that r.n/
is periodic with period 2� i= log.q/. Many results from ordinary hypergeometric
series generalize. There exists a q-Gamma function which generalizes the ordinary
Gamma function, but it is actually often more convenient to work with the q-
pochhammer symbols:

Definition 3.2 The q-pochhammer symbols are defined for n 2 N [ f1g as

.aI q/n D
n�1
Y

kD0

.1 � aqk/ ;

For n D1 we often omit the subscript;

Notice that the infinite product .aI q/ D .aI q/1 converges for jqj < 1. If the
rational function is factored as

r.n/ D
.1 � a1qn/ � � � .1 � arqn/

.1 � b1qn/ � � � .1 � bsqn/
z

then we can express the terms in the series using the q-pochhammer symbols as

dn D d0
.a1; : : : ; arI q/n
.b1; : : : ; bsI q/n

zn :

Notice that limn!1 r.n/ D z, so the q-hypergeometric series converge for jzj < 1.
We want to keep this discussion brief, so we will end with mentioning that the

limit q! 1 returns us to the theory of ordinary hypergeometric series, as

lim
q!1

.qaI q/n
.1 � q/n

D

n�1
Y

kD0

lim
q!1

1 � qaCk

1 � q
D

n�1
Y

kD0

.aC k/ D .a/n :

4 Elliptic Functions

As for information about elliptic functions, I like the by now ancient Modern
Analysis [12]. We just need a few basic results.

Definition 4.1 An elliptic function is a meromorphic function f WC ! C which is
periodic in two directions. That is, there are !1; !2 2 C n f0g with !2=!1 … R such
that f .zC !i/ D f .z/ for i D 1; 2.
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We will often write elliptic functions as functions of x D qz instead of as
functions of z. One of the two periods is then equal to 2� i= log.q/. If we write
the other period as log.p/= log.q/, we see that f .x/ D f .qz/ D f .qzClog.p/= log.q// D

f .px/. Thus we say a function is p-elliptic if it is invariant under multiplying the
argument by a factor p. In this section we will not use this notation yet, but we will
once we get to elliptic hypergeometric series.

It can be convenient to consider the group !1Z C !2Z (under addition) which
acts on C. A fundamental domain of this action is the parallelogram with vertices
0, !1, !1 C !2 and !2.

It should be realized that the condition of ellipticity is a rather strict condition.
For example

Theorem 4.2 An analytic, elliptic function is constant.

Proof Let f be an analytic, elliptic function. On the closure of the fundamental
domain f is a continuous function on a compact domain, hence it is bounded. But
as it takes all its values on this fundamental domain, f is bounded on C. Liouville’s
theorem now shows that f must be constant. ut

Moreover it can have only as many zeros as poles

Theorem 4.3 If f is an elliptic function, which is not constant zero, then it has as
many poles as zeros counted with multiplicity.

Proof Assume no poles/zeros are located on the boundary of the fundamental
domain D. If there are, you should shift the fundamental domain so that this is the
case (which is possible since there are at most countably many poles/zeros). Then
consider the integral

R

@D f 0.z/=f .z/ dz=.2� i/ which gives the difference between the
number of poles and the number of zeros. The contour consists of four parts: let’s
call the line from 0 to !1 the bottom, the line from !1 to !1 C !2 the right side, the
line from !1 C !2 to !2 the top, and the line from !2 back to 0 the left side. This
is consistent with the following picture (note that if the orientation of the contour is
different the argument remains the same)

0

1

1 + 2

2

w

w w
w

This integral now evaluates to zero, as the part of the integral over the left edge
of the fundamental domain equals the part of the integral over the right edge with
opposite orientation. (One shift by a period does not change the integrand). Thus the
left and right edge cancel each other. Likewise for the top and bottom edge. ut

And you can even prove
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Theorem 4.4 If an elliptic function f has poles in a fundamental domain at
p1; : : : ; pk and zeros at z1; : : : ; zk (multiple poles/zeros listed multiple times) then
Pk

nD1 pn D
Pk

nD1 zn mod !1ZC !2Z.

Proof Consider the contour integral
R

@D zf 0.z/=f .z/ dz=.2� iz/, with the contour as
before. Now the integral of the bottom edge plus the integral of the top edge equals
the integral�!2

R

f 0.z/=f .z/ dz=.2� i/ along the bottom edge 0 to !1. However since
f .!1/ and f .0/ are identical, the difference log.f /.!1/�log.f /.0/must be a multiple
of 2� i. Thus the sum of the integrals over the bottom edge and the top edge is an
integer multiple of !2. Likewise the sum of the integrals over the left and right edges
equals an integer multiple of !1. ut

Together the last two theorems imply that no elliptic function with just a single
pole/zero in a fundamental domain exists. This fact can often be used to prove
identities for elliptic functions:

If you can show an elliptic function has at most one pole in a fundamental
domain, it must be constant!

5 Elliptic Hypergeometric Series

Elliptic hypergeometric series first appeared in [2], in which Frenkel and Turaev
were considering solutions to the Yang–Baxter equation. In the second edition of
[3] a chapter was added about elliptic hypergeometric series, which gives a nice
overview, but for some aspects it was written a bit prematurely as the theory was at
the time in big development. A nice introduction, a little more expansive than this
one, can be found in the recent lecture notes [7] by Rosengren.

The definition of elliptic hypergeometric series should not come as a surprise
anymore:

Definition 5.1 An elliptic hypergeometric series is a series
P

dn for which the
quotient of two subsequent terms r.n/ D dnC1=dn is an elliptic function of n.

We would like to proceed as before by factoring the quotient r.n/ in elementary
building blocks for elliptic functions, but we can’t do that using elliptic functions.
Indeed nonconstant elliptic functions must always have both multiple zeros and
multiple poles, so they won’t function well as bricks in our construction. Therefore
we consider the theta functions

Definition 5.2 We define the theta functions as

�.xI p/ D .x; p=xI p/1 D
1
Y

kD0

.1 � pkx/.1 � pkC1=x/ :
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The associated theta pochhammer symbols are given by

�.xI pI q/n D �.xI p/n D
n�1
Y

kD0

�.xqkI p/

(where we often suppress the q-dependence).

These theta functions are a different way of writing the Jacobi theta function.
The product formula is related to the Jacobi theta function using the famous Jacobi
triple product formula:

.x; q=x; qI q/1 D
1
X

kD�1

qk.k�1/=2.�x/k :

Now observe that these theta functions have a simple behavior if you multiply x
by p:

�.pxI p/ D �.1=xI p/ D .1=x; pxI p/ D
.1 � 1=x/

1 � x
.p=x; xI p/ D �

1

x
�.xI p/ :

So if we now write

r.n/ D
�.a1qn; : : : ; arqnI p/

�.b1qn; : : : ; brqnI p/
z

we have a function which has one period 2� i= log.q/ and a second period
log.p/= log.q/ if the balancing condition

Qr
kD1 ak D

Qr
rD1 bk holds (and observe

that we have to take as many numerator terms as denominator terms). Note that
�.aqnI p/ is an entire function of n and in a fundamental domain of 2� i= log.q/ZC
log.p/= log.q/Z it has a single zero. Thus these theta functions allow us to write
elliptic functions with given zeros and poles as a simple product. Like the rFs

notation we now define

Definition 5.3 If the balancing condition a1a2 � � � ar D qb1b2 � � � br�1 holds then we
define

rEr�1

�

a1; : : : ; ar

b1; : : : ; br�1
I z

	

D

1
X

kD0

�.a1; : : : ; arI p/k
�.q; b1; : : : ; br�1I p/k

zk :

Let us consider the convergence of this series. The ratio test does not work as the
limit as the argument of an elliptic function goes to infinity does not exist. While
you can have convergent elliptic hypergeometric nonterminating series, in practice
everybody only works with terminating series. That is series with a �.q�nI q/k in the
numerator, which becomes 0 for k > n.
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It turns out that most results, and the only series we will encounter throughout
these lecture notes, are so-called very well-poised series, which are a special case:

Definition 5.4 Assuming r is even and the balancing condition

b1b2 � � � br�6 D ar=2�3qr=2Cn�4

holds, the terminating very-well-poised series is given by

rVr�1.aI b1; : : : ; br�6; q
�nI q; p/

D rEr�1

�

a;˙q
p

a;˙q
p

ap; b1; : : : ; br�6; q�n

˙
p

a;˙
p

ap; aq=b1; : : : ; aq=br�6; aqnC1I q

	

D

n
X

kD0

�.aq2kI p/

�.aI p/

�.a; b1; : : : ; br�6; q�nI p/k
�.q; aq=b1; : : : ; aq=br�6; aqnC1I p/k

qk :

Proof of equivalence of two expressions above Here we use

�.xI p/2k D

2k�1
Y

rD0

.xqr; pq�r=xI p/ D
2k�1
Y

rD0

1
Y

sD0

.1 � xqrps/.1 � psC1q�r=x/

D

2k�1
Y

rD0

1
Y

sD0

.1 �
p

xqr=2ps=2/.1C
p

xqr=2ps=2/

� .1 � p.sC1/=2q�r=2=
p

x/.1C p.sC1/=2q�r=2=
p

x/

D

2k�1
Y

rD0

.˙
p

xqr=2;˙
p

pxqr=2;˙q�r=2
p

p=x;˙pq�r=2=
p

xI p/

D

2k�1
Y

rD0

�.˙
p

xqr=2;˙
p

pxqr=2I p/

D �.˙
p

x;˙
p

qx;˙
p

px;˙
p

pqxI p/k

which implies

�.aq2kI p/

�.aI p/
D
�.aqI p/2k

�.aI p/2k
D
�.˙
p

aq;˙q
p

a;˙
p

pqa;˙q
p

paI p/k
�.˙
p

a;˙
p

aq;˙
p

ap;˙
p

apqI p/k

D
�.˙q

p
a;˙q

p
apI p/k

�.˙
p

a;˙
p

apI p/k
:

ut
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It should be noted that for ordinary and basic hypergeometric series we have

aC 2k

a
D
.a=2C 1/k
.a=2/k

;
1 � aq2k

1 � a
D
.˙q
p

aI q/k
.˙
p

aI q/k

thus we only need 1 or 2 parameters for this first factor instead of 4. So a very well-
poised 10V9 corresponds to the basic hypergeometric very-well poised 8W7, and the
ordinary hypergeometric very-well poised 7F6.

As far as I know, all identities for elliptic hypergeometric series (and integrals)
are based on a single identity:

Theorem 5.5 For w; x; y; z 2 C n f0g we have

1

y
�.wx˙1; yz˙1I p/C

1

z
�.wy˙1; zx˙1I p/C

1

x
�.wz˙1; xy˙1I p/ D 0 :

Proof One of the most common techniques for proving identities involving theta
functions is to use the argument that elliptic functions with more zeros than poles
are constant zero. Let us consider what happens if we change w ! pw. Then the
first term becomes

1

y
�.pwx˙1; yz˙1I p/ D

1

y
�.wx˙1; yz˙1I p/

�

�
1

wx

��

�
x

w

�

D
1

y
�.wx˙1; yz˙1I p/

1

w2
:

By symmetry the other two terms are also multiplied by 1=w2 upon setting w! pw.
So we do not have an elliptic function (it could not really be because it is analytic
and has zeros). However if we divide by the first term the left-hand side does become
an elliptic function in w, which is even (invariant under w! 1=w)

f .w/ D 1C
y

z

�.wy˙1; zx˙1I p/

�.wx˙1; yz˙1I p/
C

y

x

�.wz˙1; xy˙1I p/

�.wx˙1; yz˙1I p/
:

In a fundamental domain, this function has at most a (simple) pole at w D x and
w D x�1. If we set w D z we obtain that the function vanishes:

f .z/ D 1C
y

z

�.zy˙1; zx˙1I p/

�.zx˙1; yz˙1I p/
C 0 D 1C

y

z

�.z=yI p/

�.y=zI p/
D 0 ;

using the identity �.1=xI p/ D �.1=x/�.xI p/. Likewise there are zeros at w D y˙1

and w D z�1. As a nonconstant elliptic function with at most two poles can have at
most two zeros the function f .w/ must therefore be constant zero. ut

As a generalization of the ordinary Gamma function, there is an elliptic Gamma
function [9] which satisfies the simple difference equation

e.qx/ D �.xI p/e.x/ ;
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ensuring that

�.xI p/k D
e.xqk/

e.x/
:

This is a reflection of the difference relation  .zC 1/ D z .z/ and .a/k D  .aC
k/= .a/ for the ordinary Gamma function.

Definition 5.6 The elliptic Gamma function is defined as

e.x/ D e.xI p; q/ D
Y

r;s�0

1 � prC1qsC1=x

1 � prqsx
:

Notice that the elliptic Gamma function is symmetric under p $ q. In a
specific way you can consider it to be the simplest function satisfying the difference
equations e.qx/ D �.xI p/e.x/ and e.px/ D �.xI q/e.x/. Where the ordinary
Gamma function has poles at the negative integers, the elliptic Gamma function
has (generically simple) poles at x D pZ�0qZ�0 ; as any function must if it is to
satisfy the two difference equations. Just to be explicit: the elliptic Gamma function
is itself not an elliptic function, however it can be used to simply express elliptic
hypergeometric series.

Exercise 5.7 Prove the following basic relations for theta functions:

(a) �.pxI p/ D �.1=xI p/
(b) �.pnxI p/ D .�1=x/np�.n

2/�.xI p/

Exercise 5.8 Prove the following basic relations for the elliptic Gamma function:

(a) Reflection identity: e.x; pq=x/ D 1
(b) Limit: limp!0 e.xI p; q/ D 1=.zI q/1
(c) Quadratic transformation: e.x2I p; q/ D e.˙xI

p
p;
p

q/
(d) Quadratic transformation: e.xI p; q/ D e.x; qxI p; q2/

Exercise 5.9 Calculate the residue

Res

�

1

z
e.az/I z D 1=a

�

D
1

.pI p/.qI q/
:

Exercise 5.10 Show that an rVr�1 is a p-elliptic function of its arguments, as long
as the balancing condition b1b2 � � � br�6 D ar=2�3qr=2Cn�4 remains satisfied. Thus
for example

rVr�1.aI b1; : : : ; br�6; q
�nI q; p/ D rVr�1.aI pb1; b2=p; b3; : : : ; br�6; q

�nI q; p/ :
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6 6j-Symbols and Spiridonov–Zhedanov Biorthogonal
Functions

This section introduces the biorthogonal functions of Spiridonov and Zhedanov
[11].

The Askey scheme and q-Askey scheme [4] contain many families of orthogonal
polynomials. We will not reprint them here, because the schemes take up a lot
of space. Basically they contain all classical families of orthogonal polynomials1.
The (q)-Askey scheme can even be generalized to include pairs of families of
biorthogonal rational functions. That is: we consider two families of rational
functions F D ff0; f1; : : : g and G D fg0; g1; : : : g and a bilinear form such that
hfn; gmi D ınm�n. Generalizing in this way you can make the schemes a few times
larger. On the elliptic level the scheme for pairs of families of biorthogonal functions
becomes very simple: There is just one family.

However, everything in the (q-)Askey scheme is a limit of this family. To be
completely honest this is not completely fair, as there are biorthogonal functions
with respect to a continuous measure, and specializing the product of two parame-
ters to q�N you obtain biorthogonality with respect to a finite point measure (for a
finite set of functions). This difference is similar to the relation of Wilson to Racah
polynomials. So in a way you might consider there to be two pairs of families of
biorthogonal functions. In this section we will focus on the discrete biorthogonality
on a measure with finite support, while in Sect. 8 we consider the continuous
measure. In Exercise 8.6 you can verify the relation between these two measures
yourselves.

I feel that Rosengren’s [8] elementary derivation of the biorthogonality using
6j-symbols is a nice exposition, so I will follow that here. We first introduce the
functions

hk.xI a/ D �.a�; a�
�1I p/k ; � C ��1 D x :

which are entire functions of x for a ¤ 0. Then we can consider (for given N, a and
b) the set of functions

B D fhk.xI a/hN�k.xI b/ j 0 � k � Ng :

Then these N C 1 functions are all of the form f .x/ D
QN

jD1 �.aj�; aj�
�1I p/. That

is, writing � D e2� iz and F.z/ D f .e2� iz C e�2� iz/, we have even theta functions of
degree 2N with characteristic 0, which means these functions satisfy: f .�z/ D f .z/,
f .zC 1/ D f .z/ and f .zC 
/ D e�2� iN.2zC
/f .z/ where p D e2� i
 . These functions

1You might ask: What is classical? There are many different definitions based on properties such
a classical family should have, which result in different families being called classical or not. As
far as I know any definition includes only families from the (q)-Askey scheme, but some are more
restrictive. I just use the definition “Everything in the (q-)Askey scheme is classical.”
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form a space of degree N C 1. It turns out that if

pma=b … fqk j 1 � N � k � N � 1g ; pmab … fqk j 0 � k � N � 1g

the functions in B form a basis of this space. But if we replace the parameters a and
b by c and d, we obtain another basis for this same space. As such there is a basis
transformation

hk.xI a/hN�k.xI b/ D
N
X

lD0

Rl
k.a; b; c; dINI q; p/hl.xI c/hN�l.xI d/ :

Let us calculate these coefficients Rl
k. First we prove a binomial theorem

Theorem 6.1 We have

hN.xI a/ D
N
X

kD0

CN
k .a; b; c/hk.xI b/hN�k.xI c/

with

CN
k D qk.k�N/ �.qI p/N�.a=c; qN�kacI p/k�.a=b; abqkI p/N�k

�.bcI p/N�.q; .b=c/qk�N I p/k�.q; .c=b/q�kI p/N�k
:

Compare this theorem to .xC y/N D
PN

kD0

�N
k

�

xkyN�k.

Proof We will prove this using recurrence relations for the binomial coefficients, so
let us see what happens if we increase N by one: First of all

hNC1.xI a/ D hN.xI a/�.a�qN ; a��1qN I p/ :

To get a nice expression on the right-hand side we have to somehow write

hk.xI b/hN�k.xI c/�.a�qN ; a��1qN I p/

D c1hk.xI b/hN�kC1.xI c/C c2hkC1.xI b/hN�k.xI c/ ;

that is

�.a�qN ; a��1qN I p/ D c1�.c�qN�k; c��1qN�kI p/C c2�.b�qk; b��1qkI p/ :

Now we need to find an identity between three terms involving theta functions, so we
hope we can apply Theorem 5.5. We have got three terms of the form �.s�˙1I p/ for
s D aqN , s D cqN�k and s D bqk, so we know what the parameters in Theorem 5.5
should be. Taking w D � , x D aqN , y D bqk and z D cqN�k the identity from the
theorem becomes
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1

bqk
�.�aqN ; �a�1q�N ; bcqN ;

b

c
q2k�N I p/

C
1

cqN�k
�

�

�bqk; �b�1q�k; acq2N�k;
c

a
q�kI p

�

C
1

aqN
�

�

�cqN�k; �c�1qk�N ; abqNCk;
a

b
qN�kI p

�

D 0 :

Using �.1=xI p/ D �.1=x/�.xI p/ we can clean this up to

�

�

a�qN ; a��1qN ; bcqN ;
b

c
q2k�N I p

�

C
aqk

c
�

�

b�qk; b��1qk; acq2N�k;
c

a
q�kI p

�

C
b

cqN�2k
�

�

c�qN�k; c��1qN�k; abqNCk;
a

b
qN�kI p

�

D 0

and then find

�.a�qN ; a��1q�N I p/ D
�.acq2N�k; .a=c/qkI p/

�.bcqN ; .b=c/q2k�N I p/
�.b�qk; b��1qkI p/

C
�.abqNCk; .a=b/qN�kI p/

�.bcqN ; .c=b/qN�2kI p/
�.c�qN�k; c��1qN�kI p/ :

Therefore we find the recurrence relation

CNC1
k D

�.acq2NC1�k; .a=c/qk�1I p/

�.bcqN ; .b=c/q2k�N�2I p/
CN

k�1 C
�.abqNCk; .a=b/qN�kI p/

�.bcqN ; .c=b/qN�2kI p/
CN

k :

With the initial conditions C0
0 D 1 and CN

�1 D CN
NC1 D 0 the coefficients are

determined uniquely. Indeed we can now prove the formula for CN
k by induction.

Note first that 1=�.qI p/�1 D �.qq�1I p/ D 0, so indeed the expression satisfies the
initial conditions CN

�1 D CN
NC1 D 0. Next we use induction and using Theorem 5.5

once more in a tedious calculation find that our formula for CN
k is correct. ut

Now we can determine the coefficients Rl
k explicitly by twice applying this

binomial theorem:
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Theorem 6.2 We have

Rl
k.a; b; c; dINI q; p/ D ql.l�N/ �.qI p/N

�.qI p/l�.qI p/N�l

�

�.ac˙1I p/k�

�

bdqN�l;
b

d
I p

�

l

�

�

b

c
; bcI p

�

N�k

�

�

b

c
I p

�

N�l

�

�

c

d
ql�N I p

�

l

�

�

d

c
q�lI p

�

N�l

�

�

cd;
b

c
I p

�

N

�.bcI p/l

� 12V11

�

c

b
q�N I q�k; q�l;

a

b
qk�N ;

c

d
ql�N ; cd;

1

ab
q1�N ;

qc

b

�

:

Proof Indeed we have

hk.xI a/hN�k.xI b/

D

k
X

jD0

Ck
j .a; c; bqN�k/hj.xI c/hN�j.xI b/

D

k
X

jD0

N�j
X

mD0

Ck
j .a; c; bqN�k/CN�j

m .b; cqj; d/hjCm.xI c/hN�j�m.xI d/

D

N
X

lD0

min.k;l/
X

jD0

Ck
j .a; c; bqN�k/CN�j

l�j .b; cqj; d/hl.xI c/hN�l.xI d/ :

Thus we obtain

Rl
k.a; b; c; dINI q; p/ D

min.k;l/
X

jD0

Ck
j .a; c; bqN�k/CN�j

l�j .b; cqj; d/

which is exactly the series from the statement of the theorem. ut

Note that we can find several different expressions by using a different proof. So
this gives transformation formulas for the 12V11.

Having proved that these elliptic hypergeometric series form the coefficients in a
base transformation, we can derive some properties. First of all

Theorem 6.3 (Biorthogonality) We have

N
X

lD0

Rl
n.a; b; c; dINI q; p/R

m
l .c; d; a; bINI q; p/ D ınm :
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You can view this theorem as hR�
n;R

m
� i D ınm, where � denotes the parameter, and

the bilinear form has support on the set of integers f0; 1; : : : ;Ng.

Proof Perform the basis transformation first from the basis hk.xI a/hN�k.xI b/ to the
basis hl.xI c/hN�l.xI d/ and then back again. This gives

hk.xI a/hN�k.xI b/

D

N
X

lD0

Rl
k.a; b; c; dINI q; p/hl.xI c/hN�l.xI d/

D

N
X

lD0

N
X

jD0

Rl
k.a; b; c; dINI q; p/R

j
l.c; d; a; bINI q; p/hj.xI a/hN�j.xI b/

D

N
X

jD0

N
X

lD0

Rl
k.a; b; c; dINI q; p/R

j
l.c; d; a; bINI q; p/hj.xI a/hN�j.xI b/ :

Then we see that the final series only has a nonzero term for the j D k case, and the
corresponding coefficient must be 1. ut

If we consider the special case of the biorthogonality where n D m D 0, the
series in the functions Rl

n and Rm
l both contain just a single term, and thus the

resulting identity becomes an evaluation of a single sum. This summation is the
original Frenkel–Turaev summation formula [2]

Theorem 6.4 We have

10V9

�

aI b1; b2; b3;
qnC1a

b1b2b3
; q�n

�

D

�

�

aq

b1b2
;

aq

b1b3
;

aq

b2b3
; aqI p

�

n

�

�

aq

b1
;

aq

b2
;

aq

b3
;

aq

b1b2b3
I p

�

n

:

Proof For n D m D 0 the result simplifies to

1 D

N
X

kD0

Rk
0.a; b; c; dINI q; p/R

0
k.c; d; a; bINI q; p/

D
�.q; bcI p/N

�.cd; b=a; abI p/N

�

N
X

kD0

qk.k�N/ �.bdqN�k; b=d; ca˙1I p/k�.b=c; da˙1I p/N�k

�.q; .c=d/qk�N ; bcI p/k�.q; .d=c/q�kI p/N�k
:
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Next we use the elementary identities

�.xq�kI p/k D �.pq=xI p/k �.xI p/N�k D
�.xI p/N

�.pq1�N=xI p/k

�.xqkI p/k D
�.xI p/2k

�.xI p/k
�.xq�kI p/N�k D

�.xI p/N�.pq=xI p/k
�.pq1�N=xI p/2k

�.pxI p/k D

�

�
1

x

�k

q�.k
2/�.xI p/k

to obtain

1 D
�.bc˙1; da˙1I p/n
�.dc˙1; ba˙1I p/N

�

N
X

kD0

�..c=d/q1�N I p/2k

�..c=d/q�N I p/2k

�.q1�N=.bd/; b=d; ca˙1; .c=d/q�N ; q�N I p/k
�.q; bc; qc=d; q1�Nc=b; q1�N.1=d/a˙1I p/k

qk

D
�.bc˙1; da˙1I p/n
�.dc˙1; ba˙1I p/N

10V9

�

c

d
q�N I

q1�N

bd
;

b

d
; ca˙1; q�N

�

:

Renaming the parameters gives the desired result. ut

Exercise 6.5 Prove the addition formula

Rm
n .a; b; e; f INI q/ D

N
X

kD0

Rk
n.a; b; c; dINI q/R

m
k .c; d; e; f INI q/ :

Exercise 6.6 The two functions which are biorthogonal are quite similar. Find a
relation

Rl
k.a; b; c; dINI q; p/ D Prefactor Rk

l .‹INI q; p/ :

You can do this by choosing a new set of parameters such that the arguments in the
12V11 on both sides are equal.

7 Elliptic Beta Integral

In contrast to the ordinary and basic hypergeometric theory, we do not want
to consider nonterminating elliptic hypergeometric series. Thus to find a proper
generalization of nonterminating identities we consider integrals. The elliptic beta
integral was proven by Spiridonov [10]. Taking the proper limit p ! 0 and then
q ! 1 you can reduce it to the classical beta integral (proper means that we let the
parameters behave in a certain way as p ! 0 and q ! 1), but many other famous
integrals and nonterminating series of hypergeometric type are possible limits as
well. For example the identity (1) is also a limit.
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Theorem 7.1 For parameters satisfying the balancing condition
Q6

rD1 tr D pq we
have

.pI p/.qI q/

2

Z

C

Q6
rD1 e.trz˙1/

e.z˙2/

dz

2� iz
D

6
Y

r;sD1
r<s

e.trts/ :

Here the contour C is a deformation of the unit circle traversed in positive
direction which contains the poles at z D trpZ�0qZ�0 and excludes the poles at
z D t�1r pZ�0qZ�0 . In particular for jtrj < 1 you can take the unit circle itself.

There are several different proofs, but I prefer the one below. The bilinear form
returns later as the form with respect to which we obtain biorthogonal functions.

Proof Let us define the bilinear form

hf ; git1;:::;t6 D
.pI p/.qI q/

2
Q6

r;sD1
r<s

e.trts/

Z

C

f .z/g.z/

Q6
rD1 e.trz˙1/

e.z˙2/

dz

2� iz
: (2)

Here we want f .z/ and g.z/ to be even (that is, z ! z�1-symmetric) mero-
morphic functions such that f .z/e.t6z˙1/=e.q�mt6z˙1/ is an analytic function
(which restricts the poles of f ) and likewise g.z/e.t5z˙1/=e.q�lt5z˙1/ is analytic.
The contour then has to be adjusted to consider the poles of e.q�mt6z˙1/ and
e.q�lt5z˙1/.

Let us also consider the difference operator

.D.u1; u2; u3/f /.z/ D
X

	D˙1

�.u1z	 ; u2z	 ; u3z	 ; u1u2u3z�	 I p/

�.u1u2; u1u3; u2u3; z2	 I p/
f .q	=2z/ : (3)

First observe that D maps even functions to even functions, and a direct calculation
shows that p-elliptic functions are mapped to p-elliptic functions. Then the result
of the application of the difference operator to the constant function 1 is an even
p-elliptic function with poles at most when �.z˙2I p/ D 0. But this means it must
be a constant function. Plugging in the value z D u1 the term with 	 D �1 vanishes
and we obtain

.D.u1; u2; u3/1/.z/ D
�.u21; u2u1; u3u1; u2u3I p/

�.u1u2; u1u3; u2u3; u21I p/
D 1 :

This identity can also be viewed as a form of the fundamental theta-function identity
from Theorem 5.5. Moreover we can calculate that

hD.t1; t2; t6/f ; git1;:::;t6

D hf ;D.q�1=2t3; q
�1=2t4; q

�1=2t5/giq1=2t1;q1=2t2;q�1=2t3;q�1=2t4;q�1=2t5;q1=2t6
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where we apply the difference equation �.zI p/e.z/ D e.qz/ several times, split
the sum in its two constituent parts and shift the integration variable z ! zq�1=2	

and then recombine. Notice that we do not have to worry about the contour in the
shift, as we have defined the contour as separating several different poles and that
definition just shifts the contour along with z. We also have to use the balancing
condition

Q6
rD1 tr D pq to equate �.q1=2t1t2t6z	 I p/ D �.t3t4t5=.q3=2z	 /I p/.

Specializing this to f D g D 1 we obtain for the constant term

h1; 1it1;:::;t6 D h1; 1iq1=2t1;q1=2t2;q�1=2t3;q�1=2t4;q�1=2t5;q1=2t6 :

In particular we can shift three parameters by some half-integer power of q upwards,
and three others downwards. Applying this twice we obtain

h1; 1it1;:::;t6 D h1; 1iqt1;t2;t3;t4;t5;q�1t6 :

Thus if we consider the constant term as a function of t1 up to t5 (with t6 determined
by the balancing condition), it is invariant under multiplying one of the parameters
by an integer power of q. Due to p $ q symmetry it is also invariant under
multiplication by integer powers of p.

Since the constant term is a meromorphic function of the parameters, and since
for generic values of p and q the set pZqZ has an accumulation point (other than 0
or infinity), we can conclude that the constant term is a constant function. It remains
to see what the constant is.

Therefore we want to evaluate it at a single point. For t1t2 D 1 there is no contour
of the desired shape as the pole at z D t1 should be included, whereas the pole at
z D 1=t2 should be excluded (and in this specialization they are at the same point).
The same holds for the poles at z D t2 and z D 1=t1. This problem can be resolved
by shifting the contour first over the poles at z D t1 and z D 1=t1, picking up
the associated residues, and then specializing to t1t2 D 1 (which is then perfectly
possible). Due to symmetry the residue at z D t1 is minus the residue at z D 1=t1
(and we have to add the one at z D t1 and subtract the one at z D 1=t1) so this gives a
factor 2. The prefactor of the remaining integral contains the factor 1=e.t1t2/ D 0

at t1t2 D 1, so the remaining integral vanishes. The result of the constant is thus
equal to twice the residue at z D t1 evaluated at t1t2 D 1. Thus we find

h1; 1it1;:::;t6

D 2Res

�

.pI p/.qI q/

2
Q6

r;sD1
r<s

e.trts/

Q6
rD1 e.trz˙1/

e.z˙2/

1

z
; z D t1

�ˇ

ˇ

ˇ

ˇ

t1t2D1

D
.pI p/.qI q/

Q6
r;sD1
r<s

e.trts/

Q6
rD2  .t

2
1; trt

˙1
1 /

 .t˙21 /
Res

�

e.t1=z/

z
; z D t1

�ˇ

ˇ

ˇ

ˇ

t1t2D1

D

Q6
rD2  .tr=t1/

Q6
r;sD2
r<s

e.trts/ .t�21 /

ˇ

ˇ

ˇ

ˇ

t1t2D1

D
1

Q6
r;sD3
r<s

e.trts/

ˇ

ˇ

ˇ

ˇ

t1t2D1

D 1
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where in the last step we use that e.x/ D e.pq=x/ and that t3t4 D pq=t1t2t5t6 D
pq=t5t6 (and similar). ut

To make the connection from integral to elliptic hypergeometric series we again
can use the technique of picking up residues (as we did for ordinary hypergeometric
series). In order to specialize the elliptic beta integral to t1t2 D q�n we have to
change the contour by moving it over the poles at z˙1 D t1qk for 0 � k � n and
their inverses. After picking up these residues we can make the specialization. Due
to the prefactor 1=e.t1t2/ of the integral, the remaining integral is multiplied by
zero. Thus we are left with a sum of residues:

Pn
kD0 Res.�; z D t1qk/. This will be

a terminating elliptic hypergeometric series. In fact, in this way we will recover the
original Frenkel–Turaev summation formula (Theorem 6.4).

A series obtained in this way will be an elliptic hypergeometric series for any
integral

R

�.z/ dz=.2� iz/ for which the integrand satisfies

�.qz/

�.z/
D
�.pqz/

�.pz/
: (4)

In particular we will only consider integrals which satisfy this condition. For the
elliptic beta integral it can be checked directly by using the difference equations of
the elliptic Gamma function and some elementary identities of the theta function.

Transformations for more complicated integrals can now be easily derived. For
an elliptic beta integral with 8 parameters (satisfying a balancing condition) the
symmetries can be obtained by iterating the identity below.

Theorem 7.2 For parameters
Q8

rD1 tr D .pq/2 define the integral

I.t1; : : : ; t8I p; q/ D
.pI p/.qI q/

2

Z

C

Q8
rD1 e.trz˙1/

e.z˙2/

dz

2� iz

where the contour circles the origin in positive direction separating the poles of
e.trz/ from those of e.tr=z/. If jtrj < 1 then we can take the unit circle. Then we
have

I.t1; : : : ; t8I p; q/ D
4
Y

r;sD1
r<s

e.trts/
8
Y

r;sD5
r<s

e.trts/I

�

t1
	
; : : : ;

t4
	
; t5	; : : : ; t8	 I p; q

�

where 	2 D t1t2t3t4=.pq/ D pq=.t5t6t7t8/.

Proof The equation is obtained by evaluating in two different orders the double
integral

“

C�C

e.	z˙1w˙1/
Q4

rD1 e..tr=	/z˙1/
Q8

rD5 e.trw˙1/

e.z˙2;w˙2/

dz

2� iz

dw

2� iw
:

ut
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If you turn this integral into a series by specializing two parameters to (for
example) t1t8 D q�N you obtain a 12V11 series on both sides of the equation. As
this can be done for both sides of the integral transformation at once, you can derive
transformation formulas for the 12V11 in this way.

Exercise 7.3 Show that an elliptic beta integral

Z

C

Q2mC4
rD1 e.trz˙1/

e.z˙2/

dz

2� iz

satisfies (4) if and only if
�Q2mC4

rD1 tr
�2
D .pq/2m.

Exercise 7.4 Show that the beta integral

.pI p/.qI q/

2
Q

1�r<s�2mC4 e.trts/

Z

C

Q2mC4
rD1 e.trz˙1/

e.z˙2/

dz

2� iz
;

2m
Y

rD1

tr D .pq/m

evaluates at t1t2 D q�n to the series

prefactor 2mC8V2mC7

�

t21I t1t3; : : : ; t1t2mC3;
qnCmt1

t3 � � � t2mC3

; q�n

�

:

Also determine the prefactor explicitly. Hint: Move the integration contour over an
appropriate sequence of poles and pick up the associated residues.

Exercise 7.5 Obtain Frenkel–Turaev’s summation formula for a 10V9 as a special
case of the elliptic beta integral evaluation.

Exercise 7.6 (a) Assume the balancing condition a3qnC2 D b1b2b3b4b5b6 holds.
Obtain the transformation formula

12V11.aI b1; b2; b3; b4; b5; b6; q
�nI p; q/

D

�

�

aq;
a

b4b5
;

aq

b4b6
;

aq

b5b6
I p

�

n

�

�

aq

b4
;

aq

b5
;

aq

b6
;

aq

b4b5b6
I p

�

n

� 12V11

�

a2q

b1b2b3
I

aq

b2b3
;

aq

b1b3
;

aq

b1b2
; b4; b5; b6; q

�nI p; q

�

as a special case of Theorem 7.2. Alternatively you can derive this directly
copying the proof of the transformation for the integrals, using a double sum
and Frenkel–Turaev’s summation formula.
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(b) Iterate the above formula to obtain

12V11.aI b1; b2; b3; b4; b5; b6; q
�nI p; q/

D

�

�

aq;
b2
p
;

aq

b1b3
;

aq

b1b4
;

aq

b1b5
;

aq

b1b6
I p

�

�

�

aq

b1
;

b2
pb1

;
aq

b3
;

aq

b4
;

aq

b5
;

aq

b6
I p

�

� 12V11

�

b1
qnb2
I b1;

b1
aqn

;
aq

b2b3
;

aq

b2b4
;

aq

b2b5
;

aq

b2b6
; q�n

�

:

(c) Can you find more transformations satisfied by the 12V11 by iterating the
transformation from part (a)? (You should be able to find two more, one of
which is the inversion of summation transformation which sends the summation
index k! n � k.)

8 Continuous Biorthogonality

This section discusses a slightly more general pair of families of biorthogonal
functions than we did before. The difference between what we did before is
similar to the difference between Wilson polynomials and Racah polynomials, in
that a specialization of parameters in the Wilson polynomials gives the Racah
polynomials, such that you obtain only a finite set of orthogonal polynomials (which
then are orthogonal to a discrete measure). The discussion here follows the work of
Eric Rains [5, 6], who actually generalized the theory to multivariate biorthogonality
(such as how Koornwinder polynomials generalize Askey–Wilson polynomials). In
these notes we restrict ourselves to the univariate case though; which makes some
formulas more explicit.

The relevant functions are defined as

Definition 8.1 Suppose t1t2t3t4u1u2 D pq then we define

Rn.zI t1 W t2; t3; t4I u1; u2/

D 12V11

�

t1
u1
I

pqn

u1u2
; q�n; t1z

˙1;
q

u1t2
;

q

u1t3
;

q

u1t4
I p; q

�

:

Recall the bilinear form introduced to prove the elliptic beta integral (2). These
functions are biorthogonal with respect to this form. To be precise we have
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Theorem 8.2 We have

hRn. � I t1 W t2; t3; t4I u1; u2/;Rm. � I t1 W t2; t3; t4I u2; u1/it1;t2;t3;t4;u1;u2

D ın;m

�

�

p

u1u2
I p

�

2n

�

�

q; t2t3; t2t4; t3t4;
qt1
u1
;

pqt1
u2
I p

�

n

�

�

pq

u1u2
I p

�

2n

�

�

p

u1u2
; t1t2; t1t3; t1t4;

p

t1u2
;
1

t1u1
I p

�

n

q�n :

Observe that u1 and u2 are interchanged in the second function; hence we have
biorthogonality and not plain orthogonality. After specializing t1t2 D q�N this
biorthogonality reduce to the biorthogonality from Theorem 6.3 (see Exercise 8.6).
The proof of this biorthogonality follows at the end of these notes.

The biorthogonal functions are self-dual

Theorem 8.3 We have

Rn.t1q
kI t1 W t2; t3; t4I u1; u2/ D Rk.Ot1q

nI Ot1I Ot2; Ot3; Ot4I Ou1; Ou2/

for dual parameters

Ot1 D

r

t1t2t3t4
pq

; Ot1Otr D t1tr .r D 2; 3; 4/ ;
Ot1
Our
D

t1
ur
.r D 1; 2/ :

Proof This can be seen by directly plugging the values in the definition. ut

The biorthogonal functions are “eigenfunctions” of the difference operator
from (3) (with “eigenvalue” 1).

Theorem 8.4 We have

D.u1; t1; t2/Rn. � I q
1=2t1 W q

1=2t2; q
�1=2t3; q

�1=2t4I q
1=2u1; q

�1=2u1/

D Rn. � I t1 W t2; t3; t4I u1; u2/ :

Proof You can apply the difference operator to the individual terms on the left-hand
side and equate the results term by term. The required theta function identity is
(what else) Theorem 5.5. ut

On the level of elliptic hypergeometric series the previous result is an example
of a contiguous relation. It relates three series whose parameters are almost equal,
they differ only by some (integer) powers of q. There is an identity between any
three 12V11’s whose parameters differ by some integer powers of q, though making
it explicit is often quite a lot of work.2

2One might observe that the name “contiguous relation” is somewhat of a misnomer. It is not so
much that the relation itself is contiguous (which means “next to”) but that it relates functions
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A less trivial result is the fact that the biorthogonal functions are symmetric under
permutations of t1; t2; t3 and t4 (up to a factor independent of z). From the definition
as a series you can only read off the permutation symmetry of t2; t3, and t4. Indeed
we have

Theorem 8.5 We have

Rn.zI t2 W t1; t3; t4I u1; u2/ D
Rn.zI t1 W t2; t3; t4I u1; u2/

Rn.t2I t1 W t2; t3; t4I u1; u2/

and

Rn.t2I t1 W t2; t3; t4I u1; u2/ D
�.t2t3; t2t4; p=.u2t2/; qt1=u1I p/n
�.qt2=u1; t1t3; t1t4; p=.t1u2/I p/n

:

Proof The evaluation of Rn.t2I t1 W t2; t3; t4I u1; u2/ is Frenkel–Turaev’s summation
formula, Theorem 6.4. We can apply it after cancelling identical parameters from
the numerator and the denominator of the elliptic hypergeometric series.

The t1 $ t2 symmetry of the biorthogonal functions is given by a transformation
formula for 12V11’s. This formula can be derived as a discrete version of the
transformation for elliptic beta integrals from Theorem 7.2 by setting the product
of two parameters equal to q�n, see Exercise 7.6. ut

Given the symmetry above and the difference operators, we find that the Rn are
“eigenfunctions” of D.u1; t2; t3/ (etc.) with “generically different eigenvalues” for
different n (as we will see shortly). Since the D’s are “self-adjoint,” we would expect
that biorthogonality now follows directly. Unfortunately the fact that the parameters
change after applying the difference operators/taking the adjoint means that the
standard proof does not apply anymore. Thus we have to resort to a slightly different
proof.

Proof of biorthogonality Using the symmetry of the biorthogonal functions, and the
effect of the difference operator D.u1; t1; t2/ we find that

D.u1; t3; t4/Rn. � I q
�1=2t1 W q

�1=2t2; q
1=2t3; q

1=2t4I q
1=2u1; q

�1=2u2/

D
�.t1t2qn�1; qnt3t4; u2t1; t1=u1I p/

�.t1t2=q; t3t4; u2t1q�n; .t1=u1/qnI p/
Rn. � I t1 W t2; t3; t4I u1; u2/ :

at parameter values which are contiguous. A better term which is sometimes used, would be
“contiguity relation.” However in these notes I prefer to use the terminology of the standard work
[1].
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Thus we obtain as result of repeated difference operators

D.u1; t1; t2/D.q
1=2u1; q

�1=2t3; q
�1=2t4/Rn. � I t1 W t2; t3; t4I qu1; u2=q/

D
�.t1t2qn; qn�1t3t4; u2t1; t1=u1I p/

�.t1t2; t3t4=q; u2t1q�n; .t1=u1/qnI p/
Rn. � I t1 W t2; t3; t4I u1; u2/

and likewise

D.u1; t1; t3/D.q
1=2u1; q

�1=2t2; q
�1=2t4/Rn. � I t1 W t2; t3; t4I qu1; u2=q/

D

�

�

t1t3qn; qn�1t2t4; u2t1; t1=u1I p

�

�

�

t1t3;
t2t4
q
; u2t1q�n; .t1=u1/qnI p

�Rn. � I t1 W t2; t3; t4I u1; u2/ :

Now notice that we have two different (second order) difference operators, which
map the same old Rn to the same new Rn with a different factor. In particular we find

D.u1; t1; t2/D.q
1=2u1; q

�1=2t3; q
�1=2t4/Rn. � I t1 W t2; t3; t4I qu1; u2=q/

D
�.t1t2qn; qn�1t3t4; t1t3; t2t4=qI p/

�.t1t2; t3t4=q; t1t3qn; qn�1t2t4I p/

� D.u1; t1; t3/D.q
1=2u1; q

�1=2t2; q
�1=2t4/Rn. � I t1 W t2; t3; t4I qu1; u2=q/ :

Now we observe that these generalized eigenvalues are different for different
choices of n (for generic values of the tr). Let us write

L1 D D.u1; t1; t2/D.q
1=2u1; q

�1=2t3; q
�1=2t4/ ;

L2 D D.u1; t1; t3/D.q
1=2u1; q

�1=2t2; q
�1=2t4/ ;

L�
1 D D.u2=q; t1; t2/D.q

�1=2u2; q
�1=2t3; q

�1=2t4/ ;

L�
2 D D.u2=q; t1; t3/D.q

�1=2u2; q
�1=2t2; q

�1=2t3/ ;

and then re-express the difference equations as

LiRn. � I t1 W t2; t3; t4I qu1; u2=q/

D �i;n.t1; t2; t3; t4; u1; u2/Rn. � I t1 W t2; t3; t4I u1; u2/ :

Note that L�
1 is the same as L1 with u1 $ u2=q, so we also have difference equations

L�
i Rn. � I t1 W t2; t3; t4I u2; u1/

D ��
i;n.t1; t2; t3; t4; u1; u2/Rn. � I t1 W t2; t3; t4I u2=q; qu1/ :
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Now we can calculate

hRn. � I t1 W t2; t3; t4I u1; u2/;Rm. � I t1 W t2; t3; t4I u2; u1/itr ;ur

D
1

�1;n
hL1Rn. � I t1 W t2; t3; t4I qu1; u2=q/;Rm. � I t1 W t2; t3; t4I u2; u1/itr ;ur

D
1

�1;n
hRn. � I t1 W t2; t3; t4I qu1; u2=q/;L�

1Rm. � I t1 W t2; t3; t4I u2; u1/itr ;qu1;u2=q

D
��
1;m

�1;n
hRn. � I t1 W t2; t3; t4I qu1; u2=q/;Rm. � I t1 W t2; t3; t4I u2=q; qu1/itr ;qu1;u2=q

D
�2;n�

�
1;m

�1;n�
�
2;m

hRn. � I t1 W t2; t3; t4I u1; u2/;Rm. � I t1 W t2; t3; t4I u2; u1/itr ;ur :

Thus we see that the bilinear form vanishes unless the prefactor equals 1. However
we have

�2;n�
�
1;m

�1;n�
�
2;m

D

�

�

t1t2;
t3t4
q
; u2t1q�n;

t1
u1

qnI p

�

�

�

t1t2qn; qn�1t3t4; u2t1;
t1
u1
I p

�

�

�

t1t3qn; qn�1t2t4; u2t1;
t1
u1
I p

�

�

�

t1t3;
t2t4
q
; u2t1q�n;

t1
u1

qnI p

�

�

�

�

t1t2qm; qm�1t3t4; qu1t1;
qt1
u2
I p

�

�

�

t1t2;
t3t4
q
; qu1t1q�m;

qt1
u2

qmI p

�

�

�

t1t3;
t2t4
q
; qu1t1q�m;

qt1
u2

qmI p

�

�

�

t1t3qm; qm�1t2t4; qu1t1;
qt1
u2
I p

�

D
�.t1t2qm; qm�1t3t4; t1t3qn; qn�1t2t4I p/

�.t1t2qn; qn�1t3t4; t1t3qm; qm�1t2t4I p/
:

And thus the prefactor is generically not equal to 1 (except when n D m). ut

We will not prove the squared norm formula for the biorthogonal functions under
the continuous measure. There are several proofs in the quoted literature. The proof
in [6] proceeds by induction using a raising operator, and you can explore this in the
exercises. This raising operator also gives rise to a Rodriguez-type formula for the
biorthogonal functions: If you define

DC.u1 W u2 W u3; u4; u5/f .z/

D
�.pqu2=u1I p/

�.u2u3; u2u4; u2u5; u2u6I p/

X

	D˙1

Q6
rD2 �.urz	 I p/

�.pqz	=u1; z2	 I p/
f .q	=2z/
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where

u6 D
p2q

u1u2u3u4u5
;

then the following identity holds:

DC.u1 W t1 W t2; t3; t4/Rn. � I q
1=2t1 W q

1=2t2; q
1=2t3; q

1=2t4I q
�1=2u1; q

�3=2u2/

D RnC1. � I t1 W t2; t3; t4I u1; u2/ (5)

Indeed you can now write Rn as the result of applying n difference operators
consecutively on the constant function 1, which is a Rodriguez-type formula.

Exercise 8.6 (a) Specialize the biorthogonal functions of this section at t1t2 D q�N

and z D t1qk. Now show that there is a change of parameters which turns the
resulting functions into the biorthogonal functions of Sect. 6. That is, you want
an identity

Rl.t1q
kI t1 W 1=.t1q

N/; t3; t4I u1; u2/ D prefactor Rk
l .a; b; c; dIN/ ;

where tr D tr.a; b; c; d;N/ and ur D ur.a; b; c; d;N/.
(b) Check that interchanging u1 and u2 corresponds to changing Rk

l .a; b; c; dIN/ to
Rl

k.c; d; a; bIN/.
You can now check that the biorthogonality for the Rl

k of Sect. 6 is indeed a
special case of the biorthogonality of the Rl from this section. Note that in the
special case t1t2 D q�N there is no proper contour for the integral defining the
biorthogonality. In order to make sense of the integral, you have to move the contour
over the poles at z D t1; t1q; : : : ; t1qN before taking this specialization, thus creating
discrete point masses in the measure at these values.

In the final exercises you can explore difference equations satisfied by the
biorthogonal functions.

Exercise 8.7 In this exercise you will derive the elliptic hypergeometric equation:
the second order difference equation satisfied by the biorthogonal functions gener-
alizing the Askey–Wilson difference equation.

(a) Show that

12V11.aI b1; b2; b3; b4; b5; b6; q
�nI p; q/

D

�

�

b2;
b2
a
;

b1
b3q

;
b1b3
aq
I p

�

�

�

b1
q
;

b1
aq
;

b2
b3
;

b2b3
a
I p

� 12V11.aI b1=q; b2q; b3; b4; b5; b6; q
�nI p; q/

C .b2 $ b3/
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by considering this identity term by term. The notation means that we have a
second term on the right-hand side, identical to the first term except with b2 and
b3 interchanged.

(b) Use the transformation formula from Exercise 7.6(a) on all three terms of the
above transformation to obtain other contiguous relations, in particular the
relation

12V11.aI b1; b2; b3; b4; b5; b6; q
�nI p; q/

D

�

�

a

b1
;

b2
aqnC1

;
b3

b1q
I p

�

�

�

b1
aqn

;
aq

b2
;

b3
b2
I p

�

6
Y

rD4

�

�

aq

b2br
I p

�

�

�

a

b1br
I p

�

� 12V11.aI b1q; b2=q; b3; b4; b5; b6; q
�nI p; q/

C .b2 $ b3/

(c) Combine the contiguous relations above to obtain a relation

0

B

B

@

�

�

q

b1
;

b1
aqnC1

;
b1q

b2
;

b2
b3
;

b2b3
a
;

aq

b1b4
;

aq

b1b5
;

aq

b1b6
I p

�

�

�

b2
b1
;

b3q

b1
I p

�

C

�

�

q

b2
;

b2
aqnC1

;
b2q

b1
;

b1
b3
;

b1b3
a
;

aq

b2b4
;

aq

b2b5
;

aq

b2b6
I p

�

�

�

b1
b2
;

b3q

b2
I p

�

C

�

�

b1q

b2
;

b2q

b1
;

b1b2
aq

;
1

b3
;

b3
aqn

;
a

b3b4
;

a

b3b5
;

a

b3b6
I p

�

�

�

b1
qb3

;
b2
qb3
I p

�

1

C

C

A

�12V11.aI b1; b2; b3; b4; b5; b6; q
�nI p; q/

D

�

�

b1;
b1
a
;

b2
aqnC1

;
b2q

b1
I p

�

�

�

aq

b2
;

b1
b2
I p

�

6
Y

rD3

�

�

aq

b2br
I p

�

�12V11.aI b1q; b2=q; b3; b4; b5; b6; q
�nI p; q/

C.b1 $ b2/
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Hint: You need to use either one of the two relations above twice. Recall that the
12V11 is permutation symmetric in its 6 br-parameters to obtain different versions
of the same contiguous relation.

The coefficient on the left-hand side is of course unique, but can be written in many
ways as the sum of three products of theta functions. For example the left-hand side
of this equation is symmetric under interchanging b3 and b4, which is not apparent
from its explicit expression. It might well be that you found a different expression.
If you want to show equality between any pair of these different expressions you
need to use Theorem 5.5.

(d) Derive a difference equation of the form

A.z/Rn.qz/C B.z/Rn.z=q/ D C.z/Rn.z/

using the above contiguous relation.

Exercise 8.8 In this exercise you will prove the Rodriguez-type formula for the
biorthogonal functions.

(a) Prove the following difference equation by equating both sides termwise. You
have to shift the summation index of one of the two series on the right-hand side
first.

12V11.aI b1; b2; b3; b4; b5; b6; q
�n�1I p; q/

D 12V11.aI b1=q; b2; b3; b4; b5; b6; q
�nI p; q/

�

�

�

aq; aq2;
b1

aqnC2
; b1qnI p

�

�

�

aqnC1; aqnC2;
aq

b1
;

b1
aq2
I p

�

6
Y

rD2

�.brI p/

�.aq=brI p/

� 12V11.aq2I b1; b2q; b3q; b4q; b5q; b6q; q
�nI p; q/

(b) Now apply the symmetry of the 12V11 of Exercise 7.6(b) to all three sides of the
previous equation to derive the relation

12V11.aI b1; b2; b3; b4; b5; b6; q
�n�1I p; q/

D

�

�

aq;
b1b3

aqnC1
; b2;

aq

b3b4
;

aq

b3b5
;

aq

b3b6
I p

�

�

�

b1
aqnC1

;
b2
b3
;

aq

b3
;

aq

b4
;

aq

b5
;

aq

b6
I p

�

� 12V11.aqI b1q; b2q; b3; b4; b5; b6; q
�nI p; q/

C .b2 $ b3/:

(c) Use this relation to prove (5).
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Exercise 8.9 In this final exercise you will prove the squared norm formula for the
biorthogonal functions. Define the difference operator

.D�.u0/f /.z/ D
X

	D˙1

�

�

u0z	 ; u0qz	 ;
p

u0
z	 ;

1

u0q
z	 I p

�

�.z2	 /
f .q	=2z/

(a) Show that D� is “adjoint” to the DC operator in the sense that

hDC.u1 W t1 W t2; t3; t4/f .z/; g.z/itr ;ur

D hf .z/;D�.q
�3=2u2/g.z/iq1=2tr ;q�1=2u1;q�3=2u2 :

(b) Show that the following relation holds term-by-term

12V11.aI b1; : : : ; b6; q
1�nI p; q/

D

�

�

b1;
b1
a
;

aqn

b2
; qnb2I p

�

�

�

qn; aqn;
b1
b2
;

b1b2
a
I p

� 12V11.aI b1q; b2; b3; b4; b5; b6; q
�nI p; q/

C .b1 $ b2/ :

(c) Apply symmetries of the 12V11 to all terms in the above relation to derive

12V11.aI b1; : : : ; b6; q
1�nI p; q/

D

�

�

b3
a
;

b1b3
aqnC1

;
aqn

b2
;

b1b2
aq

;
a

b4
;

a

b5
;

a

b6
I p

�

�

�

a; qn;
b1
q
;

b3
b2
;

a

b4b5
;

a

b4b6
;

a

b5b6
I p

�

� 12V11

�

a

q
I

b1
q
;

b2
q
; b3; b4; b5; b6; q

�n

�

C .b2 $ b3/:

(d) Use the above relation to show that

D�.q
�3=2u2/Rn. � I t1 W t2; t3; t4I u1; u2/

D �nRn�1. � I q
1=2t1 W q

1=2t2; q
1=2t3; q

1=2t4I q
�1=2u1; q

�3=2u2/

for some coefficients �n.
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(e) Using induction, prove the quadratic norm formula hRn;Rni D � � � from
Theorem 8.2.
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Integrability of Difference Equations Through
Algebraic Entropy and Generalized Symmetries

Giorgio Gubbiotti

Abstract Given an equation arising from some application or theoretical considera-
tion one of the first questions one might ask is: What is its behavior? It is integrable?
In these lectures we will introduce two different ways for establishing (and in some
sense also defining) integrability for difference equations: Algebraic Entropy and
Generalized Symmetries. Algebraic Entropy deals with the degrees of growth of
the solution of any kind of discrete equation (ordinary, partial or even differential-
difference) and usually provides a quick test to establish if an equation is or not
integrable. The approach based on Generalized Symmetries also provides tools
for investigating integrable equations and to find particular solutions by symmetry
reductions. The main focus of the lectures will be on the computational tools that
allow us to calculate Generalized Symmetries and extract the value of the Algebraic
Entropy from a finite number of iterations of the map.

1 Introduction: The Meaning of Integrability

The topic of these notes will be discrete equations of different kinds and their inte-
grability properties. We will consider ordinary difference equations, i.e., relations
of the form

unCk D fn.unCk�1; : : : ; unCk0/ ; k0; k; n 2 Z ; k0 < k (1)

where the unknown function un is a function of the discrete integer variable n 2
Z. We will also discuss differential-difference equations, i.e., equations where the
unknown is a function un.t/ of two variables, one continuous t 2 R and one discrete
n 2 Z. Typical examples of such equations are the so-called Volterra-like equations:

u0
n D fn.unC1; un; un�1/; n 2 Z; (2)
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or Toda-like equations:

u00
n D fn.u

0
n; unC1; un; un�1/ ; n 2 Z; (3)

where by a prime we indicate the derivative with respect to t. Finally we will deal
with two-dimensional partial difference equations defined on a square lattice for an
unknown function un;m with .n;m/ 2 Z2, i.e., relations of the form:

Q.un;m; unC1;m; un;mC1; unC1;mC1/ D 0 ; .n;m/ 2 Z2: (4)

If the function Q is a multiaffine irreducible polynomial of its arguments we
say that (4) is a quad-equation. This will be the kind of two-dimensional partial
difference equation we will consider mostly.

We wish to study the integrability of these equations. The notion of integrability
comes from Classical Mechanics and roughly means the existence of a “sufficiently”
high number of first integrals. Indeed given a Hamiltonian system with Hamiltonian
H D H.p; q/ with N degrees of freedom we say that this system is integrable if
there exists N integrals of motions, i.e., N functions Hi i D 1; : : : ;N which Poisson-
commutes with the Hamiltonian:

fHi;Hg D 0 : (5)

The Hamiltonian, which commutes with itself, is included in the list as H1 D H.
These first integrals must be well-defined functions on the phase space and in
involution:

fHi;Hjg D 0 ; i; j 2 f1; : : : ;Ng (6)

and finally they should be functionally independent:

rank
@.H1; : : : ;Hn/

@.p1; : : : ; pn; q1; : : : ; qn/
D N: (7)

Indeed the knowledge of these kinds of integrals gives the knowledge of the
remaining N � 1 integrals and this is the content of the famous Liouville theorem
[89, 129]. When more than N independent integrals exists, we say that the system
is superintegrable [37, 110]. Note that in this case the additional integrals will not
be in involution with the previous ones. Integrability in Classical Mechanics means
that the motion is constrained on a subspace of the full phase space. With some
additional assumptions on the geometric structure of the first integral it is possible
to prove that the motion is quasi-periodic on some tori in the phase space [9, 10].

In the infinite-dimensional case, i.e., for partial differential equations, the notion
of integrability has been studied and developed in the second half of the twentieth
century. In this case one should be able to find infinitely many conservation laws.
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These infinitely many conservations laws can be obtained, for example, from the so-
called Lax pair [75], that is an overdetermined linear problem whose compatibility
is ensured if and only if the nonlinear equation is satisfied. A bona fide Lax pair can
be used to produce the required conservations laws, with the associated generalized
symmetries (see Sect. 3.2). The form of the Lax pair will be different depending
on the kind of equation we are considering. It is worthwhile noting that Lax pairs
can be used also in Classical Mechanics [33] and that there exist examples of Lax
pairs which are not bona fide [19, 22, 82, 85, 91, 92, 113, 114], the so-called fake Lax
pairs. These fake Lax pairs cannot provide nor the infinite sequence of first integrals,
nor the generalized symmetries, so they are useless in proving integrability.

In general we can say that integrability is a property affecting the regularity of the
motion. In the case of discrete equations given an initial condition we can compute
the whole set of solutions with machine precision. The question of regularity can
seem futile, but in fact what we want is to understand the behavior of the given
equation without having to compute a full sequence of iterates!

As a final remark on terminology it is worthwhile noting that the concept of
integrability and the concept of solvability are very different. This can be easily
explained with an example, the famous logistic map:

unC1 D 4un.1 � un/: (8)

The solution of this equation is given by [115]:

un D sin2.c02
n�1/; (9)

where c0 is an arbitrary constant linked with the initial condition via u0 D
sin2.c0=2/. Equation (9) is very sensitive to the initial condition, which is the
intuitive definition of chaos. Indeed computing the derivative with respect to the
initial condition we have:

dun

dc0
D 2n sin.c02

n�1/ cos.c02
n�1/: (10)

Thus we can see that the error grows exponentially with n, which is one of the
indicators of “chaos.”

If by integrability we mean the existence of a Lax pair then the proof of the
integrability of an equation is a highly nontrivial task and there is no general
algorithm to do so. So in these notes we will provide the methods of Algebraic
Entropy and Generalized Symmetries which can be used to detect integrability
without the need of proving (or disproving) the existence of a Lax pair.
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2 Algebraic Entropy

In this section we will focus on the integrability detector called Algebraic Entropy.
In Sect. 2.1 we will expand the intuitive idea given in the example of the logistic
map. Then we will introduce the precise definition of Algebraic Entropy for
difference equations, differential equations and quad equations. We will address
the problem from the theoretical point of view discussing mainly the setting and
then derive the main properties of Algebraic Entropy and we will discuss briefly
the geometric setting of the Algebraic Entropy. In Sect. 2.2 we will discuss the
computational tools that allow us to extract the value of the Algebraic Entropy from
finite sequence. In Sect. 2.3 we will provide some relevant examples.

2.1 Definition and Basic Properties

As we saw in the example of the logistic equation (8) the notion of chaos is related
with the exponential growth of the solution with respect to the initial condition.
Equation (8) possesses an explicit solution therefore it is easy to understand a
posteriori its properties. Let us now consider the general logistic map with an
arbitrary parameter r 2 R:

unC1 D run.1 � un/: (11)

We wish to understand how this equation evolves, therefore we fix an initial
condition u0 and we compute the iterates:

u1 D �ru20 C ru0 ; (12a)

u2 D �r3u40 C 2r3u30 � .r
3 C r2/u20 C r2u0 ; (12b)

u3 D �r7u80 C 4r7u70 � .6r7 � 2r6/u60 C .4r7 C 6r6/u50 C l.o.t.; (12c)

u4 D �r15u160 C 8r15u150 � .28r15 C 4r14/u140 C l.o.t; (12d)

where by l.o.t. we mean terms with lower powers in u0. Then it is clear that there
is a regularity in how the degree of the polynomial un in u0; dn, grows. Indeed one
can guess that dn D 2

n and check this guess for successive iterations. This is a clear
indication that our system is chaotic as it was in the solvable case r D 4. This should
be no surprise since the generic r case is even more general!

This simple example shows how examining the iterates of a recurrence relation
can be a good way to extract information about integrability even if we cannot solve
the equation explicitly. However in more complicated examples it is usually impos-
sible to calculate explicitly these iterates by hand or even with any state-of-the-art
formal calculus software, simply because the expressions one should manipulate
are rational fractions of increasing degree of the various initial conditions. The
complexity and size of the calculation make it impossible to calculate the iterates.
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It was nevertheless observed that “integrable” maps are not as complex as generic
ones. This was done primarily experimentally, by an accumulation of examples, and
later by the elaboration of the concept of Algebraic Entropy for difference equations
[14, 28, 31, 111, 122]. In [121, 124] the method was developed in the case of quad
equations and then used as a classifying tool [61]. Finally in [27] the same concept
was introduced for differential-difference equation and later [123] to the very similar
case of differential-delay equations. In our review we will mainly follow [45].

The basic idea, given a rational map, which can be an ordinary difference
equation, a differential-difference equation or even a partial difference equation,
is to examine the growth of the degree of its iterates as we did for (11), and extract
a canonical quantity, which is an index of complexity of the map. This will be the
algebraic entropy (or its avatar the dynamical degree).

For theoretical purposes it is usual to consider maps in a projective space rather
than in the affine one. One then transforms its recurrence relation into a polynomial
map in the homogeneous coordinates of the proper projective space over some
closed field1:

xi 7! 'i.xk/; (13)

with xi; xk 2 IN where IN is the space of the initial conditions. The recurrence is
then obtained by iterating the polynomial map 'i. It is usual to ask that the map 'i

be birational, i.e., it possesses an inverse which is again a rational map. This fact is
of crucial theoretical importance, as it will be explained at the end of this section.
The space of the initial condition depends on which type of recurrence relation we
are considering. Let us enumerate the various cases.

1. If we are dealing with a k� k0 order difference equation in the form (1) the initial
conditions will be just the starting .k � k0/-tuple:

IN D fuk0 ; uk0C1; : : : ; uk�2; uk�1g: (14)

To obtain the map we just need to pass to homogeneous coordinates in (1) and
in (14). Note that the logistic map we considered above (11) is a polynomial map,
but it is not birational, since its inverse is algebraic.

2. If we are dealing with a differential-difference equation of the discrete .k � k0/h
order and of the pth continuous order, the space of initial conditions is infinite
dimensional. Indeed, in the case the order of the equation is k � k0, we need the
initial value of .k � k0/-tuple as a function of the parameter t, but also the value
of all its derivatives:

IN D fu.j/k0

.t/; u.j/k0C1.t/; : : : ; u
.j/
k�2.t/; u

.j/
k�1.t/gj2N0 ; (15)

1The reader can think this field to be the complex one C, but we will see in Sect. 2.2 that in practice
finite fields can be useful.
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where by u.j/i .t/ we mean the j-derivative of ui.t/ with respect to t. We need
all the derivatives of ui.t/ and not just the first p because at every iteration the
order of the equation is raised by p. To obtain the map one just need to pass to
homogeneous coordinates in the equation and in (15).

For both kinds of equations we are in the position to define the concept of
Algebraic Entropy. Indeed if we factor out any common polynomial factors we
can say that the degree with respect to the initial conditions is well defined, in a
given system of coordinates, although it is not invariant with respect to changes of
coordinates. We can therefore form the sequence of degrees of the iterates of the
map ' and call it dk D deg'k:

1; : : : ; 1
„ ƒ‚ …

k�k0

; d1; d2; d3; d4; d5; : : : ; dk; : : : : (16)

The degree of the birational projective map ' has to be understood as the maximum
of the total polynomial degree in the initial conditions IN of the entries of '. The
same definition in the affine case just translates to the maximum of the degree of
the numerator and of the denominator of the kth iterate in terms of the affine initial
conditions. Degrees in the projective and in the affine setting can be different, but
the global behaviour will be the same due to the properties of homogenization and
de-homogenization. Then the entropy of such a sequence is defined to be:

� D lim
k!1

1

k
log dk: (17)

Such limit exists since from the elementary property of any pair of birational maps
' and  :

deg. ı '/ � deg deg': (18)

Furthermore the inequality (18) proves that there is an upper bound for the Algebraic
Entropy:

� � deg': (19)

We see then that if � D 0 we must have

dk � k� ; with � 2 N0 ; as k!1: (20)

We will then have the following classification of equations according to their
Algebraic Entropy [61]:

Linear growth: The equation is linearizable.
Polynomial growth: The equation is integrable.
Exponential growth: The equation is chaotic.
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Furthermore it is easy to see that the Algebraic Entropy is a birational invariant
of such maps. Indeed if we suppose that we have two birationally equivalent maps
' and  then there exists a birational map � such that:

 D ��1 ı ' ı � (21)

implying:

deg k � K deg'k; (22)

where K 2 N is a constant depending on the degree of the map �. Since we can
obtain an analogous equation as ' D � ı  ı ��1 we conclude that � D �' .

To clarify the theory we presented we now give three very simple examples of
calculation of the Algebraic Entropy of difference equations.2

Example 2.1 (Hénon Map) In this example we consider the so called Hénon map
of the plane [56]. It relates the iterates of a two component vector .xn; yn/ via the
recurrence3:

xnC1 D 1 � ˛x2n C yn ; (23a)

ynC1 D ˇxn: (23b)

It easy to see that it can be written as a second-order difference equation:

unC1 D 1 � ˛u2n C ˇun�1 (24)

Computing the degrees of the iterates we get:

1; 1; 2; 4; 8; 16; 32; 64; 128; 256; 512 : : : (25)

The Hénon map is of degree 2. It is easy to see that the sequence it is not only
bounded by 2k, but it saturates its bound. The sequence is exactly fitted by 2k and its
entropy will be log 2.

The trajectory of this map as system (23) in the plane are displayed in Fig. 1,
which clearly shows the “chaoticity” of the system.

Example 2.2 (Nonsaturating exponential difference equation) Consider the
second-order nonlinear difference equation:

unC1 D ˛unun�1 C ˇun C �un�1; (26)

2We will consider the degrees always computed in the affine setting.
3In the original work we have the particular choice of parameters ˛ D 1:4 and ˇ D 0:3
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Fig. 1 The Hénon map in the plane .x; y/ with a D 1:4 and b D 0:3 and the initial conditions
.x0; y0/ D .0:6; 0:2/

where ˛; ˇ and � are real constants. Computing the degrees of the iterates we get:

1; 1; 2; 3; 5; 8; 13; 21; 34; 55; 89; 144; 233; 377 : : : (27)

Also this map is of degree 2, but now its growth is different. We see that from the
second iterate there is a drop in the degree, so dk < 2k asymptotically. The reader
may recognize in this sequence the Fibonacci sequence. The Fibonacci sequence is
known to solve the second-order linear difference equation:

dkC1 D dk C dk�1: (28)

This means that we have asymptotically:

dk �

�

1C
p
5

2

�k

(29)

and the algebraic entropy of the recurrence relation (26) will be:

� D log

�

1C
p
5

2

�

; (30)

i.e., the logarithm of the Golden Ratio.

Example 2.3 (Hirota–Kimura–Yahagi equation) Consider the nonlinear second-
order difference equation:

unC1un�1 D u2n C ˇ
2: (31)
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This equation possess the first integral [62]:

K.un; un�1/ D
2unun�1

u2n C u2n�1 C ˇ
2
; (32)

i.e.,

K.unC1; un/ � K.un; un�1/ D 0; (33)

along the solutions of (31). First integrals are a constraint to the motion of a system,
so in this case we expect a great drop in the degrees. Indeed we have:

1; 1; 2; 4; 6; 8; 10; 12; 14; 16; 18; 20; 22; 24; 26; 28 : : : (34)

The degrees appear to grow linearly: dk D 2k and the discrepancy from the
saturation starts from the third iterate.

Now we introduce the concept of Algebraic Entropy for quad equations which
was introduced in [121]. We will follow mainly the exposition presented in [124]
with some generalizations which were given in [50].

In the case of quad equations the situation is more complicated than in the case
of one-dimensional equations. First of all in the one-dimensional case one has to
worry only about the evolution in two opposite directions (this was the meaning of
the birationality condition). In the two-dimensional case we have to worry about
four possible directions of evolution corresponding to the four ways we can solve
the quad equation. In general, initial conditions can be given along straight lines
in the four directions. However usually it is preferred to give initial conditions
on staircase configurations. The evolution from any staircase-like arrangement of
initial values is possible in the quadrilateral lattice. This in principle does not rules
out configurations in which are present hook-like configurations (see (4) in Fig. 2).
This kinds of configuration will require compatibility conditions on the initial data,
since they give more than one way to calculate the same value for the dependent
variable which is not ensured to be the equal. The staircases need to go from
(n D �1, m D �1) to (n D 1, m D 1), or from (n D �1, m D C1)
to (n D 1, m D �1) because the space of initial conditions is infinite. We will
restrict ourselves to regular diagonals which are staircases with steps of constant
horizontal length, and constant vertical height. Figure 2 shows four diagonals. The
ones labeled (1) and (2) are regular. The one labeled (3) would be acceptable, but
we will not consider such diagonals. Line (4) is excluded since it may lead to
incompatibilities.

Given a line of initial conditions, it is possible to calculate the values un;m all
over the two-dimensional lattice. We have a well defined evolution, since we restrict
ourselves to regular diagonals. Moreover, and this is a crucial point, if we want to
evaluate the transformation formula for a finite number of iterations, we only need
a diagonal of initial conditions with finite extent.
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(1)

(2) (3)(4)

Fig. 2 Regular and nonregular staircases

For any positive integer N, and each pair of relative integers Œ�1; �2�, we denote
by �.N/

Œ�1;�2�
, a regular diagonal consisting of N steps, each having horizontal size

l1 D j�1j, height l2 D j�2j, and going in the direction of positive (resp. negative) nk,
if �k > 0 (resp. �k < 0), for k D 1; 2. See Fig. 3.

Suppose we fix the initial conditions on �.N/
Œ�1;�2�

. We may calculate u over a
rectangle of size .Nl1 C 1/ � .Nl2 C 1/. The diagonal cuts the rectangle in two
halves. One of them uses all initial values, and we will calculate the evolution only
on that part. See Fig. 4.

We are now in a position to calculate “iterates” of the evolution. Choose some
restricted diagonal �.N/

Œ�1;�2�
. The total number of initial points is q D N.l1C l2/C 1.

For such restricted initial data, the natural space where the evolution acts is the
projective space Pq of dimension q. We may calculate the iterates and fill Fig. 4,
considering the q initial values as inhomogeneous coordinates of Pq. Evaluating the
degrees of the successive iterates, we will produce double sequences of degrees
d.l/k . The simplest possible choice is to apply this construction to the restricted

diagonals �.N/
Œ˙1;˙1�, which we will denote �.N/

CC; �
.N/
C�; �

.N/
�C and �.N/

��. We will call
them fundamental diagonals (the upper index .N/ is omitted for infinite lines). The
four principal diagonals are showed in Fig. 5.
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(3)
[1,1]

(2)
[−1,3]

(4)
[−3,−2]

(3)
[2,−1

D D

D

D

Fig. 3 Various kinds of restricted initial conditions

Fig. 4 The range for the initial conditions �.3/Œ�2;1�

The pattern of degrees is then of the form

1 d.N�1/
1 d.N�2/

2 : : : d.2/N�1 d.1/n

1 1 d.N�2/
1 d.3/2 : : : d.1/N�1

1 1 d.3/1 d.2/2 : : :

1 1 d.2/1 d.1/2
1 1 d.1/1

1 1

(35)

To each choice of indices Œ˙1;˙1� we associate a sequence of degrees d.l/k;˙˙.
We shall call the sequence

1; d.1/1;˙˙; d
.1/

2;˙˙; d
.1/

3;˙˙; d
.1/

4;˙˙; : : : (36)

the principal sequence of growth. A sequence as

1; d.l/1;˙˙; d
.l/
2;˙˙; d

.l/
3;˙˙; d

.l/
4;˙˙; : : : (37)
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Fig. 5 The four principal diagonals

with l D 2 will be a secondary sequence of growth, for l D 3 a third, and so on. The
fundamental entropies of the lattice equation are given by:

�
.i/
˙˙ D lim

k!1

1

k
log d.i/k;˙; İ : (38)

The existence of this limit can be proved in an analogous way as for one dimensional
systems. We note that a priori the degrees along the diagonals of a quad equation
do not need to be equal, however in most cases they are.4 In the cases in which
the degrees along the diagonals are not equal it is important to isolate repeating
patterns in (35). For the moment the only known examples of such behavior are
the trapezoidal H4 equations and the H6 equations which are nonautonomous two-
dimensional lattice equations with two-periodic coefficients [16]. They possess a
principal and a secondary sequence reflecting the periodicity of the coefficients.
At the moment quad equations exhibiting more complicated behavior are not
known. An explicit example is discussed in Sect. 2.3 following the paper where this
“extended notion” of growth of degrees for quad equations was introduced [50].
Equations with higher periodicity, as those introduced in [42], may have different
behavior, but they are still unstudied from the point of view of Algebraic Entropy.

One may wonder about the origin of the drop of the degree. It is actually
geometrically very simple, and comes from the singularity structure. We will discuss
this problem in the case of difference equations, since the other cases are essentially
the same, but they are less intuitive. We recall that to a difference equation (1) of

4In the original definition in [124] those degrees are supposed equal.
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order n D k � k0 we can associate a map projective map 'WPn ! Pn. A point of
homogeneous coordinates Œx� D Œx0; x1; : : : ; xn� is singular if all the homogeneous
coordinates of the image by ' vanish. The set of these points is thus given by nC 1
homogeneous equations. This set has co-dimension at least 2: it will be points in P2,
complex curves and points in P3, and so on. One important point is that, as soon as
the map is nonlinear, and this is the case we will be interested in, there are always
singular points. The vanishing of all homogeneous coordinates means that there is
no image point in Pn. The mere vanishing of a few, but not all coordinates, means
that the image “goes to infinity”, but this is harmless, contrary to what happens
in affine space. This is what projective space has been invented for: to cope with
points at infinity, which are not to be forgotten when one consider algebraic varieties
and rational maps. Moreover, using projective space over closed fields simplifies a
lot the counting of intersection points by Bezout theorem. The maps we consider
are almost invertible. They are diffeomorphisms on a Zariski open set, i.e., they
are invertible everywhere except on an algebraic variety. We can find this set as
follows: suppose the map ' and its inverse  D '�1 are written in terms of
homogeneous coordinates. The composed maps 'ı and respectively ı' are then
just multiplication of all coordinates by some polynomial �' and respectively � :

' ı  .Œx�/ D �'.Œx�/ Id.Œx�/ ;  ı '.Œx�/ D � .Œx�/ Id.Œx�/ : (39)

The map ' is clearly not invertible on the image of the variety of equation �'.Œx�/.
What may happen is that further action of ' on these points leads to images in the
singular set of '. This means that �'.Œx�/ (or a piece of it if it is decomposable)
has to factorize from all the components of the iterated map. This is the origin of
the drop of the degree! This is the link between singularity (in the projective sense)
and the degree sequence. A graphical explanation of this procedure is illustrated
schematically in Fig. 6.

′

′

′Â Â

’ ’

G G

Fig. 6 A possible blow-down blow-up scheme in P3
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This is the link with the famous method of singularity confinement [43, 66, 108].
If for all components of the variety �'.Œx�/ D 0 one encounters singular points
of ' in such a way that some finite order iterate of ' (once the common factors
are trimmed) define nonambiguously a proper image in Pn , we have “singularity
confinement.”

The relationship of the notion of Algebraic Entropy with the structure of the
singularities of maps and lattice equations have been used also as a computational
tool. Examples of such approach are given in [29, 112, 119] and more recently in
[126] where it was also proved that for equation of order higher than the second not
all the singularities play the same rôle.

2.2 Computational Tools

Now that we have introduced the definition of Algebraic Entropy and discussed the
origin of the dropping of the degrees, it is time to turn to the computational tools
which help us to calculate it.

First of all it is clear from our first example with the logistic map that the
complexity of the calculations grow more the more iterates we compute. A good way
to reduce the computational complexity of the problem is to consider a particular
set of initial condition given by straight lines in the appropriate projective space Pq.
This corresponds to the following choice of inhomogeneous coordinates:

ui D
˛itC ˇi

˛0tC ˇ0
; ui 2 IN : (40)

In the case differential-difference equation we will assume that the parameter t is
the same which describes the “time” evolution of the problem.

A useful simplification consists in using only integer numbers in the computa-
tions. Since we want to avoid accidental cancellation the best way is to consider
only prime numbers. This means that we must choose the ˛i; ˇi and the eventual
parameters appearing in the equation as prime numbers. A final simplification which
can speed up the calculations is to consider the factorization of the iterates on a finite
field Kp, with p prime. This is particularly useful since otherwise we are dealing
with factorization over the integer domain and the most common algorithms for
factorization over the integer domain actually at first compute factorization over
finite fields [127].

With these rules we should be able to avoid eventual accidental cancellations and
therefore to have a bona fide sequence of degrees. Since the result is experimental
it is still better to do it more than once to be sure of the result. In [46] a python
implementation of these ideas is given in the case of lattice equation. The prime
number p is chosen adaptively as the next prime after the square plus one of the
biggest prime in ˛i; ˇi and the equation parameters.
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Now let us assume that we have computed our iterations and we are given the
finite sequence:

d0; d1; : : : ; dn: (41)

To obtain information about the asymptotic behavior of such a sequence (41)
we calculate its generating function [74], i.e., a function g D g.s/ such that its
Taylor series coincides with the elements of the obtained series. In looking for
such functions it is important to try to use the minimum number of dk possible.
It is reasonable to suppose that such a generating function is rational even if it is
known that it is not always the case [55]. Such generating functions can therefore
be calculated by using Padé approximants [12, 107].

The Padé approximant is a way of representing a function as a rational function,
i.e., as the ratio of two polynomials. Indeed let us assume to know a function f D
f .s/ analytic in some domain D � C containing s D 0.5 Therefore the function f
can be represented as power series centered at s D 0:

f .s/ D
1
X

kD0

dksk: (42)

To find the Padé approximant of order ŒL W M� for the function f means to find a
rational function:

ŒL W M�.s/ D
PŒLWM�.s/

QŒLWM�.s/
D

a0 C a1sC � � � C aLsL

1C b1sC � � � C bMsM
; (43)

such that its Taylor series centered at s D 0 coincides with (42) as much as
possible (here PŒLWM�.s/ and QŒLWM�.s/ are assumed to be polynomials). Notice that
the choice of b0 D 1 into the denominator [i.e., in the polynomial QŒLWM�.s/] is
purely conventional, since the ratio of the two polynomial PŒLWM�.s/ and QŒLWM�.s/ is
defined up to a common factor. A Padé approximant of order ŒL W M� has a priori
LC 1 independent coefficients in the numerator and M independent coefficients in
denominator, making L C M C 1 coefficients at all. This means that given a full
Taylor series as in (42) and a Padé approximant of order ŒL W M� we will have a
precision of order sLCMC1:

f .s/ D ŒL W M�.s/C O
�

sLCMC1
�

: (44)

In the same way as a polynomial is its own Taylor series a rational function is its own
Padé approximant for the right choice of L and M. This is why the best approach
in the search for rational generating functions is the use of Padé approximants: by
computing a sufficiently high number of terms if my generating function is rational

5This is always possible to be done up to a translation.
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I will eventually find it. Without going into the details of such beautiful theory we
note that the simplest way to compute the Padé approximant of order ŒL W M� (43) is
from Linear Algebra and one only needs to compute two determinants:

QŒLWM�.s/ D

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

dL�MC1 dL�MC2 : : : dL dLC1

dL�MC2 dL�MC3 : : : dLC1 dLC2

:::
:::

:::
:::

dL�1 dL : : : dLCM�2 dLCM�1

dL dLC1 : : : dLCM�1 dLCM

sM sM�1 : : : s 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

; (45a)

PŒLWM�.z/ D

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

dL�MC1 dL�MC2 : : : dLC1

dL�MC2 dL�MC3 : : : dLC2

:::
:::

:::

dL�1 dL : : : dLCM�1

dL dLC1 : : : dLCM
PL�M

kD0 dksMCk
PL�MC1

kD0 dksMCk�1 : : :
PL

kD0 dksk

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

; (45b)

and then the Padé approximant of order ŒL W M� is given by [65]:

ŒL W M�.s/ D
PŒLWM�.s/

QŒLWM�.s/
: (46)

That is all we need from the theory of Padé approximants to calculate generating
functions. The interested reader can consult the above references for a more
complete exposition.

Suppose now we have obtained a generating function using a subset of elements
of (41). Such a generating function is a predictive tool, since we can confront
the next terms in (41) with the successive terms of the Taylor expansion of the
generating function. If they agree we are almost surely on the right way. This is the
reason why it is important to find the generating function with the minimum number
of dk possible. If we used all the terms in the sequence (41) then we need to compute
more iterates in order to have a predictive result. Notice that since the sequence (41)
is a series of degrees, i.e., of positive integers, if the Taylor series of the generating
functions give rise to rational numbers it can be immediately discarded as a non-
bona fide generated function. A reasonable strategy for finding rational generating
functions with Padé approximants is to use Padé approximants of equal order Œj W j�
which, as stated above, need 2j C 1 point to be determined. Let us remark, that a
rational generating function satisfies a finite order linear recurrence relation [30].

Once we have a generating function we need to calculate the asymptotic behavior
of the coefficients of its Taylor series. To do this we will use the inverse Z-transform
[26, 30, 67] method. Indeed let f .
/ be a function expressible in Laurent series of
only negative powers of its argument:
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f .
/ D
1
X

kD0

dk

�k: (47)

The inverse Z-transform of f is the defined to be [67]:

Z�1Œf .
/�k D
1

2� i

Z

C
f .
/
 k�1 d
 ; k 2 N (48)

where C is a simple closed path outside of which f .
/ is analytic. If f is rational
function, C can be taken as a circle of radius R enclosing all the singularities of
f .
/ in the complex 
 plane. By the residue theorem [23, 130], this implies, as the
rational functions have only a finite numbers of poles 
j 2 C, j 2 f1; : : : ;Pg:

Z�1Œf .
/� D
P
X

jD1

Res

D
j
ff .
/
 k�1g: (49)

Indeed given the generating function g which is expressed as the Taylor series

g.s/ D
1
X

kD0

dksk; (50)

i.e., a series of positive powers of s, we have by the definition (48):

dk D Z�1Œg.
�1/�k: (51)

Since we suppose our generating function to be rational, g.
�1/ is again a rational
function and we can easily compute it using the residue approach (49).

Formula (49) will be valid asymptotically, and for rational f .
/ we can estimate
for which k it will be valid. Assume that f .
/ D bP.
/=bQ.
/ withbP;bQ 2 CŒ
 �, i.e.,
polynomials in 
 . Indeed if 
 D 0 is a root of bQ of order k0 we must distinguish the
cases when k > k0C 1 and k � k0C 1. For k � k0C 1 we will have a pole in 
 D 0
of order k0 C 1 � k. So the general formula (49) will be valid only for n > k0 C 1.
In the case of rational generating functions g.s/ D P.s/=Q.s/, with P;Q 2 CŒs� we
will introduce a spurious 
 D 0 singularity in g.
�1/ if we will have deg P 	 deg Q.

From the generating function we can get the Algebraic Entropy, defined by (17).
Recalling that notion of radius of convergence R of a power series [130]:

R�1 D lim
k!1
jdkj

1=n (52)

and the continuity of the logarithm function we have from (17) that the Algebraic
Entropy can be always given by the logarithm of the inverse of the smallest root of
the denominator of g:
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� D min
fs2CjQ.s/D0g

logjsj�1: (53)

To conclude this section we examine the growths of Examples 2.1, 2.2 and 2.3
using the generating functions in order to have a more rigorous proof of their growth.

Example 2.4 (Growth of the Hénon Map) The first and very trivial example is to
consider the growth of the Hénon map (23) [or (24)] as given by (25). We see that
computing the Padé approximant with the first three points, i.e., Œ1 W 1�.s/ we obtain:

Œ1 W 1�.s/ D
1 � s

1 � 2s
: (54)

This first Padé approximant is already predictive since

Œ1 W 1�.s/ D 1C sC 2s2 C 4s3 C 8s4 C 16s5 C 32s5 C O.s6/: (55)

So we can conclude g.s/ D Œ1 W 1�.s/. This obviously gives the growth as dk D 2
k�1

for every k 	 1.6 The only pole of g.s/ is then s0 D 1=2 which according to (53)
yields � D log 2.

Example 2.5 (Growth of the Map (26)) We see that in this case the Padé approxi-
mant Œ1 W 1�.s/ gives exactly the same result as (54), therefore it does not describe
the series. The next one Œ2 W 2�.s/ instead gives:

Œ2 W 2�.s/ D
1

1 � s � s2
; (56)

which is predictive. We conclude that in this case g.s/ D Œ2 W 2�.s/. This gives the
growth:

dk D
5C 3

p
5

10

 

1C
p
5

2

!k

C
5 � 3

p
5

10

 

1 �
p
5

2

!k

; (57)

which, as we said before, has the asymptotic behavior (29). The poles of (56) are
then:

s˙ D
�1˙

p
5

2
(58)

and as jsCj > js�j the algebraic entropy is given by (30).

6We note that in terms of the iterations the first 1 in (25) have to be interpreted as d
�1, but this is

just matter of notation.
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Example 2.6 (Growth of the Hirota–Kimura–Yahagi Equation) We now consider
the very slow growth of (31) given by (34). Again the Œ1 W 1�.s/ is the same as
in (54) and therefore does not describes (34) as well as Œ2I 2�.s/. On the other hand
Œ3 W 3�.s/ gives:

Œ3 W 3�.s/ D
s3 C s2 � sC 1

.1 � s/2
(59)

and again this approximant is predictive. So we conclude that g.s/ D Œ3 W 3�.s/ and
that dk D 2k�2. Since the only pole lays on the unit circle we have that the entropy
is zero.

2.3 Examples

In this section we will discuss four examples, one for recurrence relations one for a
differential-difference equation and finally two for quad equations.

Example 2.7 (Solvable Chaos [44]) We consider an instructive example taken from
[44] to see what happens if one considers transcendental transformations in place of
birational ones. Our starting point is a trivial linear second-order recurrence relation:

!nC1 C !n�1 D �!n ; k 2 N : (60)

This linear map has obviously constant degree of growth dL D 1. We can obtain
from it a nonlinear equation if we apply the transcendental transformation:

un D tan!n: (61)

Under such transformation we have:

unC1 C un�1

1 � unC1un�1

D tanŒ� arctan.un/�; (62)

where the right-hand side is in fact a rational function of un depending on the value
of � 2 N. We shall consider the cases � D 1; 2; 3.

Case � D 1: In this case (62) becomes the trivial equation:

unC1 C un�1

1 � unC1un�1

D un: (63)

It is almost immediate to see that if we compute unC2 and substitute unC1

from (63) into it we find unC2 D �un�1: the equation is periodic of period 3.
Its degree of growth is then trivially:

1; 1; 2; 1; 1; 2; 1; 1; 2; : : : : (64)
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Its generating function is given by:

gkD1.s/ D
2s2 C sC 1

.1 � s3/
; (65)

and the entropy is clearly zero.
Case � D 2: In this case (62) becomes:

unC1 C un�1

1 � unC1un�1

D
2un

1 � u2n
: (66)

This case has growth of degrees:

1; 1; 3; 5; 7; 9; 11; 13; 15; 17; 19; : : : (67)

with generating function:

gkD2.s/ D
2s � sC 1

.1 � s/2
; (68)

with clear zero entropy and growth of degrees dk D 2k � 1 for k > 1. In fact this
equation possess a first integral:

un�1 � un

1 � un�1un
D c; (69)

which is a discrete Riccati equation. This discrete Riccati equation can be
linearized through the Möbius transformation:

un D �i �
i

vn
: (70)

to

.i � c/vn � .iC c/vn�1 D c: (71)

So up to now the transcendental transformation has preserved somehow the
linearity of the equation.

Case � D 3: In this case (62) becomes more interesting:

unC1 C un�1

1 � unC1un�1

D
3un � u3n
1 � 3u2n

: (72)

The degrees of its iterates are:

1; 1; 4; 11; 29; 76; 199; 521; 1364; 3571; : : : (73)
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exhibiting a clearly chaotic behavior. The generating function for the
sequence (73) is given by:

gkD3.s/ D
2s2 � 2sC 1

s2 � 3sC 1
: (74)

The Algebraic Entropy is then given by:

� D log

 

3C
p
5

2

!

; (75)

while the degrees asymptotically grow as:

dk D
1C
p
5

2

 

3C
p
5

2

!k

C
1 �
p
5

2

 

3 �
p
5

2

!k

: (76)

Therefore (72) is both chaotic and solvable! Using a transcendental transforma-
tion we have linearized a chaotic equation.

In Fig. 7 we confront the trajectories of the cases � D 2 and � D 3. We see
the equations as maps in the .x; y/-plane by making the identification .xn; yn/ D

.un; un�1/. The reader can easily see the difference between the regular structure of
the case � D 2 for different initial values and the complicated structure of the case
� D 3.

This example shows that if we consider more general transformations than the
birational ones then Algebraic Entropy can’t be used as an indicator of integrability.

Example 2.8 (The YdKN equation [133, 134]) Consider the class of differential-
difference equations:

u0
n D

A.un/unC1un�1 C B.un/.unC1 C un�1/C C.un/

unC1 � un�1

; (77)

where A;B and C are second-order polynomials in un:

A.un/ D c1u
2
n C c2un C c3 ; (78a)

B.un/ D c4u
2
n C c5un C c6 ; (78b)

C.un/ D c7u
2
n C c8un C c9; (78c)

depending on nine arbitrary parameters. This equation for generic values of the
parameters is not integrable. In fact it has the following growth of degrees:

1; 1; 3; 7; 17; 41; 99; 239; 577; : : : : (79)
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Fig. 7 Trajectories for the maps (62) for � D 2 and � D 3 with the identification .xn; yn/ D
.un; un�1/. (a) � D 2 (66). (b) � D 3 (72)

This sequence has generating function:

ggen.s/ D
s � 1

s2 C 2s � 1
; (80)

and then we have:

dgen
k D

.1C
p
2/kC1

2
C
.1 �
p
2/kC1

2
(81)
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and, as expected, the entropy is nonzero:

�gen D log.1C
p
2/: (82)

In [133] it was proved using the Generalized Symmetry approach7 that for the
particular combination of coefficients given by:

c1 D a ; c2 D 2b ; c3 D c ; c4 D b ; c5 D d ;

c6 D e ; c7 D c ; c8 D 2e ; c9 D f ;
(83)

the equation satisfies the necessary conditions of integrability.8 As it was proved that
the continuum limit [84, 133] of (78) with (83) is the Krichever–Novikov equation
[73] the resulting equation was called the Yamilov discretization of the Krichever–
Novikov equation (shortly YdKN equation). Integrability of such an equation was
established in [5] through the Master Symmetries approach. If we compute the
growth of degrees with the particular choice given by (83) we obtain:

1; 1; 3; 7; 13; 21; 31; 43; 57; 73; : : : (84)

with generating function:

gint.s/ D
3s2 � 2sC 1

.1 � s/3
: (85)

This generating function gives the quadratic growth dint
k D k2�kC1 and the entropy

is clearly zero.
Considering the sequences (79) and (84) we see that the first drop of the degrees

happens at the second iteration. To understand this degree dropping we consider the
particular case a D c D d D e D f D 0 and b D 1. Computing the iterates without
the assumptions made in Sect. 2.2 we have:

u1 D �
u0
0u�1 C u20u�1

�u0
0 C 2u0u�1 C u20

; (86a)

u2 D

.3u02
0 u2�1 C 4u02

0 u�1u0 � 2u02u2�1u0

� 2u20u�1u02C u02
0 u0

�1 � u40u
0
�1 C u40u

2
�1/u0

.u02
0 u2�1 C 2u02

0 u�1u0 � 2u00
0u2�1u0 C 2u50u�1

� 2u20u�1u
00
0 C u02

0 u0
�1 � u40u

0
�1 C 3u40u

2
�1/

; (86b)

7In fact was solved the more general problem of finding the integrable cases inside the whole
Volterra-like differential-difference equations (2).
8Only 6 independent coefficients are left.
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u3 D
.u20 � u0

0/.u
2
0 C u0

0/ � .degree 13 polynomial/

.u20 � u0
0/.u

2
0 C u0

0/ � .degree 13 polynomial/
; (86c)

and we see that there is a cancellation of a factor of order 4! Therefore with respect
to the general case we have a drop of degrees 13 D 17 � 4.

Example 2.9 (The QV equation [125]) We will now see our first example of quad
equations. We will show the integrability of the so called QV in the same way as it
was done in the paper where the equation was introduced [125].

Our starting point is the three forms of the Q4 equation. The Q4 equation is
obtained by the Consistency Around the Cube (CAC). This equation was first found
in [1] and then its form has been improved in [95] and in [58]. It was shown to be
the most general case of CAC in a series of papers [3, 6, 7].

Its different avatars are respectively:

• Adler’s form:

k0un;munC1;mun;mC1unC1;mC1

� k1.un;munC1;mun;mC1 C unC1;mun;mC1unC1;mC1

C un;mun;mC1unC1;mC1 C un;munC1;munC1;mC1/

C k2.un;munC1;mC1 C unC1;mun;mC1/

� k3.un;munC1;m C un;mC1unC1;mC1/

� k4.un;mun;mC1 C unC1;munC1;mC1/

C k5.un;m C unC1;m C un;mC1 C unC1;mC1/C k6 D 0 (87)

with

k0 D ˛ C ˇ ; k1 D ˛� C ˇ� ; k2 D ˛�
2 C ˇ�2 ;

k3 D
˛ˇ.˛ C ˇ/

2.� � �/
� ˛�2 C ˇ

�

2�2 �
g2
4

�

;

k4 D
˛ˇ.˛ C ˇ/

2.� � �/
� ˇ�2 C ˛

�

2�2 �
g2
4

�

;

k5 D
g3
2

k0 C
g2
4

k1 ; k6 D
g22
r
16k0 C g3k1;

(88)

where

˛2 D r.�/ ; ˇ2 D r.�/ ; r.z/ D 4z3 � g2z � g3 (89)
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• Nijhoff’s form:

A
�

.un;m � b/.un;mC1 � b/ � d
��

.unC1;m � b/.unC1;mC1 � bt/ � d
�

C B
�

.un;m � a/.unC1;m � a/ � e
��

.un;mC1 � a/.unC1;mC1 � a/ � e
�

D f
(90)

where the points .a;A/; .b;B/; .c;C/ D .b;B/�.a;A/ are on the curve Z2 D r.z/
with r.z/ as in (89) and

d D .a � b/.c � b/ ; e D .b � a/.c � a/ ; f D ABC.a � b/: (91)

• Hietarinta’s form:

sn.˛/ sn.ˇ/ sn.˛ C ˇ/.k2un;munC1;mun;mC1unC1;mC1 C 1/

C sn.˛ C ˇ/.un;munC1;mC1 C unC1;mun;mC1/

� sn.˛/.un;munC1;m C un;mC1unC1;mC1/

� sn.ˇ/.un;mun;mC1 C unC1;munC1;mC1/ D 0 :

(92)

All three forms are parametrized through elliptic functions.
The most general form of quad equation having the same symmetry as Q4,

namely the Klein symmetry:

Q.unC1;m; un;m; unC1;mC1; un;mC1/

D 
Q.un;m; unC1;m; un;mC1; unC1;mC1/;

Q.un;mC1; unC1;mC1; un;m; un;mC1/

D 
 0Q.un;m; unC1;m; un;mC1; unC1;mC1/;

(93)

where 
; 
 0 2 f1;�1g is given by:

a1un;munC1;mun;mC1unC1;mC1

C a2.un;mun;mC1unC1;mC1 C unC1;mun;mC1unC1;mC1

C un;munC1;munC1;mC1 C un;munC1;mun;mC1/

C a3.un;munC1;m C un;mC1unC1;mC1/

C a4.un;munC1;mC1 C unC1;mun;mC1/

C a5.unC1;munC1;mC1 C un;mun;mC1/

C a6.un;m C unC1;m C un;mC1 C unC1;mC1/C a7 D 0: (94)
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We calculate the degrees of growth of the Q4 equation. To keep things simple we
evaluate for some choices of parameter one of the three forms of the Q4 equation
[(87), (90), (92)]. Following Sect. 2.2 we wish to find some integer values for the
coefficients fa1; : : : ; a7g satisfying the given conditions. For example, choosing
r.z/ D 4z3 � 32z C 4 and the points .a;A/ D .0; 2/, .c;C/ D .3; 4/, .b;B/ D
.a;A/˚ .c;C/ D .�26=9; 2=27/,9 we get the sequence:

1; 3; 7; 13; 21; 31; 43; 57; 73; 91; 111; : : : (95)

corresponding to the generating function

g.s/ D
1C s2

.1 � s/3
; (96)

which corresponds to a quadratic growth:

dl D l2 C lC 1: (97)

However we may also take (94) without any constraint on the coefficients
fa1; : : : ; a7g. With arbitrary values of the parameters, we get the same quadratic
growth as with constrained values:

1; 3; 7; 13; 21; 31; 43; 57; 73; 91; 111; : : : : (98)

This indicates integrability of the unconstrained form, with seven free homogeneous
parameters (intersection of hyperplanes in the space of multilinear relations). This
is the so-called QV equation.

To analyze the origin of the entropy vanishing, one has to examine the factoriza-
tion process, which explains the degree drop. To this end consider the most generic
quad equation with no Klein symmetries at all:

c1un;munC1;mun;mC1unC1;mC1 C c2un;mun;mC1unC1;mC1

C c3unC1;mun;mC1unC1;mC1 C c4un;munC1;munC1;mC1

C c5un;munC1;mun;mC1 C c6un;munC1;m C c7un;mC1unC1;mC1

C c8un;munC1;mC1 C c9unC1;mun;mC1

C c10unC1;munC1;mC1 C c11un;mun;mC1

C c12un;m C c13unC1;m C c14un;mC1 C c15unC1;mC1 C c16 D 0: (99)

9Here ˚ denotes the sum in the sense of elliptic curves.
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Fig. 8 Initial conditions for the QV equation

It depends on 16 homogeneous parameters ci, i D 1; : : : ; 16. Its sequence of degrees
is given by:

1; 3; 7; 17; 41; 99; 239; 577; : : : (100)

fitted by:

g.s/ D �
sC 1

s2 C 2s � 1
(101)

giving nonzero entropy � D log.1C
p
2/.

We see that in (95) there is a factorization at the third iterations and we want
to see its origin. Suppose we are given the initial data as in Fig. 8 then making the
computations we see that:

F D
H.Z;V/ � .degree 13 polynomial/

H.Z;V/ � .degree 13 polynomial/
(102)

The factor H.Z;V/ is a biquadratic (elliptic) curve given for general values of n and
m by:

H.unC1;m; un;mC1/ D
@Q

@un;m; unC1;mC1

�
@Q

@un;m

@Q

@unC1;mC1

(103)

where Q is given by the right-hand side of (94). We see than that with respect to
the general case we have a drop of degrees 13 D 17 � 4. It is worth noting that the
biquadratic (103) was a key element in the proof of the classification in [6], however
to have the factorization we do not need to introduce the elliptic function relation.

We conclude this example by noting that in [48] the QV equation was generalized
to a new nonautonomous equation. It was proved that the only multilinear quad
equations with 2-periodic coefficients, i.e., pi D pi;0 C pi;1.�1/

n C pi;2.�1/
M C

pi;3.�1/
nCm, which possess the nonautonomous Klein symmetries:
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Q.unC1;m; un;m; unC1;mC1; un;mC1I .�1/
n; .�1/m/

D 
Q.un;m; unC1;m; un;mC1; unC1;mC1I �.�1/
n; .�1/m/;

Q.un;mC1; unC1;mC1; un;m; unC1;mI .�1/
n; .�1/m/

D 
 0Q.un;m; unC1;m; un;mC1; unC1;mC1I .�1/
n;�.�1/m/;

(104)

is given by:

a1un;munC1;mun;mC1unC1;mC1

C Œa2;0 � .�1/
na2;1 � .�1/

Ma2;2 C .�1/
nCma2;3�un;mun;mC1unC1;mC1

C Œa2;0 C .�1/
na2;1 � .�1/

Ma2;2 � .�1/
nCma2;3�unC1;mun;mC1unC1;mC1

C Œa2;0 C .�1/
na2;1 C .�1/

Ma2;2 C .�1/
nCma2;3�un;munC1;munC1;mC1

C Œa2;0 � .�1/
na2;1 C .�1/

Ma2;2 � .�1/
nCma2;3�un;munC1;mun;mC1

C Œa3;0 � .�1/
Ma3;2�un;munC1;m C Œa3;0 C .�1/

Ma3;2�un;mC1unC1;mC1

C Œa4;0 � .�1/
nCma4;3�un;munC1;mC1 C Œa4;0 C .�1/

nCma4;3�unC1;mun;mC1

C Œa5;0 � .�1/
na5;1�unC1;munC1;mC1 C Œa5;0 C .�1/

na5;1�un;mun;mC1

C Œa6;0 C .�1/
na6;1 � .�1/

Ma6;2 � .�1/
nCma6;3�un;m

C Œa6;0 � .�1/
na6;1 � .�1/

Ma6;2 C .�1/
nCma6;3�unC1;m

C Œa6;0 C .�1/
na6;1 C .�1/

Ma6;2 C .�1/
nCma6;3�un;mC1

C Œa6;0 � .�1/
na6;1 C .�1/

Ma6;2 � .�1/
nCma6;3�unC1;mC1 C a7 D 0: (105)

This equation depends on 16 arbitrary homogeneous parameters and upon the
substitution a2;1 D a2;2 D a2;3 D a3;2 D a4;3 D a5;1 D a6;1 D a6;2 D a6;3 D
0 (105) it reduces to the QV equation (94). Therefore this equation is called the
nonautonomous QV equation. Again in [48] it was found that this equation possesses
the same degree of growth as the original QV equation (94), this suggests that this is
a nonautonomous integrable generalization of the QV equation.

Example 2.10 (The tH"
2 Equation) As a last example we consider a nonautonomous

equation coming from the classification of general quad equations possessing the
CAC property introduced by Boll [16–18]. The tH"

2 is:
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tH2 W .un;m � unC1;m/.un;mC1 � unC1;mC1/

C ˛2.un;m C unC1;m C un;mC1 C unC1;mC1/

C
"˛2

2
.2F.C/M un;mC1 C 2˛3 C ˛2/.2F.C/M unC1;mC1 C 2˛3 C ˛2/

C
"˛2

2
.2F.�/M un;m C 2˛3 C ˛2/.2F.�/M unC1;m C 2˛3 C ˛2/

C .˛3 C ˛2/
2 � ˛23 � 2"˛2˛3.˛3 C ˛2/ D 0; (106)

where:

F.˙/m D
1˙ .�1/m

2
: (107)

This equation shows two sequences of growth [50], a principal and a secondary one.
Furthermore it is not isotropic: its growth in different directions is different. Indeed
the growth in the directions ��;C and �C;C is given by the following sequences:

principal 1; 2; 4; 6; 11; 10; 19; 14; 27; 18; 35; 22; 43; : : : ;

secondary 1; 2; 4; 7; 8; 15; 12; 23; 16; 31; 20; 39; 24; : : : :
(108)

To these sequences correspond the generating functions:

gp
˙;C.s/ D

s6 C 4s4 C 2s3 C 2s2 C 2sC 1

.s � 1/2.sC 1/2
;

gs
˙;C.s/ D

3s5 C s4 C 3s3 C 2s2 C 2sC 1

.s � 1/2.sC 1/2
:

(109)

The two sequences (108) are very peculiar, since they are not monotonically
increasing, but exhibit very large oscillations. Moreover the asymptotic behavior
which can be extrapolated from the generating functions is linear:

dp
l;˙;C D .�1/

l.l � 5
2
/C 3l � 5

2
;

ds
l;˙;C D .�1/

lC1.l � 5
2
/C 3l � 5

2
:

(110)

Both these two patterns of growth satisfy the fourth order recurrence relation:

dlC1 � 2dl�1 C dl�3 D 0; (111)

which gives rise to these highly oscillatory terms.
The growth in the directions�C;� and��;� is given by the following sequences:

principal 1; 2; 4; 7; 11; 15; 19; 23; 27; 31; 35; 39; 43; : : : ;

secondary 1; 2; 4; 6; 8; 10; 12; 14; 16; 18; 20; 22; 24; : : : :
(112)
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We have the following generating functions:

gp
˙;�.s/ D

s4 C s3 C s2 C 1

.s � 1/2
;

gs
˙;�.s/ D

s2 C 1

.s � 1/2

(113)

and again the growth is linear:

dp
l;˙;� D 4l � 5 ; ds

l;˙;� D 2l: (114)

Since the growth is linear in every direction we can infer that the equation should
be linearizable. This was conjectured in [50] and then proved by using the concept
of Darboux integrability for lattice equations [2] in [47, 53].

3 Generalized Symmetries

In this second part of these notes we will introduce another definition of integrability
based on the existence of Generalized Symmetries. Mainly we will develop
computational methods for finding generalized symmetries. In Sect. 3.1 we will
discuss the relationship of the Generalized Symmetries with integrability properties.
To do so we will treat the well known example of the Korteweg–de Vries equation.
In Sect. 3.2 we will consider the case of differential-difference equations. In Sect. 3.3
we will construct three point generalized symmetries for quad equations. In Sect. 3.4
we will discuss a direct methods to find hierarchies of symmetries through the so-
called Master Symmetries. In Sect. 3.5 we will conclude these notes with some
specially selected examples of nonautonomous equations.

3.1 Generalized Symmetries and Integrability

At the time of the Franco-Prussian war in 1870 the Norwegian mathematician
Sophus Lie considered the question of the invariance of differential equations with
respect to continuous infinitesimal transformation, i.e., transformations which can
be seen as continuous deformations of the identity. In the successive 30 years Lie
developed a theory which includes all the implications of such invariance. The
summa of the work of Sophus Lie on the subject is contained in [88].

Lie’s works on differential equations had a brief moment of success, but soon
they were forgotten. They were subsequently rediscovered around the middle of the
twentieth century by Russian mathematicians under the leadership of Ovsiannikov
[104, 105]. On the other hand Lie’s work on continuous groups was a powerful
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tool in the development of Quantum Mechanics where they were used to show
unexpected results about the spectra [128]. However the “physicists” theory of Lie
groups turns out to be completely separated from the application of continuous
groups to differential equations in such a way that it was possible that somebody
knew much of one and completely ignore the other.

The original idea of Sophus Lie was to unify the methods of solution for
differential equations uncovering the underlying geometrical structure in the same
spirit as it was done by Évariste Galois for algebraic equations. Lie’s theory of
infinitesimal point transformation is linear, but one is able to reconstruct the full
group of transformation by solving some differential equations.

In his work Lie [86] considered infinitesimal transformations depending also on
the first derivatives of the dependent variables, the so-called contact transformations
[8, 63]. Later Bäcklund considered finite transformations depending on finitely
many derivatives of the dependent variables adding some closure relations in
order to preserve the geometrical structure of the transformations [11]. The first
to recognize the possibility of considering also transformations depending on
higher order derivatives without additional conditions was Emmy Noether in her
fundamental paper [97]. The mathematical objects Noether considered was what
now we call Generalized Symmetries.

In modern times due to their algorithmic nature generalized symmetry have
been used both as tools for the study of given systems [8, 34, 40, 63, 68, 71, 72,
101, 103] and as a tool to classify integrable equations. The symmetry approach
to integrability has mainly been developed by a group of researchers belonging to
the scientific school of A.B. Shabat. It has been developed in the continuum case
[5, 54, 93, 94, 116–118], in the differential-difference case [78, 133, 134] and more
recently also in the completely discrete case [79, 80].

Let us start discussing the relation between integrability and generalized sym-
metries in the case of partial differential equations. Let us assume we are given a
partial differential equation (PDE) of order k in evolutionary form for an unknown
function u D u.x; t/:

ut D f .u; u1; : : : ; uk/ ; (115)

where ut D @u=@t and uj D @
ju=@xj for any j > 0.

A generalized symmetry of order m for (115) is an equation of the form:

u
 D g.u; u1; u2; : : : ; um/ (116)

compatible with (115). Here 
 plays the role of the group parameter and of
course we are assuming u D u.x; t; 
/. The compatibility condition between (115)
and (116) implies the following PDE for the functions f and g:

@2u

@t@

�
@2u

@
@t
D Dtg � D
 f D 0; (117)
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where Dt;D
 are the operators of total differentiation corresponding to (115)–(116),
defined, together with the operator of total x-derivative D, by

D D
@

@x
C
X

i�0

uiC1
@

@ui
; Dt D

@

@t
C
X

i�0

Dif
@

@ui
;

D
 D
@

@

C
X

i�0

Dig
@

@ui
:

(118)

When (117) is satisfied we say that (116) is a generalized symmetry of order m
for (115).

We will now see in a concrete example how from the integrability properties is
possible to obtain an infinite sequence of generalized symmetries of the form (116).
Let us consider the well-known Korteweg–de Vries equation (KdV equation) [70]:

ut D 6uu1 C u3: (119)

It is known [75] that the KdV equation (119) possess the following linear represen-
tation:

Lt D ŒL;M�; (120)

where L and M are differential operators given by:

L D �@xx C u ; (121a)

M D 4@xxx � 6u@x � 3@x.u/: (121b)

and by Œ ; � we mean the commutator of two differential operators. We look for a
chain of differential operators Mj which correspond to different equations associated
with the same L:

Ltj D ŒL;Mj�; (122)

Since Lt D ut is a scalar operator one must have ŒL;M� D V with V scalar operator.
If there exists another equation associated to L then there must exists another QM
such that ŒL; eM� D eV where eV is another scalar operator.

Now one can relate M and eM. Noting that the equation ut D ux can be written in
the form (122) with Mj D @x we see that the operators Mj are characterized by the
power of the operator @x and that the relation between one and the other is of order
two, as the order of the operator L. We can therefore make the general assumption:

eM D LM C F@x C G; (123)

where F and G are scalar operators. Imposing the condition (123) we find that:

eV D LV C ux; (124)



Integrability Through Algebraic Entropy and Generalized Symmetries 107

where:

LV D �
1

4
Vxx C uV �

1

2
ux

Z 1

x
V.y/ dy: (125)

This yields an infinite family of equations for any entire function F.z/,

ut D F.L/ux: (126)

Equations (126) are associated to the same L operator and, by solving the Spectral
Problem associated to it [21], they are shown to be commuting with the original
KdV equation (119). In particular for F.L/ D Ln we find a whole hierarchy of
generalized symmetries for the KdV equation (119). The operator (125) is called
the recursion operator for the KdV equation (119).

In general any evolution equation possessing a recursion operator has an infinite
hierarchy of equations and if they commute they are generalized symmetries, and,
then, in an appropriate sense, an evolution equation is integrable. We therefore
propose a symmetry based definition of integrability: An evolution equation is
called integrable if it possesses nonconstant generalized symmetries of any order m
[102]. Note that this definition a priori does not distinguish between C-integrable
and S-integrable equations. Indeed both C-integrable and S-integrable equations
possess the property of having recursion operators like (125), but C-integrable
equations are linearizable [20]. The most famous C-integrable equation, the Burgers
equation, also possesses a recursion operator. The difference between C-integrable
and S-integrable equations is in the fact that the S-integrable equations possess
infinitely many conservation laws of any order whereas the C-integrable ones only
up to the order of the equation itself.

3.2 Generalized Symmetries for Differential-Difference
Equations

In this section we look for generalized symmetries of Volterra-like equations:

Pun D f .unC1; un; un�1/ 
 fn ;
@fn
@unC1

¤ 0 ;
@fn
@un�1

¤ 0; (127)

for the unknown function un D un.t/.10 We assume that f D f .z1; z2; z3/, an arbitrary
function of three variable, is independent of n 2 Z.

10In this section and in the following we use the dot notation for derivatives.
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Generalized symmetries of (127) will be equations of the form

un;
 D g.unCm; unCm�1; : : : unCm0C1; unCm0/ 
 gn ;

@gn

@unCm

@gn

@unCm0

¤ 0;
(128)

where un D un.t; 
/. By the index 
 , the group parameter, we denote its 
 -derivative,
and m 	 m0 are two finite fixed integers.

The symmetry is defined by a function of many variables:

g D g.z1; z2; z3; : : : z1Cm�m0/; (129)

called the characteristic of the symmetry which depends on (127). We will call (128)
a local generalized symmetry of (127) if in the right-hand side it does not contain
integrals or summations. Moreover, we choose this symmetry to have no explicit
dependence on the discrete spatial variable n and on the variable t of (127).

Lie point symmetries of (127) are of the form:

un;
 D a.t/Pun C bn.t; un/ (130)

and are a sub-case of the generalized symmetries. We will be interested in
symmetries (128) with m > 1 and m0 < �1 which are not Lie point symmetries,
more precisely, with m D �m0 > 1.

A generalized symmetry of (127) is an equation of the form (128) compatible
with (127), i.e., such that they have a common set of solutions. Before giving a
precise definition of generalized symmetries, we derive and discuss the conditions
necessary for their existence. If un.t; 
/ is a common solution of (127)–(128), we
have

@2un

@t@

�
@2un

@
@t
D Dtgn � D
 fn D 0; (131)

where Dt;D
 are differentiation operators corresponding to (127)–(128):

Dtgn D

m
X

jDm0

@gn

@unCj
fnCj ; D
 fn D

1
X

jD�1

@fn
@unCj

gnCj: (132)

By fnCj; gnCj we mean

fnCj D f .unCjC1; unCj; unCj�1/;

gnCj D g.unCjCm; unCjCm�1; : : : unCjCm0/:
(133)
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From (131)–(132) we obtain the following compatibility condition:

Dtgn D
@fn
@unC1

gnC1 C
@fn
@un

gn C
@fn
@un�1

gn�1 (134)

which is satisfied for any common solution of (127)–(128) and, given fn, is an
equation for the function gn.

In the generalized symmetry method, we assume that (134) must be identically
satisfied for all values of the variables:

u0; u1; u�1; u2; u�2; : : : ; (135)

which are considered as independent, and for all n 2 Z.
To clarify this point, let us consider a simple, but important, difference equation:

'nC1 � 'n D 0 : (136)

We are looking for solutions of (136), such that 'n is a function defined on a finite
number of independent variables:

'n D '.unCk; unCk�1; : : : unCk0/ ; k 	 k0; (137)

where

@'n

@unCk
¤ 0 ;

@'n

@unCk0

¤ 0: (138)

Solving (134) we often get relations of the form (136) to be satisfied identically for
all values of the variables (135).

Assuming that there exists a nonconstant solution 'n of (136) we can differ-
entiate (136) with respect to unCk0 and we get @'n=@unCk0 D 0 identically. This
contradicts (138), and the relation (136) implies that 'n must be a constant function.
Introducing the standard shift operator T , such that for any integer power j we have:

Tj'n D 'nCj D '.unCjCk; unCjCk�1; : : : unCjCk0/ ; (139)

we can rewrite (136) as .T � Id/'n D 0 and thus we get

ker.T � Id/ D C : (140)

Equation (128) is called a generalized symmetry of (127) if the compatibility con-
dition (134) is identically satisfied for all values of the independent variables (135).
The numbers m and m0 are called respectively the left order (or the order) and the
right order of the generalized symmetry (128). For any generalized symmetry (128),
the integers m and m0 are fixed and define essentially different cases.
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The definition of generalized symmetry is constructive. For any given (127) and
any given orders m and m0, with m 	 m0, one is able either to find a generalized
symmetry (128) or to prove that it does not exist. In fact it can be proved [135] that
for S-integrable equations we have m D �m0, and for this reason the left order m
is usually just called the order of the generalized symmetry. C-integrable equations
can have m ¤ �m0 and they can still have infinite symmetries. An example is given
by the semidiscrete Burgers equation [81]:

Pun D un.unC1 � un/: (141)

We now see a complete example of calculation of generalized symmetries for
Volterra-like equations (127). We will see that it will be necessary to make an
extensive use of the property (140) and of the fact that in the compatibility condition
not all the function appearing will depend on the same variables.

Example 3.1 (The modified volterra equation) Let us consider the following
Volterra-like equation:

Pun D .c
2 � u2n/.unC1 � un�1/: (142)

This equation is known in literature as the modified Volterra equation. We wish
to compute the lowest order Generalized Symmetries of (142), i.e., the instances
of (128) with m D 2 and m0 D �2:

un;
 D gn.un�2; un�1; un; unC1; unC2/: (143)

In this case the compatibility condition (131) is given by:

@gn

@un�2

fn�2 C
@gn

@un�1

fn�1 C
@gn

@un
fn C

@gn

@unC1

fnC1 C
@gn

@unC2

fnC2

D
@fn
@un�1

gn�1 C
@fn
@un

gn C
@fn
@unC1

gnC1 : (144)

We note that the gnC1; fnC2 and gn�1; fn�2 depend on unC3 and un�3 respectively,
whereas the other functions do not depend on these variables. Therefore our first
step is to isolate the dependence on these variable. We start by differentiating with
respect to unC3:

.c2 � u2n/
@gnC1

@unC3

� .c2 � u2nC2/
@gn

@unC2

D 0: (145)

Diving by .c2 � u2n/.c
2 � u2nC1/.c

2 � u2nC2/ we have:

1

.c2 � u2nC1/.c
2 � u2nC2/

@gnC1

@unC3

�
1

.c2 � u2n/.c
2 � u2nC1/

@gn

@unC2

D 0 : (146)
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This is a total difference:

.T � Id/

�

1

.c2 � u2n/.c
2 � u2nC1/

@gn

@unC2

�

D 0 ; (147)

which using (140) yields:

1

.c2 � u2n/.c
2 � u2nC1/

@gn

@unC2

D k1 (148)

i.e.:

gn D k1.c
2 � u2n/.c

2 � u2nC1/unC2 C hn (149)

where hn D hn.unC1; un; un�1; un�2/. Substituting (149) into (144) and differentiat-
ing with respect to un�3 we get:

.c2 � u2n�2/
@hn

@un�2

� .c2 � u2n/
@hn�1

@un�3

D 0 : (150)

As above we can write this expression as a total difference:

.T � Id/

�

1

.c2 � u2n�1/.c
2 � u2n�2/

@hn�1

@un�3

�

D 0; (151)

which yields:

hn D k2.c
2 � u2n/.c

2 � u2n�1/un�2 C ln (152)

where ln D ln.unC1; un; un�1/.
We have exhausted the higher order terms. We pass then to the lower order ones,

i.e., unC2 and un�2. First of all we substitute (152) into (149) and differentiate (144)
with respect to unC2:

.c2 � u2n/
@lnC1

@unC2

� .c2 � u2nC1/
@ln
@unC1

C 2k1.c
2 � u2nC1/.c

2 � u2n/.unC2 � un/unC1 D 0: (153)

This can be written as:

.T � Id/

�

1

.c2 � u2n/

@ln
@unC1

C 2k1.unC1un/

�

D 0 ; (154)

whose solution is given by:

ln D .c
2 � u2n/.k3unC1 � k1unu2nC1/C mn ; (155)
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where mn D mn.un; un�1/. Substituting (155) into (152) and (149) and differentiat-
ing (144) with respect to un�2 we obtain:

.c2 � u2n�1/
@mn

@un�1

� .c2 � u2n/
@mn�1

@un�2

C 2k2.c
2 � u2n/.c

2 � u2n�1/.un � un�2/un�1 D 0: (156)

This implies:

.T � Id/

�

1

.c2 � u2n�1/

@mn�1

@un�2

C 2k2.un�1un�2/

�

D 0 ; (157)

whose solution is given by:

mn D .c
2 � u2n/

�

k4un�1 � k2unu2n�1

�

C qn ; (158)

with qn D qn.un/.
At this point from (158), (155), (152) and (149) we have the following form for

the symmetry:

gn D .c
2 � u2n/fk1Œ.c

2 � u2nC1/unC2 � unu2nC1�

C k2Œ.c
2 � u2n�1/un�2 � unu2n�1�C k3unC1 C k4un�1g C qn (159)

which we can substitute into the determining equation (144). The result is too long
to be displayed, but if we differentiate three times with respect to unC1 we have:

.c2 � u2n/

�

6.k1 C k2/u
2
n C

@3qnC1

@u3nC1

�

D 0 : (160)

Since qnC1 D q.unC1/ this implies k2 D �k1 and

qn D k5u
2
n C k6un C k7 : (161)

We just need to determine the relation between the constants ki, i ¤ 2. Returning
to (144) we can take the coefficients with respect to un:

.k3 C k4/.u
2
nC1 � u2n�1/ D 0 ; (162a)

Œ.un�1 C unC1/k5 C 2k6�.un�1 � unC1/ D 0 ; (162b)

fŒ.k3 C k4/.un�1 C unC1/C 2k5�c
2 C 2k7g.un�1 � unC1/ D 0 ; (162c)

c2.u2nC1 � u2n�1/k5 D 0 : (162d)
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Regardless of the value of the constant c, (162) is solved by k4 D �k3 and k5 D
k6 D k7 D 0. The generalized symmetry generator is then given by:

gn D k1Œ.c
2 � u2nC1/unC2 � .u

2
nC1 � u2n�1/un � .c

2 � u2n�1/un�2�.c
2 � u2n/

C k3.c
2 � u2n/.unC1 � un�1/ : (163)

The symmetry with k1 D 0 and k3 D 1 is the modified Volterra equation itself (142)
therefore the only true second-order symmetry is given by:

gn D Œ.c
2 � u2nC1/unC2 � .u

2
nC1 � u2n�1/un � .c

2 � u2n�1/un�2�.c
2 � u2n/ : (164)

Any generalized symmetry (128) is a nonlinear difference-differential equation
which has common solutions un.t; 
/ with (127). As in the case of Lie point
symmetries [15, 87, 102, 106], for generalized symmetries we can perform a
symmetry reduction [77] by considering stationary solutions of the Eq. (128):

@un

@

D 0 H) g.unCm; unCm�1; : : : unCm0/ D 0 ; (165)

which is a fully discrete equation. This is the analog of the reduced ordinary
differential equation we obtain in the case of partial differential equations in two
variables. If we solve this equation we obtain a function un.t/ which depends on
arbitrary functions of t. These arbitrary functions can be obtained by introducing
un.t/ into (127). In such a way we can construct particular solutions of (127) such
as, for example, soliton solutions.

We now see an example of how to perform symmetry reductions.

Example 3.2 (Symmetry solution of the volterra equation) Let us consider the
Volterra equation:

Pun D un.unC1 � un�1/ : (166)

The reader may verify that this equation possess the following generalized symme-
try (128) with m D 2 and m0 D �2:

@un

@

D ununC1.unC2 C unC1 C un/ � unun�1.un C un�1 C un�2/ : (167)

The stationary solutions of (167) are the functions un D un.t/ such that:

unC1.unC2 C unC1 C un/ � un�1.un C un�1 C un�2/ D 0 : (168)

It can be seen by direct inspection that such equation can be written as a double
shift:

.T2 � Id/Œun�1.un C un�1 C un�2/� D 0 : (169)
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This means that un will solve the second-order ordinary difference equation:

un C un�1 C un�2 D
K1.�1/n C K2

un�1

: (170)

This equation is known as the discrete Painlevé I equation (dPI equation), a well-
known integrable equation [108]. Due to the nature of the dPI equation we cannot,
in general, write an explicit solution in terms of elementary functions, but for some
particular values of the parameters K1 and K2 we can find the symmetry reduction
of the Volterra equation (166).

For example if K1 D K2 D 0 (170) becomes linear and the solution is:

un D U0 cos

�

2�n

3

�

C U1 sin

�

2�n

3

�

(171)

where Ui D Ui.t/. Introducing (171) into (166) we obtain the following system of
coupled ordinary differential equations:

dU0

dt
D
p
3U0U1 ; (172a)

dU1

dt
D

p
3

2
.U2

0 � U2
1/ : (172b)

From (172a) we can solve with respect to U1 and substitute into (172b) to obtain a
single second-order equation:

d2U0

dt2
D

1

2U0

�

dU0

dt

�2

C
3

2
U3
0 : (173)

This equation can be solved by quadratures in terms of elliptic integrals:

˙

Z U0 dv
p

Cv C v4
D t � t0 ; (174)

where C and t0 are constants of integrations. This gives a symmetry solution of the
Volterra equation corresponding to the five point generalized symmetry (167) with
K1 D K2 D 0.
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un−1,m−1 un,m−1 un+1,m−1

un−1,m un,m
un+1,m

un−1,m+1 un,m+1 un+1,m+1

Fig. 9 The extended square lattice with nine points

3.3 Three-Point Generalized Symmetries for Quad Equation

In this section we discuss the construction of the simplest generalized
symmetries for quad equations (4).11 The exposition is mainly based on
[41, 79, 80]. The simplest Generalized Symmetries for a quad equation in
the form (4) are those depending on nine points defined on a square of
vertices un�1;m�1; un�1;mC1; unC1;mC1 and unC1;m�1 as depicted in Fig. 9. A priori
the symmetry generator can depend on all these points, however by taking
into account the difference equation (4), we can express the extremal points
un�1;m�1; un�1;mC1; unC1;mC1 and unC1;m�1 in terms of the remaining five points
un�1;m; unC1;m; un;m; un;m�1 and un;mC1. In general this means that we are taking as
independent variables those lying on the coordinate axes, i.e., unCj;m and un;mCk with
j; k 2 Z. This choice of independent variable is acceptable, since these points do
not lie on squares. In this way the most general nine points generalized symmetry
generator is represented by the infinitesimal symmetry generator

bX D g.un�1;m; unC1;m; un;m; un;m�1; un;mC1/@un;m : (175)

As in the case of the differential-difference equation the function g is called the
characteristic of the symmetry. We note that this is not the only possible choice
for the independent variables. Another viable choice of independent variables is
given by an appropriate restriction of an infinite staircase, e.g., to consider the points
unC1;m�1; un;m�1; un;m; un�1;m and un�1;mC1. This was the choice we made in the case
of the Algebraic Entropy, but for the calculation of symmetries the choice of the
independent variables on the axes is more convenient.

Now we need to prolong the operator (175) in order to apply it on the quad
equation (4) and construct the determining equations. This prolongation is naturally

11This kind of reasoning in fact can hold for every kind of partial difference equations on the square
which are solvable with respect to all its variables.
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given by:

prbX D g.un�1;m; unC1;m; un;m; un;m�1; un;mC1/@un;m

C g.un;m; unC2;m; unC1;m; unC1;m�1; unC1;mC1/@unC1;m

C g.un�1;mC1; unC1;mC1; un;mC1; un;m�1C1; un;mC2/@un;mC1

C g.un;mC1; unC2;mC1; unC1;mC1; unC1;m; unC1;mC2/@unC1;mC1
: (176)

Applying the prolonged vector field to (4), we get:

g
@Q

@un;m
C ŒTng�

@Q

@unC1;m
C ŒTmg�

@Q

@un;mC1

C ŒTnTmg�
@Q

@unC1;mC1

D 0 ; (177)

where Tnfn;m D fnC1;m and Tmfn;m D fn;mC1. A priori (177) contains unCi;mCj with
i D �1; 0; 1; 2, j D �1; 0; 1; 2.

The invariance condition requires that (177) be satisfied on the solutions of (4).
To be consistent with our choice of independent variables, which now include also
un;mC2 and unC2;m, we must use (4) and its shifted consequences to express:

• unC2;mC1 D unC2;mC1.unC2;m; unC1;mC1; unC1;m/,
• unC1;mC1 D unC1;mC1.unC1;m; un;mC1; un;m/,
• un�1;mC1 D un�1;mC1.un�1;m; un;mC1; un;m/,

Doing so we reduce the determining equation (177) to an equation, written
just in terms of independent variables, which thus must be identically satisfied.
Differentiating (177) with respect to un;mC2 and to unC2;m, we get

@2TnTmg

@unC2;mC1@unC1;mC2

D TnTm
@2g

@unC1;m@un;mC1

D 0 : (178)

Consequently the symmetry coefficient g is the sum of two simpler functions,

g D g0.un�1;m; unC1;m; un;m; un;m�1/C g1.un�1;m; un;m; un;m�1; un;mC1/ : (179)

Introducing this result into the determining equation (177) and differentiating
it with respect to un;mC2 and to un�1;m, we have that g1 reduces to g1 D
g10.un�1;m; un;m; un;m�1/ C g11.un;m; un;m�1; un;mC1/. In a similar way, if we differ-
entiate the resulting determining equation with respect to unC2;m and to un;m�1, we
have that g0 reduces to g0 D g00.un�1;m; un;m; un;m�1/ C g01.un�1;m; unC1;m; un;m/.
Combining these results and taking into account the property symmetrical to (178),
i.e., @2g=.@un�1;m@un;m�1/ D 0, we obtain the following form for g:

g D g0.un;m�1; un;m; un;mC1/C g1.un�1;m; un;m; unC1;m/ : (180)
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So, the infinitesimal symmetry coefficient is the sum of functions that either involve
shifts only in n with m fixed or only in m with n fixed [79, 109].

Let us consider the subcase when the symmetry generator is given by

dun;m

d"
D g1.un�1;m; un;m; unC1;m/ : (181)

This is a differential-difference equation depending parametrically on m. Setting
un;m D un and un;mC1 D Qun, a different solution, the compatible partial difference
equation (4) turns out to be an ordinary difference equation for a new solution Qun

of (181):

Q.un; unC1; Qun; QunC1/ D 0; (182)

i.e., a Bäcklund transformation [83] for (181). A similar result is obtained in the
case of g0. This result was first presented in [109]. We note that the same splitting
will also appear for higher order symmetries of this class of equations [41].

To find the specific form of g1 we have to differentiate the determining equa-
tion (177) with respect to the independent variables and get some further necessary
conditions on its shape. Let us discuss the case in which the symmetry is given in
terms of shifts in the n direction, since the m direction shift case can be treated
analogously12:

X D g .unC1;m; un;m; un�1;m/ @un;m : (183)

We don’t impose restrictions on the dependence of g on the lattice variables, so in
principle g D gn;m.

To obtain g we have to solve the functional equation (177). The best way to so is
to use some consequences of (177) and convert them into a system of linear partial
differential equations, which we can solve. This will impose restrictions on the form
of g and will allow us to solve the functional equation (177). Using the assumption
that Q is multilinear we can express unC1;mC1 as:

unC1;mC1 D f .unC1;m; un;m; un;mC1/ ; (184)

therefore the determining equation takes the form:

TnTmg D Tng
@f

@unC1;m
C Tmg

@f

@un;mC1

C g
@f

@un;m
: (185)

12In fact the more convenient way for treating the symmetries in the m direction is to consider the
transformation n $ m and make the computations in the new n direction. Performing again the
same transformation in the obtained symmetry will yield the result.
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Let us start to differentiate (185) with g given by (183) with respect to unC2;m which
is the higher order shift:

TnTm
@g

@unC1;m
Tn

@f

@unC1;m
D

@f

@unC1;m
Tn

@g

@unC1;m
: (186)

Define:

z D log
@g

@unC1;m
(187)

then we can rewrite (186) in the form of a conservation law:

Tmz D zC .T�1
n � Id/ log

@f

@unC1;m
: (188)

Furthermore we also have another representation for (185) which will be useful in
deriving another relation similar to (188), but with respect to un�1;m. Indeed apply
T�1

n to (185) then solving for T�1
n TMg we obtain the equivalent representation:

T�1
n Tmg D �T�1

n

�

@f

@un;m



@f

@un;mC1

�

T�1
n g

C T�1
n

�

1



@f

@un;mC1

�

TMg � T�1
n

�

@f

@unC1;m



@f

@un;mC1

�

g : (189)

Differentiating this equation with respect to un�2;m we obtain:

T�1
n Tm

@g

@un�1;m

@un�2;mC1

@un�2;m

D �T�1
n

�

@f

@un;m



@f

@un;mC1

�

T�1
n

@g

@un�1;m
: (190)

From the implicit function theorem we get:

@un�2;mC1

@un�2;m
D T�1

n

@un�1;mC1

@un�1;m
D �T�2

n

�

@f

@un;m



@f

@un;mC1

�

: (191)

So introducing

v D log
@g

@un�1;m
(192)

we obtain from (190):

Tmv D v C .Tn � Id/ log

�

@f

@un;m



@f

@un;mC1

�

: (193)
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Equations (188), (193) are still functional equations, but we can derive from
them a system of first-order PDEs. Indeed let s be a function such that s D
s.unC1;m; un;m; un�1;m/. Then the function TMs D s.unC1;mC1; un;mC1; un�1;mC1/ can
be annihilated applying the differential operator:

Y�1 D
@

@un;m
�

@f=@un;m

@f=@un;mC1

@

@unC1;m
� T�1

n

�

@f=@unC1;m

@f=@un;m

�

@

@un�1;m
: (194)

On the other hand the function T�1
M s D s .unC1;m�1; un;m�1; un�1;m�1/ is annihilated

by the operator:

Y1 D
@

@un;m
� T�1

m

@f

@un;mC1

@

@unC1;m
� T�1

n T�1
m

�

@f

@un;mC1

��1
@

@un�1;m
: (195)

Therefore we can apply the operator Y�1 as given by (194)–(188) and this will give
us the linear PDE:

Y�1z D �Y�1.T
�1
n � Id/ log

@f

@unC1;m
: (196)

Analogously by applying T�1
M to (188) we can write

T�1
m z D z � T�1

m .T�1
n � Id/ log

@f

@unC1;m
; (197)

which applying Y1 gives us the linear PDE:

Y1z D Y1T
�1
M .T�1

n � Id/ log
@f

@unC1;m
: (198)

Since we have that z must be independent from un;m˙1, whereas the coefficients
in (196), (198) may depend on it, we may write down a final system for the function
z as:

Y1z D Y1T
�1
m .T�1

n � Id/ log
@f

@unC1;m
; (199a)

Y�1z D �Y�1.T
�1
n � Id/ log

@f

@unC1;m
; (199b)

@z

@un;mC1

D
@z

@un;m�1

D 0 : (199c)

In general the system (199) can be not closed, however it is possible to add an
equation using Lie brackets:

ŒY1;Y�1�z D �ŒY1Y�1T
�1
m � Y�1Y1�.T

�1
n � Id/ log

@f

@unC1;m
: (200)
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Applying the same line of reasoning we deduce a system of equations also for v:

Y1v D Y1T
�1
m .Tn � Id/ log

�

@f

@un;m



@f

@un;mC1

�

; (201a)

Y�1v D �Y�1.Tn � Id/ log

�

@f

@un;m



@f

@un;mC1

�

; (201b)

@v

@un;mC1

D
@v

@un;m�1

D 0 : (201c)

As before if the system is not closed we may add the Lie bracket condition:

ŒY1;Y�1�z D �ŒY1Y�1T
�1
m � Y�1Y1�.T

�1
n � Id/ log

�

@f

@un;m



@f

@un;mC1

�

; (202)

Once we have solved the systems (199) and (201) [eventually with the aid of the
auxiliary equations (200), (202)] we insert the values for z and v we found into (188)
and (193). This step can be used to fix the dependency on the explicit functions of
the lattice variables n;m. We can then solve the potential-like equation:

@g

@unC1;m
D ez;

@g

@un�1;m
D ev : (203)

Therefore if the compatibility condition

@ez

@un�1;m
D

@ev

@unC1;m
: (204)

is satisfied we can write:

g D
Z

ez dunC1;m C g.1/.un;m/ : (205)

It only remains to determine the function g.1/.un;m/. This can be easily done
by plugging g as defined by (205) into the determining equations (185). This
determining equation will still be a functional equation, but the only implicit
dependence will be only in g.1/

�

f .unC1;m; un;m; un;mC1/
�

and can be annihilated by
applying the operator

S D
@

@un;m
�

@f=@un;m

@f=@unC1;m

@

@unC1;m
: (206)

Differentiating in an appropriate way the resulting equation we can determine
g.1/.un;m/ and check its functional form by plugging it back into (185).
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To conclude this discussion we present two examples of calculations of general-
ized symmetries.

Example 3.3 (The dKdV Equation) Consider the so-called discrete Korteweg–
de Vries equation (dKdV):

.un;m � unC1;mC1/.un;mC1 � unC1;m/ � ˛1 C ˛2 : (207)

We will compute its autonomous three-point symmetries in the n direction using the
method we outlined above. These symmetries were presented in many papers, see
[109] and references therein.

We first have to find the function z D log @g=@unC1;m. Using the definition we
can write down (199a) with f given by solving (207):

.u2n;m�1 � 2un;m�1unC1;m C u2nC1;m/
@z

@unC1;m
C .˛1 � ˛2/

@z

@un;m

C .un�1;m � un;m�1/
2 @z

@un�1;m
D 2.2un;m�1 � unC1;m � un�1;m/ : (208)

By taking the coefficients of un;m�1 we get:

.˛1 � ˛2/
@z

@un;m
C

@z

@un�1;m
u2n�1;m C

@z

@unC1;m
u2nC1;m

D �2.unC1;m C 2un�1;m/ ;

@z

@unC1;m
unC1;m C

@z

@un�1;m
un�1;m D �2 ;

@z

@un�1;m
C

@z

@unC1;m
D 0 :

(209)

This equation can be easily solved to give the form of z:

z D log C1.unC1;m � un�1;m/
�2 ; (210)

being C1 a constant.
We do the same computations for v and we see that v has to solve exactly the

same equations as z, therefore we conclude that:

v D log C2.unC1;m � un�1;m/
�2 ; (211)

where C2 is a new constant of integration. Using the compatibility condition (204)
we obtain that C2 D �C1 and integrating (203) we have:

g D
C1

un�1;m � unC1;m
C g.1/.un;m/ : (212)
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Inserting this form of g into the determining equations (185) and applying the
operator S (206) we obtain the following equation:

un;mC1

dg.1/

dun;mC1

.unC1;m/ � un;mC1

dg.1/

dun;m
.un;m/C 2g.1/.unC1;m/

� unC1;m
dg.1/

dunC1;m
.unC1;m/C unC1;m

dg.1/

dun;m
.un;m/ � 2g.1/.un;mC1/ D 0 : (213)

Differentiating it with respect to un;m we obtain d2g.1/.un;m/=du2n;m D 0 which
implies g.1/ D C3un;mCC4. Substituting this result in (213) we obtain the restriction
C3 D 0.

In conclusion we have found:

g D
C1

un�1;m � unC1;m
C C4 ; (214)

which satisfies identically the determining equations (185). This shows that (214)
is the most general three-point symmetry in the n direction. Note that whereas the
coefficient of C1 is a genuine generalized symmetry, the coefficient of C4 is in fact
a point symmetry. Since the dKdV equation (207) is invariant under the exchange of
variables n$ m we have the symmetry in the m direction:

Qg D
eC1

un;m�1 � un;mC1

: (215)

Therefore (214), (215) represent the most general autonomous five point symmetries
of the dKdV equation (207).

It is worth to note that the differential-difference equation defined by the (214)
and (215) i.e:

duk

dt
D

1

ukC1 � uk�1

; k 2 Z ; (216)

is a spatial discretization of the KdV equation [76, 96].
We will return to the symmetry (214) in Example 3.5 concerning symmetry

reduction.

Example 3.4 (An autonomous equation with non-autonomous symmetries [41]) Let
us consider the quad equation:

unC1;mC1un;m.unC1;m � 1/.un;mC1 C 1/C .unC1;m C 1/.un;mC1 � 1/ D 0 : (217)

It was proved in [80] that (217) does not admit any autonomous three point gener-
alized symmetry, but it was conjectured there that it might have a nonautonomous
symmetry. This conjecture was proved in [41] and we will shall give here such proof.
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We first have to construct the function z D log @g=@unC1;m. Using this definition
we can write down (199) with f obtained from (217) as:

u2n�1;m � 1

2un;m

@z

@un�1;m
C

@z

@un;m
C
2unC1;m

u2n;m � 1

@z

@unC1;m

D
u2n;m � 2un;m � 1

un;m.u2n;m � 1/
;

(218a)

2un�1;m

u2n;m � 1

@z

@un�1;m
�

@z

@un;m
C

u2nC1;m � 1

2un;m

@z

@unC1;m

D
u2n;munC1;m C 2u2n;m � unC1;m

un;m.1 � u2n;m/
:

(218b)

Since there is no dependence on un;m˙1 we can omit the equations concerning these
variables. The system (218) is not closed. To close this system one has to add the
equation for the Lie bracket (200). Solving the obtained system of three equations
with respect to the partial derivatives of z we have:

@z

@un�1;m
D 0 ;

@z

@unC1;m
D �

2.un;m C 1/

unC1;m.un;m C 1/C 1 � un;m
;

@z

@un;m
D �

2.unC1;m � 1/

unC1;m.un;m C 1/C 1 � un;m
C

1

un;m

C
1

un;m C 1
C

1

un;m � 1
:

(219)

These three equations form an overdetermined system of equations for z which
is consistent because it is closed. Hence its general solution z is easily found. It
contains arbitrary function C1

n;m depending on both discrete variables:

z D log
C1

n;mun;m.u2n;m � 1/

.un;munC1;m C unC1;m � un;m C 1/2
: (220)

Substitution of (220) into the conservation law (188) yields

log
�C1

n;mC1

C1
n;m

D 0 : (221)

The last equation is solved by C1
n;m D .�1/

mC2
n where C2

m is an arbitrary function of
one discrete variable.

Therefore by solving equation z D log @g=@unC1;m we find:

g D
�.�1/mC2

nun;m.un;m � 1/

un;munC1;m C unC1;m � un;m C 1
C g2.un�1;m; un;m/ : (222)
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with g2 possibly dependent on the lattice variables n;m. For the further specification
consider v.un�1;m; un;m/ D log @g=@un�1;m D log @g2=@un�1;m which putted
into (201) for v gives:

u2n�1;m � 1

2un;m

@v

@un�1;m
C

@v

@un;m
D
2u2n;m � 2un;mun�1;m C un�1;m

un;m.u2n;m � 1/
; (223a)

2un�1;m

u2n;m � 1

@v

@un�1;m
�

@v

@un;m
D �

1 � u2n;m � 2un;m

un;m.u2n;m � 1/
: (223b)

The solution of this system is given by:

v D log
C3

n;mun;m.u2n;m � 1/

.un;mun�1;m � un�1;m C un;m C 1/2
: (224)

Substituting it into the conservation law (193) we obtain the relation

log
�C3

n;mC1

C3
n;m

D 0 ; (225)

whose solution is C3
n;m D .�1/

mC4
n, where C4

n is an arbitrary function of n.
As a result function g takes the form;

g D
�.�1/mC2

nun;m.un;m � 1/

un;munC1;m C unC1;m � un;m C 1

C
�.�1/mC4

nun;m.un;m C 1/

un;mun�1;m � un�1;m C un;m C 1
C g.1/.un;m/ : (226)

Substituting this definition into (185), applying the operator S defined by (206) and
applying the operator:

@

@un;m

�1

2un;m.u2nC1;m � 1/.u
2
n;mC1 � 1/.unC1;m C 1C un;munC1;m � un;m/

(227)

we obtain:

d2g.1/

du2n;m
�

1

un;m

dg.1/

dun;m
C

g.1/

u2n;m
D

.�1/m.u2nC1;m C 1/.C
2
n � C4

nC1/

.un;munC1;m � un;m C unC1;m C 1/2
: (228)

This equation implies:

d2g.1/

du2n;m
�

1

un;m

dg.1/

dun;m
C

g.1/

u2n;m
D 0 ; C2

n D C4
nC1 : (229)
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Therefore g.1/ D C5
n;mun;mCC6

n;mun;m log un;m; where the coefficients do not depend
on un;m but might depend on the lattice variables n;m. Substituting this result again
into the determining equations, applying the operator S and taking the coefficients
with respect to the independent functions un;mC1; un;m; log unC1;m; unC1;m we obtain
the three equations:

C6
nC1;m D 0 ; 2C5

nC1;m C .C
4
nC2 � C4

nC1/.�1/
m D 0 ;

2C5
nC1;m � .3C4

nC1 C C4
nC2/.�1/

m D 0 ;
(230)

which, when solved, give us:

C4
n;m D C.�1/n ; C5

n;m D C.�1/nCm ; C6
n;m D 0 : (231)

By plugging these results into (226) we obtain:

g D
.�1/mCnCun;m.u2n;m � 1/.unC1;mun�1;m C 1/

.un;munC1;m C unC1;m � un;m C 1/.un;mun�1;m � un�1;m C un;m C 1/
:

(232)
From the direct substitution into (185) we obtain that (232) is a symmetry.

We already discussed how quad equations can be interpreted as Bäcklund
transformations of their generalized symmetries through formula (182). In the same
spirit as in the case of differential-difference equation generalized symmetries can
be used to provide symmetry reductions. Suppose we have a three point generalized
symmetry in the form (183). We can consider its flux which we recall that it is the
solution of the differential-difference equation

dun;m

d"
D g.unC1;m; un;m; un�1;m/ (233)

and we can consider its stationary solutions, i.e., the solutions such that
dun;m=d" 
 0:

g.unC1;m; un;m; un�1;m/ D 0 : (234)

In this equation m plays the rôle of a parameter and we can consider contemporane-
ous solutions of the stationary equation (234) and the original quad equation (184).
This will give raise to families of particular solutions which are known as symmetry
solutions.

We conclude this section presenting an example of symmetry reduction.

Example 3.5 (Symmetry reduction of the dKdV equation) Consider the dKdV
equation as given by formula (207). In Example (3.5) we derived its three point
generalized symmetries in both directions. Here we will use the symmetry (214) to
derive a family of symmetry solutions. First we start by observing that if we assume
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C4 
 0 we cannot have any stationary solution to the equation

C1

un�1;m � unC1;m
C C4 D 0 ; (235)

so we must assume C4 ¤ 0 and then we can take without loss of generality C4 D 1.
This means that the we will have the linear stationary equation:

unC1;m � un�1;m D C1 : (236)

This equation has solution:

un;m D U.0/
m .�1/n C U.1/

m C
1
4
C1
�

.�1/n � 1C 2n
�

; (237)

which substituted into (207) gives us two equations for the coefficients of .�1/n:

U.0/
mC1 C U.0/

m C
C1

2
D 0 ; (238a)

�

U.0/
mC1 C U.0/

m

�2

�
�

U.1/
mC1 � U.1/

m

�2

C

�

C1
�2

2

C C1U.0/
m C C1U.0/

mC1 D ˛1 � ˛2 :

(238b)

The solution of (238a) is given by:

U.0/
m D K1.�1/

m � 1
4

�

1C .�1/m
�

C1 ; (239)

which substituted in (238b) gives to the equation:

U.1/
mC1 � U.1/

m D ˙
1
2

p

�4˛1 C 4˛2 C .C1/2 (240)

whose solution is given by:

U.1/
m D K2 ˙

1
2

p

�4˛1 C 4˛2 C .C1/2m : (241)

So finally putting (239), (241) into (237) we obtain:

un;m D .�1/
nCm

�

K1 C
C1

4

�

C K2

˙
p

.C1/2 � 4˛1 C 4˛2m �
C1

4
C

C1

4
n : (242)

This is our symmetry solution.
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3.4 Master Symmetries

We have stated at the end of Sect. 3.1 that integrability is associated with the
existence of an infinite sequence of symmetries. However so far we discussed only
how to find certain classes of symmetries, and the existence of a single symmetry
cannot be seen as synonymous with integrability (see Fokas’ conjecture for the
continuous case [13, 34, 64, 69]). However it happens that there might exist some
symmetries, which depend on the lattice variables and on their “time” which can
generate the whole hierarchy of symmetries of a given equation. These particular
symmetries are called master symmetries. The notion of master symmetry has
been introduced in [36], see also [35, 38, 39, 98]. In the continuous case master
symmetries usually are nonlocal, i.e., they contain terms involving integrations. For
example the master symmetry for the KdV equation is:

XM D Œxuxxx C xuux C 4uxx C
4
3
u2 C 1

3
uxD�1

x .u/�@u ; (243)

where the integral operator is defined by D�1
x .u/ D

R x
�1 u.t; y/ dy. This means

that the master symmetry is not a genuine generalized symmetry, but it belongs
to a bigger space. Such master symmetry has been found for the first time in [39]
for the Landau-Lifshitz equation. In the semidiscrete and discrete case this would
correspond to the presence of operators like .T � Id/�1 which gives rise to infinite
summations. Fortunately enough in the semidiscrete and discrete case there are
many local master symmetries [4, 5, 24, 25, 83, 99, 100, 109, 132, 136], i.e., master
symmetries with no such dependence.

Let us start the discussion of master symmetries in the case of differential-
difference equations of the form (127), since the case for quad equations will follow
straightforwardly. We consider local master symmetries of the form:

un;
 D 'n.
; unC1; un; un�1/ : (244)

If there is here an essential dependence on 
 , then the corresponding (127) and its
generalized symmetries (128) will also depend on 
 which, for these equations, is
an external parameter. More details on how to use them will be given at the end of
this section. D
 is defined by:

D
 D
@

@

C
X

j

'nCj
@

@unCj
: (245)

Let us define a Lie algebra structure on the set of functions 'n of the form (137)
and (244). For any functions 'n and O'n, we introduce the equations un;
 D 'n

and un;O
 D O'n and the corresponding evolution differentiations D
 and DO
 . A new
function is defined by:

Œ'n; O'n� 
 D
 O'n � DO
'n : (246)
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Here Œ ; � is a Lie bracket. It is obviously anti-symmetric: Œ'n; O'n� D �Œ O'n; 'n�, and
as one can check by a direct calculation, it satisfies the Jacobi identity:

�

Œ'n; O'n�; Q'n
�

D
�

Œ'n; Q'n�; O'n
�

C
�

'n; Œ O'n; Q'n�
�

: (247)

The right-hand side gn of a generalized symmetry (128) of (127) satisfies (131), i.e.,
Œgn; fn� D 0. In the case of the master symmetry (244), the function

gn D Œ'n; fn� (248)

is the right-hand side of a generalized symmetry. This generalized symmetry must
be nontrivial, i.e., in (128) m > 1 and m0 < �1. The function 'n satisfies the
following equation:

�

Œ'n; fn�; fn
�

D 0 : (249)

Any generalized symmetry (128) has a trivial solution: 'n D gn. The master
symmetry corresponds to a nontrivial solution of (249). Then we say that (244) is a
master symmetry of (127) if the function 'n satisfies (249), and the function (248)
is the right-hand side of a generalized symmetry (128) with orders m > 1 and
m0 < �1.

In the case of the local master symmetry, this definition is constructive because,
for any given (127), one can find a master symmetry (244) or prove that it does not
exist.

Master symmetries enable us to construct infinite hierarchies of generalized
symmetries. Let us introduce an operator ad'n corresponding to the master sym-
metry (244):

ad'n O'n D Œ'n; O'n� : (250)

Then, in terms of its powers adi
'n

, we can construct generalized symmetries for any
i 	 1:

un;ti D g.i/n D adi
'n

fn : (251)

In spite of the fact that (244) has an explicit dependence on the variable
n, the resulting generalized symmetries (251) do not depend on n. Using local
master symmetries the generalized symmetries obtained from the application of the
operator ad'n will never contain nonlocal terms.

In the generic case it is not easy to prove that (251) are generalized symmetries
and do not depend explicitly on n. This can be proved only for some integrable
equations, using specific additional properties. The definition of master symmetry
implies that (251) with i D 1 is a generalized symmetry of (127). We only prove
here that also (251) with i D 2 is a generalized symmetry (see, e.g., [35]).
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If (244) is the master symmetry of (127), then (251) with i D 2 is a generalized
symmetry of this equation. Introducing the notation g.0/n D fn, we obtain from (250)–
(251) the following result for all i 	 0:

g.iC1/n D ad'n g.i/n D Œ'n; g
.i/
n � : (252)

Then, using the Jacobi identity (247) and the fact that (251) with i D 1 is a
generalized symmetry, we have

Œg.2/n ; fn� D
�

Œ'n; g
.1/
n �; fn

�

D
�

Œ'n; fn�; g
.1/
n

�

C
�

'n; Œg
.1/
n ; fn�

�

D Œg.1/n ; g
.1/
n �C Œ'n; 0� D 0 ;

(253)

i.e., (251) with i D 2 is a generalized symmetry of (127).

Example 3.6 (Master Symmetry for the Volterra equation [25]) In this example
we derive the form of the master symmetry for the Volterra equation (2) we
have considered in Example 3.2. We will construct a master symmetry explicitly
dependent on the lattice variable n, but not its “time” 
 :

un;
 D 'n.unC1; un; un�1/ : (254)

Commuting with the Volterra equation we have the following candidate symmetry:

g.1/n D unC1.unC2 � un/
@'n

@unC1

C un.unC1 � un�1/
@'n

@un

C un�1.un � un�2/
@'n

@un�1

� un'nC1 � .unC1 � un�1/'n C un'n�1 (255)

where the functions 'nCj depend on the shifts of un. Inserting (255) into the
compatibility condition (131) and differentiating twice with respect to unC3 we
obtain:

@2'nC2

@u2nC3

D 0 ; (256)

which implies:

'n D ˛n.un; un�1/unC1 C ˇn.un; un�1/ : (257)

Substituting (257) into the compatibility condition (131) and differentiating this
time twice with respect to un�3 we obtain:

un�1

@2˛n�2

@u2n�3

C
@2ˇn�2

@u2n�3

D 0 (258)
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where both ˛n�2 and ˇn�2 do not depend on un�1. So:

˛n D �n.un/un�1 C ı.un/ ; ˇn D "n.un/un�1 C �.un/ : (259)

Going back to the compatibility condition and differentiating once with respect to
unC3 we obtain:

unC2unC1ın � 2unC2u
2
n�nC1 � 2unC2unınC1

C u2nC1un�nC2 C unC1unınC2 C unC2unC1un�1�n D 0 : (260)

Since in (260) nothing depends on un�1 we can take the coefficient of un�1 and this
implies �n D 0. Therefore (260) becomes:

unC2unC1ın � 2unC2unınC1 C unC1unınC2 D 0 : (261)

Dividing by unC2 and differentiating with respect to unC2 we have:

unC2

dınC2

dunC2

� ınC2 D 0 : (262)

The solution is ın D C1
nun, with C1

n n dependent function. Inserting ın into (260)
yields the ordinary difference equation:

C1
nC2 � 2C1

nC1 C C1
n D .T � Id/2C1

n D 0 ; (263)

i.e., C1
n D C1;0CC1;1n, with C1;i arbitrary constants. Returning to the compatibility

condition and differentiating with respect to un�3 we have:

un�2un�1"n � 2un�2un"n�1 C un�1un"nC2 D 0 ; (264)

which, proceeding analogously as in the case of ın, yields "n D .C2;0 C C2;1n/un

with C2;i arbitrary constants. If we differentiate twice the compatibility conditions
with respect to unC2 we obtain the following equation:

d2�nC2

du2nC2

D 2C1;1 (265)

which give us �n D C1;1u2n C C3
nun C C4

n, where C3
n and C4

n are arbitrary functions
of n.

So we have fixed the functional dependence on un and its shifts. We are left to
fix the exact form of the coefficients C1;0;C1;1;C2;0;C2;1;C3

n and C4
n. To do so we

can safely take the coefficients with respect to un and its shifts in the compatibility
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condition. If we take the coefficient of u2nC2 we have the restriction C2;1 D �C1;1.
Taking now the coefficient of unC2; un and un�1 we obtain the equations:

C1;0 � 3C1;1 C C2;0 D 0 ; C3
n�1 � C3

n�2 D 0 ; C4
n D 0 ; (266)

which finally yields

un;
 D C1;0un.unC1 � un�1/

C C1;1un;mŒnunC1 � .n � 3/un�1 C un�C C3;0un : (267)

Now some terms are not part of the genuine master symmetry as they are related to
point symmetries. The coefficient of C1;0 is the Volterra equation itself (166). In the
same way we can exclude the coefficient of C3;0 as it is a point symmetry again. At
the end we conclude that the master symmetry of the Volterra equation (166) is just
given by:

un;
 D un;mŒnunC1 � .n � 3/un�1 C un� : (268)

In some cases it not possible to directly construct a master symmetry from the
definition (249), but it is still possible to find a master symmetry for the equation
under scrutiny. First let us assume that the master symmetry possesses the particular
form:

un;
 D nfn.unC1; un; un�1/ (269)

where fn is the right-hand side of (127). Then let us assume that fn depends on some
constants, say ki, i D 1; : : : ;K. Let us replace such constants by functions of the
master symmetry “time” 
 :

ki ! �i D �i.
/ ; i D 1; : : : ;M : (270)

Then we can impose the condition that the symmetry (269) is actually a master
symmetry. A good strategy is that of imposing the annihilation of the three point part
of gn in (248). Due to the definition of the total derivative D
 (245) the annihilation
will yield a set of first-order differential equations for the new functions with the
initial conditions given by the value of the original constants:

�0
i .
/ D Gi.�1.
/; : : : ; �M.
/

�

; i D 1; : : : ;M ; (271a)

�i.0/ D ki : (271b)

Then we can derive the symmetries for the original equation (127) at any order from
the master symmetry (269) by putting 
 D 0 in the resulting symmetry. We will see
two examples of this technique.
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Example 3.7 (A Particular Case of the YdKN Equation [133]) Let us start our
discussion with the equation:

Pun D k
unC1un�1 C u2n

unC1 � un�1

: (272)

This equation is a particular case of the YdKN equation (77). Substituting k with an
undetermined function � D �.
/ we search for a master symmetry in the form:

un;
 D n�
unC1un�1 C u2n

unC1 � un�1

: (273)

Calculating the commutator (248) we obtain:

gn D
�0unC1un�1 C �

2un�1un C �
0u2n C �

2unC1un

unC1 � un�1

� �2
�

.u4n C u2n�1u
2
n C u2nC1u

2
n C u2nC1u

2
n�1/

.unC2 � un/.�unC1 C un�1/2

�
.u4n C u2n�1u

2
n C u2nC1u

2
n C u2nC1u

2
n�1/

.�un C un�2/.�unC1 C un�1/2

	

: (274)

The three point part of this symmetry is given by the first term in (274), but we see
that if we try to annihilate it we have a contradiction:

�0 D 0 ; �2 D 0 : (275)

This seems to suggest that the Eq. (272) does not possess a master symmetry in the
form (273). However we can recall that the Eq. (272) is a particular case of the full
YdKN equation [133] which we discussed in the example (2.8). We can then search
for an equation with more parameters for which we have a well posed problem. Let
us consider instead of (273) the candidate master symmetry with two 
 dependent
functions �1 and �2:

un;
 D n
�1unC1un�1 C �2un.unC1 C un�1/C �1u2n

unC1 � un�1

; (276)

Performing the same computation as we did for (274) we arrive at the following
system of equations:

�0
1 D ��1�2 ; �0

2 D ��
2
1 ; (277)

with the initial conditions �1 D k and �2 D 0. The solution of this system of
differential equations is given by:

�1 D �k tan.k
/ ; �2 D
k

cos.k
/
: (278)
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The master symmetry (276) is then:

un;
 D nk
unC1un�1 � sin.k
/un.unC1 C un�1/C u2n

cos.k
/.unC1 � un�1/
; (279)

giving the five point symmetry:

un;
 D �k2
.u2nC1 C u2n/.u

2
n C u2n�1/

.unC1 � un�1/2

�

1

unC2 � un
C

1

un � un�2

�

: (280)

This shows how the search for master symmetries can be a little bit tricky even with
the aid of the ansatz described in this section.

The calculation of the master symmetries in the case of the quad equations in
fact depends strongly on the theory we developed for the differential-difference
equations. This is because the symmetries of a quad equations as we discussed in
Sect. 3.3 is a differential-difference equation.

For a quad equation (4) a symmetry of characteristic 'n is called a Master
Symmetry for a generalized symmetry of characteristic symmetry g if it is a
symmetry for the quad equation (4), in the sense that it solves the determining
equation (177) and it is such that it is a master symmetry in the sense of the
differential-difference equations. In the case of quad equations then one should
find two separate master symmetries in both direction to have the full hierarchy
of symmetries.

We conclude this section on master symmetries with a final example concerning
the master symmetries for the equations of the ABS class [6].

Example 3.8 (Master Symmetries for the ABS class [83]) In this example we
consider the construction of the master symmetries for the whole family of the ABS
equations [6]. The symmetries and the master symmetries for the whole family of
equations were presented in complete form for the first time in [109]. In [109] the
master symmetries were derived through the method of extended symmetries which
is slightly different from that we presented so far. So in the construction of the master
symmetries we will follow [83] where they were derived using the same ideas we
discussed above.

The equations in the ABS class, as derived in [6], are divided in two classes: the
H class and class Q and arise as classification of the quad equations which possess
the property of consistency around the cube.13

H1 W .un;m � unC1;mC1/.un;mC1 � unC1;m/ � ˛ C ˇ D 0 ; (281a)

H2 W .un;m � unC1;mC1/.un;mC1 � unC1;m/ � ˛
2 C ˇ2

C .ˇ � ˛/.un;m C un;mC1 C unC1;m C unC1;mC1/ D 0 ;
(281b)

13We briefly discussed this topic also in Example 2.9.
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H3 W ˛.un;mun;mC1 C unC1;munC1;mC1/

� ˇ.un;munC1;m C un;mC1unC1;mC1/C ı.˛
2 � ˇ2/ D 0 ;

(281c)

Q1 W ˛.un;m � unC1;m/.un;mC1 � unC1;mC1/

� ˇ.un;m � un;mC1/.unC1;m � unC1;mC1/

C ı2˛ˇ.˛ � ˇ/ D 0 ;

(281d)

Q2 W ˛.un;m � unC1;m/.un;mC1 � unC1;mC1/

� ˇ.un;m � un;mC1/.unC1;m � unC1;mC1/

C ˛ˇ.˛ � ˇ/.un;m C un;mC1 C unC1;m C unC1;mC1/

� ˛ˇ.˛ � ˇ/.˛2 � ˛ˇ C ˇ2/ D 0 ;

(281e)

Q3 W .ˇ
2 � ˛2/.un;munC1;mC1 C un;mC1unC1;m/

C ˇ.˛2 � 1/.un;mun;mC1 C unC1;munC1;mC1/

� ˛.ˇ2 � 1/.un;munC1;m C unC1;mC1unC1;mC1/

�
ı2.˛2 � ˇ2/.˛2 � 1/.ˇ2 � 1/

4˛ˇ
D 0 ;

(281f)

Q4 W k0un;munC1;mun;mC1unC1;mC1

� k1.un;munC1;mun;mC1 C unC1;mun;mC1unC1;mC1

C un;mun;mC1unC1;mC1 C un;munC1;munC1;mC1/

C k2.un;munC1;mC1 C unC1;mun;mC1/

� k3.un;munC1;m C un;mC1unC1;mC1/

� k4.un;mun;mC1 C unC1;munC1;mC1/

C k5.un;m C unC1;m C un;mC1 C unC1;mC1/C k6 D 0 :

(281g)

The Eq. (281a) is the same as the dKdV equation (207) and the Q4 is in the so-called
Adler’s form as discussed in Example 2.9 and the definition of the coefficients ki

are given in (88)–(89). It can be proved from a direct computation [109] that the
three points symmetries of the equations belonging (281) are all particular instances
of the YdKN equation, i.e., (77) with the restrictions (83). We can prove that the
six arbitrary coefficients a; b; c; d; e and f for the symmetries in the n direction are
given in Table 1. Due to the fact that the ABS equations (281) possess the exchange
symmetries n $ m and ˛ $ ˇ the symmetries in the direction m, can be obtained
by the substitutions:

unC1;m $ un;mC1 ; un�1;m $ un;m�1 ; ˛ $ ˇ : (282)
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Table 1 The identification of the coefficients of the symmetries in the n of the ABS family (281)
with those of the YdKN equation

Eq. a b c d e f

H1 0 0 0 0 0 1

H2 0 0 0 0 1 2˛

H3 0 0 0 1 0 2˛ı

Q1 0 0 �1 1 0 ˛2ı2

Q2 0 0 1 �1 �˛2 ˛4

Q3 0 0 �4˛2 2˛.˛2 C 1/ 0 �.˛2 � 1/2ı2

Q4 1 �˛ ˛2
g2
4

� ˛2
˛g2
4

C
g3
2

g22
16

C ˛g3

Therefore we can restrict out attention to the symmetries in the direction n, because
the discussion in the direction m will be the same.

From our point of view the problem of constructing the master symmetries for
the ABS equations (281) is then reduced to the problem of finding the master
symmetries of the particular cases of the YdKN equation listed in Table 1. We can
proceed in the same way as we did in the preceding example, but in the general
case. We start by substituting the constants a; b; c; d; e, and f with the functions
˛; ˇ; �; ı; " and � depending on 
 and consider the master symmetry given by:

dun;m

d


D n
A.
; un;m/unC1;mun�1;m C B.
; un;m/.unC1;m C un�1;m/C C.
; un;m/

unC1;m � un�1;m
:

(283)

Calculating the commutator (248) and annihilating the three point part of the
commutator and then taking the coefficients with respect to unC1;m; un;m and un�1;m

we obtain the following system of six equations:

d˛

d

D ˛ı � 2ˇ2 ; ˛.0/ D a ; (284a)

dˇ

d

D �ˇ� C ˛" ; ˇ.0/ D b ; (284b)

d�

d

D 2ˇ" � ı� ; �.0/ D c ; (284c)

dı

d

D ��2 C ˛� ; ı.0/ D d ; (284d)

d"

d

D ��"C ˇ� ; ".0/ D e ; (284e)
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Table 2 Solution of the
equations for the master
symmetries (285) in the case
of the H equations

Eq. ı.
/ ".
/ �.
/

H1 0 0 1

H2 0 1 2.˛ � 
/

H3 1 0 2˛ıe


d�

d

D �ı � 2"2 ; �.0/ D f : (284f)

Solving these equations will yield the desired master symmetry. The system in its
general form is difficult to solve, but for example in the case of the H equation
deriving the explicit form of the master symmetry is quite simple. From Table 1 we
obtain that we can assume ˛ D ˇ D � D 0 and then the system reduces to:

dı

d

D ��2 ; ı.0/ D d ; (285a)

d"

d

D ��" ; ".0/ D e ; (285b)

d�

d

D �ı � 2"2 ; �.0/ D f ; (285c)

with d; e and f as given from Table 1. In Table 2 are presented the solutions relative
to the H equations of the system (285).

By using the master symmetry constructed above we can construct infinite
hierarchies of many-point generalized symmetries of the ABS equations (281) in
both directions.

3.5 Some Examples

In this last section we will discuss some particular examples of calculation of
symmetries in the case of equations with two-periodic coefficients. These particular
nonautonomous equations arise naturally when classifying quad equations consis-
tent on the cube with the tetrahedron property only [7, 16–18].

Let us consider a quad equation with two-periodic coefficients. In general such
an equation can be written as:

F.C/n F.C/m Q.C;C/ C F.C/n F.�/m Q.C;�/

C F.�/n F.C/m Q.C;C/ C F.�/n F.�/m Q.�;�/ D 0 ; (286)

where Q.˙;˙/ D Q.˙;˙/.un;m; unC1;m; un;mC1; unC1;mC1/ and

F.˙/k D
1˙ .�1/k

2
(287)
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[see (107)]. Any point .n;m/ on the lattice have coordinates which can be even or
odd. Therefore we can first derive (199), (201) for the functions z and v and then
use the decomposition:

z D F.C/n F.C/m z.C;C/ C F.C/n F.�/m z.C;�/

C F.�/n F.C/m z.C;C/ C F.�/n F.�/m z.�;�/
(288a)

v D F.C/n F.C/m v.C;C/ C F.C/n F.�/m v.C;�/

C F.�/n F.C/m v.C;C/ C F.�/n F.�/m v.�;�/ ;
(288b)

to reduce the problem to the solution of four decoupled systems for the functions
z.˙;˙/ D z.˙;˙/ .unC1;m; un;m; un�1;m/ and v.˙;˙/ D v.˙;˙/ .unC1;m; un;m; un�1;m/ by
considering the even/odd combinations of discrete variables.

The same decomposition can be used for the function g:

g D F.C/n F.C/m g.C;C/ C F.C/n F.�/m g.C;�/

C F.�/n F.C/m g.C;C/ C F.�/n F.�/m g.�;�/ ; (289)

with g.˙;˙/ D g.˙;˙/ .unC1;m; un;m; un�1;m/, and the relative compatibility condi-
tions (204). This will yield the following form for g:

g D ˝n;m.unC1;m; un;m; un�1;m/C F.C/n F.C/m '.C;C/ C F.C/n F.�/m '.C;�/

C F.�/n F.C/m '.�;C/ C F.�/n F.�/m '.�;�/ ; (290)

where ˝n;m is a known function derived from the from of z and v and '.˙;˙/ D
'.˙;˙/.un;m/. These functions can be found using the determining equations with
the same decomposition.

In the classification of nonautonomous Consistent Around the Cube equations
with only the tetrahedron property presented in [16–18] there exists three families
of equations which can be written in the form (286): the rhombic H4 equations,
the trapezoidal H4 equations and the H6 equations. The three point generalized
symmetries for the rhombic H4 equations were computed in [132]. The three
point generalized symmetries for the trapezoidal H4 and H6 equations were instead
considered in [49].

Example 3.9 (The D3 equation [49]) As an explicit example of calculations of
symmetries in the case of nonautonomous two-periodic coefficients we discuss the
D3 equation [16–18], which, written on the lattice .n;m/, assumes the form [50]:

F.C/n F.C/m un;m C F.�/n F.C/m unC1;m

C F.C/n F.�/m un;mC1 C F.�/n F.�/m unC1;mC1 C F.�/m un;munC1;m
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C F.�/n un;mun;mC1 C F.�/nCmun;munC1;mC1 C F.C/nCmunC1;mun;mC1

C F.C/n unC1;munC1;mC1 C F.C/m un;mC1unC1;mC1 D 0 ; (291)

Applying the method explained in Sect. 3.3 we can find the system for the function
z from (199). Considering the case in which n D 2k and m D 2l we find from (199)
two equations for z.C;C/:

unC1;m C un;m�1

un;m � u2n;m�1

@z.C;C/

@unC1;m
C
@z.C;C/

@un;m
C

un�1;m C un;m�1

un;m � u2n;m�1

@z.C;C/

@un�1;m

D
2un;m�1un�1;m C u2n;m�1 C un;m

.un;m � u2n;m�1/.un;m � u2n�1;m/
;

(292a)

unC1;m C un;mC1

u2n;mC1 � un;m

@z.C;C/

@unC1;m
�
@z.C;C/

@un;m
C

un�1;m C un;mC1

u2n;mC1 � un;m

@z.C;C/

@un�1;m

D
u2n;mC1 C 2un�1;mun;mC1 C un;m

.un;m � u2n�1;m/.un;m � u2n;mC1/
:

(292b)

Taking the coefficients with respect to un;m˙1 and solving we obtain:

z.C;C/ D log

�

C.C;C/
1

�

un;m � u2n�1;m

.unC1;m � un�1;m/2

�	

: (293)

In an analogous way we obtain the solutions for z.C;�/; z.�;C/ and z.�;�/:

z.�;C/ D log

�

C.�;C/
1

�

u2n;m � un�1;m

.unC1;m � un�1;m/2

�	

; (294a)

z.C;�/ D log

�

C.C;�/
1

�

un;m C un�1;m

.unC1;m � un�1;m/2

�	

; (294b)

z.�;�/ D log

�

C.�;�/
1

�

un;m C un�1;m

.unC1;m � un�1;m/2

�	

: (294c)

Inserting the resulting value for (288a) into the conservation law (188) we derive
the following relation between the constants:

C.C;�/
1 D �C.C;C/

1 ; C.�;�/
1 D C.�;C/

1 : (295)

Proceeding in the same way we can derive the values of the functions v.˙;˙/

from (201):



Integrability Through Algebraic Entropy and Generalized Symmetries 139

v.C;C/ D log

�

C.�;C/
2

�

un;m � u2nC1;m

.unC1;m � un�1;m/

�	

; (296a)

v.�;C/ D log

�

C.�;C/
2

�

u2n;m � unC1;m

.unC1;m � un�1;m/2

�	

; (296b)

v.C;�/ D log

�

C.C;�/
2

�

unC1;m C unC1;m

.unC1;m � un�1;m/2

�	

; (296c)

v.�;�/ D log

�

C.�;�/
2

�

unC1;m C un;m

.unC1;m � un�1;m/2

�	

: (296d)

Inserting the resulting value for (288b) into the conservation law (193) we derive
the following relation between the constants:

C.C;�/
2 D �C.C;C/

2 ; C.�;�/
2 D C.�;C/

2 : (297)

We can now insert (288a), (288b) into the compatibility conditions in order
to find g. From these compatibility conditions we obtain the following relations
between the remaining constants:

C.C;C/
2 D �C.C;C/

1 ; C.�;C/
2 D �C.�;C/

1 : (298)

Integrating (203) we get:

g D F.C/n F.C/m

�

C.C;C/
1

�

u2n�1;m � un;m

unC1;m � un�1;m
C un�1;m

�

C '.C;C/
	

C F.�/n F.C/m

�

C.�;C/
1

un�1;m � u2n;m
unC1;m � un�1;m

C '.�;C/
	

C F.C/n F.�/m

�

C.C;C/
1

un;m C un�1;m

unC1;m � un�1;m
C '.C;�/

	

C F.�/n F.�/m

�

C.�;C/
1

un;m C un�1;m

un�1;m � unC1;m
C '.�;�/

	

: (299)

Inserting it in the determining equations (185) and applying the operator (206) we
obtain a system of four equations which have to be identically satisfied. The result
is C.�;C/

1 D �C.C;C/
1 and:

'.C;C/ D K1un;m ; '.�;C/ D 1
2
K1un;m �

1
2
C.C;C/
1 ;

'.C;�/ D 1
2
K1un;m C

1
2
C.C;C/
1 ; '.�;�/ D 1

2
K1un;m C

1
2
C.C;C/
1 ;

(300)
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where K1 is another arbitrary constant. Note that the symmetry generated by K1
is a point symmetry, so the Eq. (291) in the direction n possess only the genuine
three-point symmetry given by:

g D
F.C/n F.C/m unC1;mun�1;m C

1
2
.F.�/m � F.�/n F.C/m /un;m.unC1;m C un�1;m/

unC1;m � un�1;m

C
F.�/n F.C/m u2n;m C .F

.�/
m � F.C/n F.C/m /un;m

unC1;m � un�1;m
; (301)

Note that since (291) is invariant under the exchange n$ m the symmetry in the m
direction is given simply by performing such exchange in (301).

The differential-difference equation dun;m=dt D g with g given by (301) is a
particular instance of the nonautonomous YdKN equation [78]. In fact it was proven
in [49] that every differential-difference equation generated by the symmetries of
the trapezoidal H4 and H6 equation is a particular instance of the nonautonomous
YdKN equation. Since an analogous result was previously known for the rhombic
H4 equations we conclude that every differential-difference equation generated by
the symmetries of the equations belonging to the Boll’s classification is a particular
instance of the nonautonomous YdKN equation. This result extends that for the ABS
classification given in [83] and briefly discussed in Example 3.8.

Example 3.10 (Generalized symmetries depending on arbitrary functions: the case
of the tH"

1 equation) As a final example we will consider the symmetries in the m
direction of the tH"

1 equation. tH"
1 is still part of the Boll’s classification [16–18] and

was presented for the first time in [7]. Its symmetries were presented in [49, 51]. For
sake of simplicity we will considered its form with n and m exchanged and compute
the symmetries in the n direction, i.e., the equation we will study is:

.un;m � un;mC1/.unC1;m � unC1;mC1/ � ˛2

� "2˛2.F
.C/
n unC1;mC1unC1;m C F.�/n un;mun;mC1/ : (302)

Since there are only two two-periodic functions in (302) a function w decompose
as:

w D F.C/n w.C/ C F.�/n w.�/ (303)

instead of the most general decomposition (289). Applying the method explained
in Sect. 3.3 we can find the system for the function z decomposed as in (303)
from (199). Considering the case n D 2k we find from (199) the system for z.C/:
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�
˛2.1C "

2u2nC1;m/

.un;m � un;m�1/2 C "2˛
2
2

@z.C/

@unC1;m
C
@z.C/

@un;m

C
˛2.1C "

2u2n�1;m/

.un;m � un;m�1/2 C "2˛
2
2

@z.C/

@un�1;m
D

2"2unC1;m

.un;m � un;m�1/2 C "2˛
2
2

(304a)

�
˛2.1C "

2u2nC1;m/

.un;m � un;mC1/2 C "2˛
2
2

@z.C/

@unC1;m
C
@z.C/

@un;m

C
˛2.1C "

2u2n�1;m/

.un;m � un;mC1/2 C "2˛
2
2

@z.C/

@un�1;m
D

2"2unC1;m

.un;m � un;mC1/2 C "2˛
2
2

:

(304b)

Taking the coefficients with respect to un;m˙1 we can solve this system. This time
the system is not overdetermined, but it is underdetermined:

z.C/ D � log.1C "2u2nC1;m/C log Z.C/n;m

�

".unC1;m � un�1;m/

1C "2unC1;mun�1;m

�

: (305)

The same holds true for z.�/:

z.�/ D log.1C "2u2n;m/C log Z.�/n;m .�unC1;m C un�1;m/ : (306)

Using (200) we just add equations which are identically satisfied, so all the
differential conditions on z are satisfied. Inserting into the conservation law (188)
the only condition we get is Z.˙/n;m D Z.˙/n i.e., the two arbitrary functions can depend
only on one lattice variable.

For v we can proceed in the same way and we obtain:

v.C/ D log

�

.1C "2unC1;mun�1;m/
2

1C "2u2nC1;m

V.C/
n;m

�

".unC1;m � un�1;m/

1C "2unC1;mun�1;m

�	

; (307a)

v.�/ D log

�

.1C "2u2n;m/V
.�/
n;m .�unC1;m C un�1;m/

	

: (307b)

Using (202) we just add equations which are identically satisfied, so we have
satisfied all the differential conditions on v. Inserting v into the conservation
law (193) the only condition we get is V.˙/

n;m D V.˙/
n i.e., the two arbitrary functions

depend only on one lattice variable.
Inserting z and v into the compatibility conditions (204) we can reduce the

number of independent functions from four to two, since we find the following
relations:

Z.C/n .�/ D C.1/
n � .1C �

2/V.C/
n .�/ ; V.�/

n .�/ D C.2/
n � Z.�/.�/ : (308)
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Then defining:

G.C/
n .�/ D

Z

V.C/
n .�/ d� ; G.�/

n .�/ D

Z

Z.�/n .�/ d� ; (309)

we can write the solution for g from (203):

g D F.C/n

�

�1

"
Gn

�

".unC1;m � un�1;m

.1C "2unC1;mun�1;m�/

�

C
C.1/

n

"
arctan."unC1;m/C '

.C/

	

C F.�/n Œ�.1C "2u2n;m/G
.�/
n .�unC1;m C un�1;m/

C .1C "2u2n;m/C
.2/
n un�1;m C '

.�/� ; (310)

with '.˙/n;m D '
.˙/
n;m .un;m/ functions to be determined.

Inserting this form of g into the determining equations we find the following
restrictions:

C.1/
n D C.2/

n D 0 ; '.C/ D C.3/
n ; '.�/ D C.4/

n .1C "2u2n;m/ ; (311)

where C.3/
n and C.4/

n are arbitrary functions of the lattice variable n. This means
that (302) possess generalized symmetries depending on arbitrary functions:

g D F.C/n

�

�1

"
G.C/

n

�

".unC1;m � un�1;m

.1C "2unC1;mun�1;m�/

�

C C.3/
n

	

C F.�/n Œ�.1C "2u2n;m/G
.�/
n .�unC1;m C un�1;m/C .1C "

2u2n;m/C
.4/
n � :

(312)

This property is linked with the fact that (302) is Darboux integrable [2] as
it was proved in [52]. A Darboux integrable equation is linearizable, but the
differential-difference equation defined by dun;m=dt D g with g as in (312) is
clearly nonintegrable for arbitrary values of G.˙/

n . This shows that generalized
symmetries of a linearizable equation may not be integrable. Equation (312)
possesses the integrable sub-case given by G.C/.�/ D �"2=� , G.�/.�/ D 1=� and
C.3/

n D C.4/
n D 0:

g D F.C/n

1C "2unC1;mun�1;m

unC1;m � un�1;m
C F.�/n

1C "2u2n;m
unC1;m � un�1;m

: (313)

This symmetry defines a differential-difference equation which is a particular
instance of the nonautonomous YdKN equation [49, 78].

Symmetries depending on arbitrary functions are Master Symmetries. Indeed it
can be easily seen that the commutator of two symmetries of the form (312) is an
higher order symmetry as long as the arbitrary functions are nonconstant [52].
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4 Exercises

In this section we collect some exercises that the reader should be able to do after
reading this chapter. Exercises are divided by subject so the reader will find in
Sect. 4.1 exercises about the Algebraic Entropy and in Sect. 4.2 exercises about
Generalized Symmetries.

4.1 Algebraic Entropy

Exercise 4.1 The Riccati equation:

u0 D u2 (314)

has at least two possible discretizations. One is the trivial one:

unC1 � un D hu2n ; h 2 R (315)

and the other one is:

unC1 � un D hununC1 ; h 2 R : (316)

Which of the two preserves the property of linearization [59]?

Exercise 4.2 Prove that the dPI equation:

unC1 C un C un�1 D
an

un
; an D C1 C C2.�1/

n C C3n (317)

has quadratic growth. Try to change the nonautonomous part on the right-hand side
to see if integrability is preserved. What goes wrong [43]?

Exercise 4.3 Prove that the Hietarinta–Viallet equation [60]:

unC1 C un�1 D un C
a

un
; (318)

has exponential growth. If you know the method of singularity confinement prove
that (318) confines singularities. Put this fact in relation to what was said about the
geometric meaning of the algebraic entropy at the end of Sect. 2.1.

Exercise 4.4 Try to find some other transcendental transformations which do
not preserve the integrability of Eq. (60). Hint: Try exponential functions [44],
hyperbolic functions, etc.
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Exercise 4.5 Prove that with respect to the algebraic entropy the semidiscrete
Burgers equation (141) has linear growth. Try to find the explicit linearization.

Exercise 4.6 Prove that the semidiscrete KdV equation given (212) has quadratic
growth.

Exercise 4.7 The Toda lattice equations [120] can be represented using the
Manakov–Flaschka [32, 90] variables as a system of first-order equations:

Pan D an.bn � bn�1/ ; (319a)

Pbn D anC1 � an : (319b)

Introducing nonautonomous functions F.˙/n as defined by (287) prove that the
system (319) can be written as a single nonautonomous equation [78]:

Pun D .F
.C/
n un C F.�/n /.unC1 � un�1/: (320)

Prove then that such equation possess quadratic growth. This is a nonautonomous
version of the Volterra equation

Exercise 4.8 Consider the discrete Liouville equation of Adler–Startsev [2]:

unC1;mC1

�

1C
1

unC1;m

��

1C
1

un;mC1

�

un;m D 1 : (321)

Prove that its growth is linear.

Exercise 4.9 Prove that the Eq. (302) possess a principal and a secondary growth
in every direction and that they are both linear [50].

Exercise 4.10 Prove that the nonautonomous QV equation (105) has quadratic
growth given by (97) [48].

4.2 Generalized Symmetries

Exercise 4.11 Prove that the generalized symmetry of the Volterra equation (166)
with m D �m0 D 2 is given by (167).

Exercise 4.12 Prove that in the general case the equation of the form (77) does not
possess any generalized symmetry with m D �m0 D 2. Prove then that with the
restrictions given by (83) such symmetry exists. Try to obtain such restrictions from
the determining equations.

Exercise 4.13 Verify that the symmetries of the ABS equations (281) are given by
the YdKN equation with coefficients given by Table 1 [83, 109]. If you are more
willing try to make a direct computation of such symmetries using the techniques
of Sect. 3.3.
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Exercise 4.14 Prove that a three point generalized symmetry in the n direction of
the QV equation can be written in as [131]:

dun;m

d"
D

h.unC1;m; un;m/

unC1;m � un�1;m
�
1

2

@h.unC1;m; un;m/

@unC1;m
; (322)

where h is the biquadratic:

h.unC1;m; un;m/ D QV
@QV

@un;mC1; unC1;mC1

�
@QV

@un;mC1

@QV

@unC1;mC1

: (323)

Find an analogous formula for the m direction with the appropriate biquadratic.
Prove that this generalized symmetry is a YdKN equation with a; b ¤ 0 and find
the appropriate connection formulas.

Exercise 4.15 Find a Master Symmetry for the modified Volterra equation (142)
with both methods explained in Sect. 3.4.

Exercise 4.16 Find a generalized symmetry with m D �m0 D 2 for the nonau-
tonomous equation Volterra (320) from Exercise 4.7. Derive a Master Symmetry
for it.

Exercise 4.17 Consider the discrete Liouville equation of Adler–Startsev (321)
from Exercise 4.8 [2]. Prove that it does not admit three-point Generalized
Symmetry.

Exercise 4.18 Show that the equation (a slight modification of an equation from
[52, 57]):

un;munC1;mC1 � unC1;mun;mC1 D 0 ; (324)

possesses the following three-point Generalized Symmetries in the n direction:

g D un;mFn

�

unC1;m

un;m
;

un;m

un�1;m

�

C .C1
n C C2

M/un;m C C3un;m log un;m ; (325)

where Fn D Fn.�; �/ is an arbitrary function of its arguments and of the discrete
variable n, C1

n is an arbitrary function of the discrete variable n, C2
M is an arbitrary

function of the discrete variable m and C3 is a constant.
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Introduction to Linear and Nonlinear Integrable
Theories in Discrete Complex Analysis

Ulrike Bücking

Abstract The field of discrete differential geometry lies on the border of classical
differential geometry and discrete geometry. Its aim is to develop discrete geometric
theories which respect fundamental aspects of the corresponding smooth ones. Also,
these discretizations often clarify structures of the smooth theory.

In our presentation, we focus on the area of discrete complex analysis. In
particular, we introduce several concepts of discrete holomorphic functions based
on a linear approach and on nonlinear theories concerning cross-ratio systems, circle
patterns and discrete conformal equivalence. These examples are used to illustrate
some characteristic features in discrete differential geometry like integrability as
consistency and Bäcklund–Darboux transformations.

1 Introduction

The field of discrete differential geometry is emerging at the border between
differential geometry and discrete geometry. The classical area of differential
geometry investigates smooth manifolds. Their study includes important geometric
notions like curvature. Also, special classes of surfaces and their transformations are
analyzed and characterized, for example minimal surfaces or isothermic surfaces.
Parts of this classical theory have been summarized at the beginning of the twentieth
century, for example in extensive volumes by Darboux [29, 30], Bianchi [6], etc.,
see also standard textbooks on differential geometry. In contrast to differential
geometry, discrete geometry studies shapes with a finite number of elements,
such as polytopes or simplicial complexes. Its history goes back to ancient Greek
geometers studying for example Platonic solids which are basic examples of
polytopes. Modern discrete geometry has its origins in the late nineteenth century
with investigations on density of circle packings or projective configurations. A
more detailed history can be found in standard textbooks on discrete geometry, see
for example [38].
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Based on these two fields of differential and discrete geometry, the area of
discrete differential geometry includes theories, notions and methods for the study
of discrete shapes and objects which are discrete equivalents to classical shapes
and objects from differential geometry. Its main aim is summarized in the message
“Discretize the whole theory, not just the equations.” Therefore, discretizations
should preserve fundamental properties of the smooth theory. In many cases it also
turned out that the discrete theory can clarify structures, for example concerning
transformations of special surfaces classes which appear naturally in the discrete
context. In this sense, the discrete theory is as rich as the smooth theory and contains
more constructive proofs.

An important aspect of discrete differential geometry is its connection to
integrability. This can for example be recognized in the existence of Bäcklund–
Darboux transformations or zero curvature representations. Our presentation relies
in large parts on the textbook [15] by A.I. Bobenko and Yu. Suris. Therefore we
consider integrability as multidimensional consistency and emphasize this property
in our examples. We focus only on the area of discrete complex analysis and present
an introduction to four different discretizations of holomorphic (or conformal)
functions. In each of the following sections we explain a certain concept of discrete
holomorphicity. In particular, the notion of a ‘discrete holomorphic functions’ is
redefined in every section and these notions are essentially different (although they
all carry the same name as they have the same smooth analog) and should not be
confused. All our examples illustrate multidimensional consistency as an important
general principle in discrete differential geometry.

Note that there exist more approaches to discrete holomorphic functions than the
four ideas presented here. For example, Novikov and Dynikov developed a theory
based on bicolored triangles, see [34, 37, 61] and also [19].

Discrete holomorphic functions, in particular from the linear theory, have also
found applications in other areas of mathematics, for example recently in statistical
mechanics and probability theory, see for example [5, 25, 26, 48, 66, 67].

2 Linear Theory of Discrete Holomorphic Functions

Let U � C be open and let f WU ! C be a holomorphic map, that is the complex
derivative f 0.z/ D lim�!0

�

f .z C �/ � f .z/
�

=� exists on U. Such maps may be
characterized by the Cauchy–Riemann equations (1). To this end, fix an orthogonal
coordinate system in C Š R2 with coordinates x and y corresponding to the real and
imaginary part of the complex numbers z D xC iy. Then we can write f D uC iw
where u;wWU ! R are the real and the imaginary part of f . So f is holomorphic if
and only if

@u

@x
D
@w

@y
and

@u

@y
D �

@w

@x
”

@f

@y
D i

@f

@x
: (1)
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In terms of the Wirtinger derivatives @z D @x � i@y and @Nz D @x C i@y these
conditions (1) read @Nz f D @x f C i@y f D 0.

Holomorphic functions are naturally connected to harmonic functions, see
standard textbooks on complex analysis, for example [3, 36], for details and proofs.

Theorem 2.1 For any holomorphic function f D u C iw, its real and imaginary
part are harmonic, that is they satisfy the following Laplace equations

�u :D
@2u

@x2
C
@2u

@y2
D 0 and �w D 0 :

Conversely, for every harmonic function uWU ! R on a simply connected domain U
there exists a holomorphic function f D uC iw which is unique up to an imaginary
constant. (That is there exists a conjugate harmonic function wWU ! R, which
is unique up to a real constant, such that u and w satisfy the Cauchy–Riemann
equations.)

The Cauchy–Riemann equations and the Laplace equation for harmonic func-
tions are both linear in u (and w) and build the basis of the linear theory of discrete
holomorphic functions.

2.1 Definition of Discrete Harmonic and Discrete
Holomorphic Functions

First, we consider discrete Laplacians and then define discrete holomorphic func-
tions based on discrete harmonic function. We start with the square grid lattice (see
for example Fig. 1) which provides a simple, but instructive example.

The discrete Laplacian on the square grid lattice Z2 has already been studied in
the beginning of the twentieth century, see for example [28]. In fact, Kirchhoff’s
circuit law encodes the harmonicity of the potential function. Further investigations
on discrete harmonic and discrete holomorphic functions on the square grid lattice
are due to Isaacs [47], Ferrand [35] and Duffin [32, 33] who also generalized these
notions to planar graphs with rhombic faces. Such graphs are also called rhombic
embeddings.

Fig. 1 Regular square grid
lattice (white vertices) and its
dual (black vertices and
dotted edges)
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Given a function uWZ2 ! R, partial derivatives with respect to the coordinates x
and y may be replaced by differences u.mC1; n/�u.n;m/ and u.m; nC1/�u.m; n/
respectively. This leads to the standard Laplacian on the square grid lattice

�u.m; n/ D u.mC 1; n/C u.m � 1; n/C u.m; nC 1/C u.m; n � 1/ � 4u.m; n/ :

In some contexts, scaled versions of this Laplacian are used, but we are only
interested in discrete harmonic functions satisfying �u D 0, so scaling does not
matter in the following.

This Laplacian can easily be generalized for a planar graph G D .V;E;F/ where
V denotes the vertices, E are the edges and F the faces of G. We always assume
that the graph is embedded (or at least immersed) in the plane and identify it with
its embedding. At every interior vertex v0 with adjacent vertices v1; v2; : : : ; vn we
define the Laplacian on G at v0 by

.�u/.v0/ D
n
X

jD1

!.v0; vj/
�

u.vj/ � u.v0/
�

; (2)

where !WE.G/ ! R are weights defined on the undirected edges and uWV ! R is
some function on the vertices. If �u D 0 at all interior vertices, then the function u
is called discrete harmonic.

Exercise 2.2 (Discrete Maximum Principle) Assume that the weights ! are all
positive. Show that a corresponding discrete harmonic function attains its maximum
(and its minimum) at a boundary vertex.

This discrete maximum principle is analogous to the maximum principle for
harmonic functions in the smooth theory and therefore such positive weights ! may
be especially desirable. Note that nonsymmetric weights defined on directed edges
are also possible but only rarely used.

Given a harmonic function uWV ! R, a natural domain for the conjugate function
w is the dual graph G� D .V�;E�;F�/. For the case of the square grid lattice Z2,
we assume that the vertices of the dual graph .Z2/� are the centers of the squares
of Z2. To each edge of Z2 there corresponds a dual edge (and a square built by two
vertices of Z2 and two corresponding vertices of the dual lattice), see Figs. 1 and 2.

In the notation of Fig. 2 (left) the discrete Cauchy–Riemann equations read

ur � ul D wu � wd and uu � ud D �.wr � wl/ D wl � wr ; (3)

where ur; ul; uu; ud and wu;wd;wr;wl are the values of the functions u and w
respectively on the corresponding vertices. As an immediate consequence we
observe that to any harmonic function u on (a simply connected part of) Z2 there
exists a function w on the dual graph (unique up to a constant) such that the discrete
Cauchy–Riemann equations hold. Indeed, fix w at some vertex and define its values
at the other vertices by the discrete Cauchy–Riemann equations (3). This procedure
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ul ur

wd

wu

ur −ul = wu −wd

wl wr

ud

uu

uu −ud = −(wr −wl)

u ur

uu

ud

ul

w1

w2

w4

w3

Fig. 2 Discrete Cauchy–Riemann equations (left) and dual cycle around a vertex (right)

will not cause any ambiguities because for all cycles around a vertex we have with
the notation of Fig. 2 (right)

.w2 � w1/C .w3 � w2/C .w4 � w3/C .w1 � w4/

D .ur � u/C .uu � u/C .ul � u/C .ud � u/ D �u D 0 :

The corresponding discrete holomorphic function f `WZ2[.Z2/� ! C is defined
by the formula

f `.z/ D

(

u.z/ if z is a vertex of Z2;

iw.z/ if z is a vertex of .Z2/�:

The superscript ` only emphasizes the fact that this is the definition for discrete
holomorphicity within the linear theory. Remarkably, the discrete Cauchy–Riemann
equation for f ` can be summarized as

f `4 � f `2 D i.f `3 � f `1 / (4)

for any function f `WZ2 [ .Z2/� ! C where f `1 ; f
`
2 ; f

`
3 ; f

`
4 are the values of f ` on

a quadrilateral formed by black and white vertices as in Fig. 2 (left or middle) in
cyclic orientation. This corresponds to (1) in the smooth case.

Example 2.3 The function f `WZ2 ! C given by f `.m; n/ D .n C im/2 is discrete
holomorphic. This can be easily seen by checking the discrete Cauchy–Riemann
equations (4).

The discrete Cauchy–Riemann equation (4) can easily be generalized to an
embedded (or immersed) planar graph G with embedded (or immersed) dual graph
G�. Analogously as in Fig. 2 we can build a quadrilateral for every edge of E and
obtain a bipartite graph D with bicolored vertices and quadrilateral faces called
b-quad-graph as illustrated in Fig. 3 (left).
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x0 x1

y0

y1

Fig. 3 Left: An example of a b-quad-graph D (black edges and bicolored vertices) and its
associated graph G (dashed edges and white vertices). Right: Quadrilateral of D with orthogonal
diagonals

Note that V.D/ D V[V�. On each quad as in Fig. 3 (right) the Cauchy–Riemann
equations (3) and (4) generalize to

f `.x1/ � f `.x0/

x1 � x0
D

f `.y1/ � f `.y0/

y1 � y0
: (5)

Note that for every three-connected planar graph (that is G remains connected if
one or two edges are removed) there exists an embedding of G and its dual graph G�

such that all dual vertices lie in the interior of the faces of G and every edge intersects
the corresponding dual edge orthogonally. This embedding can be constructed using
orthogonal circle patterns, see for example [21, 72]. In the following, we restrict
ourselves to such orthogonal embeddings. Then corresponding edges of G and G�

are orthogonal and (5) can be rewritten as

f `.y1/ � f `.y0/

f `.x1/ � f `.x0/
D

y1 � y0
x1 � x0

D i

ˇ

ˇ

ˇ

ˇ

y1 � y0
x1 � x0

ˇ

ˇ

ˇ

ˇ

D: i!.x0; x1/ D i
1

!.y0; y1/
: (6)

The weights !WE! RC and the dual weights !WE� ! RC are in this case defined
geometrically. A function f `WV.D/ ! C which satisfies the discrete Cauchy–
Riemann equations (6) is called discrete holomorphic. Of course, (6) may also be
considered for nongeometric weights and general b-quad-graphs.

Exercise 2.4 Let �0 ¤ �1 be two complex numbers with same modulus j�0j D j�1j.
Show that on the b-quad-graph �0Z � �1Z the function defined as

f `.m�0 C n�1/ D .m�0 C n�1/
3 C

�20 � �
2
1

4
.m�0 C n�1/

is discrete holomorphic. This can be considered as a discrete analog of z3.

As for the square grid case, we also observe an analogous connection of discrete
harmonic and discrete holomorphic functions.
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Theorem 2.5 Let D be a simply connected b-quad-graph built from a planar
(immersed) graph G and its (immersed) dual G� such that each edge and its
corresponding dual edge intersect orthogonally.

If f `WV.D/! C is discrete holomorphic, then its restrictions f `jV and f `jV� are
discrete harmonic with respect to the weights ! defined in (6).

Conversely, any discrete harmonic function uWV ! R admits a family of discrete
holomorphic extensions f `WV.D/ ! C differing by an additive constant on V�.
That is, f is uniquely determined by the value on an arbitrary vertex y 2 V�.

Proof Let f `WV.D/ ! C be discrete holomorphic and let x0 be an interior
vertex. We will only consider the case x0 2 V and leave the analogous cases
x0 2 V� as an exercise. Let x1; x2; : : : ; xn be the neighboring vertices of x0 in G. Let
y0; y1; : : : ; yn�1; yn D y0 2 V� be the chain of dual vertices such that x0; yj; xjC1; yjC1

are quads in D for j D 0; 1; : : : ; n � 1. Then using the discrete Cauchy–Riemann
equations (6) we obtain

0 D f `.y1/ � f `.y0/C f `.y2/ � f `.y1/C � � � C f `.y0/ � f `.yn�1/

D i!.x0; x1/
�

f `.x1/ � f `.x0/
�

C i!.x0; x2/
�

f `.x2/ � f `.x0/
�

C : : :

C i!.x0; xn/
�

f `.xn/ � f `.x0/
�

D i.�f `jV/.x0/ :

Now given a discrete harmonic function u W V ! R we can obtain a conjugate
harmonic function w W V� ! R and a corresponding discrete holomorphic function
f ` W V.D/ ! C similarly as for the square grid lattice. Take f `.x/ D u.x/ at
all vertices x 2 V . Choose a value f `.y/ at some fixed vertex y 2 V�. Then the
discrete Cauchy–Riemann equations (6) uniquely determine the values of f ` at all
other vertices of V� since D is simply connected and u is harmonic on G with
respect to the weights ! defined in (6). ut

From a more conceptual perspective, this theorem links the solutions of the quad-
equation (6) and to the solutions of a Laplace equation on white (or black) vertices.
A similar relation can be established for a broader class of quad-equations, for more
details see for example [15, Sect. 6.13] or [1, 14].

2.2 3D-Consistency and Integrability

In the following, we investigate the structure of the discrete Cauchy–Riemann
equation (6) in the context of integrability. To this end, we assume given a b-quad-
graph D with weights ! on the faces (more precisely on the edges between black
vertices and on the edges between white vertices respectively of any quad). The
discrete Cauchy–Riemann equation (6) on the quads of D defines a 2D-system. This
means that given any three (generic) values of a function f ` on the vertices of a quad,
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0
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Fig. 4 Elementary cube over a face of D without (left) and with (right) labelling on the edges

(6) determines a unique value for f ` on the fourth vertex. These discrete Cauchy–
Riemann equations can now be put as condition of the faces on a three-dimensional
cube, see Fig. 4 (left).

As we aim at transformations of a given discrete holomorphic function, we
assume that opposite faces of the cube carry the same equation. We just need to be
careful with the orientation of the faces as the discrete Cauchy–Riemann equations
depend on the orientation of the quadrilaterals. Then these equations are consistent
if we can prescribe arbitrary values of f ` at one vertex of the cube and its three
neighbors and obtain the remaining values uniquely without contradictions using
the equations on the faces of the cube.

Example 2.6 (Square Grid Lattice) Let f `WZ2 ! C be a discrete holomorphic
function (with respect to ! 
 1 and bicolored vertices of Z2). Add an “extra
dimension” such that this grid is extended to a subset in Z3 consisting of two
parallel layers of Z2. Fix the value of f ` at one vertex of the new layer. Determine
all remaining values of f ` by using the discrete Cauchy–Riemann equations (4)
for Z2 on the ‘vertical faces’ of the cubes. On each of these faces we choose the
orientation such that the cycle of vertices .x; y; yC; xC/ is positively oriented in the
notation of Fig. 4. This construction will not result in contradictions and furthermore
the function defined on the new layer is also discrete holomorphic. It is in fact a
(fundamental) transformation of f `, also called Bäcklund transformation.

These properties can easily be seen by considering one cube as in Fig. 4. In
particular

f `.y1/ � f `.y0/ D i
�

f `.x1/ � f `.x0/
�

f `.yC
0 / � f `.x0/ D i

�

f `.y0/ � f `.xC
0 /
�

f `.xC
1 / � f `.y0/ D i

�

f `.yC
0 / � f `.x1/

�

f `.xC
1 / � f `.y1/ D i

�

f `.yC
1 / � f `.x1/

�

f `.yC
1 / � f `.x0/ D i

�

f `.y1/ � f `.xC
0 /
�
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Fig. 5 A fundamental square with labels on the undirected edges (left) and on positively oriented
directed edges (middle and right)

These equations show that the values f `.x1/, f `.xC
1 /, f `.yC

0 /, and f `.yC
1 / are uniquely

determined from f `.x0/; f `.y0/; f `.y1/; f `.x
C
0 / and also

f `.xC
1 / � f `.xC

0 / D i
�

f `.yC
0 / � f `.yC

1 /
�

holds. Note that on the upper layer the coloring of the vertices is interchanged.

Example 2.7 (Rhombic Embedding) As a more general example we can consider
rhombic embeddings, that is planar embedded quad-graphs D whose faces are all
rhombi. In fact, 3D-consistency holds exactly for the rhombic case, see remarks
below.

In particular, consider a rhombus which is defined by its two directed edges
�0; �1 2 S1 D fz 2 C W jzj D 1g as illustrated in Fig. 5 (middle). Then the weight
!.x0; x1/ can be expressed as

!.x0; x1/ D �i
y1 � y0
x1 � x0

D �i
�1 � �0

�1 C �0
D i

�0 � �1

�0 C �1
:

On the “vertical” faces of the cube we fix some � 2 S1 as parameter and
corresponding weights !.x; yC/ D i.� � �/=.� C �/, see Fig. 5 (right). Then
the discrete Cauchy–Riemann equations are 3D-consistent. In particular, a given
discrete holomorphic function on a rhombic quad-graph can be transformed into a
discrete holomorphic function on the same quad-graph with black and white vertices
interchanged. The proof is similar to the square grid case and is left as an exercise
to the reader.

The class of rhombic embeddings obviously includes the square grid lattice Z2

and its “sheared” versions �0Z� �1Z for �0; �1 2 S1 with �0=�1 … R, but also more
involved examples like the dual kagome lattice or Penrose tilings (see Figs. 6 (left)
and 9 (right) for examples), see also [50].

Remark 2.8 (Rhombic Embeddings and Surfaces in Zd) For the integrable Cauchy–
Riemann equations, rhombic (ramified) embeddings from projections of two-
dimensional surfaces in Zd, d 	 2, are of special importance. In this case, we
can lift the discrete holomorphic function from the quad-graph to the vertices of the



162 U. Bücking

f1 f2

f +
1 f +

2

a

a

ll

Fig. 6 Left: Example of a rhombic embedding (a part of a Penrose tiling). Right: A vertical face
of the cube with labelled edges

corresponding surface in Zd. In fact, the directed edges ek of Zd are supposed to
carry the corresponding directions �k as labelling, such that parallel edges all carry
the same label. Then thanks to the 3D-consistency this function can be extended to
(a part of) Zd! Therefore, we call a function f `WZd ! C discrete holomorphic if
for all quadrilateral faces of Zd we have

f `.xC ek/ � f `.xC ej/

f `.xC ek C ej/ � f `.x/
D i

�k � �j

�k C �j
: (7)

In fact, for our geometric choice of the weights!, it turns out that 3D-consistency
of (6) holds for a quad-graph D if and only if this quad-graph is a rhombic (ramified)
embedding. This can be seen by observing, that the discrete Cauchy–Riemann
equations are in fact a special reduction (to R2) of the discrete Moutard equation

F.x1/ � F.x0/ D a
�

F.y1/ � F.y0/
�

(8)

in the notation of Fig. 5. This equation can be assigned to all two-dimensional faces
of the lattice Zm analogously as (7), where a is a scalar (real-valued) function on
the two-dimensional faces of Zm. Note that we have to chose an orientation on the
quads.

Let FWZm ! Rn be a map satisfying (8) on all 2-dimensional faces (called T-net).
Geometrically, (8) means that for each face the points F.x1/;F.x0/;F.y1/;F.y0/ are
coplanar (so the net F has planar faces) and furthermore the diagonals of these
planar quads are parallel. Analogously as for the Cauchy–Riemann equation in the
previous examples we can consider 3D-consistency for the Moutard equation (8). It
turned out that this holds if and only if the values of a on the faces are related by the
star-triangle map, for a proof see for example [15, Sect. 2.3] or [60].
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In particular, label the coordinate directions of a three-dimensional fundamental
cube with 1; 2; 3 and the value of a on the face ij incident to x0 by aij D �aji for
i ¤ j. Then (8) reads

F.x0 C ei C ej/ � F.x0/ D aij
�

F.x0 C ej/ � F.x0 C ei/
�

; (9)

where ek for k D 1; 2; 3 are the unit vectors in the three coordinate directions. Let

kaij D �
kaji be the value of a on the face ij translated in direction k, that is opposite
to ij for k ¤ i; j. Then the star-triangle equations are:


1a23
a23
D

2a31
a31
D

3a12
a12
D �

1

a12a23 C a23a31 C a31a12
:

Note that solutions aij of these equations give rise via aij D zizj=.zzij/ to
solutions z of the discrete BKP equation (also called Hirota–Miwa equation) on
fundamental cubes, which goes back to [59], see [15, Sect. 6.16] or [1]. A geometric
interpretation of the discrete Moutard equation and the star-triangle map is given
in [53].

Now, for the 3D-consistency of the discrete Cauchy–Riemann equations we
want to have the same equation on opposite faces of a fundamental cube as in
the examples above. Using the background on the 3D-consistency of the Moutard
equation and the star-triangle map we deduce that for any choice of real positive
weights ! (corresponding to a), 3D-consistency of the discrete Cauchy–Riemann
equations (6) holds for a quad-graph D if and only if these weights satisfy additional
conditions for each flower of faces incident to an interior vertex, as the cubes then
share vertical faces. More precisely, the weights need to result from a (ramified)
rhombic embedding, see [15, Sect. 7.3] or [17] for a detailed proof of this statement.

2.3 Some Further Topics

The linear theory of discrete holomorphic functions has a long and still developing
history. This includes special functions which are analogous to the smooth case
like polynomials (see Example 2.3 and Exercise 2.4), discrete exponentials, discrete
logarithm and discrete Green’s function, see [17, 32, 35, 49, 58]. Also, further
properties and theorems of the smooth theory have found discrete analogues, see
in particular [8, 41]. As a strong link to the smooth case, convergence issues have
been studied, for example in [35, 58].
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3 Discrete Holomorphic Functions and Cross-Ratio Systems

Smooth holomorphic maps with nonvanishing derivative are called conformal.
These are locally injective, preserve angles and may be conceived as infinitesimal
scale-rotations. Therefore, on simply connected domains the derivative f 0 of a
conformal map f satisfies f 0 D eg for some holomorphic function g. Note that
conformal maps are a subclass of holomorphic mappings, but away from the zeros of
the derivative every nonconstant holomorphic map is locally conformal. Therefore,
the restriction to conformal mappings is in general not essential.

We will now introduce a nonlinear discrete theory which is based on the
preservation of cross-ratios. Note this is essentially different from the linear theory
presented in the previous section although some links can be established, see
Sect. 3.3.

Recall that the cross-ratio of four mutually distinct points z1; z2; z3; z4 2 C can
be defined as

cr.z1; z2; z3; z4/ D
.z1 � z2/.z3 � z4/

.z2 � z3/.z4 � z1/
: (10)

Smooth conformal maps f are characterized by the property that they preserve the
cross-ratio infinitesimally, in particular

cr
�

f ."z1/; f ."z2/; f ."z3/; f ."z4/
�

D cr.z1; z2; z3; z4/CO."2/

for " > 0 small enough. The notation R.f ; z1; z2; z3; z4; "/ D O."2/ is used as abbre-
viation for jR.f ; z1; z2; z3; z4; "/j � C"2 where the constant C D C.f ; z1; z2; z3; z4/,
possibly depends on f and z1; z2; z3; z4 but not on ". Recall that fractional linear
transformations m.z/ D .azC b/=.czC d/ for a; b; c; d 2 C with ad � bc ¤ 0, also
called Möbius transformations, form a special class of examples of conformal maps
which exactly preserve the cross-ratio.

As a discrete analog, we consider discrete conformal maps which preserve all
cross-ratios of the quadrilaterals of a given quad-graph. This concept was first
introduced in [11] in order to define discrete isothermic surfaces, but it already
contained discrete conformal maps in the plane. The 3D-consistency of the cross-
ratio equation was studied first in [45]. See also Sect. 3.4 for further references.

3.1 Definition of Discrete Conformal Functions

Again, we start with the square grid lattice as an important example.

Exercise 3.1 Check that all quads of the square grid lattice have the same cross-
ratio �1, in particular cr

�

nC im; nC 1C im; nC 1C i.mC 1/; nC i.mC 1/
�

D �1.



Introduction to Discrete Complex Analysis 165

Example 3.2 (Square Grid Lattice) Consider the regular square grid lattice together
with a cyclic orientation of the vertices in every quad. Then all quads have the same
cross-ratio �1. In particular, f crWZ2 ! C is called discrete conformal (or discrete
holomorphic) if these cross-ratios are preserved, that is

cr
�

f cr.x0/; f
cr.y0/; f

cr.x1/; f
cr.y1/

�

D �1
�

D cr.x0; y0; x1; y1/
�

(11)

holds for all squares using the notation of Fig. 5 (without any labelling on the edges).
The superscript cr again emphasizes the fact that this definition of holomorphicity
belongs to the area of cross-ratio systems. The reader should keep in mind not to
confuse discrete holomorphic functions satisfying (11) with those satisfying (4).
A connection between these two different notions of the same name is derived in
Sect. 3.3 via linearization of (11).

Equation (11) defines a 2D-system on the quad-graph Z2.This means that given
(generic) values of f cr on three of the four vertices of a quad, (11) determines the
fourth value.

Note that every Möbius transformation is an example of a discrete conformal
map. This also hints the fact that these discrete conformal maps may (and should)
be studied in the context of Möbius geometry.

Discrete conformal maps on the square grid lattice may also be represented as
mapping of circle patterns. Recall that four points with real cross-ratio lie on a circle.
Thus for every quad there exists a circle where the grid points of Z2 and their image
points are the intersection points of the circles of neighboring quads.

Exercise 3.3 Show that f crWZ2 ! C, f cr.m; n/ D .mC in/3 � .m � in/ is discrete
conformal.

We now introduce the more general case of factorizable cross-ratios. Given a
planar b-quad-graph D , we assume that there exists a labelling ˛WE.D/! C n f0g
on the edges such that in every quad opposite edges carry the same label as in Fig. 5
(left). Then f crWV.D/ ! C is called discrete conformal (or discrete holomorphic)
if

cr
�

f cr.x0/; f
cr.y0/; f

cr.x1/; f
cr.y1/

�

D
˛0

˛1
(12)

holds for every quad. Instead of the labelling ˛ we can also consider a labelling

� W
�!
E .D/ ! C n f0g on the directed edges

�!
E .D/ such that �2 D ˛. Then

all quadrilaterals may be realized as parallelograms (or rhombi in case of equal
lengths). Therefore we can start with a parallelogram immersion of D and take the
cross-ratios of the quad to be �20 =�

2
1 . (Again, these discrete holomorphic functions

are not to be confused with those defined in (6).)
More generally, given a b-quad-graph with cross-ratios on every face, we can

call a map discrete conformal which preserves all these cross-ratios. For a simply
connected domain, the existence of a labelling ˛WE.D/ ! C n f0g as above is
equivalent to the fact that for every interior vertex the product of the cross-ratios
of the adjacent quads equals 1. In this presentation we will confine ourselves to the
case of factorizable cross-ratios with a given labelling ˛ or � .
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3.2 3D-Consistency and Bäcklund Transformations

We now want to put the cross-ratio equation on the faces of a cube. The cross-ratio
equation (12) defines a 2D-system, since it determines the value of a function f cr at
the fourth vertex if the three other (generic) values of f cr on the vertices of a quad
are known.

Consider a cube as in Fig. 4 (right) and assume that we put cross-ratio equations
on the faces of the cube. Similarly as in Sect. 2.2 we want to have the same equation
on opposite faces of the cube. This is guaranteed by the labelling of the edges such
that opposite edges carry the same label as in Fig. 4 (right). As for the linear theory
we can ask the question, if the four values at x0; y0; y1; x

C
0 determine the value at xC

1

uniquely.
This is indeed the case. First note that the cross-ratio equation (12) only depends

on the differences between the values of f cr at the vertices. Thus we can assume
f cr.x0/ D 0 without loss of generality in order to simplify formulas. By (12) we
have

f cr.x1/ D
f cr.y0/f cr.y1/.˛0 � ˛1/

f cr.y1/˛0 � f cr.y0/˛1
;

f cr.yC
0 / D

f cr.y0/f cr.xC
0 /.˛0 � �/

f cr.xC
0 /˛0 � f cr.y0/�

;

f cr.yC
1 / D

f cr.xC
0 /f

cr.y1/.� � ˛1/

f cr.y1/� � f cr.xC
0 /˛1

:

Straightforward calculations (which we leave as an exercise) show that

f cr.xC
1 /

D
f cr.y0/f cr.y1/f cr.xC

0 /.˛0 � ˛1/.˛0 � �/.˛1 � �/

f cr.xC
0 /f

cr.y1/˛20.˛1 � �/C f cr.y0/f cr.xC
0 /˛

2
1.� � ˛0/C f cr.y0/f cr.y1/�2.˛0 � ˛1/

is uniquely determined. Therefore the cross-ratio equation for factorizable cross-
ratios is 3D-consistent.

As a direct consequence we obtain Bäcklund transformations (namely, f cr defined
on the ‘upper layer’ xC; yC) for every given discrete conformal map f cr.

Theorem 3.4 Given a discrete conformal function f cr on a b-quad-graph D with
factorizable cross-ratios given by a labelling ˛ and a parameter � 2 C n f0g, there
exists a discrete conformal function .f cr/C on the same b-quad-graph with black
and white coloring interchanged such that the values on ‘vertical faces’ are linked
via

cr.f cr
1 ; f

cr
2 ; .f

cr
2 /

C; .f cr
1 /

C/ D
˛

�
;
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see Fig. 6 (right) for the notation. .f cr/C is called Bäcklund (or Darboux) transfor-
mation and is unique when its value is fixed at one vertex.

Remark 3.5 If the labelling ˛ only consists of finitely many values f˛1; : : : ; ˛mg we
can interpret the b-quad-graph as surface in the multidimensional lattice Zm. The
edges are labelled according to the corresponding unit vectors of the lattice. Thanks
to the 3D-consistency a given discrete holomorphic function may be extended to (a
part of) Zm such that the cross-ratio equation holds on every two-dimensional face.

Remark 3.6 In the special case of real negative cross-ratios all quads are circular.
Then the 3D-consistency, that is the uniqueness of the eighth point f cr.xC

1 /, can
also be deduced from Miquel’s theorem (after a suitable Möbius transformation) as
intersection point of three circles, see for example [27] or [15, Sect. 3.1].

Remark 3.7 From a broader perspective on integrability, note that the cross-ratio
equation (3) can be considered as an integrable reduction of the integrable multiratio
system, also called discrete Schwarzian KP equation, see for example [52]. The
multiratio equation for a function h W Z3 ! C (actually, h should be defined on the
A3-lattice) reads

�

h.x0/ � h.y0/
��

h.x1/ � h.xC
1 /
��

h.yC
1 / � h.xC

0 /
�

�

h.y0/ � h.x1/
��

h.xC
1 / � h.yC

1 /
��

h.xC
0 / � h.x0/

� D �1

in the notation of Fig. 4.

3.3 Linearization

In the following we will establish a link of this nonlinear theory based on the
preservation of cross-ratios with the linear theory of discrete holomorphic functions
introduced in the previous section.

Theorem 3.8 Consider a rhombic embedding of a b-quad-graph D with labelling
˛ D �2 where � are the directed edges of the rhombic embedding as in Fig. 5
(middle). Suppose that f cr

" W V.D/ ! C is a differentiable one parameter family
of discrete conformal functions with respect to the given cross-ratio system where
f cr
0 D id is the identity and " 2 .�"0; "0/. Then g` D .df cr

" =d"/j"D0 solves the
discrete Cauchy–Riemann equations for the given rhombic embedding.

Proof Consider a quad as in Fig. 5 (middle). As f cr
" are discrete conformal

cr
�

f cr
" .x0/; f

cr
" .y0/; f

cr
" .x1/; f

cr
" .y1/

�

D
�20
�21

”
�

f cr
" .x0/ � f cr

" .y0/
��

f cr
" .x1/ � f cr

" .y1/
�

D
�20
�21

�

f cr
" .y0/ � f cr

" .x1/
��

f cr
" .y1/ � f cr

" .x0/
�

;
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we deduce by taking derivatives by " at " D 0 that

�

g`.x0/ � g`.y0/
� �

f cr
0 .x1/ � f cr

0 .y1/
�

„ ƒ‚ …

D�0 C
�

f cr
0 .x0/ � f cr

0 .y0/
�

„ ƒ‚ …

D��0

�

g`.x1/ � g`.y1/
�

D
�20
�21

�

g`.y0/ � g`.x1/
� �

f cr
0 .y1/ � f cr

0 .x0/
�

„ ƒ‚ …

D�1

C
�20
�21

�

f cr
0 .y0/ � f cr

0 .x1/
�

„ ƒ‚ …

D��1

�

g`.y1/ � g`.x0/
�

:

Now we easily see that this is equivalent to

g`.y1/ � g`.y0/

g`.x1/ � g`.x0/
D
�1 � �0

�1 C �0
: ut

3.4 Some Further Topics

Cross-ratio systems and their connection to integrability have been studied in many
aspects. As we have only touched the basis of this topic we refer the interested
reader to [15] and the references therein. In particular, convergence issues have been
considered in [57].

4 Circle Patterns as Discrete Holomorphic Functions

The Cauchy–Riemann equations (1) imply that a smooth conformal map, that
is a holomorphic map with nonvanishing derivative, is an infinitesimal scale-
rotation. In particular, conformal maps can be characterized by the properties
that angles are preserved and infinitesimal circles are mapped to infinitesimal
circles. Circle patterns can be interpreted as a finite version corresponding to these
characterizations.

Circle packings are configurations of touching circles where the underlying
combinatorics is a triangulation. These were first connected to conformal mappings,
in particular to the Riemann mapping theorem, by Thurston [70], see also [51]
and [69] and the references therein.

Circle patterns for given combinatorics and intersection angles have been
introduced and studied for example in [13, 21, 62, 64, 65]. Furthermore the definition
of immersed circle patterns can be extended allowing cone-like singularities at
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vertices; see for example [13] and the references therein. Integrable circle patterns
have been studied for example in [10, 16, 17, 65]. Since then there have been various
further investigations in this theory, see Sect. 4.6 for some of the questions studied
for circle patterns.

As first motivating example we consider the square grid lattice Z2. If we intend to
preserve all (right) angles of the quadrilaterals, the configuration would be rigid up
to rescaling of the squares to rectangles (in a ‘row’ or ‘column’) and global scaling
and Euclidean motions. Therefore, we consider Z2 with bicolored vertices such that
every edge connects vertices of different color. Each quad then has two white and
two black vertices. Now we split the two conditions:

• intersection angles should be preserved at black vertices, whereas
• white vertices should be centers of circles, that is all its incident edges have equal

length.

For the square grid lattice we then obtain as a first example the regular circle pattern
with square grid combinatorics and orthogonally intersecting circles, see Fig. 7
(left). But our definition also applies for other examples like Fig. 7 (right) which
have the same combinatorics and intersection angles, but different radii.

In general, we can start with a planar b-quad-graph D . To every (abstract)
quadrilateral of D there corresponds an embedded kite built by two centers of
circles and two intersection points as in Fig. 8 (left). In particular, circle patterns C

are in one-to-one correspondence with immersed patterns of kites K with bicolored
vertices such that edges incident to a white vertex have the same length. Moreover,
the pattern of kites K is isomorphic to the given b-quad-graph D . Note that there
are in general additional intersection points of circles which are not associated to
black vertices of D .

The exterior intersection angles ˛WF.D/! .0; �/ of two circles for neighboring
white vertices are considered as labelling on the corresponding faces of D or,
equivalently, on the edges connecting the corresponding white vertices. As we
consider discrete holomorphic functions we are interested in planar circle patterns.
This means that the chain of kites incident to a (white or black) vertex ‘closes
up’ such that this configuration is isomorphic to the corresponding configuration of
faces in D . Therefore the intersection angles (Dlabelling) of a planar circle pattern

Fig. 7 A regular square grid circle pattern (left), a regular hexagonal circle pattern (middle) and a
more general orthogonal circle pattern (right, see also Fig. 10)
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Fig. 8 Left: The exterior intersection angle ˛ of two intersecting circles and the associated kite
built from centers and intersection points. Right: A kite of the circle pattern with labelled vertices
and (exterior) intersection angle ˛j

cannot be arbitrary. Namely, we call a labelling ˛ of the faces admissible if the
angles for incident faces sum up to 2� at all interior black vertices v:

X

f incident to v

˛.f / D 2� :

Also, we only consider immersed circle patterns which means that for every vertex
all incident kites have mutually disjoint interiors and intersect along a straight edge
or a vertex if and only if the corresponding quadrilaterals of D have an edge or a
vertex in common, respectively. If this condition holds for all kites of the pattern,
that is, not just locally, but globally, then the circle pattern is called embedded.

Note that embedded circle patterns are in one-to-one correspondence to Delau-
nay decompositions of (a domain in) C for a given set of points (D black vertices).
This is a cell decomposition such that the boundary of each face is a polygon with
straight edges which is inscribed in a circular disc, and these discs have no vertices
in their interior. The corresponding embedded circle pattern can be associated to the
graph G�. The Poincaré-dual decomposition of a Delaunay decomposition with the
centers of the circles as vertices and straight edges is a Dirichlet decomposition (or
Voronoi diagram) and corresponds to the graph G.

Moreover, circle patterns generalize planar circle packings which are configura-
tions of discs corresponding to a triangulation of a planar domain where vertices
correspond to discs and for each edge the two corresponding discs touch. Every
such circle packing can be understood as an orthogonal circle pattern by adding
circles corresponding to the triangular faces through the three touching points. The
corresponding intersection angles are all �=2.

Example 4.1 Every rhombic embedding of a b-quad-graph is in fact the kite pattern
of a circle pattern which is even isoradial, that is all circles have the same radius.
Figure 9 shows an example corresponding to a Penrose tiling. Note that there is a
dual isoradial circle pattern corresponding to the b-quad-graph with white and black
vertices interchanged.
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Fig. 9 Example of a circle pattern and corresponding kite pattern (without bicolored vertices)

4.1 Definition of Discrete Conformal Functions

Discrete holomorphic functions can now be defined as correspondence of two circle
patterns with the same combinatorics (=isomorphic kite patterns) and the same
intersection angles.

Definition 4.2 Let C1 and C2 be two circle patterns for the same b-quad-graph
D and the same admissible labelling ˛. We interpret the kite pattern of C1 as a
realization (in fact immersion) of D . The map f C WV.D/ ! C which maps the
white and black vertices of every kite to their corresponding vertices of the kite
pattern of C2 is called discrete conformal (or discrete holomorphic). By abuse of
notation, we also write this discrete conformal mapping as f C WC1 ! C2.

Remind that this is yet another definition of discrete holomorphicity which essen-
tially differs from those already introduced in Sects. 2.1 and 3.1. Some connections
will be revealed in Sects. 4.4 and 4.5. The superscript C should hopefully clarify that
we here consider discrete holomorphic functions in the context of circle patterns.

Example 4.3 As for cross-ratio systems, Möbius transformations are examples of
discrete conformal maps because they preserve intersection angles and additionally
map circles to circles. A more involved example, which is also connected to
integrability, is a discrete analog on of the smooth function z� presented and studied
in [2, 7, 12] for square grid combinatorics, see Fig. 10 for an illustration.
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Fig. 10 Illustration of the discrete conformal map corresponding to z2=3 via orthogonal circle
patterns with square grid combinatorics

4.2 Characterization of Circle Patterns Using Radius
Functions

For a given b-quad-graph D and an admissible labelling ˛ a corresponding circle
pattern C is completely characterized (up to global rotation and translation of the
pattern) by the radius function rC D r which assigns to every white vertex x the
radius rC .x/ D r.x/ of the corresponding circle C.x/. Moreover, a function r defined
on the white vertices of D is the radius function of a circle pattern if and only if at
every interior white vertex x0 the angles at x0 in the adjacent kites sum up to 2� .
Consider in particular a kite with edge lengths r.x0/ and r.xj/ at the white vertices x0
and xj respectively and intersection angle ˛j 2 .0; �/. Then the angle in this kite at
x0 may be calculated elementary and can be expressed as 2˚˛j

�

log r.xj/�log r.x0/
�

,
where

˚�.x/ WD
1

2i
log

1 � ex�i�

1 � exCi�
; (13)

and the branch of the logarithm is chosen such that 0 < ˚�.x/ < � .
The following proposition specifies a necessary and sufficient condition for a

radius function to originate from a planar circle pattern, see [13] for a proof.

Proposition 4.4 Let D be a b-quad-graph and let ˛ be an admissible labelling.
Suppose that C is an immersed circle pattern for D and ˛ with radius function

r D rC . Then for every interior white vertex x0 with neighboring white vertices
x1; x2; : : : ; xn (on adjacent kites) we have

 

n
X

jD1

2˚˛j

�

log r.xj/ � log r.x0/
�

!

� 2� D 0 : (14)
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Conversely, suppose that D is simply connected and that rWVw.D/ ! .0;1/

satisfies (14) for every interior white vertex x0 2 Vw.D/ WD fwhite vertices of Dg.
Then there is an immersed circle pattern for D and ˛ whose radius function
coincides with r. This pattern is unique up to isometries of C.

For the special case of orthogonal circle patterns with the combinatorics of
the square grid, there are also other characterizations of radius functions, see for
example [65].

Example 4.5 On the square grid lattice Z2 the radius function r.z/ D eRe.az/ for
fixed a 2 Cnf0g generates an orthogonal circle pattern called Doyle spiral, see [65].

Remark 4.6 (Connection to Discrete Harmonic Functions by Linearization) Recall
that the local embedding in the plane is ensured by the closing condition (14) for
the chain of kites incident to the white vertex x0. We can interpret this as a nonlinear
version of the Laplace equation for � D log r, thus log r may be considered as
‘discrete harmonic function’. This is also motivated by the following linearization.

Let r" for " 2 .�"0; "0/ be a differentiable family of radius functions for a
corresponding family of circle patterns for a b-quad-graph D and an admissible
labelling ˛. Then (14) implies

 

n
X

jD1

2˚˛j

�

log r".xj/ � log r".x0/
�

!

� 2� D 0

for every interior white vertex x0 with neighboring white vertices x1; x2; : : : ; xn.
Differentiating this relation by " at " D 0 we obtain for u D .d=d"/ log r"j"D0
that

0 D

n
X

jD1

2˚ 0
˛j

�

log r0.xj/ � log r0.x0/
��

u.xj/ � u.x0/
�

:

This is the linear Laplace equation (2) on the graph built from the white vertices
as in Fig. 3 (left). The weights are obtained by an elementary calculation (left as an
exercise) as

2˚ 0
˛j

�

log r0.xj/ � log r0.x0/
�

D
jyj�1 � yjj

jxj � x0j

with the notation from Fig. 8 (right). Note that kites have orthogonal diagonals,
so these weights also occur in the linear theory of discrete holomorphic functions,
see (6).

In analogy to smooth harmonic functions, the radius function of a planar circle
pattern satisfies a Dirichlet principle and a maximum principle.
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Theorem 4.7 (Maximum Principle) Let D be a b-quad-graph with some admis-
sible labelling ˛. Suppose C1 and C2 are two planar circle patterns for D and ˛
with radius functions r1; r2 respectively. Then the maximum and minimum of the
quotient r1=r2 is attained at the boundary.

If there exists an isoradial circle pattern for D and ˛, the usual maximum
principle for the radius function follows by taking r2 
 1.

Proof Assume that the claim is not true, so there is an interior white vertex x0 with
neighboring white vertices x1; : : : ; xn such that r1.x0/=r2.x0/ is strictly larger than
r1.xj/=r2.xj/ for j D 1; : : : ; n. But then

r1.xj/

r2.xj/
<

r1.x0/

r2.x0/
”

r1.xj/

r1.x0/
<

r2.xj/

r2.x0/
:

From this we will derive a contradiction using the closing condition (14) as r1 and
r2 are both assumed to be radius functions of circle patterns for D and ˛. Note that
the derivative of ˚˛ , defined in (13), is ˚ 0

˛.x/ D sin˛=
�

2.cosh x � cos˛/
�

> 0. So
˚˛ is strictly increasing. Therefore, by Proposition 4.4

2� D

n
X

jD1

2˚˛j

�

log r1.xj/ � log r1.x0/
�

<

n
X

jD1

2˚˛j

�

log r2.xj/ � log r2.x0/
�

D 2�

which is a contradiction. ut

Theorem 4.8 (Dirichlet Principle) Let D be a finite simply connected b-quad-
graph with associated graph G and let ˛ be an admissible labelling.

Let r@ be some positive function on the white boundary vertices of D . Then r@
can be extended to all white vertices of D in such a way that (14) holds at every
interior vertex x0 if and only if there exists any immersed circle pattern for D and
˛. If it exists, the extension is unique.

Proof The only if part follows directly from the second part of Proposition 4.4.
To show the if part, assume that there exists a circle pattern for G and ˛ with

radius function RWV.G/ ! .0;1/. A function � W V.G/ ! .0;1/ which satisfies
the inequality

 

X

Œz;z0�2E.G/

˚˛.Œz;z0�/
�

log �.z/ � log �.z0/
�

!

� � 	 0

at every interior vertex z 2 Vint.G/ will be called subharmonic in G. Let b be the
minimum of the quotient r=R on V@.G/ and let �1 be equal to r on V@.G/ and to bR
on Vint.G/. Then �1 is clearly subharmonic. The maximum of �1=R is attained at the
boundary, which is a simple generalization of the Maximum Principle 4.7. Let r�

be the supremum of all subharmonic functions on G that coincide with r on V@.G/.
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Thus r� is bounded from above by the maximum of r=R on V@.G/ which is finite.
One easily checks that r� satisfies condition (14).

The uniqueness claim follows directly from the Maximum Principle 4.7. ut

4.3 Characterization of Discrete Conformal Maps in Terms
of Radius and Rotation Functions

Similarly as for polar coordinates of the complex plane, a suitably defined rotation
function can be interpreted as a “dual” to the radius function.

Consider a discrete conformal map f C WC1 ! C2 between two circle patterns
which are based on the same b-quad-graph D and have the same labelling ˛. Then
the radius functions r1 and r2 of these circle patterns give rise to a scale function
w.x0/ D r2.x0/=r1.x0/ defined at white vertices x0. At black vertices we can define
rotation variables: As the intersection angles and the combinatorics are the same
for both patterns, the ‘star’ of the edges incident to a black vertex y0 is rotated by
w.y0/ D eiı.y0/ 2 S1. This defines a function ı which is the relative turning angle at
black vertices. We require additionally that

2˚˛

 

log

�

r2.xC/

r2.x�/

�

!

� 2˚˛

 

log

�

r1.xC/

r1.x�/

�

!

D ı.yC/ � ı.y�/ (15)

holds. Here the notation is taken from Fig. 11. Then ı is uniquely defined up to
addition of a constant 2�n for n 2 Z.

Exercise 4.9 Show that the following relation holds for corresponding diagonals in
the circle patterns C1 and C2:

f C .yC/ � f C .y�/

jf C .yC/ � f C .y�/j
D

yC � y�

jyC � y�j
ei.ı.y

C

/Cı.y
�

//=2 :

This means that the diagonal connecting the black vertices yC and y� in the circle
pattern C1 is rotated by ei.ı.y

C

/Cı.y
�

//=2 to the corresponding diagonal in C2.

Fig. 11 A face of D with
oriented edges and label ˛

x− x+

y−

y+

e1

e0

ê1

ê0

a

a
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Remark 4.10 The function w can be used to characterize discrete holomorphic
functions. Assume that C1 is a planar circle pattern for D and ˛ with radius function
r1. Let r2 be a positive function on the white vertices and let ı be a real valued
function on the black vertices which satisfies (15) for every face of D . Then r2 and
ı are the radius and rotation function of a planar circle pattern for D and ˛. This
circle pattern is unique up to translation.

Consider a kite of a circle pattern C1 as in Fig. 11. The closing condition for
the corresponding kite of another circle pattern C2 with same combinatorics and
intersection angles can be expressed as

.x� � y�/
r2.x�/

r1.x�/
eiı.y

�

/ C .yC � x�/
r2.x�/

r1.x�/
eiı.y

C

/

C .y� � xC/
r2.xC/

r1.xC/
eiı.y

�

/ C .yC � xC/
r2.xC/

r1.xC/
eiı.y

C

/ D 0 : (16)

If all kites of the circle pattern C1 are rhombi (that is, the circle pattern is
isoradial), this closing condition yields the Hirota equation for the function w, so
with the notation of Fig. 5 (middle) we have

�0w.x0/w.y0/C �1w.x1/w.y0/ � �0w.x1/w.y1/ � �1w.x0/w.y1/ D 0 (17)

with the additional conditions w.x/ 2 RC and w.y/ 2 S1.
Note that the Hirota equation (17) can be obtained by the change of variables w D

ei�=2 from an integrable discretization of the sine-Gordon equation, first derived
in [46] and also called Hirota equation

sin
1

4

�

�.x1/��.y0/��.y1/C�.x0/
�

D
�0

�1
sin

1

4

�

�.x1/��.y0/C�.y1/��.x0/
�

:

4.4 3D-Consistency and Bäcklund Transformations

For a link to integrability we use the connection of circle patterns to cross-ratio
systems.

Exercise 4.11 Show that the cross-ratio of a kite with intersection angle ˛ corre-
sponding to a face with notation as in Fig. 11 is cr.x�; y�; xC; yC/ D e2i˛ .

Recall that integrability of the cross-ratio equation corresponds to factorizable
cross-ratios, so cr.x�; y�; xC; yC/ D e2i˛ D �20 =�

2
1 with the notation as in Fig. 11

and �0 D e0 D Oe1, �1 D e1 D Oe0. Therefore, a circle pattern for a b-quad-
graph D and a labelling ˛ is called integrable if and only if there exists a rhombic
embedding of D where the rhombus corresponding to the face f has an angle ˛.f/
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at its black vertices (and � � ˛.f/ at its white vertices). The existence of such a
rhombic embedding is equivalent to the existence of an isoradial circle pattern for
D and ˛. Examples of isoradial circle patterns are shown in Figs. 7 and 9. Note that
there always exists a dual isoradial circle pattern for the same combinatorics, but
with intersection angles .� � ˛/ and white and black colors interchanged.

The Hirota equation (17) for integrable circle patterns is 3D-consistent and gives
rise to Bäcklund transformations. Let w be the scaling and rotation function corre-
sponding to two integrable circle patterns C1 and C2 with the same combinatorics
and intersection angles ˛, so w.x/ 2 RC for white vertices x and w.y/ 2 S1 for
black vertices y. For simplicity we assume that C1 is an isoradial circle pattern
corresponding to a rhombic embedding with directed edges � 2 S1, but the same
proof also applies in the general integrable case. Let � 2 S1 be a parameter and fix
wC.xC

0 / 2 S1 for xC
0 in the upper layer of the cube as in Fig. 4 (left). Analogous

reasoning holds for fixed wC.yC
0 / 2 RC instead. Then there exists a solution

wC of the Hirota equation on all faces of the cube satisfying wC.yC/ 2 RC and
wC.xC/ 2 S1. This leads to a circle pattern corresponding to the dual isoradial
circle pattern.

Proof Assume the values w.x0/ 2 RC and w.y0/;w.y1/;wC.xC
0 /;2 S1 are given.

Also we suppose that Re.w.y0/w.y1/ � �0�1/ > 0 such that we obtain a kite. Then
the Hirota equation (17) is equivalent to

w.x1/ D w.x0/
�0w.y0/ � �1w.y1/
�0w.y1/ � �1w.y0/

:

The condition Re.w.y0/w.y1/� �0�1/ > 0 guarantees w.x1/ 2 RC. We assume that
analogous conditions hold for the ‘vertical’ faces of the cube which are incident to
xC
0 . This shows that the values wC.yC

0 /;w
C.yC

1 / obtained from the Hirota equation
on the corresponding faces of the cube are also real and positive. Now direct
calculations (which we leave as an exercise to the reader) show that

w.xC
1 /

D
w.y0/w.xC

0 /�1.�
2
0 � �

2/C w.y1/w.xC
0 /�0.�

2 � �21 /C w.y0/w.y1/�.�21 � �
2
0 /

w.y0/�0.�2 � �21 /C w.y1/�1.�20 � �
2/C w.xC

0 /�.�
2
1 � �

2
0 /

is uniquely determined. ut

Remark 4.12 As in the previous sections, the 3D-consistency of the Hirota equa-
tion (17) for circle patterns shows that the function w for an integrable circle pattern
whose combinatorics and intersection angles are given via a rhombic embedding
with only finitely many directions f�1; : : : ; �dg can be extended to (a part of) Zd such
that the Hirota equation (17) holds on all 2-dimensional faces of the corresponding
d-dimensional cubes. This has for example been used to generalize the constructions
of discrete analogues of z� or log z, see [17, 23] and Fig. 12 for an example.
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Fig. 12 Example of a circle pattern corresponding to z5=4 based on a Penrose tiling (rhombic
embedding) with tenfold rotation symmetry

4.5 Linearization

We consider the following linearization of the Hirota equation (17) for integrable
circle patterns which will again lead to discrete holomorphic functions from the
linear theory.

Theorem 4.13 For a b-quad-graph D and a labelling ˛ which corresponds to a
rhombic embedding with directed edges � 2 S1 let a differentiable one parameter
family w"WV.D/! C for " 2 .�"0; "0/ corresponding to integrable circle patterns
be given. In particular, w0 
 1 and w".x/ is the radius function at a white vertex x
and w".y/ is the turning angle compared to the given rhombic embedding. Then

f ` D

�

w�1
"

dw"

d"

�ˇ

ˇ

ˇ

ˇ

"D0

D
d log w"

d"

ˇ

ˇ

ˇ

ˇ

"D0

D

8

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

:

�

1

r".x/

dr".x/

d"

�ˇ

ˇ

ˇ

ˇ

"D0

D Pr.x/ at white vertex x

�

e�iı".y/
deiı".y/

d"

�ˇ

ˇ

ˇ

ˇ

"D0

D i Pı.y/ at black vertex y

solves the discrete Cauchy–Riemann equations for the given rhombic embedding.

Proof Consider a quadrilateral of the rhombic embedding labelled as in Fig. 5
(middle). The Hirota equation (17) then reads

�0w".x0/w".y0/C �1w".x1/w".y0/ � �0w".x1/w".y1/ � �1w".x0/w".y1/ D 0 :
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Differentiating by " at " D 0 and using w0 
 1 we deduce that

�

f `.x1/ � f `.x0/
�

.�0 � �1/C
�

f `.y1/ � f `.y0/
�

.�0 C �1/ D 0

”
�1 � �0

�1 C �0
D

f `.y1/ � f `.y0/

f `.x1/ � f `.x0/
D

i Pı.y1/ � i Pı.y0/

Pr.x1/ � Pr.x0/
:

This shows that f ` satisfies the discrete Cauchy–Riemann equations for the rhombic
embedding. ut

Remark 4.14 The connection to the discrete Cauchy–Riemann equations (6) also
holds in the general case. Consider a kite as in Fig. 11 with edge lengths je0j D
je1j D r0.x0/ and jOe0j D jOe1j D r0.x1/ from some circle pattern C0 with radius
function r0. Assume given a differentiable one-parameter family of circle patterns
C" with the same combinatorics and intersection angles as C0 and define the
corresponding quotient of radius functions and the rotation function by w".x/ D
r".x/=r0.x/ and w".y/ D eiı".y/. Then w0 
 1 and (16) reads

e0w".x0/w".y0/C Oe1w".x1/w".y0/ � Oe0w".x1/w".y1/ � e1w".x0/w".y1/ D 0 :

Define again f ` D .w�1
"

�

dw"=d"/
�ˇ

ˇ

"D0
. Analogously as in the proof of the previous

theorem we obtain

�

f `.x1/ � f `.x0/
�

.Oe0 � Oe1/C
�

f `.y1/ � f `.y0/
�

.e0 C e1/ D 0

”
Oe1 � Oe0
e1 C e0

D
f `.y1/ � f `.y0/

f `.x1/ � f `.x0/
D

i Pı.y1/ � i Pı.y0/

Pr.x1/=r.x1/ � Pr.x0/=r.x0/
:

This shows that f ` satisfies the discrete Cauchy–Riemann equations for the immer-
sion of the kite pattern given by the original circle pattern C0.

4.6 Some Further Topics

During the last 30 years, the theory of circle packings and circle patterns has been
developed in many respects. Properties of circle patterns and discrete holomorphic
functions which are analogous to properties known from the smooth theory are of
special interest. This includes discrete analogs of special functions like polynomials,
z� ; log; erf, see for example [2, 4, 7, 9, 10, 17, 65]. Also, rigidity of circle patterns
has been studied, for examples in [23, 42, 63]. A beautiful presentation of the theory
of circle packings, including computational aspects, is given by Stephenson in [31].

Convergence issues have first been investigated for circle packings by Rodin
and Sullivan in [63] and then further studied by He and Schramm in [43, 44].
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Similar results for circle patterns with square grid combinatorics have been obtained
in [55, 57, 65]. An approximation result for integrable circle patterns with irregular
combinatorics can be found in [22].

5 Conformally Equivalent Triangle Meshes

Recall that a smooth conformal map, that is a holomorphic map with nonvanishing
derivative, can be characterized as an infinitesimal scale-rotation. In the discrete
theory, this characterization may be translated into different concepts. In the
previous section we introduced circle patterns as discrete analogs. Here we consider
a discretization coming from a metric viewpoint: Infinitesimally, lengths are scaled
by a factor, i.e., by jf 0.z/j for a smooth conformal function f . More generally, on
a smooth manifold two Riemannian metrics g and Qg are conformally equivalent if
Qg D e2sg for some smooth function s.

In the discrete setting, this idea of changing lengths according to scale factors
at vertices has been first applied by Luo in [56]. This initiated further research
exploring this concept, see for example [18, 40].

5.1 Definition of Discrete Conformal Maps

The smooth complex domain (or manifold) is now replaced in this discrete setting
by a triangulation of a connected subset of the plane C (or a triangulated piecewise
Euclidean manifold). A particular case is a (part of a) triangular lattice, that is, a
lattice triangulation of the whole complex plane C with congruent triangles, see
Fig. 13 (left). We will denote the vertices of the triangulation by vi 2 V and edges
will be written as e D Œvi; vj� 2 E, where vi; vj 2 V are its incident vertices. For
triangular faces we use the notation �Œvi; vj; vk� enumerating the incident vertices
with respect to the orientation (counterclockwise) of C. Note that we do not consider
a combinatorial structure of a quad-graph (yet) in this theory.

We always identify the given triangulation in C (or immersed triangulation in
C which is locally an embedding around every vertex) with the corresponding
abstract triangulation T . In particular, all (abstract) triangles always correspond to
embedded Euclidean triangles and also for every interior vertex the subcomplex
consisting of the flower of all incident triangles is embedded. Then we can study

Fig. 13 Left: Lattice
triangulation of the plane
with congruent triangles.
Right: Triangle with labelled
edges and inner angles

a

b

c

a

b

g
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f T
−→

Fig. 14 Example of a discrete conformal map f T based on conformally equivalent triangulations

a length function lWE ! RC WD fx 2 R W x > 0g on the edges by taking for l
the edge lengths. This function l plays the role of a discrete metric on T .Thus for
an immersed triangulation we write .T; l/. In the following, we will always use the
Euclidean metric to determine the length of an embedded edge Œv;w� � C Š R2 of
an immersed triangulation T , so l.Œv;w�/ D jv � wj.

Now we can ‘translate’ the idea of changing a given metric by a conformal factor
as follows for the discrete case. Given a function sWV ! R we scale the edge length
of the edge Œv;w� by e.s.v/Cs.w//=2 which is the geometric mean of es.v/ and es.w/.
If this leads to another locally embedded triangulation, this may be considered as
discrete holomorphic map. See Fig. 14 for an illustration.

Definition 5.1 Two immersed triangulations .T; l/ and .T; Ql/ with the same com-
binatorics of T are called conformally equivalent triangle meshes or conformally
equivalent (immersed) triangulations if the lengths of corresponding edges e D
Œv;w� satisfy

Ql.Œv;w�/ D l.Œv;w�/e.s.v/Cs.w//=2 (18)

for some function sWV ! R. In this case, the mapping f T WV ! C is called a discrete
conformal map (or discrete holomorphic map). By abuse of notation, we also call
f T W .T; l/ ! .T; Ql/ a discrete conformal map of the corresponding conformally
equivalent triangulations. The function s is called (logarithmic) scale factors.

Note that (18) expresses a linear relation for the logarithmic lengths, that is

2 log
�

Ql.Œv;w�/
�

D 2 log
�

l.Œv;w�/
�

C s.v/C s.w/ :

Again, the superscript T emphasizes that the previous definition of a discrete
holomorphic map refers to conformally equivalent triangulations and is not to be
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confused with discrete holomorphic functions considered in the previous sections.
Some connections are presented in Sects. 5.3 and 5.4.

In fact, the definition of a discrete conformal map relies on the more general
notion of discrete conformal triangle meshes. These have been studied by Luo [56],
Gu et al. [39, 40, 56], Bobenko et al. [18] and others.

Recall, that smooth conformal maps infinitesimally preserve length cross-ratios.
Also, a smooth function with nonvanishing derivative which preserves all infinites-
imal length cross-ratios is conformal or anti-conformal (i.e., @zf D 0). Note that
conformally equivalent triangle meshes may also be characterized by the fact that
they preserve the length cross-ratios: For two adjacent triangles �Œvi; vj; vk� and
�Œvk; vj; vl� with common edge Œvj; vk� define

lcrjk D
l.Œvi; vj�/l.Œvl; vk�/

l.Œvj; vl�/l.Œvk; vi�/
:

Note that lcrjk is the absolute value of the cross-ratio cr.z1; z2; z3; z4/ D .z1 � z2/
.z2 � z3/�1.z3 � z4/.z4 � z1/�1 of the four vertices vi; vj; vl; vk.

Exercise 5.2 Show that for the equilateral triangular lattice the length cross-ratio
for every edge Œvj; vk� is lcrjk D 1. Furthermore, calculate the values of the length
cross-ratio lcrjk for a general triangular lattice as in Fig. 13 (left).

Exercise 5.3 Let T be a simply connected triangulation. Show that f T W .T; l/ !
.T; Ql/ is a discrete conformal map if and only if for any edge Œvj; vk� with two
adjacent triangles �Œvi; vj; vk� and �Œvk; vj; vl� the length cross-ratios for l and for Ql
agree: lcrjk D elcrjk. (See [18, Proposition 2.3.2] for a proof.)

Furthermore, there exists a homeomorphism of two conformally equivalent trian-
gle meshes whose restriction to every triangle is a projective map. In fact, there is a
one-parameter family of such homeomorphisms including the piecewise linear map,
see [20]. In particular, there exists a homeomorphism between two conformally
equivalent triangle meshes whose restriction to every triangle is a projective map
onto the corresponding image triangle which also maps the circumcircle of this
triangle to the circumcircle of the image triangle. Note that the existence of such
a homeomorphism is equivalent to the fact that the corresponding triangle meshes
are conformally equivalent, see [18, Theorem 2.7.2].

5.2 Characterization of Discrete Conformal Maps
by Logarithmic Scale Factors

Similarly as in the case of circle patterns and their radius functions, we can
characterize conformally equivalent triangulations in terms of the logarithmic
scale factor s on the vertices (up to Euclidean motions). Consider an immersed
triangulation .T; l/ with edge lengths l.Œv;w�/ D jv � wj where j � j denotes the
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Euclidean metric on C Š R2. Given any function sWV ! R we can assign new
lengths to the edges according to (18) by

Ql.Œv;w�/ D jv � wje.s.v/Cs.w//=2: (19)

In order to obtain new triangles with these lengths (and ultimately a discrete
conformal map) the triangle inequalities need to hold for the edge lengths Ql on each
triangle. If we assume this, we can embed the new triangles (respecting orientation)
and immerse sequences of triangles with edge lengths given by Ql as in (19). In
order to obtain a discrete conformal map, in particular a local homeomorphism,
the interior angles of these triangles need to sum up to 2� at each interior vertex.

The angle at a vertex of a triangle with given side lengths can be calculated. With
the notation of Fig. 13 (right) we have the half-angle formula

tan

�

˛

2

�

D

s

.�bC aC c/.�cC aC b/

.bC c � a/.aC bC c/
D

s

1 � .b=a � c=a/2

.b=aC c=a/2 � 1
: (20)

The last expression emphasizes the fact that the angle does not depend on the scaling
of the triangle. In particular, we define the function

�.x; y/ :D 2 arctan

s

1 � .e�x=2 � e�y=2/2

.e�x=2 C e�y=2/2 � 1
;

so (20) can be written as

˛ D �.x; y/ with
b

a
D e�x=2 and

c

a
D e�y=2 :

Summing up, we have the following characterization of scale factors associated
to discrete conformal maps.

Proposition 5.4 Let T be a triangulation and let sWV ! R be a function satisfying
the following two conditions.

(i) For every triangle�Œv1; v2; v3� of T the triangle inequalities for Ql defined by (18)
hold, in particular

jvi � vjje
.s.vi/Cs.vj//=2 < jvi � vkje

.s.vi/Cs.vk//=2 C jvj � vkje
.s.vj/Cs.vk//=2

for all permutations .ijk/ of .123/.
(ii) For every interior vertex v0 with neighbors v1; v2; : : : ; vk; vkC1 D v1 in cyclic

order we have

k
X

jD1

�
�

�.v0; vj; vjC1/C s.vjC1/� s.v0/; �.v0; vjC1; vj/C s.vj/� s.v0/
�

D 2� ;

(21)
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where �.va; vb; vc/ D 2 log.jvb � vcj=jva � vbj/ for a triangle �Œva; vb; vc�.

Then there is a discrete conformal map (unique up to post-composition with
Euclidean motions) such that its associated scale factors are the given function
sWV ! R.

Conversely, given a discrete conformal map between two conformally equivalent
triangulations, its associated scale factors s W V ! R satisfy conditions (i) and (ii).

Example 5.5 (Analogues of Doyle Spirals) Consider the equilateral triangular
lattice Z C ei�=3Z. Let A;B > 0 such that there exists a nondegenerate triangle
with edge lengths A, B and AB. Then sWZCei�=3Z! R defined by s.mCei�=3n/ D
2m log AC 2n log B are the logarithmic scale factors of a discrete conformal map.

This can be easily seen as follows. Consider the triangle �0 with vertices 0, 1
and ei�=3. By construction, �0 is mapped to a triangle with edge lengths A, B and
AB. Any translation of �0, say the triangle with vertices mC nei�=3, mC 1C nei�=3

and mC .nC 1/ei�=3 is mapped to a triangle with edge lengths A2mC1B2n, A2mB2nC1

and A2mC1B2nC1 which is a scaled version of the first image triangle. Note that at
any vertex there are three incident triangles which are translations of �0. Thus the
three image triangles sharing a common vertex have angles at this vertex which add
up to � . An analogous reasoning applies for the triangle O�0 with vertices 0, 1 and
e�i�=3 and its translates. Therefore the angles of all six image triangles which share
a common vertex add up to 2� . Thus we can apply Proposition 5.4.

Note that this example gives an analogue of Doyle spirals which have been
considered for circle packings for example in [9, 69].

Exercise 5.6 Let ˛; ˇ; � 2 .0; �/ be such that ˛ C ˇ C � D � . Consider the
triangular lattice .sinˇ/ZC .ei˛ sin �/Z as in Fig. 13 (left). Let A;B > 0 such that
there exists a nondegenerate triangle with edge lengths A sinˇ, B sin � and AB sin˛.
Show that sW .sinˇ/Z C .ei˛ sin �/Z ! R defined by s.m sinˇ C ei˛ sin �n/ D
2m log A C 2n log B are the logarithmic scale factors of a discrete conformal map.
See Fig. 15 for an example.

5.3 Linearization

Discrete holomorphic maps based on conformally equivalent triangle meshes can
also be related to the linear theory of discrete harmonic and holomorphic functions
via suitable linearization.

Note that (21) may be considered as a nonlinear Laplace equation. This can
also be justified by the fact that for the linearization we obtain the well-known cot-
Laplacian.

Theorem 5.7 Consider a differentiable one parameter family of logarithmic scale
factors s"WV ! R, " 2 .�"0; "0/ for a family of conformally equivalent immersed
triangulations .T; l"/. Assume that s0 
 0. Then u D .ds"=d"/j"D0 is harmonic with
respect to the cot-Laplacian on .T; l0/. In particular, let v0 be an interior vertex with
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Fig. 15 Example of a part of
a “Doyle spiral” for
conformally equivalent
triangular lattices

neighbors v1; v2; : : : ; vk; vkC1 D v1 in cyclic order. Then

n
X

kD1

1

2
.cot˛k�1

Œv0;vk�
C cot˛kC1

Œv0;vk�
/
�

u.vk/ � u.v0/
�

D 0 ;

where ˛k�1
Œv0;vk�

and ˛kC1
Œv0;vk�

are the two angles opposite to the edge Œv0; vk� in the
triangles �Œv0; vk�1; vk� and �Œv0; vk; vkC1; � in .T; l0/ respectively.

Proof First, consider a single triangle. Observe with the notation of Fig. 13 (right):

@ˇ

@a
D �

1

a
cot � :

Thus, we easily deduce that

@

@"
�

 

2 log

�

a

c

�

C "; 2 log

�

a

b

�

!ˇ

ˇ

ˇ

ˇ

ˇ

"D0

D
1

2
cot � :

Now the claim follows by differentiation of relation (21) for s" by " at " D 0. ut

As in the case of cross-ratio systems and circle patterns, a suitable linearization
connects discrete conformal maps for conformally equivalent triangulations to the
linear theory. To this end, consider a triangulation .T; l0/ with equilateral triangles,
that is (without loss of generality) l0 
 1. Let .T; l"/ be a differentiable one
parameter family of triangulations which are conformally equivalent to .T; l0/ with
logarithmic scale factors s" W V ! R. In particular s0 
 0. Define f `.v/ D u.v/ D
.ds".v/=d"/j"D0 as in Theorem 5.7 for vertices v of the triangulation. In order to
obtain a discrete Cauchy–Riemann equation we need to define ‘dual’ variables at the
dual vertices located at the centers c of the equilateral triangle, see Fig. 16 (left). (For
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cu

cd

v1 v2

v4

v3

v0 v1

v2v3

v4

v5
v6

Fig. 16 Left: Two adjacent triangles with centers and circumcircles with interior intersection angle
# (where # D 2�=3 for equilateral triangles). Right: A flower of a triangulation, here in particular
of an equilateral triangulation

equilateral triangles, the circumcenter coincides with the barycenter and many more
triangle centers. Therefore, this regular case does not hint which of these centers
might be important in a more general case.) Denote by p".v/ 2 C the location of
the vertex v in the triangulation .T; l"/ and assume that p0 D id. On an edge Œv1; v2�
we have by assumption

p".v2/ � p".v1/ D e.s".v1/Cs".v2//=2 D eiı".Œv1;v2�/.v2 � v1/ ;

where ı".Œv1; v2�/ is the rotation angle of the edge (which can be chosen to
be differentiable in "). Define �.Œv1; v2�/ D .dı".Œv1; v2�/=d"/j"D0 to be the
infinitesimal rotation of the edge Œv1; v2�. Summing up,

d

d"

�

p".v2/ � p".v1/
�

ˇ

ˇ

ˇ

ˇ

"D0

D

�

u.v1/C u.v2/

2
C i�.Œv1; v2�/

�

.v2 � v1/ :

The closing condition for the triangle �"Œv1; v2; v3� reads

p".v2/ � p".v1/C p".v3/ � p".v2/C p".v1/ � p".v3/ D 0 :

Differentiating this equation by " at " D 0 gives

�

u.v1/C u.v2/

2
C i�.Œv1; v2�/

�

.v2�v1/C

�

u.v2/C u.v3/

2
C i�.Œv2; v3�/

�

.v3�v2/

C

�

u.v3/C u.v1/

2
C i�.Œv3; v1�/

�

.v1 � v3/ D 0 : (22)
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As �0Œv1; v2; v3� is an equilateral triangle, elementary geometric considerations
yield

v2 � v1 D �
1
p
3

i.v3 � v2/C
1
p
3

i.v1 � v3/ ;

v3 � v2 D �
1
p
3

i.v1 � v3/C
1
p
3

i.v2 � v1/ ;

v1 � v3 D �
1
p
3

i.v2 � v1/C
1
p
3

i.v1 � v3/ :

Inserting these relation into (22), we obtain

0 D �.Œv1; v2�/i.v2 � v1/C �.Œv2; v3�/i.v3 � v2/C �.Œv3; v1�/i.v1 � v3/

C
u.v1/C u.v2/

2

1
p
3

�

i.v1 � v3/ � i.v3 � v2/
�

C
u.v2/C u.v3/

2

1
p
3

�

i.v2 � v1/ � i.v1 � v3/
�

C
u.v3/C u.v1/

2

1
p
3

�

i.v3 � v1/ � i.v2 � v1/
�

D

�

u.v2/ � u.v1/

2
p
3

C �.Œv1; v2�/

�

i.v2 � v1/

C

�

u.v3/ � u.v2/

2
p
3

C �.Œv2; v3�/

�

i.v3 � v2/

C

�

u.v1/ � u.v3/

2
p
3

C �.Œv3; v1�/

�

i.v1 � v3/ :

Note that any two of i.v2 � v1/, i.v3 � v2/, i.v1 � v3/ are linearly independent over
R and these three terms add up to 0. Therefore, we deduce that all three terms in
the big brackets are equal. In particular, we have shown the existence of a variable
f `.c/ D w.c/ which is associated to the center c of �0Œv1; v2; v3� and is defined by

f `.c/ D w.c/ :D �.Œv1; v2�/iC
1

2
p
3

�

u.v2/ � u.v1/
�

i

D �.Œv2; v3�/iC
1

2
p
3

�

u.v3/ � u.v2/
�

i

D �.Œv3; v1�/iC
1

2
p
3

�

u.v1/ � u.v3/
�

i :

For two adjacent triangles of T we therefore obtain in the notation of Fig. 16 (left)
the discrete Cauchy–Riemann equations for f `, where f `.v/ D u.v/ and f `.c/ D
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w.c/, so

f `.cu/ � f `.cd/ D i
1
p
3

�

f `.v2/ � f `.v1/
�

”
f `.v2/ � f `.v1/

f `.cd/ � f `.cu/
D i

ˇ

ˇ

ˇ

ˇ

v2 � v1

cd � cu

ˇ

ˇ

ˇ

ˇ

:

5.4 Towards Integrability for the Equilateral Triangular Lattice

In the following we introduce a characterization of discrete conformal maps
based on conformally equivalent triangulations which may lead to a connection to
integrability.

First note that any configuration of four mutually distinct points z1; z2; z3; z4 in
the complex plane (respecting this labelling) is determined up to Möbius trans-
formations by the cross-ratio cr.z1; z2; z3; z4/, as defined for example in (10). For
simplicity, we restrict ourselves to immersed triangulations which are conformally
equivalent to the equilateral triangular lattice. Therefore, all length cross-ratios are
supposed to be one and the cross-ratio cr.v1; v4; v2; v3/ D: ei# 2 S1 is unitary [with
notation of Fig. 16 (left)] and can be associated to the undirected edge Œv1; v2�.

Exercise 5.8 Let v1; v2; v3; v4 be four mutually distinct points with unitary cross-
ratio cr.v1; v4; v2; v3/ DW ei# 2 S1. Show that # is the interior intersection angle
between the circumcircles of the triangles�Œv1; v2; v3� and�Œv1; v4; v2�, see Fig. 16
(left) for the notation.

Now consider an interior vertex v0 with its six neighbors v1; v2; v3; v4; v5; v6 as
illustrated in Fig. 16 (right) and the corresponding triangles �Œv0; vj; vjC1� for j D
1; : : : ; 6, where the indices are taken modulo 6. We consider the variables qj D

cr.v0; vj�1; vj; vjC1/ 2 S1 defined on the edges Œv0; vj�. As these cross-ratios are
invariant under Möbius transformations we can map v0 to1 by a suitable Möbius
transformation. Then the circumcircles of the triangles are mapped to lines and form
a polygon as illustrated in Fig. 17 (left). As all length cross-ratios are supposed to
be one this hexagon has edges of equal length. Now the closing condition for the
directed edges of this hexagon translates into the equations

1 D q1q2q3q4q5q6 ; (23)

0 D 1 � q2 C q2q3 � q2q3q4 C q2q3q4q5 � q2q3q4q5q6 ; (24)

0 D 1 � q6 C q6q5 � q6q5q4 C q6q5q4q3 � q6q5q4q3q2 : (25)

These are conditions on the variables qj 2 S1 (defined on the edges) for a cycle
in the dual graph T� of the given equilateral triangulation T . Note that there are
additional conditions on the qs in order to obtain an embedded configuration. In
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Fig. 17 Left: The circumcircles of a flower after a suitable Möbius transformation. Right:
Integrable labelling ˛j 2 S1 of the edges such that qj D ˛k=˛l where .klj/ is a cyclic permutation
of .123/

particular, q D ei# with # 2 .0; �/ and condition (23) translates into

6
X

jD1

.� � #j/ D 2� :

Example 5.9 (Möbius Transformations of Doyle Spirals) A special solution
of (23)–(25) is given by the cross-ratio system which provides a first link to
integrability. Consider a labelling with labels ˛1; ˛2; ˛3 2 S1 on the edges of
the equilateral triangulation T such that parallel edges carry the same label.
Furthermore, the indices of the labelling are chosen with respect to the orientation of
the plane, so for a counterclockwise orientation of the edges the labellings ˛k; ˛j; ˛l

are a cyclic permutation of ˛1; ˛2; ˛3, see Fig. 17 (right).
Similarly as for cross-ratio systems, we now associate the variable ql D ˛k=˛j

to the edge carrying the label ˛l such that .kjl/ is a cyclic permutation of .123/. If
we set qjC3 D qj for j D 1; 2; 3 we obtain a solution of conditions (23)–(25). If
additionally qj D ei#j with #j 2 .0; �/ for j D 1; 2; 3, we obtain a solution which
corresponds to a conformally equivalent immersed triangulation eT . To be precise,
we fix the (nondegenerate) image of one triangle and recall that variables qj then
determine the images of the vertices for the whole lattice.

Due to the special construction, these triangulationseT are linked to Example 5.5,
in fact they are images of one of these examples by a Möbius transformation.

This can be seen by considering two triangles �0 and �1 sharing a vertex
which can be identified in the original equilateral triangulation T by a translation.
If we consider the two images Q�0 and Q�1 in eT of these triangles and the Möbius
transformation M1 mapping the vertices of triangle Q�0 onto the corresponding
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vertices of Q�1, we observe that this Möbius transformation maps all vertices of eT
onto themselves due to our special (periodic) choice of variables qj. There is a third
triangle�2 sharing a vertex with both�0 and�1 which can be identified with�0 in
T by a translation. Analogously as before, we consider the Möbius transformation
M2 mapping the vertices of triangle Q�0 onto the corresponding vertices of Q�2. Again
we observe that this Möbius transformation maps the whole lattice of vertices ofeT
onto itself. Furthermore, the two Möbius transformations commute by construction.
Therefore, M1 and M2 have either both one single fixed point or both two fixed
points and these fixed points agree. Mapping one of the fixed points to infinity, the
Möbius transformations M1 and M2 are changed to a translation in case of only
one fixed point and show that the lattice was in fact only the image of the original
equilateral triangulation by a Möbius transformation. In the remaining case we
obtain an immersed triangulation which covers the whole complex plane except for
one point (the image of the second fixed point). Also, all images of the triangle �0
are similar to each other. Therefore, we arrive at the same immersed triangulations
as considered in Example 5.5.

5.5 Some Further Topics

Discrete conformal maps based on conformally equivalent triangulations are the
most recent of the presented discrete analogous of smooth holomorphic mappings.
Therefore, this theory is still developing and contains many open questions for
further research. In particular, the link to former theories as circle patterns or
discrete Cauchy–Riemann equations is not yet fully understood. Some promising
connections have been established by Lam in [54] using discrete holomorphic
differentials.

As possible application, discrete conformal maps can be used for discrete
uniformization. The simplest case is a discrete Riemann mapping theorem, i.e. the
problem of finding a discrete conformal mapping of a simply connected domain
onto the unit disc. A first answer in this direction has been given in [39] where
changes of the combinatorics of the triangulation are allowed. Similarly, we may
consider a related Dirichlet problem. Given some function s@ on the boundary of a
finite triangulation T , find a discrete conformal map whose associated scale factors
agree on the boundary with s@. For such a Dirichlet problem (with assumptions on
s@ and T) existence and an approximation result have been proven in [24]. Rigidity
questions have first been addressed by Wu, Gu and Sun in [71] who also first
described analogs of Doyle spirals. Nevertheless, rigidity and convergence results
for irregular triangulations still remain an issue.

Given an immersed triangulation .T; l/, the problem of actually computing the
scale factors s for given boundary values s@ such that s gives rise to a conformally
equivalent triangle mesh (in case it exists) can be solved using a variational principle
for a convex functional, see [18, 68].
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Discrete Integrable Systems, Darboux
Transformations, and Yang–Baxter Maps

Deniz Bilman and Sotiris Konstantinou-Rizos

Abstract This chapter is devoted to the integrability of discrete systems and their
relation to the theory of Yang–Baxter (YB) maps. Lax pairs play a significant
role in the integrability of discrete systems. We introduce the notion of Lax pair
by considering the well-celebrated doubly-infinite Toda lattice. In particular, we
present solution of the Cauchy initial value problem via the method of the inverse
scattering transform, provide a review of scattering theory of Jacobi matrices, and
give the Riemann–Hilbert formulation of the inverse scattering transform. On the
other hand, the Lax–Darboux scheme constitutes an important tool in the theory
of integrable systems, as it relates several concepts of integrability. We explain the
role of Darboux and Bäcklund transformations in the theory of integrable systems,
and we show how they can be used to construct discrete integrable systems via the
Lax–Darboux scheme. Moreover, we give an introduction to the theory of Yang–
Baxter maps and we show its relation to discrete integrable systems. Finally, we
demonstrate the construction of Yang–Baxter maps via Darboux transformations,
using the Nonlinear Schrödinger (NLS) equation as illustrative example.

1 Introduction

Discrete systems, namely systems with their independent variables taking discrete
values, are of particular interest and have many applications in several sciences as
physics, biology, financial mathematics, as well as several other branches of mathe-
matics, since they are essential in numerical analysis. Initially, they were appearing
as discretizations of continuous equations, but now discrete integrable systems, and
in particular those defined on a two-dimensional lattice, are appreciated in their own
right from a theoretical perspective.
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As in the continuous case, the definition of integrability for discrete systems
is itself highly nontrivial; there are several opinions on what “integrable” should
mean, which makes the definition of integrability elusive, rather than tangible. In
fact, a comprehensive definition of integrability is not yet available. As working
definitions we often use the existence of a Lax pair, the solvability of the system by
the inverse scattering transform method, the existence of infinitely many symmetries
or conservation laws, or the existence of a sufficient number of first integrals which
are in involution (Liouville integrability). For infinite dimensional systems, the
existence of a Lax pair provides a change of variables (through “scattering data”
associated to the Lax operator) which linearizes the flow. Thus, existence of a Lax
pair can be taken as a practical definition for integrability for systems with infinite
dimensional phase space, e.g., PDEs. For more information on what is integrability
one can consult [128] and the references therein.

Historically, the study of discrete systems and their integrability earned its
interest in late seventies; Hirota studied particular discrete systems in 1977, in
a series of papers [58–61] where he derived discrete analogues of many already
famous PDEs. In the early eighties, semidiscrete and discrete systems started
appearing in field-theoretical models in the work of Jimbo and Miwa; they also
provided a method of generating discrete soliton equations [25–29]. Shortly after,
Ablowitz and Taha in a series of papers [113–115] are using numerical methods in
order to find solutions for known integrable PDEs, using as basis of their method
some partial difference equations, which are integrable in their own right. Moreover,
Capel, Nijhoff, Quispel and collaborators provided some of the first systematic tools
for studying discrete integrable systems and, in particular, for the direct construction
of integrable lattice equations (we indicatively refer to [95, 104]); that was a starting
point for new systems of discrete equations to appear in the literature.

In 1991 Grammaticos et al. proposed the first discrete integrability test, known
as singularity confinement [52], which is similar to that of the Painlevé property for
continuous integrability. However, as mentioned in [53], it is not sufficient criterion
for predicting integrability, as it does not furnish any information about the rate of
growth of the solutions of the discrete integrable system.

As in the continuous case, the usual integrability criterion being used for discrete
systems is the existence of a Lax pair. The existence of such pair is the key point
to the integrability of a nonlinear system under the inverse scattering transform.
On the other hand, Darboux transformations (DTs) associated to Lax operators
constitute very important tools in the theory of integrable systems, since they link
continuous integrable systems to discrete integrable ones. Moreover, the study of
Darboux transformations gives rise to several other notions of integrability, such as
Bäcklund transformations (BTs), conservation laws, symmetries etc. Additionally,
the associated Darboux matrices can be used to construct Yang–Baxter maps.
Yet another significant integrability criterion for difference equations and systems
of difference equations is the so-called 3D-consistency and, by extension, the
multidimensional consistency, which were proposed independently by Nijhoff in
2001 [94] and Bobenko and Suris in 2002 [19]. As we shall see later on, there is a
strict relation between the 3D-consistency and the Yang–Baxter equation.
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This chapter splits into two logical parts: In the first part, namely Sect. 2, we
explain the basic steps of the inverse scattering transform method for solution of
the Cauchy initial value problem for an integrable equation, using as illustrative
example the famous doubly-infinite Toda lattice: a discrete space–continuous time
system. More specifically, we begin with the classical problem of a doubly-
infinite one-dimensional chain of interacting particles, which becomes completely
integrable (the Toda lattice) if the interaction potential is the Toda potential. As is
well-known, the Toda lattice equations can be recast as an isospectral deformation
on Jacobi matrices and this gives rise to the existence of a Lax pair. Thus, we
move on to cover scattering theory for doubly-infinite Jacobi matrices, introduce
the direct scattering transform and scattering data associated with a Jacobi matrix.
Then, we cover the time evolution of the scattering data under the dynamics induced
by the Toda lattice equations, and discuss the Riemann–Hilbert formulation of the
inverse scattering transform. We finally give a brief description and literature survey
of analogous techniques applied to the finite Toda lattice and periodic Toda lattice
systems.

In the second part, namely Sects. 3 and 4, we introduce the Darboux–Lax
(or Lax–Darboux) scheme [16, 70, 87, 89] and we show the relation between
Darboux transformations and discrete integrable systems. Moreover, we show
the relation between the 3D-consistency and the Yang–Baxter equation, and we
show how, using Darboux transformations, we can construct Yang–Baxter maps
which can be restricted to completely integrable ones on invariant leaves. More
specifically, in Sect. 3 we give a brief introduction to Darboux and Bäcklund
transformations and their role in the theory of integrable systems. Then, we explain
the basic points of the Darboux-Lax scheme, and we demonstrate them using the
nonlinear Schrödinger (NLS) equation as an illustrative example. In particular,
studying the Darboux transformations associated to the NLS equation we first derive
a discrete integrable system, for which we present the initial value problem on the
staircase. Then, using certain first integrals we reduce this discrete system to an
Adler–Yamilov type of system [8]. Moreover, in the same way we construct the
discrete Toda equation [108]. In Sect. 4 we give an introduction to equations on quad
graphs & the 3D-consistency criterion, and we present some recent classification
results. Then, we give and introduction to the theory of Yang–Baxter maps, namely
set-theoretical solutions of the Yang–Baxter equation, and we explain their relation
with 3D-consistent equations. We focus on those Yang–Baxter maps which possess
Lax-representation and we show how one can construct them using Darboux
transformations. As an illustrative example we use the Darboux transformation of
the NLS equation, which was presented in Sect. 3, and we use it to construct a six-
dimensional Yang–Baxter map [68]. The former can be restricted to the completely
integrable Adler–Yamilov map on symplectic leaves [68].
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2 The Toda Lattice

2.1 One-Dimensional Chain of Particles

Consider the classical problem of one-dimensional chain of particles on a line with
nearest neighbor interactions as depicted in Fig. 1. Assume that each particle has
unit mass, and that there are no impurities, i.e., the potential energies of the springs
between the particles are identical. In this treatment, our focus is going to be the
doubly-infinite lattices. Therefore, unless otherwise noted, we assume that there are
infinitely many particles on a line. We let VWR! R denote the uniform interaction
potential between the neighboring particles. With the aforementioned assumptions,
the equations of motion that govern this system are given by

d2qn

dt2
D V 0.qnC1 � qn/ � V 0.qn � qn�1/ ; n 2 Z ; (1)

where qn stands for the displacement of the nth particle from its equilibrium
position. If V 0.r/ D dV.r/=dr, that is if V 0.r/ is proportional to r, that is V is
a harmonic potential, then the force which governs the interaction between the
particles is linear. In this case, the solutions are given by superpositions of normal
modes and there is no transfer of energy between these modes.

The general belief in the early 1950s was that if a nonlinearity is introduced in the
interaction of these particles, then energy would flow between the different modes,
eventually leading to a stable state of statistical equilibrium, i.e., thermalization. In
the summer of 1953 at Los Alamos National Laboratory, E. Fermi, J. Pasta, and
S. Ulam, together with M. Tsingou, set out to numerically study the thermalization
process in solids by conducting one of the first-ever numerical experiments using the
first electronic computer MANIAC—Mathematical Analyzer, Numerical Integrator
and Computer. To model solids, they used the aforementioned one-dimensional
chain of particles with 32 particles and 64 particles, equipped interaction potentials
which had weak nonlinear terms. More explicitly, they considered the potentials

V˛.r/ D
1
2
r2 C ˛r3 ; Vˇ.r/ D

1
2
r2 C ˇr4 ; (2)

qn (t ): displacement of the n th particle
from its equilibrium position

n n 1 . . .n 1. . .

nonlinear springs

Fig. 1 One-dimensional chain of particles with nearest neighbor interactions
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with ˛ and ˇ being small and positive constants. The expectation was to observe
equipartition of energy as time elapses due to the presence of nonlinear contributions
in the potentials. One day, they forgot to terminate the experiment and it went
on over the weekend. To their surprise, they found that the system exhibited
quasiperiodic behavior. The energy of the system revisited the initially excited
modes and the initial state was almost exactly recovered. This phenomenon, known
as the FPU recurrence, has been studied from various perspectives, including
ergodicity, Poincaré recurrence theory, and KAM theory (see [31] for a survey
article on the so-called FPU Experiment, [46] for an earlier article and the references
therein.) Ten years after the experiment, Kruskal and Zabusky made the ground-
breaking discovery of the “soliton” solution of the Korteweg–de Vries (KdV)
equation in their pioneering work [127]. Zabusky and Kruskal coined the name
‘soliton’ to these traveling “solitary wave” solutions of the KdV equation because
they retained their speed and shape upon interacting with such other waves—
they interacted as particles. The observation that the lattices used in the FPU
Experiment approximated KdV equation [127], which exhibited solitonic behavior,
in an appropriate continuum limit provided an explanation for the FPU recurrence.
This work led to a big growth in research on nonlinear waves, particularly on
solitons. It also triggered a search for an interaction potential for which the resulting
lattice system possesses traveling solitary wave solutions. In 1972, while working
on elliptic functions, M. Toda considered the exponential interaction potential
(see Fig. 2)

VToda.r/ D e�r C r � 1 ; (3)

and found out that the resulting lattice, now known as the Toda lattice, has soliton
solutions.

The Toda potential (3) leads to an explicit form of the evolution equations (1),
namely:

d2qn

dt2
D eqn�qnC1 � eqn�1�qn ; n 2 Z ; (4)

Fig. 2 The graph
V D VToda.r/

r

V
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where we suppressed the time dependence of q.1 If we denote the momentum of the
nth particle at a time t by pn.t/, then we can rewrite (4) as the first-order system:

dpn

dt
D e�.qn�qn�1/ � e�.qnC1�qn/ ;

dqn

dt
D pn ; (5)

for each n 2 Z. If we assume that qnC1 � qn ! 0 and pn ! 0 sufficiently fast as
jnj ! 1, we can recast (5) as a Hamiltonian system of equations

dpn

dt
D �

@H .p; q/

@qn
;

dqn

dt
D
@H .p; q/

@pn
; (6)

with the Hamiltonian H .p; q/:

H .p; q/ D HToda.p; q/ :D
X

n2Z

1

2
p2n C VToda.qnC1 � qn/ : (7)

2.2 Solitons

As mentioned earlier, the doubly-infinite Toda lattice has soliton solutions. Solitons
are localized traveling waves (solitary waves) which interact like particles: they pre-
serve their shapes and speeds after interacting with another wave. If two 1-solitons
interact, no dispersive wave is generated after the interaction. A 1-soliton solution
travels with a constant speed and constant amplitude, which are proportional. 1-
soliton solutions for the displacements in the Toda lattice are given explicitly by the
following 2-parameter family:

qŒ1�n .t/ D qR C log

�

1C
�

�=.1 � e�2�/
�

e�2�.n�1/�2k	ct

1C
�

�=.1 � e�2�/
�

e�2�n�2�	ct

!

; (8)

where � > 0, � > 0 is the wave number, c D .sinh �/=� > 1 is the speed of
propagation, and 	 D ˙1 is the constant determining direction of propagation.
Here qR D limn!C1 qn.t/ for all finite t. See Fig. 3 for a plot of such a solution.

In fact there are N-soliton solutions, for N 2 N, whose formulae are of the form

qŒN�n .t/ D qR C log

�

det
�

In C CŒN�.n; t/
�

det
�

I C CŒN�.nC 1; t/
�

�

; (9)

1We employ two notational conventions in this section. We use bold capital letters to denote a
matrix, say A, and use the regular capital type of the same letter to denote its entries: Aij. Whenever
it is clear from the context, we use x to denote a sequence fxngn2Z.
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Fig. 3 One-soliton solution
of the Toda lattice at time
t D 0
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where In is the N � N identity matrix. The entries of the N � N matrices CŒN�.n; t/
are given by

CŒN�
ij .n; t/ D

 
p

O�j.n; t/ O�k.n; t/

1 � e�.�jC�k/

!

; O�j.n; t/ D �je
�2�jn�2	j sinh.�j/t ;

for �j > 0, �j > 0, and 	j 2 f�1; 1g. The case N D 1 coincides with the 1-soliton
solution (8). Asymptotically, as t ! 1, the N-soliton solution can be written as a
sum of 1-soliton solutions as was proved in [78].

We shall see below that these solutions are reflectionless solutions since the
reflection coefficient in the associated scattering data is identically zero.

2.3 Complete Integrability and Scattering Theory

Complete integrability of the Toda lattice equations (7) can be established by
considering an eigenvalue problem for a second order linear difference operator.

2.3.1 Existence of a Lax Pair

In 1974, Flaschka [43, 44] and Manakov [82] independently and simultaneously
introduced the following variables to obtain a first-order system of differential
equations that is equivalent to the Toda lattice:

an :D 1
2
e�.qnC1�qn/=2 ; bn :D � 1

2
pn : (10)

If qn ! qR;L 2 R sufficiently fast as n!˙1, the inverse map is given by

qn D qR C 2 log

 

1
Y

kDn

2an

!

; pn D �2bn ;
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and (10) is a bijection. Note that qn ! qR;L and pn ! 0 as n ! ˙1 corresponds
to an !

1
2

and bn ! 0 as jnj ! 1. It is immediately verified that the pair of
sequences .p; q/ satisfies (5) if and only if the pair .a; b/ defined via (10) satisfies
the equations

dan

dt
D an.bnC1 � bn/ ;

dbn

dt
D 2.a2n � a2n�1/ : (11)

Using the pair of sequences introduced in (10), define the operators L and P on the
Hilbert space `2.Z/ of square-summable sequences:

.L�/n :D an�1�n�1 C bn�n C an�nC1 ;

.P�/n :D �an�1�n�1 C an�nC1 :
(12)

In the standard basis, L and P have doubly-infinite matrix representations.They are
given explicitly by:

L D

0

B

B

B

B

B

B

B

B

B

@

: : :
: : :

: : :

: : : bn�1 an�1 0
: : : an�1 bn an

: : :

0 an bnC1

: : :

: : :
: : :

: : :

1

C

C

C

C

C

C

C

C

C

A

; P D

0

B

B

B

B

B

B

B

B

B

@

: : :
: : :

: : :

: : : 0 an�1 0
: : : �an�1 0 an

: : :

0 �an 0
: : :

: : :
: : :

: : :

1

C

C

C

C

C

C

C

C

C

A

: (13)

Note that L is a doubly-infinite Jacobi matrix: symmetric, tridiagonal with positive
off-diagonal entries. The following proposition gives the existence of a Lax pair for
the Toda lattice.

Proposition 2.1 (Flaschka [43, 44], Manakov [82]) The Toda lattice equations
(11) are equivalent to the matrix equation

dL
dt
D ŒP;L�; (14)

where ŒP;L� denotes the matrix commutator, ŒP;L� :D PL � LP.

Proof By direct calculation. Left as an exercise. ut

Equation (14) is called the Lax equation after Lax [79]; and the pair .L;P/ is
called a Lax pair. We will call L the Lax operator for the Toda lattice. Note that the
matrix P defined in (13) depends on L: P D LC � L�, where L˙ stands for the
upper (C) and the lower (�) diagonal parts of L.

At this point, it must be stressed out, that (14), namely the Lax formulation,
on one hand constitutes a basis for the inverse scattering method, but it also pos-
sesses a deeper property, i.e., the so-called Hamiltonian formulation. An equation
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(or system of equations) is said to have a Hamiltonian formulation if they can be
written as a (perhaps infinite-dimensional) classical Hamiltonian system. In general,
Hamiltonian formulation is a characteristic of all equations (or systems of equations)
which are solvable by the inverse scattering transform. Moreover, in our case, the
inverse scattering transform can be understood as a canonical transformation of
the associated Hamiltonian structure. The first example demonstrating the relation
between the Lax pair and the Hamiltonian formulation was the famous KdV
equation—to which we shall come back in the next subsection—in 1971 [129].
Just as the KdV equation, the Toda lattice also possesses infinitely many conserved
quantities (see Exercise 2.3). For further study on Hamiltonian structure of Lax
equations for integrable systems, the reader may consult [1, 3], or [42] (and the
references therein) which is a self-contained textbook.

Remark 2.2 Proposition 2.1 holds for the finite Toda lattice with the boundary
condition a�1 D aN�1 D 0 for some integer N > 0. In fact, complete integrability
was first proved [43, 44, 82] for this finite version of the Toda lattice, and was later
generalized to the infinite lattice. The equations of motion in the .a; b/ variables for
the finite the Toda lattice are given by:

db0
dt
D 2a20 ;

dbn

dt
D 2.a2n � a2n�1/ ; n D 1; 2; : : : ;N � 2 ;

dan

dt
D an.bnC1 � bn/ ; n D 0; 1; 2; : : : ;N � 2 ;

dbN�1

dt
D �2a2N�2 :

(15)

Note that the condition a�1 D aN�1 D 0 corresponds to setting the relative
displacements qN � qN�1 and q0 � q�1 to be infinite. This is sometimes called a
reservoir condition in the literature.

Exercise 2.3 Show that if the Lax equation (14) holds for L.t/, then it also holds
for the matrix power L.t/m, for any m 2 N. Using this, find an infinite sequence
of conserved quantities for the Toda lattice equations: trace.L.t/m � L1

m/, where
L1 is the doubly infinite Jacobi matrix with limjnj!1 bn D 0 on its diagonal and
limjnj!1 an D 1=2 on its off-diagonal.

Exercise 2.4 (Teschl [117]) For two sequences  ; � 2 `.Z/ define

G . ; �/.n/ D  n.L�/n � �n.L /n :

Prove Green’s formula:

n
X

jDm

G .�;  /.j/ D Wn. ; �/ �Wm�1. ; �/ ; (16)
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where Wn.�;  / stands for the Wronskian which is defined by

Wn. ; �/ D an. n�nC1 �  nC1�n/ : (17)

Before we cover scattering data associated with L we have the following theorem
that summarizes its basic properties.

Theorem 2.5 (from [117, Theorem 1.5]) Assume that a; b 2 `1.Z/, with an > 0

for all n 2 Z. Then L defined in (12) is a bounded self-adjoint operator on `2.Z/.
Moreover, a; b 2 `1.Z/ if and only if L is bounded on `2.Z/.

Proof For  ; � 2 `2.Z/ we have limn!˙1 Wn. ; �/ D 0, where Wn.�; �/ is the
Wronskian defined in (17). Using this together with Green’s formula (16) from
Exercise 2.4 implies that

h�;L i`2 D hL�; i`2 ;

for all �; 2 `2.Z/, proving that L is self-adjoint. Now, if a; b 2 `1.Z/, then for
any � 2 `2.Z/

jh�;L�i`2 j � .2kak1 C kbk1/k�k
2
2 ;

which implies that kLk � 2kak1 C kbk1, where k � k denotes the operator norm.
On the other hand, assume that L is bounded. Let

˚

ı
Œk�
n



n2Z
denote the sequence

defined by ıŒk�n D 0 if n ¤ k and ıŒk�k D 1. Then for any k 2 Z

a2k C a2k�1 C b2k D
�

�LıŒk�
�

�

2

2
� kLk2 ;

which implies that a and b belong to `1.Z/. This completes the proof. ut

For a detailed treatment on Jacobi matrices and the associated difference
operators we refer the reader to [117].

As is well-known, the integrability of the Toda lattice can be exploited via the
bijective correspondence between the Lax operator, which in this case is the Jacobi
matrix L, and its scattering data. This correspondence goes under the name of direct
and inverse scattering theory, and has already been studied in detail. While we do
not attempt to give a comprehensive survey of the relevant references, the interested
reader may enter the subject, for example, through [117] or [17], and the references
therein. We now proceed with the spectral properties of the Lax operator L and
definition of the scattering data.

2.3.2 Spectral Properties of the Lax Operator L

For the moment, we forget about the time dependence and begin with a brief study of
the spectrum associated with the doubly-infinite Jacobi matrix L given in (13). First,
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recall from Theorem 2.5 that L is a bounded self-adjoint operator on `2.Z/. Thus it
bears no residual spectrum and its spectrum 	.L/ is a subset of R. Let M denote the
Marchenko class of Jacobi matrices whose coefficients .a; b/ 2 `1.Z/ ˚ `1.Z/
satisfy

X

n2Z

.1jnj/
�ˇ

ˇan �
1
2

ˇ

ˇC jbnj
�

<1 : (18)

Throughout this section, we assume that an > 0 for all n 2 Z and that (18) holds.
We later present the theorem which states that these two conditions are preserved
by the Toda lattice equations (11).

The following theorem from [117] locates the essential spectrum of L under an
assumption that is weaker than (18). We present it in a version that is simplified for
our setting and purposes.

Theorem 2.6 (from [117, Theorem 3.19]) Suppose that the sequences .a; b/ 2
`1.Z/˚ `1.Z/, with an > 0 for all n 2 Z, satisfy

X

n2Z

janC1 � anj C jbnC1 � bnj <1 : (19)

Suppose further that limjnj!1 an D
1
2

and limjnj!1 bn D 0. Then the following are
true for the essential spectrum 	ess.L/ and the pure point spectrum 	pp.L/ of the
associated Jacobi matrix L:

	ess.L/ D 	ac.L/ D Œ�1; 1� ; 	pp.L/ � R n 	ess.L/ : (20)

Note that due to the closure present in (20), Theorem 2.6 does not exclude eigen-
values at the boundary of the essential spectrum, but it does prevent eigenvalues
embedded in the interior of the essential spectrum. Here is an example illustrating
presence of eigenvalues at the edge of the essential spectrum.

Example 2.7 (Teschl [117]) Consider the sequences .a; b/ with

an D
1

2
; bn D

2 � 3n2

4C n4
: (21)

Then the associated Jacobi matrix has indeed an eigenvalue at � D 1 with the
corresponding eigenfunction � 2 `2.Z/ given by

�n D
1

1C n2
: (22)

The reason for this is that (18) is violated: the first moment
P

n2Z jnbnj is divergent.
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• • • • R[ ]
−1 1

λ1 · · · λ j λ j+1 · · · λN

σac (L)σ (L)

Fig. 4 Spectrum 	.L/ of L on the �-plane, consisting of finitely many real simple eigenvalues
f�jg

N
jD1 and the absolutely continuous part 	ac.L/ D Œ�1; 1�

Under the assumption (18), L has finitely many simple eigenvalues with associ-
ated eigenvectors in `2.Z/. 	.L/ consists of an absolutely continuous part 	ac.L/ D
Œ�1; 1� and a finite simple pure point part 	pp.L/:

	pp.L/ D f�jW j D 1; 2; : : : ;Ng � .�1;�1/ [ .1;C1/;

for some N 2 N. The spectrum of L typically is of the form depicted in Fig. 4.
We close this section with a series of remarks.

Remark 2.8 A Jacobi matrix J with bounded sequences b on the diagonal and a,
with an ¤ 0 for all n 2 Z, on the off-diagonal, is unitarily equivalent to the Jacobi
matrix QJ with b on the diagonal and fjanjgn2Z on the off-diagonal. Therefore, the
assumption that an > 0 made in this section makes no difference from a spectral
theory point of view. If an D 0 for some n however, J is decomposed in to a direct
sum of two half-line (infinite) Jacobi matrices. The assumption that an ¤ 0 for all n
guarantees that the equation

J D � 

has exactly two linearly independent solutions in `.Z/ for any � 2 C, and that the
spectrum of J has multiplicity at most two [117]. Thus, we need the assumption
an ¤ 0 to have a well defined, bijective direct and inverse scattering theory to solve
the Cauchy initial value problem. Noting that the dynamics given in (11) preserve
the signs of an, we can make the assumption an > 0.

Remark 2.9 The spectral problem

L D � 

is a discrete analogue of the Sturm–Liouville eigenvalue problem. For a discrete
version of Sturm oscillation theory, see [116] or [106] and the references therein.

Remark 2.10 The spectral properties of the Lax operator L are similar to the
Schrödinger operator

H :D �
d

dx
C u.x/ (23)



Discrete Integrable Systems, Darboux Transformations, and Yang–Baxter Maps 207

on the line, which arises as the Lax operator for the KdV equation

ut C uux C uxxx D 0 ;

as was discovered by Gardner et al. in [48] (see also the seminal work of Lax [79]).
Just as in the Toda case, if u in the Marchenko class

Z

R
.1C jxj/ju.x/j dx ; (24)

then H has finitely many real simple L2-eigenvalues �E2j on .�1; 0/ and an
absolutely continuous spectrum Œ0;C1/. A difference is that the Jacobi matrix L
has two sides to its continuous spectrum, where the Schrödinger operator has only
one side. This manifests itself in the fact that Toda solitons can propagate in two
directions whereas KdV solitons propagate in only one direction on the line.

2.3.3 Scattering Data

Our aim in this section is to define “spectral data” from the spectral problem

L D � ; (25)

that is enough to reconstruct L from. First, it is convenient to map the spectrum of
L via the Joukowski transformation:

� D 1
2
.zC z�1/ ; z D � �

p
�2 � 1 ; � 2 C; jzj � 1 :

Here the square root
p
�2 � 1 is defined to be positive for � > 1 with 	ac.L/ D

Œ�1; 1� being its only branch cut. This is, of course, a 1-to-2 map. Under this
transformation, the absolutely continuous spectrum is mapped to the unit circle,
denoted by T , and the eigenvalues �j are mapped to �˙1

j , with �j 2 .�1; 0/ [ .0; 1/

via

�j D
1
2
.�j C �

�1
j / ; (26)

for j D 1; 2; : : : ;N. In these new coordinates the spectrum of L, which is depicted
in Fig. 4, takes the form of the set of points illustrated in Fig. 5.

It is a standard result (see, for example,[117, Theorem 10.2]) that for any z 2 C
with 0 < jzj � 1, the linear problem (the 3-term recurrence relation)

L D
zC z�1

2
 (27)

has two unique solutions, 'C.z; �/ and '�.z; �/, normalized such that
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•• • ••• ◦◦ ◦ Rez

Imz

ζ1ζ2 ζNζ −1
1 ζ −1

2 ζ −1
N

i

0

T = σac L

−1 1

Fig. 5 	.L/ in the z-plane, z D ��
p
�2 � 1

lim
n!˙1

z�n'˙.zI n/ D 1 :

These are called Jost solutions, named after Swiss theoretical physicist R. Jost.
Moreover, the functions z 7! '˙.zI n/ are analytic for 0 < jzj < 1 (for each value
of the parameter n) with continuous boundary values for z D 1. The Jost solutions
have the following asymptotic expansions near z D 0:

'˙.zI n/ D
z˙n

A˙.n/

�

1C 2B˙.n/zC O.z2/
�

; as z! 0 ; (28)

where

AC.n; t/ D
1
Y

jDn

2aj.t/ and BC.n; t/ D �
1
X

jDnC1

bj.t/ ;

A�.n; t/ D
n�1
Y

jD�1

2aj.t/ and B�.n; t/ D �
n�1
X

�1

bj.t/ :

(29)

Note that the functions z 7! A˙.n/z�n'˙.zI n/ are analytic for jzj < 1

and they extend continuously to the boundary jzj D 1. Moreover, �˙.zI n/ :D
A˙.n/z�n'˙.zI n/ satisfies �˙.0I n/ D 1.

Before we proceed with the definition of scattering data, we have an exercise.
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Exercise 2.11 Suppose that �.z/ and  .z/ are two different solutions of (27) for
the same value of zC z�1. Show that their Wronskian Wn.�;  / is independent of n.
Hint: Use Green’s identity.

From here on, we drop the subscript n in the Wronskian whenever it is
independent of n. In addition to the result of the above exercise, W.�;  / D 0

holds if and only if � D c for some constant c 2 C. Now, 'C.zI �/ and 'C.z�1I �/

solve (27) for the same value of zC z�1. Evaluating their Wronskian as n ! C1
gives

W
�

'C.zI �/; 'C.z
�1I �/

�

D
1

2
.znz�.nC1/ � znC1z�n/ D

z�1 � z

2
: (30)

It similarly follows that

W
�

'�.zI �/; '�.z
�1I �/

�

D
z � z�1

2
: (31)

Equations (30) and (31) show that f'�.zI �/; '�.z�1I �/g and f'C.zI �/; 'C.z�1I �/g

both form a set of linearly independent solutions of (27) for jzj D 1 with z2 ¤ 1.
Therefore, we can write

'C.zI n/ D ˇ�.z/'�.zI n/C ˛C.z/'�.z
�1I n/ ; (32)

'�.zI n/ D ˇC.z/'C.zI n/C ˛�.z/'C.z
�1I n/ : (33)

Note that ˛˙.z/ and ˇ˙.z/ are independent of n. Now, using (32) and the
asymptotics for the Jost solutions as n! �1 we calculate

W
�

'C.zI �/; '�.zI �/
�

D ˛C.z/
z�1 � z

2
¤ 0 (34)

for jzj D 1 and z2 ¤ 1. On the other hand, using (33) and the asymptotics as
n!C1 we obtain

W
�

'C.zI �/; '�.zI �/
�

D ˛�.z/
z�1 � z

2
¤ 0 : (35)

These imply that

˛C.z/ 
 ˛�.z/ ;

hence we rename these quantities as �.z/ :D ˛C.z/ D ˛�.z/. Then

�.z/ D
2z

1 � z2
W
�

'C.zI �/; '�.zI �/
�

: (36)
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The above formula tells us that �.z/ has no zeros on the unit circle, for z2 ¤ 1.
We will come back to zeros of �.z/ later. Now we move on to obtain formulae for
ˇ˙.z/. Using (33) and the asymptotics for the Jost solutions as n!C1 yields

W
�

'�.zI �/; 'C.z
�1I �/

�

D ˇC.z/
z�1 � z

2
¤ 0 ; (37)

for jzj D 1, z2 ¤ 1. Similarly, using (32) and the asymptotics for the Jost solutions
as n! �1 gives us

W.'�.z
�1I �/; 'C.zI �/

�

D ˇ�.z/
z�1 � z

2
: (38)

Hence

ˇC.z/ D
2z

1 � z2
W
�

'�.zI �/; 'C.z
�1I �/

�

;

ˇ�.z/ D
2z

1 � z2
W
�

'�.z
�1I �/; 'C.zI �/

�

:

(39)

Moreover, it follows that

'�.zI �/ D
�

1 � ˇC.z/ˇ�.z/ ��.z/�.z
�1/
�

'�.zI �/

C
�

ˇC.z/�.z/C ˇC.z/ˇ
C.z�1/

�

'�.z
�1I �/ ;

and by linear independence we obtain the following relations:

ˇ�.z/ˇC.z/C�.z/�.z
�1/ D 1 ; �ˇC.z/ D ˇ�.z

�1/ : (40)

A straightforward calculation shows that 'C.zI �/ and its Schwarz reflection
'C.z�I �/�, where z� denotes the complex conjugate of z, solve (27) for the same
value of z, and both of these solutions have the same asymptotic behavior:

lim
n!C1

'C.z
�I n/�z�n D 1 ; lim

n!C1
'C.zI n/z

�n D 1 : (41)

Therefore, by uniqueness, 'C.z�I �/� D 'C.zI �/ for 0 < jzj � 1. It follows by the
same argument that '�.z�I �/� D '�.zI �/ for 0 < jzj � 1. We can use these two
facts to deduce the symmetries of �.z/ and ˇ˙.z/. Taking complex conjugates of
both sides in (32) for jzj D 1 gives

'C.z
�I �/� D ˇ�.z

�/�'�.zI �/C�.z
�/�'�.z

�1I �/ :
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Then, by independence, we have

ˇ�.z
�/� D ˇ�.z/ ; �.z�/� D �.z/ : (42)

By an analogous argument using (33) we deduce that

ˇC.z
�/� D ˇC.z/ : (43)

Then using (40), (42), and (43) yields

j�.z/j2 D 1C jˇ�.z/j
2 ; j�.z/j2 D 1C jˇC.z/j

2 : (44)

Now we define a new quantity T.z/ by

T.z/ D
1

�.z/
;

and rewrite (32) and (33) as

T.z/'C.zI �/ D
ˇ�.z/

�.z/
'�.zI �/C '�.z

�1I �/ ; (45)

and

T.z/'�.zI �/ D
ˇC.z/

�.z/
'C.zI �/C 'C.z

�1I �/ (46)

respectively. In addition to these, (44) takes the form:

1 D jT.z/j2 C
jˇ�.z/j2

j�.z/j2
; 1 D jT.z/j2 C

jˇC.z/j2

j�.z/j2
: (47)

For jzj D 1, (45) has the following wave reflection interpretation. Since

lim
n!�1

'�.z
�1I n/zn D 1 ;

we imagine '�.z�1I n/ to be a left incident wave with unit amplitude placed at
the left end (n ! �1) of the lattice. Then we picture that the wave '�.z�1I n/
is incident from the left end of the lattice, gets reflected by the lattice potential
and ˇ

�

.z/
�.z/ '�.zI n/ is the reflected wave moving left. Seen from the right end of the

lattice .n ! C1/, we have the transmitted wave T.z/'C.zI n/. In light of this
interpretation, we define

R�.z/ :D
ˇ�.z/

�.z/
(48)
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to be the left reflection coefficient and T.z/ is called the transmission coefficient. The
analogous interpretation for (46) has

�

ˇC.z/=�.z/
�

'C.zI n/ as the reflected wave
moving right, and we define

RC.z/ :D
ˇC.z/

�.z/
(49)

to be the right reflection coefficient. With these definitions, we have the following
scattering relations:

jT.z/j2 C jRC.z/j
2 D 1 ; jT.z/j2 C jR�.z/j

2 D 1 ;

T.z/RC.z
�/C T.z�/R�.z/ D 0 ;

(50)

and

T.z/� D T.z�/; R˙.z/
� D R˙.z

�/ : (51)

Exercise 2.12 Using the Laurent expansion of �.z/ at z D 0, show that

T.z/ D A

�

1C z
X

n2Z

2bn C O.z2/

�

; (52)

where A D
Q

n2Z 2an.

Proposition 2.13 T(z) has a meromorphic extension inside the unit disk. The only
poles of T.z/ inside the unit circle are at z D �j, j D 1; 2; : : : ;N, for which �j :D
.�j C �

�1
j /=2 is an eigenvalue of L.

Proof Since both '˙.zI �/ are both analytic for 0 < jzj < 1, �.z/ has an analytic
extension inside the punctured unit disk, given by the formula (36), and we define
�.0/ D 1=A using the series expansion in Exercise 2.12. The poles of T.z/ are
precisely the zeros of �.z/. Suppose that �.�/ D 0 for some fixed � 2 C with
0 < j�j < 1. Then

W
�

'C.�I �/; '�.�I �/
�

D 0 ;

implying that 'C.�I �/ D c.�/'�.�I �/ for some constant c.�/ 2 C. Then we have

lim
n!C1

'C.�I n/�
�n D 1 ; (53)

and

lim
n!�1

'C.�I n/�
n D lim

n!�1
c.�/'�.�I n/�

n D c.�/: (54)
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Equations (53) and (54) imply that 'C.�I n/! 0 exponentially fast as jnj ! C1,
hence '˙.�I �/ 2 `

2.Z/. This means that T.z/ has a pole at z D � inside the unit
disk if and only if L has an eigenvalue at

� D 1
2
.� C ��1/ ;

with the associated eigenfunction '.�; �/ :D 'C.�; �/ D c.�/'�.�I �/ in `2.Z/. ut

Note that positive �js correspond to the eigenvalues above 1, while negative �j’s
correspond to the eigenvalues below �1. By analyticity, the zeros of �.z/ inside
the unit disk are isolated and they cannot have an accumulation point inside the
unit disk. Note that if the zeros of �.z/ do not have an accumulation point on
the boundary jzj D 1, then the zero set of �.z/ is finite. The following exercise
addresses this.

Exercise 2.14 Prove that �.z/ has finitely many isolated simple zeros inside the
unit disk by showing that the zero set does not have an accumulation point on the
boundary jzj D 1. Hint: It might be useful to treat the cases W

�

'C.zI �/; '�.zI �/
�

D

0 and W
�

'C.zI �/; '�.zI �/
�

¤ 0 separately.

Now let cj 2 C, for j D 1; 2; : : : ;N, be the proportionality constants given by
'C.�jI �/ D cj'�.�jI �/. The residues of T.z/ at z D �j, j D 1; 2; : : : ;N, are given by

Res
�j

T.z/ D �cj�j�j;C D �
�j�j;�

cj
; (55)

where

�j;˙ :D k'˙.�jI �/k
�2
2 : (56)

The constants �j;� are called the left norming constants and the constants �j;C are
called the right norming constants. The sets

S˙.L/ :D fR˙.z/ for jzj D 1; f�jg
N
jD1; f�j;˙g

N
jD1g

are called the right and the left scattering data for L, respectively. In fact, a
symmetry calculation shows that either of these sets determine the other and the
transmission coefficient T.z/ via an application of the Poisson–Jensen formula [117,
Lemma 10.7]. Therefore it is enough to work with only one of these sets. We set

R.z/ :D RC.z/ ; �j :D �j;C

and call

S.L/ :D fR.z/ for jzj D 1; f�jg
N
jD1; f�jg

N
jD1g
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Fig. 6 Inverse scattering transform method for solving the Cauchy initial value problem for the
Toda lattice

the scattering data for L. The mapping L 7! S.L/ is called the direct scattering
transform.

It is a fundamental fact of scattering theory that Jacobi matrices L whose
coefficients satisfy (18) are in bijective correspondence with their scattering data
S.L/ (see, for example,[117, Chap. 11]). Thus, there exists an inverse mapping
S.L/ 7! L, which is called the inverse scattering transform. Moreover, as we shall
see in the next section, time evolution of the scattering data for L.t/ is governed
by simple linear ordinary differential equations when L.t/ evolves according to the
Toda lattice equations (14). This fact equips us with a method to solve the Cauchy
initial value problem for the Toda lattice as depicted in Fig. 6:

1. Given initial data .a0; b0/ satisfying (18), compute the scattering data S
�

L.0/
�

for the Jacobi matrix L.0/ with coefficients .a0; b0/.
2. Compute the time evolution of the scattering data S

�

L.t/
�

at a desired time t 2 R.
3. Compute the inverse scattering transform to reconstruct L.t/ from S

�

L.t/
�

, hence
obtaining .a.t/; b.t//.

Following this procedure transfers the inherent difficulty of dealing with a nonlinear
equation into the study of the scattering and inverse scattering transform for an
operator. The latter can be approached with the specific and powerful methods,
mainly with the method of nonlinear steepest descent introduced by Deift and Zhou
[34], developed for Riemann–Hilbert problems.

We end the section with a theorem which establishes that one generically has
R.˙1/ D �1 for Jacobi matrices in the Marchenko class M [see (18)].

Theorem 2.15 ([18, Theorem 1]) The set of doubly infinite Jacobi matrices J.a; b/
(with the sequence a in the off-diagonal entries and the sequence b in the diagonal
entries) in M with the associated reflection coefficient satisfying R.˙1/ D �1 forms
an open and dense subset of M in the topology induced by the norm

kJ.a; b/kM D
X

n2Z

.1C jnj/
�ˇ

ˇan �
1
2

ˇ

ˇC jbnj
�

:
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2.3.4 Time Dependence of Scattering Data

Existence of a Lax pair has several important consequences. We begin with the one
that concerns the spectrum of the Lax operator.

Proposition 2.16 The Lax equation (14) is an isospectral evolution on Jacobi
matrices.

Proof Let Q.t/ be the unique solution of the matrix Cauchy initial value problem

dQ
dt
D PQ ; Q.0/ D I ; (57)

where I is the identity. Solutions for the initial value problem exist locally and
they are unique (see, for example,[6, Theorem 4.1.5]). Since kP.t/k is uniformly
bounded on any compact time interval, the solution is global. The skew-symmetry
of P implies that dQ�=dt D �Q�P. Therefore

d

dt
.Q�Q/ D �Q�PQCQ�PQ D 0 ; (58)

implying that Q.t/ is unitary for all t 2 R. Furthermore,

d

dt
.Q�LQ/ D �Q�PLQCQ�.PL � LP/QCQ�LPQ D 0 ; (59)

which means .Q�LQ/.t/ D L.0/, hence

L.t/ D Q.t/L.0/Q.t/� : (60)

We showed that L.t/ is unitarily equivalent to L.0/ for all t 2 R. This completes the
proof. ut

By proving Proposition 2.16 we established the fact that 	
�

L.0/
�

D 	
�

L.t/
�

for
all time t 2 R if L.t/ evolves according to (14). We have the corollary:

Corollary 2.17 Each eigenvalue �j, j D 1; 2; : : : ;N, of L is a constant of motion
of the Toda lattice equations (11).

Another consequence of Proposition 2.16 is

kL.t/k D kL.0/k ; for all t 	 0 ; (61)

which implies that the solution .a; b/ of the Cauchy initial value problem in
`1.Z/˚ `1.Z/ for the Toda lattice equations (11) is global in time since

kak1 C kbk1 � 2kL.t/k D 2kL.0/k :
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We know present the time evolution of the scattering data.

Proposition 2.18 ([117, Theorem 13.4]) The time evolutions of the quantities in
the scattering data are as follows:

�j.t/ D �j ; for j D 1; 2; : : : ;N ;

�j.t/ D �je
.�j��

�1
j /t ; for j D 1; 2; : : : ;N ;

R.zI t/ D R.z/e.z�z�1/t ; for kzk D 1 ;

where R.z/ D R.zI 0/, �j D �j.0/, and �j D �j.0/.

Exercise 2.19 Prove Proposition 2.18. Define the scattering matrix S.z/ by

S.z/ :D

�

�.z/ �ˇC.z/
ˇ�.z/ �.z�1/

�

;

and then the “1� 2” matrices � .z/ and ˚.z/ whose nth rows are

� .zI n/ D
�

'C.zI n/ 'C.z�1I n/
�

;

˚.zI n/ D
�

'�.z�1I n/ '�.zI n/
�

;
(62)

respectively, so that we have � .zI n/ D ˚.zI n/S.z/ for all n 2 Z. Differentiate both
sides of (27) and obtain the time evolution S.zI t/.

Exercise 2.20 (Moser [91]) Consider the finite version of the Toda lattice as
described in (15). Show that the time evolution of the first component  Œk�

1 of the
normalized eigenvector  Œk� associated to the eigenvalue �k is given explicitly by:

 
Œk�
1 .t/

2 D
e2�kt 

Œk�
1 .0/

2

PN
jD1 e2�jt 

Œj�
1 .0/

2
: (63)

See also [90] for a detailed proof of (63).

We close this section with a calculation which is due to Moser [91] and dates
back to 1975.

Exercise 2.21 (Moser [91]) For the finite Toda lattice (15) considered in
Remark 2.2 show that the off-diagonal elements LjC1;j.t/ D Lj;jC1.t/ of L.t/
converge to zero as t tends to infinity.
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2.4 Inverse Problem

The problem of reconstructing L from its scattering data is often called the
inverse problem (and the mapping that achieves this is called the inverse scattering
transform). This problem can be formulated as a Riemann–Hilbert factorization
problem. Before giving a brief description of a Riemann–Hilbert problem, we need
to introduce some notation. For an oriented contour ˙ in the complex plane, its C
side is to the left of ˙ as it is traversed in the direction of orientation, and its � side
is to the right. Given this convention, we denote by �C and �� the nontangential
limits of a function � on ˙ from C side and � side of ˙ , respectively. Loosely
speaking, a Riemann–Hilbert problem is the problem of finding a sectionally
analytic (or sectionally meromorphic) function � that is discontinuous across an
oriented contour ˙ � C with the jump condition

�C.z/ D ��.z/G.z/C F.z/ ; for z 2 ˙ :

In case the sought after function � is sectionally meromorphic, say, with simple
poles, there are prescribed residue conditions along with the jump condition. To
assure that the problem at hand is uniquely solvable, one specifies normalization of
� at a point ˛ 2 C[ f1g and, perhaps, a symmetry condition. A detailed overview
and discussion on Riemann–Hilbert problems is beyond the scope of these lectures.
The interested reader is encouraged to see [2, 23, 32, 119]. We now proceed with
presenting the Riemann–Hilbert formulation of the inverse scattering transform for
the Toda lattice.

Based on the domains of analyticity of the Jost solutions z 7! '˙.zI �; �/, we
define the following row-vector valued meromorphic function in the complex plane:

m.zI n; t/ :D

(
�

T.z/'�.zI n; t/zn 'C.zI n; t/z�n
�

; jzj < 1 ;
�

'C.z�1I n; t/zn T.z�1/'�.z�1I n; t/z�n
�

; jzj > 1 ;
(64)

We first find what jump condition m.zI n; t/ satisfies on the unit circle T . Using the
notation given above for the nontangential limits, define

m˙.z0I n; t/ :D lim
z!z0

jzj˙<1

m.z/ ; for jz0j D 1 :

We note here that these˙ superscripts should not be confused with the˙ signs used
in subscripts for labeling the asymptotic behavior of Jost solutions '˙.

From the relations (32) and (33) we see that the jump condition satisfied by m
across the unit circle T is

mC.zI n; t/ D m�.zI n; t/

�

1 � jR.z/j2 �R.z/�e��.zIn;t/

R.z/e�.zIn;t/ 1

�

; for z 2 T ; (65)
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where

�.zI n; t/ D t.z � z�1/C 2n log z :

We have arrived at the following fact [78, Theorem 3.3]. m.zI n; t/ is a solution of
the following vector Riemann–Hilbert problem:

RH Problem 1 Find a row vector-valued function m.�I n; t/WC nT ! C1�2 which
satisfies the following conditions:

• Analyticity condition: m.zI n; t/ is sectionally meromorphic away from the unit
circle T with simple poles at �˙1

j , j D 1; 2; : : : ;N.
• Jump condition:

mC.zI ; n; t/ D m�.zI n; t/

�

1 � jR.z/j2 �R.z/�e��.zIn;t/

R.z/e�.zIn;t/ 1

�

; for z 2 T ;

• Residue conditions:

Res
t
�jm.zI n; t/ D lim

z!�j

m.z/

�

0 0

��j�je�.�jIn;t/ 0

�

;

Res
��1

j

m.zI n; t/ D lim
z!�j

m.z/

 

0 ��1
j �je�.�jIn;t/

0 0

!

;

• Symmetry condition:

m.z�1/ D m.z/

�

0 1

1 0

�

;

• Normalization condition:

lim
z!1

m.zI n; t/ D: m.1I n; t/ D
�

m1 m2

�

; m1 � m2 D 1 ; m1 > 0 :

The solution of this Riemann–Hilbert problem is unique (see [77]) and the
symmetry condition is essential for uniqueness in presence of poles. Note that
once m.zI n; t/ is obtained, we can extract the solution

�

an.t/; bn.t/
�

of the Cauchy
initial value problem for the Toda lattice equations from the asymptotic expansion
of m.zI n; t/ as z!1:

m.zI n; t/

D
1

AC.n; t/
.1C 2BC.n; t/z/AC.n; t/.1 � 2BC.n � 1; t/z/C O.z�2/: (66)
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We recover .a; b/ from the formulae

an.t/ D
AC.nC 1; t/

AC.n; t/
and bn.t/ D BC.n/ � BC.n � 1/ : (67)

As can be seen, solving the Cauchy initial value problem for sufficiently decaying
initial data for the Toda lattice equations is equivalent to solving RH Problem 1
which depends parametrically on the independent variables .n; t/ of the nonlinear
evolution equations (11). However, obtaining an explicit formula for the solution
m.zI n; t/ for any given values of .n; t/ is difficult, if possible. One can, on the other
hand, obtain rigorous long-time asymptotics (as t ! 1) for the solutions of the
Cauchy initial value problem through the analysis of Riemann–Hilbert formulation
of the inverse scattering transform as t!1. Note that as t!1, the jump matrix
in RH Problem 1 becomes highly oscillatory since the coefficient of the t-term in
�.zI n; t/ is purely imaginary for jzj D 1. One can approach this problem by the
method of nonlinear stationary phase/steepest descent (see [34]). Loosely speaking,
this method involves finding the stationary phase points of the exponential terms
in the jump matrix, and then deforming the jump contours so that the deformed
contours pass locally from the directions of steepest descent of these exponential
terms at the stationary phase points and that the new jump matrices on those
deformed contours tend to the identity matrix as t ! 1 exponentially fast away
from the stationary phase points.

This method has yielded a large number of rigorous asymptotic results for various
completely integrable partial differential equations (see, for example, [36] and [35],
among many others) as well as for the Toda lattice (see [77, 78]). Moreover, recent
advances in numerical solution of the Riemann–Hilbert problems [97–99] has led to
numerical implementations of the inverse scattering transform method for integrable
PDEs [118, 120] and for the Toda lattice [18]. Therefore, it is possible to numerically
compute and plot solutions accurately in arbitrarily long time scales without using
any time-stepping methods.

The deformations that are employed in the process of analyzing the solutions
of the Riemann–Hilbert problem in the long time regime are determined by the
asymptotic region that .n; t/ lies in as t !1 (see Fig. 7 for asymptotic regions for
the Toda lattice).

The Toda lattice has the following asymptotic regions [18]: for constants
kj > 0:

1. The dispersive region. This region is defined for jnj � k1t, with 0 < k1 < 1.
Asymptotics in this region were obtained in [78].

2. The collisionless shock region. This region is defined by the relation c1t � jnj �
t � c2t1=3.log t/2=3. For the behavior of the solutions obtained via the numerical
inverse scattering transform see [18].

3. The transition region. This region is also not present in the literature for the Toda
lattice. The region is defined by the relation t� c2t1=3.log t/2=3 � jnj � t� c3t1=3

[18]. An analogue of this region was first introduced for KdV in [120].
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Fig. 7 Asymptotic regions for the Toda lattice, figure taken from [18]

4. The Painlevé region. This region is defined for t � c3t1=3 � jnj � t C c3t1=3.
Asymptotics in this region were obtained in [64] in absence of solitons and under
the additional assumption that jR.z/j < 1.

5. The soliton region. This region is defined for jnj > tC c3t1=3. Let vk > 1 denote
the velocity of the kth soliton and choose � > 0 so that the intervals .vk��; vkC

�/, k D 1; 2; : : : ;N, are disjoint. If jn=t � vkj < �, the asymptotics in this region
were obtained in [77] and [78].

For the deformations used in each region for the Toda lattice we refer the reader
to [78] and [18].

Remark 2.22 The collisionless shock region and the transition region appear as t!
1 only if the reflection coefficient R.z/ corresponding to the initial data attains the
value �1 at the edges of the continuous spectrum z D ˙1. Theorem 2.15 tells us
that this is generically the case: for an open dense subset of initial data inside the
Marchenko class (18), the long time behavior of the solution exhibits behavior that
is different than the behavior in the Painlevé region. If jR.˙1/j < 1 the collisionless
shock and the transition regions are absent.

The following rigorous results were obtained in [77, 78]. The solution corre-
sponding to sufficiently decaying [as in (18)] splits into a sum of N independent
solitons (N being the number of eigenvalues of the Lax operator) and radiation.
This result shows that in the region n=t > 1, the solution is asymptotically given
by an N�-soliton solution, where N� is the number of �j 2 .�1; 0/. Similarly, in
the region n=t < �1 the solution is asymptotically given by an NC-soliton solution,
where NC is the number of �j 2 .0; 1/. Each soliton is formed by a distinct pair
of eigenvalue and the associated norming constant, that is, by a .�j; �j/, for some
j 2 f1; 2; : : :Ng. In the dispersive region n=t < 1, the solution (radiation) decays to
the background, i.e., an.t/!

1
2

and bn.t/! 0 in the sup-norm as t!1.
We close this subsection with a special case that leads to an explicit formula for

the solution. If the potential Jacobi matrix is reflectionless, that is if R.z/ 
 0 on the
entire unit circle, then RH Problem 1 can be solved explicitly. Below we present the
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solution m.zI n; t/ in the case where there is only one eigenvalue � 2 .�1; 0/[ .0; 1/
and the associated norming constant � > 0 in the scattering data. Such scattering
data results in a pure 1-soliton solution of the Toda lattice.

Proposition 2.23 ([77, Lemma 2.6]) If S.L/ D fR.z/ 
 0 for jzj D 1; �; �g, then
the unique solution of RH Problem 1 is given by

m.zI n; t/ D
�

f .z/ f .1=z/
�

; (68)

where

f .z/ D
1

p

1 � �2 C �e�.�In;t/
p

1 � �2 C �2�e�.�In;t/

�

�

1 � �2 C �2�e�.�In;t/
z � ��1

z � �

�

: (69)

Proof The symmetry condition forces the solution to be of the form

m.zI n; t/ D
�

f .zI n; t/ f .1=zI n; t/
�

;

where f .zI n; t/ is meromorphic in C [ 1 with simple pole at z D �. Therefore f
must be of the form

f .z/ D
1

G.n; t/

�

1C 2
H.n; t/

z � �

�

; (70)

where the unknown constants (in z) G and H are uniquely determined by the residue
condition

Res
�

m.zI n; t/ D �f .��1/��e�.�In;t/

and the normalization f .0/f .1/ D 1, f .0/ > 0. ut

From Proposition 2.23 we obtain

AC.n; t/ D

s

1 � �2 C �e�.�In;t/

1 � �2 C �2�e�.�In;t/
;

BC.n; t/ D
�2�e�.�In;t/�.�2 � 1/

2
�

1 � �2 C �2�e�.�In;t/
� ;

(71)

from which the solution
�

an.t/; bn.t/
�

to the Cauchy initial value problem can be
extracted using (67).
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The solutions .a; b/ that correspond to reflectionless Jacobi matrices (Lax
operators) L are precisely the N-soliton solutions of the Toda lattice given in (9),
where N is the number of eigenvalues �j D

1
2
.�j C 1=�j/ of L, i.e., the number

of pole pairs .�j; �
�1
j / in the Riemann–Hilbert formulation of the inverse scattering

transform.
The inverse scattering transform method for solution of the initial value problem

also applies to the finite Toda lattice and the periodic Toda lattice. While it is not
possible to give a full exposure to these cases here, we provide a summary and
references below for the interested reader.

2.4.1 The Solution of the Finite Toda Lattice

For the finite N � N version2 of the Toda lattice given in (15), the Lax operator
becomes

L D

0

B

B

B

B

B

B

B

B

@

b0 a0
a0 b1 a1

a1 b2 a2
: : :

: : :
: : :

aN�3 bN�2 aN�2

aN�2 bN�1

1

C

C

C

C

C

C

C

C

A

(72)

and the scattering data consists of N real simple eigenvalues �j, j D 1; 2; : : : ;N of
the Jacobi matrix L.t/ and

wj.t/ :D
�

 
Œj�
1 .t/

�2
;

where  Œj�
1 is the first component of the jth normalized eigenvector (associated

with �j). As mentioned in Exercise 2.20, wj.t/ has simple time evolution:

wj.t/ D
e2�jtwj.0/

PN
kD1 e2�ktwk.0/

; j D 1; 2; : : : ;N ; (73)

when L.t/ evolves under the finite Toda dynamics (observed by Moser [91]) and �j

remain constant in time [44]:

�j.t/ D �j.0/ ; j D 1; 2; : : : ;N :

It is well-known that L.t/ can be reconstructed from the data f�j;wj.t/gNjD1 (see [33,
112], or [32] and the references therein.) Moreover, the inverse scattering transform

2Finite Toda lattice is sometimes called the open Toda lattice.
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method to solve the initial value problem for the finite Toda equations becomes the
Gram–Schmidt orthogonalization process:

1. Given initial data L.0/ and some time t > 0 at which the solution L.t/ is desired,
compute the QR-factorization:

etL.0/ D Q.t/R.t/:

2. The solution of the Toda lattice is then obtained via

L.t/ D Q.t/>L.0/Q.t/;

where Q.t/> is the transpose of the orthogonal matrix Q.t/. For details, we refer
the reader to [91] and [110, 111].

2.4.2 The Periodic and Quasi-Periodic Solutions of the Toda Lattice

The inverse scattering transform methods in the context of nonlinear evolution
equations are not limited to spatially decaying solutions. Beginning with the seminal
works of Novikov [96], Lax [79], Dubrovin [38, 40], Its and Matveev [62, 63],
and McKean and van Moerbeke [86], the inverse scattering transform methods
were extended to construct spatially periodic and quasi-periodic solutions of the
KdV equation in the late 1970s. These methods make extensive use of the algebro-
geometric theory of Riemann surfaces. By the early 1980s analogous methods were
developed for other integrable nonlinear evolution equations such as the nonlinear
Schrödinger equation. Explicit formulae for periodic and quasi-periodic solutions,
which give soliton solutions as certain limiting cases, became available in terms
of the Riemann theta function (see [39] for a survey article on theta functions and
nonlinear equations). The fundamental object of the algebro-geometric approach to
integrate nonlinear evolution equations is the Baker–Akheizer function (a function
with certain analyticity properties on a Riemann surface) [11, 12, 14]. Such a
connection between nonlinear evolution equations and algebro-geometric methods
led to rapid developments both in algebraic geometry and in the theory of integrable
PDEs. While it is not possible to list here the vast literature, the interested reader is
encouraged to see the recent survey article of Matveev [84] on finite gap theory, a
not so recent survey article by Krichever [76] and his previous work [73, 75].

Integrability of the periodic Toda lattice consisting of N particles, with

anCN D an; bnCN D bn (74)

was first established by Hénon [55] in 1974 (see also [45], where Flaschka and
McLaughlin obtained the action-angle variables, and [121]). In 1976 Dubrovin et al.
[41] and Date and Tanaka [30] simultaneously gave the explicit formula for the
diagonal elements bn.t/ of the solution of the periodic Toda lattice in terms of
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Riemann theta functions. Three years after this development Krichever gave the
explicit formulae (again in terms of theta functions) for the off-diagonal elements
an.t/ [74]. In his work, Krichever provides the solution for both quasi-periodic
and the periodic Toda lattices. In these cases the spectrum of the Lax operator
consists of finitely many bands on the real line and the scattering data is generally
referred as “algebro-geometric” data obtained from the resulting Riemann surface.
For a detailed treatment on algebro-geometric solution methods for the periodic and
quasi-periodic Toda lattice (and the entire Toda hierarchy), we refer the reader to
[49] and the references therein.

3 Darboux and Bäcklund Transformations. Derivation
of Discrete Systems

Bäcklund and Darboux (or Darboux type) transformations originate from dif-
ferential geometry of surfaces in the nineteenth century, and they constitute an
important and very well studied connection with the modern soliton theory and
the theory of integrable systems. In the modern theory of integrable systems, these
transformations are used to generate solutions of partial differential equations,
starting from known solutions, even trivial ones. In fact, Darboux transformations
apply to systems of linear equations, while Bäcklund transformations are generally
related to systems of nonlinear equations.

For further information on Bäcklund and Darboux transformations we indica-
tively refer to [54, 85, 105] (and the references therein).

3.1 Darboux Transformations

In 1882 Jean-Gaston Darboux [24] presented the so-called “Darboux theorem”
which states that a Sturm-Liouville problem is covariant with respect to a linear
transformation. In the recent literature, this is called the Darboux transformation
[85, 105]. The first book devoted to the relation between Darboux transformations
and the soliton theory is that of Matveev and Salle [85].

3.1.1 Darboux’s Theorem

Darboux’s original result is related to the so-called one-dimensional, time-
independent Schrödinger equation, namely

y00 C .� � u/y D 0 ; u D u.x/ ; (75)
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which can be found in the literature as a Sturm–Liouville problem of finding
eigenvalues and eigenfunctions. Moreover, we refer to u as a potential function,
or just potential.

In particular we have the following.

Theorem 3.1 (Darboux) Let y1 D y1.x/ be a particular integral of the Sturm–
Liouville problem (75), for the value of the spectral parameter � D �1. Consider
also the following (Darboux) transformation

y 7! yŒ1� :D

�

d

dx
� l1

�

y ; (76)

of an arbitrary solution, y, of (75), where l1 D l1.y1/ D y1;xy�1
1 is the logarithmic

derivative of y1. Then, yŒ1� obeys the following equation

y00Œ1�C .� � uŒ1�/yŒ1� D 0 ; (77a)

where uŒ1� is given by

uŒ1� D u � 2l01 : (77b)

Darboux’s theorem states that function yŒ1� given in (76) obeys a Sturm–
Liouville problem of the same structure with (75), namely the same (75) but with an
updated potential uŒ1�. In other words, (75) is covariant with respect to the Darboux
transformation, y 7! yŒ1�, u 7! uŒ1�.

3.1.2 Darboux Transformation for the KdV Equation

The significance of the Darboux theorem lies in the fact that transformation (76)
maps solutions of a Sturm–Liouville equation (75) to other solutions of the same
equation, which allows us to construct hierarchies of such solutions. At the same
time, the theorem provides us with a relation between the “old” and the “new”
potential. In fact, if the potential u obeys a nonlinear ODE (or more importantly
a nonlinear PDE3), then relation (77) may allow us to construct new nontrivial
solutions starting from trivial ones, such as the zero solution.

Example 3.2 Consider the Sturm–Liouville equation (75) in the case where the
potential, u, satisfies the KdV equation. Therefore, both the eigenfunction y and
the potential u depend on t, which slips into their expressions as a parameter.

In this case, (75) is nothing else but the spatial part of the Lax pair for the KdV
equation, namely:

Ly D �y or yxx C
�

� � u.x; t/
�

y D 0 : (78)

3Potential u may depend on a temporal parameter t, namely u D u.x; t/.
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Now, according to Theorem 3.1, for a known solution of the KdV equation, say
u, we can solve (75) to obtain y D y.x; tI�/. Evaluating at � D �1, we get y1.x; t/ D
y.x; tI �1/ and thus, using (77b), a new potential uŒ1�. Therefore, we simultaneously
obtain new solutions, .yŒ1�; uŒ1�/, for both the linear equation (78) and the KdV
equation,4 which are given by

yŒ1� D .@x � l1/y ; (79a)

uŒ1� D u � 2l1;x ; (79b)

respectively.
Now, applying the Darboux transformation once more, we can construct a second

solution of the KdV equation in a fully algebraic manner. Specifically, first we
consider the solution y2Œ1�, which is yŒ1� evaluated at � D �2, namely

y2Œ1� D .@x � l1/y2 : (80)

where y2 D y.x; tI�2/ Then, we obtain a second pair of solutions, .yŒ2�; uŒ2�/, for
(78) and the KdV equation, given by

yŒ2� D .@x � l2/yŒ1�
(79a)
D .@x � l2/.@x � l1/y ; (81a)

uŒ2� D uŒ1� � 2l2;x
(79b)
D u � 2.l1;x C l2;x/ : (81b)

This procedure can be repeated successively, in order to construct hierarchies of
solutions for the KdV equation, namely

.yŒ1�; uŒ1�/! .yŒ2�; uŒ2�/! � � � ! .yŒn�; uŒn�/! � � � ; (82)

where .yŒn�; uŒn�/ are given by

yŒn� D

 Ô

n
Y

kD1

.@x � lk/

!

y ; uŒn� D u � 2
n
X

kD1

.lk;x/ ; (83)

where “Ô” indicates that the terms of the above “product” are arranged from the
right to the left.

In these notes, we understand Darboux transformations as gauge-like transfor-
mations which depend on a spectral parameter. In fact, as we shall see in the next
chapter, their dependence on the spectral parameter is essential to construct discrete
integrable systems.

4Potential uŒ1� is a solution of the KdV equation, since it can be readily shown that the pair
.yŒ1�; uŒ1�/ also satisfies the temporal part of the Lax pair for KdV.
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3.2 Bäcklund Transformations

As mentioned earlier, Bäcklund transformations originate in differential geometry in
the 1880s and, in particular, they arose as certain transformations between surfaces.

In the theory of integrable systems, they are seen as relations between solutions
of the same PDE (auto-BT) or as relations between solutions of two different PDEs
(hetero-BT). Regarding the nonlinear equations which have Lax representation,
Darboux transformations apply to the associated linear problem (Lax pair), while
Bäcklund transformations are related to the nonlinear equation itself. Therefore,
unlike DTs, BTs do not depend on the spectral parameter which appears in
the definition of the Lax pair. Yet, both DTs and BTs serve the same purpose; they
are used to construct nontrivial solutions starting from trivial ones.

Definition 3.3 (BT-Loose Definition) Consider the following partial differential
equations for u and v:

F.u; ux; ut; uxx; uxt; : : : / D 0 ; (84a)

G.v; vx; vt; vxx; vxt; : : : / D 0 : (84b)

Consider also the following pair of relations

Bi.u; ux; ut; : : : ; v; vx; vt; : : : / D 0 ; (85)

between u, v and their derivatives. If Bi D 0 is integrable for v, modhF D 0i,
and the resulting v is a solution of G D 0, and vice versa, then it is an hetero-
Bäcklund transformation. Moreover, if F 
 G, the relations Bi D 0 is an auto-
Bäcklund transformation.

The simplest example of BT are the well-known Cauchy-Riemann relations in
complex analysis, for the analyticity of a complex function, f D u.x; t/C v.x; t/i.

Example 3.4 (Laplace Equation) Functions u D u.x; t/ and v D v.x; t/ are
harmonic, namely

r2u D 0 ; r2v D 0 ; (86)

if the following Cauchy–Riemann relations hold

ux D vt ; ut D �vx : (87)

The latter equations constitute an auto-BT for the Laplace equation (86) and can
be used to construct solutions of the same equations, starting with known ones. For
instance, consider the simple solution v.x; t/ D xt. Then, according to (87), a second
solution of (86), u, has to satisfy ux D x and ut D �t. Therefore, u is given by
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u D 1
2
.x2 � t2/ : (88)

However, even though Laplace’s equation is linear, the same idea works for
nonlinear equations.

3.2.1 Bäcklund Transformation for the PKdV Equation

An auto-Bäcklund transformation associated to the PKdV equation,

ut D 6u2x � uxxx ; (89)

is given by the following relations

B˛ W

(

.uC v/x D 2˛ C
1
2
.u � v/2 ;

.u � v/t D 3.u2x � v
2
x / � .u � v/xxx ;

(90)

which was first presented in 1973 in a paper of Wahlquist and Estabrook [125]. In
this section we show how we can construct algebraically a solution of the PKdV
equation, using Bianchi’s permutability.

Remark 3.5 We shall refer to the first equation of (90) as the spatial part (or x-part)
of the BT, while we refer to the second one as the temporal part (or t-part) of the BT.

Exercise 3.6 Show that relations (90) constitute an auto-Bäcklund transformation
for the PKdV equation (89).

Now, let u D u.x; t/ be a function satisfying the PKdV equation. Focusing on the
spatial part of the BT (90), we can construct a new solution of the PKdV equation,
u1 D B˛1.u/, i.e.

.u1 C u/x D 2˛1 C
1
2
.u1 � u/2 : (91)

Moreover, using another parameter, ˛2, we can construct a second solution u2 D
B˛2.u/, given by

.u2 C u/x D 2˛2 C
1
2
.u2 � u/2 : (92)

Starting with the solutions u1 and u2, we can construct two more solutions from
relations u12 D B˛2.u1/ and u21 D B˛1.u2/, namely

.u12 C u1/x D 2˛2 C
1
2
.u12 � u1/

2 ; (93a)

.u21 C u2/x D 2˛1 C
1
2
.u21 � u2/

2 ; (93b)

as represented in Fig. 8a.
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u

u1 u2

u12 u21

u

u1 u2

U

(a) Construction of solutions using BT (b) Bianchi’s diagram

α1 α2

α2 α1

α1 α2

α2 α1

Fig. 8 Bianchi’s permutability. (a) Construction of solutions using BT. (b) Bianchi’s diagram

Nevertheless, the above relations need integration in order to derive the actual
solutions u1, u2 and, in retrospect, solutions u12 and u21. Yet, having at our disposal
solutions u1 and u2, a new solution can be constructed using Bianchi’s permutativity
(see Fig. 8b) in a purely algebraic way. Specifically, we have the following.

Proposition 3.7 Imposing the condition u12 D u21, the BTs (91)–(93b) imply the
following solution of the PKdV equation:

U D u � 4
˛1 � ˛2

u1 � u2
: (94)

Proof It is straightforward calculation; one needs to subtract (92) and (93b) by (91)
and (93a), respectively, and subtract the resulting equations. ut

Later on we study the Darboux transformations for the NLS equation, and we
shall see that BT arise naturally in the derivation of DT.

Exercise 3.8 (Bäcklund Transform for the sine-Gordon Equation) Show that
the following relations

B˛ W

8

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

:

�

uC v

2

�

x

D ˛ sin

�

u � v

2

�

;

�

u � v

2

�

t

D
1

˛
sin

�

uC v

2

�

;

(95)

between functions u D u.x; t/ and v D v.x; t/, constitute an auto-BT for the sine-
Gordon equation:

uxt D sin u : (96)
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Following the same procedure as for the PKdV equation, namely using the BT (95)
and Bianchi’s permutability, show that:

U D uC 4 arctan

�

˛1 C ˛2

˛2 � ˛1
tan

�

u1 � u2
4

�	

; (97)

where u satisfies (96), is also a solution of (96).

3.3 From Darboux Transformations to Discrete Systems

In this section, we shall show how one can derive discrete integrable systems using
Darboux transformations. In particular, our starting point will be continuous Lax
operators, and by considering the associated Darboux transformations, we derive
semidiscrete and fully discrete Lax operators. That is, in the derivation of Darboux
transformations, we derive differential-difference (Bäcklund transformations, [80,
81]) and difference-difference integrable systems.

3.3.1 Lax–Darboux Scheme

With the single term Lax–Darboux scheme, we describe several structures which are
related to each other and all of them are related to integrability. To be more precise,
the Lax–Darboux scheme incorporates Lax operators, corresponding Darboux
matrices and Darboux transformations, as well as the Bianchi permutability of the
latter transformations.

In what follows we present the basic points of the scheme:

• We consider Lax operators of the following AKNS form:

L :D Dx C U.p; qI�/ ; p D p.x/ ; q D q.x/ ;

where U is a matrix which belongs in the Lie algebra sl.2;C/.

Remark 3.9 The abbreviation AKNS is due to Ablowitz, Kaup, Newell and
Segur who solved the sine-Gordon equation (96) (see [4]) writing it as compati-
bility condition of a set of Lax operators in the form L D DxCU and T D DtCV ,
where U and V are certain matrices. Moreover, they generalized this method to
cover a number of PDEs [5]. It is worth mentioning that the authors of Ablowitz
et al. [4, 5] were motivated by Zakharov and Shabat [130] who applied the inverse
scattering method to the nonlinear Schrödinger equation.
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• By Darboux transformation, here, we understand a map

L! MLM�1 D L1 :D Dx C U.p10; q10I�/
„ ƒ‚ …

U10

: (98)

Matrix M is called Darboux matrix and satisfies the following equation (see
Exercise 3.11).

DxM C U10M �MU D 0 ; M D M.p; q; p10; q10; f I�/ : (99)

The Darboux matrix M depends on the “old” potentials, p; q and the “updated”
ones, p10; q10. It also depends on the spectral parameter and may depend on an
auxiliary function, as we shall see later in the example.

Darboux transformations consist of Darboux matrices M along with corre-
sponding Bäcklund transformations (or dressing chains).

Remark 3.10 It is obvious from relations (98)–(99) that, for a given operator L
we cannot determine M in full generality, and we need to make an ansatz. In what
follows, we shall be assuming that M has the same dependence on the spectral
parameter as L.

Exercise 3.11 Show that according to (98) for a Darboux transformation, the
corresponding Darboux matrix satisfies (99).

• The associated Bäcklund transformation is a set of differential equations relating
the potentials and the auxiliary functions involved in L andeL1. It can be regarded
as integrable systems of differential-difference equations D�Es [80, 81]. This
follows from the interpretation of the corresponding Darboux transformation
defining a sequence

� � �
M
�! .p�10; q�10/

M
�! .p; q/

M
�! .p10; q10/ � � � :

• A Darboux matrix M maps a fundamental solution of the equation L� D 0,
where � D �.x; �/ to a fundamental solution �10 of L1�10 D 0 according to
�10 D M� . In general, matrix M is invertible and depends on p and q, their
updates p10 and q10, the spectral parameter �, and some auxiliary functions, i.e.,
M D M.p; q; p10; q10I�/.

Moreover, the determinant of the Darboux matrix is independent of x (see
Exercise 3.12).

Exercise 3.12 Using (98), where U 2 sl.2;C/ show that matrix M:

1. maps fundamental solutions of L� D 0 to fundamental solutions of L1� D 0.
2. has determinant independent of x, namely @x.det M/ D 0. Hint: Use

Liouville’s well-known formula for the determinant of the solution of the
equation .d=dx/� D M� ).
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Fig. 9 Bianchi commuting
diagram

Ψ Ψ10M

Ψ01 Ψ11M01

K K10

• We employ Darboux matrices to derive two new fundamental solutions �10
and �01:

�10 D M.p; q; p10; q10I�/� 
 M� ; �01 D M.p; q; p01; q01I�/� 
 K� :

• Considering compatibility around the square, a third solution can be
derived as described in the Bianchi-type diagram Fig. 9, where M01 :D
M.p01; q01; p11; q11I�/ and K10 :D M.p10; q10; p11; q11I�/.

The compatibility around the square yields the following condition:

M01K � K01M D 0 ; (100)

If the latter condition is written out explicitly, it results in algebraic relations
among the various potentials involved, namely a system of P�E equations.

We can interpret the above construction in a discrete way. Particularly, let us
assume that p and q are functions depending not only on x but also on two discrete
variables n and m, i.e., p D p.xI n;m/ and q D q.xI n;m/. Furthermore, we define
the shift operators S and T acting on a function f D f .n;m/ as

f10 :D S f .n;m/ D f .nC 1;m/ ; f01 :D T f .n;m/ D f .n;mC 1/ : (101)

In general,

fij :D S iTjf .n;m/ D f .nC i;mC j/ (102)

We shall refer to S and T as the shift operators in the n and the m-direction,
respectively.

3.3.2 An Example: Lax–Darboux Scheme for the Nonlinear Schrödinger
Equation

Consider the following Lax operator

L :D Dx C U.p; qI�/ D Dx C �U1 C U0 ; (103a)
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where U1 and U0 are given by

U1 
 	3 D diag.1;�1/ ; U0 D

�

0 2p
2q 0

�

: (103b)

Operator (103) constitutes the spatial part of the Lax pair for the nonlinear
Schrödinger equation,

pt D pxx C 4p2q ; qt D �qxx � 4pq2 :

Now, we seek elementary Darboux transformation, namely Darboux transforma-
tion that cannot be decomposed to others. We assume that the associated Darboux
matrix, M, has linear �-dependence, namely it is of the form M D �M1 C M0.
Substitution of the latter to (99) implies a second order algebraic equation in �.
Equating the coefficients of the several powers of � equal to zero, we obtain the
following system of equations

�2 W Œ	3;M1� D 0 ; (104a)

�1 W M1;x C Œ	3;M0�C U0
10M1 �M1U

0 D 0 ; (104b)

�0 W M0;x C U0
10M0 �M0U

0 D 0 ; (104c)

where with Œ	3;M1� we denote the commutator of 	3 and M1.
Equation (104a) implies that M1 must be diagonal, i.e., M1 D diag.c1; c2/. Then,

we substitute M1 to (104b).
Now, for simplicity of the notation, we denote the .1; 1/ and .2; 2/ entries of M0

by f and g respectively. Then, it follows from (104c) that the entries of matrix M0

must satisfy the following equations

@xf D 2.M0;12q � p10M0;21/ ; (105a)

@xg D 2.M0;21p � q10M0;12/ ; (105b)

@xM0;12 D 2.pf � gp10/ ; (105c)

@xM0;21 D 2.qg � q10f / : (105d)

The off-diagonal part of (104b) implies that the .1; 2/ and .2; 1/ entries of matrix
M0 are given by

M0;12 D c1p � c2p10 ; M0;21 D c1q10 � c2q : (106)

Additionally, from the diagonal part of (104b) we deduce that c1;x D c2;x D 0.
Therefore, ci, i D 1; 2 can be either zero or nonzero. Thus, after rescaling we can
choose either c1 D 1, c2 D 0 (rank M1 D 1), or c1 D 0, c2 D �1 (rank M1 D 1),
or c1 D 1; c2 D �1 (rank M1 D 2). The first two choices correspond to gauge
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equivalent elementary Darboux matrices and the third one leads to a Darboux matrix
which can be given as a composition of the two previous elementary matrices.

Indeed, the choice c1 D 1, c2 D 0 implies M0;12 D p and M0;21 D q10. Moreover,
(105b) implies that g D const: D ˛, i.e.,

M0 D

�

f p
q10 ˛

�

: (107)

In this case the Darboux matrix is given by

�

�

1 0

0 0

�

C

�

f p
q10 ˛

�

; (108)

where, according to (105), its entries satisfy

@xf D 2.pq � p10q10/=I ; @xp D 2.pf � ˛p10/=I ; @xq10 D 2.cq � q10f /=I :
(109)

Now, if ˛ ¤ 0, it can be rescaled to ˛ D 1.
In the case where ˛ D 0, from (109) we deduce

px D 2fp ; q10;x D �2fq10 : (110)

Thus, the Darboux matrix in this case is given by

M.p; q10; f / :D �

�

1 0

0 0

�

C

�

f p
q10 0

�

: (111)

In addition, after an integration with respect to x, (110) imply that q10 D c=p.
In general, we have the following.

Proposition 3.13 Let M be an elementary Darboux matrix for the Lax operator
(103) and suppose it is linear in �. Then, up to a gauge transformation, M is given by

M.p; q10; f / :D �

�

1 0

0 0

�

C

�

f p
q10 1

�

; (112)

where the potentials p and q satisfy the following differential-difference equations

@xf D 2.pq � p10q10/ ; (113a)

@xp D 2.pf � p10/ ; (113b)

@xq10 D 2.q � q10f / : (113c)
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Moreover, matrix (112) degenerates to

Mc.p; f / D �

�

1 0

0 0

�

C

�

f p
c=p 0

�

; f D
px

2p
: (114)

It is straightforward to show that system (113) admits the following first integral

@x.f � p q10/ D 0 : (115)

which implies that @x det M D 0.

Exercise 3.14 Show that the choice c1 D 0; c2 D �1 in (106) leads to a
Darboux matrix gauge equivalent to (112), and, in particular, show that matrix
	1N.p10; q; g/	�1

1 is of the form Eq. (112).

Remark 3.15 In this case, of the nonlinear Schrödinger equation, an elementary
Darboux transformation consists of an elementary Darboux matrix (112), which is
�-depended, and a system of D�Es, namely system (113). The latter is nothing
else but the spatial part of a Bäcklund transformation associated to the nonlinear
Schrödinger equation, and it does not depend on the spectral parameter, �.

3.4 Derivation of Discrete Systems and Initial Value Problems

In this section we employ the Darboux matrices derived in the previous section
to derive discrete integrable systems. We shall present only the pairs of Darboux
matrices which lead to genuinely nontrivial discrete integrable systems. For these
systems we consider an initial value problem on the staircase.

3.4.1 Nonlinear Schrödinger Equation and Related Discrete Systems

Having derived two Darboux matrices for operator (103), we focus on the one given
in (112) and consider the following discrete Lax pair

�10 D M� ; �01 D K� ; (116)

where M and K are given by

M 
 M.p; q10; f / D �

�

1 0

0 0

�

C

�

f p
q10 1

�

; (117a)

K 
 M.p; q01; g/ D �

�

1 0

0 0

�

C

�

g p
q01 1

�

: (117b)
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The compatibility condition of (117) results to

f01 � f � .g10 � g/ D 0 ; (118a)

f01 g � fg10 � p10q10 C p01q01 D 0 ; (118b)

p.f01 � g10/ � p10 C p01 D 0 ; (118c)

q11.f � g/ � q01 C q10 D 0 : (118d)

This system can be solved either for .p01; q01; f01; g/ or for .p10; q10; f ; g10/. In either
of these cases, we derive two solutions. The first one is

p10 D p01 ; q10 D q01 ; f D g ; g10 D f01 ; (119)

which is trivial and corresponds to M.p; q10; f / D M.p; q01; g/.
The second solution is given by

p01 D
q10p2 C .g10 � f /pC p10

1C pq11
; q01 D

p10q112 C .f � g10/q11 C q10
1C pq11

;

(120a)

f01 D
q11.p10 C pg10/C f � pq10

1C pq11
; g D

q11.pf � p10/C g10 C pq10
1C pq11

:

(120b)

The above system has some properties which take their rise in the derivation of
the Darboux matrix. In particular, we have the following.

Proposition 3.16 System (120) admits two first integrals, F :D f � pq10 and G :D
g � pq01, and the following conservation law

.T � 1/F D .S � 1/G : (121)

Proof Relation (115) suggests that

.T � 1/.f � pq10/ D 0 and .S � 1/.g � pq01/ D 0 ; (122)

which can be shown by straightforward calculation, and it is left as an exercise.
Thus, F D f � pq10 and G :D g � pq01 are first integrals. Moreover, (118a) can be
written in the form of the conservation law (121). ut

Corollary 3.17 The following relations hold.

f � pq10 D ˛.n/ and g � pq01 D ˇ.m/ : (123)
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g g10

n

m

p,q p10,q10

f

f01

p01,q01 p11,q11 Evolution determined by (117)

Evolution determined by (121)

Fig. 10 Initial value problem and direction of evolution

Remark 3.18 In view of relations (123), we can interpret functions f and g as
being given on the edges of the quadrilateral where system (120) is defined, and,
consequently, consider system (120) as a vertex-bond system [56].

Exercise 3.19 Show relations (122) using (118).

Our choice to solve system (118) for p01, q01, f01 and g is motivated by the initial
value problem related to system (120). Suppose that the initial values for p and q
are given on the vertices along a staircase as shown in Fig. 10. Functions f and g are
given on the edges of this initial value configuration in a consistent way with the
first integrals (123). In particular, horizontal edges carry the initial values of f and
vertical edges the corresponding ones of g.

With these initial conditions, the values of p and q can be uniquely determined at
every vertex of the lattice, while f and g on the corresponding edges. This is obvious
from the rational expressions (120) defining the evolution above the staircase, cf.
Fig. 10.

For the evolution below the staircase, one has to use

p10 D
q01p2 C .f01 � g/pC p01

1C p q11
; q10 D

p01q112 C .g � f01/q11 C q01
1C pq11

;

(124a)

g10 D
q11.p01 C pf01/C g � pq01

1C pq11
; f D

q11.pg � p01/C f01 C pq01
1C p q11

;

(124b)

which uniquely defines the evolution below the staircase as indicated in Fig. 10.
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Remark 3.20 We could consider more general initial value configurations of stair-
cases of lengths `1 and `2 in the n and m lattice direction, respectively. Such initial
value problems are consistent with evolutions (120), (124) determining the values
of all fields uniquely at every vertex and edge of the lattice.

Now, using first integrals we can reduce system (120) to an Adler–Yamilov type
of system as those in [8]. Specifically, we have the following.

Proposition 3.21 System (120) can be reduced to the following nonautonomous
Adler–Yamilov type of system for p and q:

p01 D p10 �
˛.n/ � ˇ.m/

1C pq11
p ; q01 D q10 C

˛.n/ � ˇ.m/

1C pq11
q11 : (125)

Proof The proof is straightforward if one uses relations (123) to replace f and g in
system (120). ut

Now, we will use two different Darboux matrices associated with the NLS
equation to construct the discrete Toda equation [108].

In fact, we introduce a discrete Lax pair as (116), with M D M1.p; f / in (114)
and K D M.p; q01; g/ in (112). That is, we consider the following system

�10 D

 

�

�

1 0

0 0

�

C

 

f p
1
p 0

!!

� ; (126a)

�01 D

 

�

�

1 0

0 0

�

C

�

g p
q01 1

�

!

� ; (126b)

and impose its compatibility condition.
From the coefficient of the �-term in the latter condition we extract the following

equations

f � f01 D g � g10 ; (127a)

p01 D
1

q11
: (127b)

Additionally, the �0-term of the compatibility condition implies

f01g � g10f D
p10
p
� p01q01 ; (128a)

g10 � f01 D
p01
p
; (128b)

g � f D
p01
p
: (128c)
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Now, recall from the previous section that, using (123), the quantities g and g10
are given by

g D ˇ.m/C pq01 and g10 D ˇ.m/C p10q11 : (129)

We substitute g and g10 into (128b) and (128c), and then replace p and its shifts using
(127b). Then, we can express f and f01 in terms of the potential q and its shifts:

f D
q01
q10
�

q10
q11
C ˇ.m/ ; (130a)

f01 D
q11
q20
�

q10
q11
C ˇ.m/ : (130b)

Proposition 3.22 The compatibility of system (130) yields a fully discrete Toda type
equation.

Proof Applying the shift operator T on both sides of (130a) and demanding that its
right-hand side agrees with that of (130b), we obtain

q11
q20
�

q02
q11
C

q11
q12
�

q10
q11
D ˇ.mC 1/ � ˇ.m/ : (131)

Then, we make the transformation

q! exp.�w�1;�1/ ; (132)

which implies the following discrete Toda type equation

ew1;�1�w � ew�w
�1;1 C ew0;1�w � ew�w0;�1 D ˇ.mC 1/ � ˇ.m/ ; (133)

and proves the statement. ut

Exercise 3.23 Show that the discrete Toda equation (133) can be written in the
form of a conservation law.

3.5 Lax–Darboux Scheme for NLS Type Equations

In the previous section we used the NLS equation as an illustrative example to
describe the Lax–Darboux scheme. The NLS equation was not selected randomly,
but as a simple example of recent classification results of automorphic Lie algebras.
In particular, finite groups of fractional-linear transformations of a complex variable
were classified by Klein [66], and they correspond to the cyclic groups Zn, the
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dihedral groups Dn, the tetrahedral group T , the octahedral group O and the
icosahedral group I. Following Klein’s classification, in [21, 22] it has been shown
that in the case of 2 � 2 matrices (n D 2), the essentially different reduction
groups are

• the trivial group (with no reduction);
• the cyclic reduction group Z2 (leading to the Kac–Moody algebra A11);
• the Klein reduction group Z2 �Z2 Š D2.

Now, the following Lax operators

L D Dx C �

�

1 0

0 �1

�

C

�

0 2p
2q 0

�

; (134a)

L D Dx C �
2

�

1 0

0 �1

�

C �

�

0 2p
2q 0

�

; (134b)

L D Dx C .�
2 � ��2/

�

1 0

0 �1

�

C �

�

0 2 p
2 q 0

�

C ��1

�

0 2 q
2 p 0

�

; (134c)

constitute all the essential different Lax operators, with poles of minimal order,
invariant with respect to the generators of Z2 and D2 groups with degenerate orbits.5

In what follows, we study the Darboux transformations for all the above cases.
Operator (134a) is associated with the NLS equation [131], while (134b) and

(134c) are associated with the DNLS equation [65], and a deformation of the DNLS
equation [88], respectively.

In [67, 70], the Lax–Darboux scheme was applied to all cases (134a), (134b) and
(134c). As a result, for all these cases, Darboux transformations were studied and
novel discrete integrable systems were constructed.

4 Discrete Integrable Systems and Yang–Baxter Maps

As we mentioned in the introduction, a very important integrability criterion is that
of the 3D-consistency and, by extension, the multidimensional consistency [19, 94].

In what follows, we briefly explain what is the 3D-consistency property and we
review some recent classification results. For more information we refer to [57, 92]
which are two of the few self-contained books on the integrability of discrete
systems, as well as [53] for a collection of results.

5These are orbits corresponding to the fixed points of the fractional linear transformations of the
spectral parameter.
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4.1 Equations on Quad-Graphs: 3D-Consistency

Let us consider a discrete equation of the form

Q.u; u10; u01; u11I a; b/ D 0 ; (135)

where uij, i; j D 0; 1, u 
 u00, belong in a set A and the parameters a; b 2 C.
Moreover, we assume that (135) is uniquely solvable for any ui in terms of the rest.
We can interpret the fields ui to be attached to the vertices of a square as in Fig. 11a.

If (135) can be generalized in a consistent way on the faces of a cube, then it is
said to be 3D-consistent. In particular, suppose we have the initial values u; u100; u010
and u001 attached to the vertices of the cube as in Fig. 11b. Now, since (135) is
uniquely solvable, we can uniquely determine values u110; u101 and u011, using the
bottom, front and left face of the cube. Then, there are three ways to determine value
u111, and we have the following.

Definition 4.1 If for any choice of initial values u, u100, u010 and u001, equation
Q D 0 produces the same value u111 when solved using the left, back or top face of
the cube, then it is called 3D-consistent.

Note 4.2 In the above interpretation, we have adopted similar notation to (101)–
(102): We consider the square in Fig. 11a to be an elementary square in a two-
dimensional lattice. Then, we assume that field u depends on two discrete variables
n and m, i.e., u D u.n;m/. Therefore, uijs on the vertices of Fig. 11a are

u u10

u01 u11

a

a

bb

u u100

u110
u010

u001 u101

u111

u011

a

a

a

c

b b

c

(b) Cube(a) Quad-Graph

Fig. 11 3D-consistency. (a) Quad-graph. (b) Cube
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u00 D u.n;m/ ; u10 D u.nC 1;m/ ;

u01 D u.n;mC 1/ ; u11 D u.nC 1;mC 1/ :
(136)

Moreover, for the interpretation on the cube we assume that u depends on a third
variable k, such that

u000 D u.n;m; k/ ; u100 D u.nC 1;m; k/ ; : : : ; u111 D u.nC 1;mC 1; kC 1/ :
(137)

Now, as an illustrative example we use the discrete potential KdV equation which
first appeared in [58].

Example 4.3 (Discrete Potential KdV Equation) Consider (135), where Q is
given by

Q.u; u10; u01; u11I a; b/ D .u � u11/.u10 � u01/C b � a: (138)

Now, using the bottom, front and left faces of the cube Fig. 11b, we can solve
equations

Q.u; u100; u010; u110I a; b/ D 0 ; (139a)

Q.u; u100; u001; u101I a; c/ D 0 ; (139b)

Q.u; u010; u001; u011I b; c/ D 0 ; (139c)

to obtain solutions for u110; u101 and u011, namely

u110 D uC
a � b

u010 � u100
; (140a)

u101 D uC
a � c

u001 � u100
; (140b)

u011 D uC
b � c

u001 � u010
; (140c)

respectively.
Now, if we shift (140a) in the k-direction, and then substitute u101 and u011 (which

appear in the resulting expression for u11) by (140), we deduce

u111 D �
.a � b/u100u010 C .b � c/u010u001 C .c � a/u100u001

.a � b/u001 C .b � c/u100 C .c � a/u010
: (141)

It is obvious that, because of the symmetry in the above expression, we would obtain
exactly the same expression for u111 if we had alternatively shifted u101 in the m-
direction and substituted u110 and u011 by (140), or if we had shifted u011 in the n-
direction and substituted u110 and u101. Thus, the dpKdV equation is 3D-consistent.



Discrete Integrable Systems, Darboux Transformations, and Yang–Baxter Maps 243

4.2 ABS Classification of Maps on Quad-Graphs

In 2003 [9] Adler et al. classified all the 3D-consistent equations in the case where
A D C. In particular, they considered all the equations of the form (135), where
u; u10; u01; u11; a; b 2 C, that satisfy the following properties:

I. Multilinearity. Function Q D Q.u; u10; u01; u11I a; b/ is a first order polyno-
mial in each of its arguments, namely linear in each of the fields u; u10; u01; u11.
That is,

Q.u; u10; u01; u11I a; b/

D a1uu10u01u11 C a2uu10u01 C a3uu10u11 C � � � C a16 ; (142)

where ai D ai.a; b/, i D 1; : : : ; 16.
II. Symmetry. Function Q satisfies the following symmetry property

Q.u; u10; u01; u11I a; b/ D �Q.u; u01; u10; u11I b; a/

D 	Q.u10; u; u11; u01I a; b/ ;
(143)

with �; 	 D ˙1.
III. Tetrahedron property. That is, the final value u111 is independent of u.

ABS proved that all the equations of the form (135) which satisfy the above
conditions, can be reduced to seven basic equations, using Möbius (fraction linear)
transformations of the independent variables and point transformations of the
parameters. These seven equations are distributed into two lists known as the Q-
list (list of 4 equations) and the H-list (list of three equations).

Remark 4.4 The discrete potential KdV (dpKdV) equation, which we shall consider
in Eq. (161), is the first member of the H-list (HI).

Those equations of the form (135) which satisfy the multilinearity condition (I),
admit Lax representation. In fact, in this case, introducing an auxiliary spectral
parameter, �, there is an algorithmic way to find a matrix L such that (135) can
be written as the following zero-curvature equation

L.u11; u01I a; �/L.u01; uI b; �/ D L.u11; u10I b; �/L.u10; uI a; �/ : (144)

We shall see later on that 1. equations of the form (135) with the fields on the
edges of the square Fig. 11a are related to Yang–Baxter maps and 2. Yang–Baxter
maps may have Lax representation as (144).
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4.2.1 Classification of Quadrirational Maps: The F-List

A year after the classification of the 3D-consistent equations, ABS in [10] classified
all the quadrirational maps in the case where A D CP1; the associated list of maps
is known as the F-list. Recall that, a map YW .x; y/ 7!

�

u.x; y/; v.x; y/
�

is called
quadrirational, if the maps

u.:; y/WA! A ; v.x; :/WA! A ; (145)

are birational. In particular, we have the following.

Theorem 4.5 (ABS, F-List) Up to Möbius transformations, any quadrirational
map on CP1 �CP1 is equivalent to one of the following maps

u D ayP ; v D bxP ; P D
.1 � b/xC b � aC .a � 1/y

b.1 � a/xC .a � b/xyC a.b � 1/y
I (FI)

u D
y

a
P ; v D

x

b
P ; P D

ax � byC b � a

x � y
I (FII)

u D
y

a
P ; v D

x

b
P ; P D

ax � by

x � y
I (FIII)

u D yP ; v D xP ; P D 1C
b � a

x � y
I (FIV)

u D yC P ; v D xC P ; P D
a � b

x � y
; (FV)

up to suitable choice of the parameters a and b.

We shall come back to the F-list in Sect. 4, where we shall see that all the
equations of the F-list have the Yang–Baxter property; yet, the other members of
their equivalence classes may not satisfy the Yang–Baxter equation. However, we
shall present a more precise list given in [103].

4.3 The Yang–Baxter Equation

The original (quantum) Yang–Baxter equation originates in the works of Yang [126]
and Baxter [15], and it has a fundamental role in the theory of quantum and classical
integrable systems.

Here, we are interested in the study of the set-theoretical solutions of the Yang–
Baxter equation. The first examples of such solutions appeared in 1988, in a paper
of Sklyanin [107]. However, the study of the set-theoretical solutions was formally
proposed by Drinfiel’d in 1992 [37], and gained a more algebraic flavor in [20].
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Veselov, in [123], proposed the more elegant term “Yang–Baxter maps” for this type
of solutions and, moreover, he connected them with integrable mappings [123, 124].

Let V be a vector space and Y 2 End.V˝V/ a linear operator. The Yang–Baxter
equation is given by the following

Y12 ı Y13 ı Y23 D Y23 ı Y13 ı Y12 ; (146)

where Yij, i; j D 1; 2; 3, i ¤ j, denotes the action of Y on the ij factor of the triple
tensor product V ˝ V ˝ V . In this form, (146) is known in the literature as the
quantum YB equation.

4.3.1 Parametric Yang–Baxter Maps

Let us now replace the vector space V by a set A, and the tensor product V ˝ V
by the Cartesian product A � A. In what follows, we shall consider A to be a finite-
dimensional algebraic variety in KN , where K is any field of zero characteristic, such
as C or Q.

Now, let Y 2 End.A � A/ be a map defined by

YW .x; y/ 7!
�

u.x; y/; v.x; y/
�

: (147)

Furthermore, we define the maps Yij 2 End.A�A�A/ for i; j D 1; 2; 3, i ¤ j, which
appear in (146), by the following relations

Y12.x; y; z/ D .u.x; y/; v.x; y/; z/ ; (148a)

Y13.x; y; z/ D
�

u.x; z/; y; v.x; z/
�

; (148b)

Y23.x; y; z/ D
�

x; u.y; z/; v.y; z/
�

: (148c)

Let also Y21 D �Y� , where � 2 End.A � A/ is the permutation map: �.x; y/ D
.y; x/.

Map Y is a YB map, if it satisfies the YB equation (146). Moreover, it is called
reversible if the composition of Y21 and Y is the identity map, i.e.,

Y21 ı Y D Id : (149)

Now, let us consider the case where parameters are involved in the definition of
the YB map. In particular we define the following map

Ya;bW .x; y/ 7! .u; v/ 

�

u.x; yI a; b/; v.x; yI a; b/
�

: (150)

This map is called parametric YB map if it satisfies the parametric YB equation
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(x;a)

(u;a)

(y;b)

(v;b)
Ya,b

Y 32
c,b

Y 31
c,a

Y 21
b,a

x

y

z

Y 23
b,c

Y 13
a,c

z(2)

Y 12
b,c

x(2)

y(2)

(b)(a)

Fig. 12 Cubic representation of (a) the parametric YB map and (b) the corresponding YB equation

Y12a;b ı Y13a;c ı Y23b;c D Y23b;c ı Y13a;c ı Y12a;b : (151)

One way to represent the map Ya;b is to consider the values x and y taken on the
sides of the quadrilateral as in Fig. 12a; the map Ya;b maps the values x and y to the
values placed on the opposite sides of the quadrilateral, u and v.

Moreover, for the YB equation, we consider the values x, y and z taken on the
sides of the cube as in Fig. 12b. Specifically, by the definition (148) of the functions
Yij, the map Y23b;c maps

.x; y; z/
Y23b;c
��! .x; y.1/; z.1// ; (152)

using the right face of the cube. Then, map Y13a;c maps

.x; y.1/; z.1//
Y13a;c
��! .x.1/; y.1/; z.2// 
 Y13a;c ı Y23b;c.x; y; z/ ; (153)

using the front face of the cube. Finally, map Y12a;b maps

.x.1/; y.1/; z.2//
Y12a;b
��! .x.2/; y.2/; z.2// 
 Y12a;b ı Y13a;c ı Y23b;c.x; y; z/ ; (154)

using the top face of the cube.
On the other hand, using the bottom, the back and the left face of the cube, the

values x, y and z are mapped to the values Ox.2/, Oy.2/ and Oz.2/ via the map Y23b;cıY
13
a;cıY

12
a;b

which consists with the right-hand side of equation, namely (147)

Y23b;c ı Y13a;c ı Y12a;b.x; y; z/ D .Ox
.2/; Oy.2/; Oz.2// : (155)
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Therefore, the map Ya;b satisfies the YB equation (151) if and only if x.2/ D Ox.2/,
y.2/ D Oy.2/ and z.2/ D Oz.2/.

Most of the examples of YB maps which appear in these lecture notes are
parametric.

Example 4.6 One of the most famous parametric YB maps is Adler’s map [7]

.x; y/
Ya;b
��! .u; v/ D

�

y �
a � b

xC y
; xC

a � b

xC y

�

; (156)

which is related to the 3D consistent discrete potential KDV equation [93, 101].

Exercise 4.7 By straightforward substitution, show that Adler’s map (156) satisfies
the YB equation (146).

4.3.2 Matrix Refactorization Problems and the Lax Equation

Let us consider the matrix L depending on a variable x, a parameter c and a spectral
parameter �, namely L D L.xI c; �/, such that the following matrix refactorization
problem

L.uI a; �/L.vI b; �/ D L.yI b; �/L.xI a; �/ ; for any � 2 C ; (157)

is satisfied whenever .u; v/ D Ya;b.x; y/. Then, L is called Lax matrix for Ya;b, and
(157) is called the Lax-equation or Lax-representation for Ya;b.

Note 4.8 In the rest of this thesis we use the letter “L” when referring to Lax
matrices of the refactorization problem (157) and the bold “L” for Lax operators.
Moreover, for simplicity of the notation, we usually omit the dependence on the
spectral parameter, namely L.xI a; �/ 
 L.xI a/.

Since the Lax equation (157) does not always have a unique solution for .u; v/,
Kouloukas and Papageorgiou in [72] proposed the term strong Lax matrix for a YB
map. This is when the Lax equation is equivalent to a map

.u; v/ D Ya;b.x; y/ : (158)

The uniqueness of refactorization (157) is a sufficient condition for the solutions of
the Lax equation to define a reversible YB map of the form (158). In particular, we
have the following.

Proposition 4.9 (Veselov) Let u D u.x; y/, v D v.x; y/ and L D L.xI˛/ a matrix
such that the refactorization (157) is unique. Then, the map defined by (158) satisfies
the Yang–Baxter equation and it is reversible.

In the case where the map (158) admits Lax representation (157), but it is not
equivalent to (157), one may need to check the YB property separately.
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In these lecture notes, we are interested in those YB maps whose Lax represen-
tation involves matrices with rational dependence on the spectral parameter, as the
following.

Example 4.10 In terms of Lax matrices, Adler’s map (156) has the following strong
Lax representation [109, 124]

L.uI a; �/L.vI b; �/ D L.yI b; �/L.xI a; �/ ; for any � 2 C ; (159)

where

L.xI a; �/ D

�

x 1

x2 � a x

�

� �

�

0 0

1 0

�

: (160)

4.4 Yang–Baxter Maps and 3D Consistent Equations

From the representation of the YB equation on the cube, as in Fig. 12b, it is clear
that the YB equation is essentially the same with the 3D consistency condition with
the fields lying on the edges of the cube. Therefore, one would expect that we can
derive YB maps from equations having the 3D consistency property.

The connection between YB maps and the multidimensional consistency condi-
tion for equations on quad graphs originates in the paper of Adler et al. in 2003 [9].
However, a more systematic approach was presented in the paper of Papageorgiou
et al. [102] a couple of years later and it is based on the symmetry analysis of
equations on quad-graphs. In particular, the YB variables constitute invariants of
their symmetry groups.

We present the example of the discrete potential KdV (dpKdV) equation [93,
101] which was considered in [102].

Example 4.11 The dpKdV equation is given by

.f11 � f /.f10 � f01/ � aC b D 0 ; (161)

where the fields are placed on the vertices of the square as in Fig. 13. We consider
the values on the edges to be the difference of the values on the vertices, namely

x D f10 � f ; y D f11 � f10 ; u D f11 � f01 ; and v D f01 � f ; (162)

as in Fig. 13. This choice of the variables is motivated by the fact that the dpKdV
equation is invariant under the translation f ! f C const. Now, the invariants (162)
satisfy the following equation

xC y D uC v : (163)
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f

f01

f10

f11

x

y

u

v

Fig. 13 (a) dpKdV equation: fields placed on vertices. (b) Adler’s map: fields placed on the edges

Moreover, (161) can be rewritten as

.xC y/.x � v/ D a � b : (164)

Solving (163) and (164), we obtain the Adler’s map (156).

4.5 Classification of Quadrirational YB Maps: The H-List

All the quadrirational maps in the F-list presented in the first chapter satisfy the YB
equation. However, in principle, their Möbius-equivalent maps do not necessarily
have the YB property, as in the following.

Example 4.12 Consider the map FV of the F-list. Under the change of variables

.x; y; u; v/! .�x;�y; u; v/ ; (165)

it becomes

.x; y/!

�

�y �
a � b

x � y
;�x �

a � b

x � y

�

: (166)

The above map does not satisfy the YB equation.

In fact, all the maps of the F-list lose the YB property under the transformation
(165).

The quadrirational maps which satisfy the YB equation were classified in [103].
Particularly, their classification is based on the following.

Definition 4.13 Let ��WX ! X be a �-parametric family of bijections. The
parametric YB maps Ya;b andeYa;b are called equivalent, if they are related as follows
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eYa;b D �
�1
a � �

�1
b Ya;b �a � �b : (167)

Remark 4.14 It is straightforward to show that the above equivalence relation is
well defined; if Ya;b has the YB property, so does the mapeYa;b.

The representative elements of the equivalence classes, with respect to the
equivalence relation (167), are given by the following list.

Theorem 4.15 Every quadrirational parametric YB map is equivalent (in the sense
(167)) to one of the maps of the F-list or one of the maps of the following list

u D yQ�1 ; v D xQ ; Q D
.1 � b/xyC .b � a/yC b.a � 1/

.1 � a/xyC .a � b/xC a.b � 1/
I (HI)

u D yQ�1 ; v D xQ; Q D
aC .b � a/y � bxy

bC .a � b/x � axy
I (HII)

u D
y

a
Q ; v D

x

b
Q ; Q D

axC by

xC y
I (HIII)

u D yQ�1 v D xQ ; Q D
axyC 1

bxyC 1
I (HIV)

u D y � P; v D xC P ; P D
a � b

xC y
: (HV)

We refer to the above list as the H-list. Note that, the map HV is the Adler’s map
(156).

4.6 Derivation of Yang–Baxter Maps from Darboux
Transformations

In this section we shall show how we can use Darboux transformations of particular
Lax operators to construct Yang–Baxter maps, which can then be restricted to
completely integrable ones (in the Liouville sense) on invariant leaves.

4.6.1 Invariants and Integrability of Yang–Baxter Maps

Proposition 4.16 If L D L.x; aI�/ is a Lax matrix with corresponding YB map, Y W
.x; y/ 7! .u; v/, then the tr.L.y; bI�/L.x; aI�// is a generating function of invariants
of the YB map.
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Proof Since,

tr
�

L.u; aI�/L.v; bI�/
� (157)
D tr

�

L.y; bI�/L.x; aI�/
�

D tr
�

L.x; aI�/L.y; bI�/
�

;

(168)

and the function tr
�

L.x; aI�/L.y; bI�/
�

can be written as tr.L
�

x; aI�/L.y; bI�/
�

D
P

k �
kIk.x; yI a; b/, from (168) follows that

Ii.u; vI a; b/ D Ii.x; yI a; b/ ; (169)

which are invariants for Y . ut

The invariants of a YB map are essential towards its integrability in the Liouville
sense. Note that, the generated invariants, Ii.x; yI a; b/, in Proposition 4.16, may not
be functionally independent. In what follows, we define the complete (Liouville)
integrability of a YB map, following [47, 122]. However, for Liouville integrability,
the reader is expected to have some basic knowledge of Poisson geometry [13, 83].

Definition 4.17 A 2N-dimensional Yang–Baxter map,

YW .x1; : : : ; x2N/ 7! .u1; : : : ; u2N/ ; ui D ui.x1; : : : ; x2N/ ; i D 1; : : : ; 2N ;

is said to be completely integrable or Liouville integrable if

1. there is a Poisson matrix, Jij D fxi; xjg, of rank 2r, which is invariant under the
action of the YB map, namely Jij and QJij D fui; ujg have the same functional form
of their respective arguments,

2. map Y has r functionally independent invariants, Ii, namely Ii ıY D Ii, which are
in involution with respect to the corresponding Poisson bracket, i.e., fIi; Ijg D 0,
i; j D 1; : : : ; r, i ¤ j,

3. there are k D 2N � 2r Casimir functions, namely functions Ci, i D 1; : : : ; k,
such that fCi; f g D 0, for any arbitrary function f D f .x1; : : : ; x2N/. These are
invariant under Y , namely Ci ı Y D Ci.

4.6.2 Example: From the NLS Equation to the Adler–Yamilov YB Map

Recall that, in the case of NLS equation, the Lax operator is given by

L.p; qI�/ D Dx C �U1 C U0; where U1 D 	3, U0 D

�

0 2p
2q 0

�

; (170)

where 	3 is the standard Pauli matrix, i.e., 	3 D diag.1;�1/.
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Moreover, a Darboux matrix for L is given by

M D �

�

1 0

0 0

�

C

�

f p
q10 1

�

: (171)

The entries of (171) must satisfy the following system of equations

@xf D 2.pq � p10q10/; @xp D 2.pf � p10/ ; @xq10 D 2.q � q10f / ; (172)

which admits the following first integral

@x.f � pq10/ D 0 : (173)

This integral implies that @x det M D 0.
In correspondence with (171), we define the matrix

M.xI�/ D �
�

1 0

0 0

�

C

�

X x1
x2 1

�

; x D .x1; x2;X/ ; (174)

and substitute it into the Lax equation (157)

M.uI�/M.vI�/ D M.yI�/M.xI�/ (175)

to derive the following system of equations

v1 D x1 ; u2 D y2 ; U C V D X C Y ; u2v1 D x1y2 ;

u1 C Uv1 D y1 C x1Y ; u1v2 C UV D x2y1 C XY ; v2 C u2V D x2 C Xy2 :

The corresponding algebraic variety is a union of two six-dimensional com-
ponents. The first one is obvious from the refactorization problem (175), and it
corresponds to the permutation map

x 7! u D y ; y 7! v D x ;

which is a (trivial) YB map. The second one can be represented as a rational six-
dimensional noninvolutive map of K3 � K3 ! K3 � K3

x1 7! u1 D
y1 C x21x2 � x1X C x1Y

1C x1y2
; y1 7! v1 D x1 ; (176a)

x2 7! u2 D y2 ; y2 7! v2 D
x2 C y1y22 C y2X � y2Y

1C x1y2
;

(176b)
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X 7! U D
y1y2 � x1x2 C X C x1y2Y

1C x1y2
; Y 7! V D

x1x2 � y1y2 C x1y2X C Y

1C x1y2
;

(176c)

which, one can easily check that, satisfies the YB equation.
The trace of M.yI�/M.xI�/ is a polynomial in � whose coefficients are

tr
�

M.yI�/M.xI�/
�

D �2 C �I1.x; y/C I2.x; y/ ;

where

I1.x; y/ D X C Y and I2.x; y/ D x2y1 C x1y2 C XY ; (177)

and those, according to Proposition 4.16, are invariants for the YB map (176).
In the following section we show that the YB map (176) can be restricted to a

four-dimensional YB map which has Poisson structure.
Now, we show that map (176) can be restricted to the Adler–Yamilov map on

symplectic leaves, by taking into account the first integral, (173), of the system
(172).

In particular, we have the following.

Proposition 4.18 For the six-dimensional map (176) we have the following:

1. The quantities ˚ D X�x1x2 and � D Y�y1y2 are its invariants (first integrals).
2. It can be restricted to a four-dimensional map Ya;b W Aa � Ab ! Aa � Ab, where

Aa, Ab are level sets of the first integrals ˚ and � , namely

Aa D f.x1; x2;X/ 2 K3 j X D aC x1x2g ; (178a)

Ab D f.y1; y2;Y/ 2 K3 j Y D bC y1y2g : (178b)

Moreover, map Ya;b is the Adler–Yamilov map.

Proof 1. It can be readily verified that (176) implies U � u1u2 D X � x1x2 and
V � v1v2 D Y � y1y2. Thus, ˚ and � are invariants, i.e., first integrals of the
map.

2. The existence of the restriction is obvious. Using the conditions X D x1x2 C a
and Y D y1y2 C b, one can eliminate X and Y from (176). The resulting map,
x! u.x; y/, y! v.x; y/, is given by

.x; y/
Ya;b
��!

�

y1 �
a � b

1C x1y2
x1; y2; x1; x2 C

a � b

1C x1y2
y2

�

: (179)

Map (179) coincides with the Adler–Yamilov map. ut

Map (179) originally appeared in the work of Adler and Yamilov [8]. Moreover,
it appears as a YB map in [71, 100].
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Now, one can use the condition X D x1x2Ca to eliminate X from the Lax matrix
(174), i.e.,

M.xI a; �/ D �
�

1 0

0 0

�

C

�

aC x1x2 x1
x2 1

�

; x D .x1; x2/ : (180)

The form of Lax matrix (180) coincides with the well-known Darboux transforma-
tion for the NLS equation (see [105] and references therein). Now, Adler–Yamilov
map follows from the strong Lax representation

M.uI a; �/M.vI b; �/ D M.yI b; �/M.xI a; �/ : (181)

Therefore, the Adler–Yamilov map (179) is a reversible parametric YB map with
strong Lax matrix (180). Moreover, it is easy to verify that it is not involutive.

For the integrability of this map we have the following

Proposition 4.19 The Adler–Yamilov map (179) is completely integrable.

Proof The 4 � 4 Poisson matrix associated to the following Poisson bracket

fx1; x2g D fy1; y2g D 1 ; and all the rest fxi; yjg D 0 ; (182)

is invariant under the YB map (179), namely the latter is a Poisson map with respect
to the Poisson bracket � D .@=@x1/ ^ .@=@x2/C .@=@y1/ ^ .@=@y2/. Now, from the
trace of M.yI b; �/M.xI a; �/ we obtain the following invariants for the map (179)

I1.x; y/ D x1x2 C y1y2 C aC b ; (183)

I2.x; y/ D .aC x1x2/.bC y1y2/C x1y2 C x2y1 C 1 : (184)

It is easy to check that I1; I2 are in involution with respect to (182), namely fI1; I2g D
0. Therefore the map (179) is completely integrable. ut

The above proposition implies the following.

Corollary 4.20 The invariant leaves Aa and Bb, given in (178), are symplectic.

4.7 Yang–Baxter Maps for NLS Type Equations.
Noncommutative Extensions

In the previous section we showed how one can use Darboux transformations to
construct Yang–Baxter maps which can restrict to completely integrable ones on
invariant leaves. In particular, using a Darboux transformation for the NLS equation,
namely matrix (171), we constructed the six-dimensional Yang–Baxter map (176)
which was restricted to the completely integrable Adler–Yamilov map (179) on the
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invariant (symplectic) leaves (178). In [67, 68], all Yang–Baxter maps related to the
cases (134a), (134b) and (134c), as well as their integrability, were studied, using
the associated Darboux transformations.

Motivated by some results on noncommutative extensions (in a Grassmann
setting) of Darboux transformations and their use in the construction of noncommu-
tative discrete integrable systems [50], in [51, 69], the first steps towards extending
the theory of Yang–Baxter maps were made.

Acknowledgements We would like to thank the organizers of the summer school Abecedarian of
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Symmetry-Preserving Numerical Schemes

Alexander Bihlo and Francis Valiquette

Abstract In these lectures we review two procedures for constructing finite
difference numerical schemes that preserve symmetries of differential equations.
The first approach is based on Lie’s infinitesimal symmetry generators, while the
second method uses the novel theory of equivariant moving frames. The advantages
of both techniques are discussed and illustrated with the Schwarzian differen-
tial equation, the Korteweg–de Vries equation and Burgers’ equation. Numerical
simulations are presented and innovative techniques for obtaining better invariant
numerical schemes are introduced. New research directions and open problems are
indicated at the end of these notes.

1 Introduction

The aim of geometric numerical integration is to develop numerical integrators
that preserve geometric properties of the system of differential equations under
investigation. Classical examples include symplectic integrators [36, 51], energy
preserving methods [77], and schemes that preserve a Lie–Poisson structure [88].
The motivation behind geometric numerical integration is that, as a rule of thumb,
such integrators will typically give better global or long term numerical results than
standard methods since they incorporate qualitative properties of the system under
consideration.

In mathematical physics, most fundamental differential equations are invariant
under a certain collection of symmetry transformations. These symmetries can be
point transformations, contact transformations, or generalized transformations [68].
In all cases, the symmetries of a differential equation encapsulate important proper-
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ties of the equation and its solutions. Furthermore, Lie group techniques are amongst
the most effective methods for obtaining explicit solutions and conservation laws of
nonlinear differential equations [11, 68, 76].

When discretizing differential equations invariant under a certain symmetry
group, there are different incentives for preserving the symmetries of these equa-
tions. From a physical standpoint, discrete spacetime models should preserve the
symmetries of their continuous counterparts. Mathematically, Lie group techniques
could then be used to find explicit solutions and compute conservation laws of
the discrete models. From a more practical point of view, symmetry-preserving
discretizations should share some exact solutions with the original differential
equations, or at least provide better approximations than noninvariant numerical
schemes.

In the last 30 years, the application of Lie group techniques to finite differ-
ence equations has become a very active field of research. To the best of our
knowledge, Yanenko and Shokin were the first to use group theoretical methods
to study finite difference schemes by introducing first differential approximations
of difference equations [82, 87]. The application of Lie group methods to finite
difference equations, as we know it today, was first introduced by Dorodnitsyn
in 1989 [23]. Early on, one of the main focuses in the field was to construct
Lie point symmetry-preserving finite difference approximations of differential
equations. Beside Dorodnitsyn, early contributors include Bakirova, Kozlov, Levi,
and Winternitz who constructed symmetry-preserving schemes for heat transfer
equations [2, 3, 26], variable coefficient Korteweg–de Vries equations [27], Burgers’
equation [37], the nonlinear Schrödinger equation [17], and second-order ordinary
differential equations [28]. Symmetry-preserving approximation of Euler–Lagrange
equations and their corresponding Lagrangian have also been considered in [29, 30],
and the application of Noether’s theorem to compute conservation laws has been
extensively studied in the discrete setting [24, 44, 45]. The applications of Lie point
symmetries to finite difference equations have also been extended to generalized
symmetries [54, 55], �-symmetries [53, 59], and contact transformations [62].

In recent years, more systematic efforts have been directed towards investigating
the numerical performance of symmetry-preserving schemes. For ordinary differen-
tial equations, symmetry-preserving schemes have proven to be very promising. For
solutions exhibiting sharp variations or singularities, symmetry-preserving schemes
systematically appear to outperform standard numerical schemes [13, 14, 18, 50].
For partial differential equations, the improvement of symmetry-preserving schemes
versus traditional integrators is not as clear [9, 49, 61, 78]. On one hand, it was
shown in [85] that symmetry-preserving schemes do much better in tracking sharp
interfaces in Hamilton–Jacobi equations. On the other hand, invariant numerical
schemes for evolution equations generally require the use of time-evolving meshes
which can lead to mesh tangling and thereby severely limit the use of symmetry-
preserving schemes. In this case, special techniques have to be developed to avoid
mesh singularities. For example, new ideas relying on r-adaptivity have been
implemented to improve the performance of invariant integrators [7]. Also, in [5, 6]



Symmetry-Preserving Numerical Schemes 263

an invariant evolution–projection strategy was introduced and invariant meshless
discretization schemes were considered in [4].

The preceding references only provide a short bibliographical overview of the
field. Many papers had to be omitted. More references on the subject can be found
in the survey papers [56, 86], and the books [25, 44].

Given a differential equation with symmetry group G, the first step in construct-
ing a symmetry-preserving numerical scheme is to compute difference invariants
of the product action of G on a chosen stencil. There are mainly two approaches
for constructing those invariants. Most of the references cited above use the
infinitesimal symmetry generators of the group action and Lie’s infinitesimal
invariance criterion to construct difference invariants. Alternatively, the difference
invariants can be constructed using the novel method of equivariant moving frames
mainly developed by Olver, which was done in [4, 21, 50, 70, 78, 79]. Given
sufficiently many difference invariants, an invariant numerical scheme is, in general,
obtained by finding a suitable combination of these invariants that converges
to the original differential equation in the continuous limit. When using Lie’s
infinitesimal generator approach, a suitable combination is found by taking the
Taylor expansion of the difference invariants and combining them in such a way
to obtained the desired invariant scheme. With the method of moving frames, a
suitable combination is found more systematically by invariantizing a noninvariant
numerical scheme. Since the symmetry group of a differential equation will,
in general, act on both the independent and dependent variables, a symmetry-
preserving numerical scheme will usually not be defined on a uniform orthogonal
mesh.

The application of Lie groups to finite difference equations is a vast and very
dynamic field of study. While preparing these lecture notes we had to omit many
interesting applications and important results. The focus of these notes will be on
the theoretical construction of invariant numerical schemes and their numerical
implementation. At the heart of all our considerations are differential equations,
finite difference equations, symmetry groups, and invariants. These familiar notions
are all reviewed in Sects. 2, 3, and 4. As outlined above, there are two different
approaches for computing invariants of a Lie group action. The infinitesimal
approach based on Lie’s symmetry generators is introduced in Sect. 4.1, while the
equivariant moving frame approach is explained in Sect. 4.2. Section 5 is devoted to
weakly invariant equations, which can play an important role in the construction of
symmetry-preserving schemes. The construction of symmetry-preserving numerical
schemes is carefully explained in Sect. 6. To illustrate the implementation, we
consider the Schwarzian differential equation and the Korteweg–de Vries (KdV)
equation. In Sect. 7 we carry out numerical simulations for the Schwarzian equation,
the KdV equation and Burgers’ equation. For partial differential equations, the
invariance of a numerical scheme does not, in general, guarantee better numerical
results. We will show that symmetry-preserving schemes can lead to mesh tangling,
which limit their practical scope. To circumvent this shortcoming, we discuss new
invariant numerical strategies. For the Korteweg–de Vries equation, we introduce
invariant evolution–projection schemes and invariant adaptive numerical schemes.
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Unlike the KdV equation, solutions to Burgers’ equation can exhibit shocks. For
these shock solutions we propose a new invariant finite volume type scheme. Finally,
in Sect. 8 we identify some open problems and challenges in the field of symmetry-
preserving numerical integrators.

2 Differential and Difference Equations

In this section we review the definitions of differential equations and finite differ-
ence equations. We take this opportunity to introduce some of the notation used
throughout these notes.

2.1 Differential Equations

Let M be an m-dimensional manifold. For 0 � ` � 1, let J.`/ D J.`/.M; p/ denote
the extended `th order jet space of 1 � p < m dimensional submanifolds S � M
defined as the space of equivalence classes of submanifolds under the equivalence
relation of `th order contact at a point [68]. Local coordinates on J.`/ are given by
the `-jet

�

x; u.`/
�

; (1)

where x D .x1; : : : ; xp/ correspond to the independent variables and u.`/ denotes the
derivatives

u˛xJ D
@ku˛

.@x1/j1 � � � .@xp/jp

with 1 � ˛ � q D m � p and 0 � k D j1 C � � � C jp � ` :

In the above notation, J D .j1; : : : ; jp/ is an ordered p-tuple of nonnegative integers,
with entries ji 	 0 indicating the number of derivatives taken in the variable xi. The
order of the multi-index, denoted by # J D k, indicates how many derivatives are
being taken.

Example 2.1 In the case where p D 2 and q D 1, we have two independent
variables .x1; x2/ D .t; x/ and one dependent variable u1 D u. Then, the second
order jet space is parametrized by

.t; x; u; ut; ux; utt; utx; uxx/ :
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Definition 2.2 A differential equation of order n is the zero locus of a differential
map �W J.`/ ! R. That is,

�
�

x; u.`/
�

D 0 : (2)

For later use, we introduce two regularity requirements on differential equations.

Definition 2.3 A differential equation �
�

x; u.`/
�

D 0 is said to be regular if the
rank of its differential

d� D
p
X

iD1

@�

@xi
dxi C

X

J

q
X

˛D1

@�

@u˛
xJ

du˛xJ

is constant on the domain of definition of �W J.`/ ! R.

Example 2.4 Any evolutionary partial differential equation

�
�

t; x; u.`/
�

D ut � f .t; x; u; ux; uxx; : : : ; ux` / D 0

is regular since the rank of d� D dut � df is one.

Definition 2.5 A differential equation �
�

x; u.`/
�

D 0 is locally solvable at a point
�

x0; u
.`/
0

�

if there exists a smooth solution u D f .x/, defined in the neighborhood

of x0, such that u.`/0 D f .`/.x0/. A differential equation which is both regular and
locally solvable is said to be fully regular.

The above description assumes that a submanifold S � M is locally represented
as the graph of a function S D

˚�

x; f .x/
�


. Alternatively, when no distinction
between independent and dependent variables is made, a submanifold S � M is
locally parameterized by p variables s D .s1; : : : ; sp/ 2 Rp such that

�

x.s/; u.s/
�

2 S :

In numerical analysis, the independent variables s D .s1; : : : ; sp/ are called
computational variables [39]. These are the variables that are discretized when finite
difference equations are introduced in Sect. 2.2. We let J.`/ denote the `th order
jet space of submanifolds S � M parametrized by computational variables. Local
coordinates on J.`/ are given by

�

s; x.`/; u.`/
�

D .: : : si : : : xi
sA : : : u

˛
sA : : : / ; (3)

with 1 � i � p, 1 � ˛ � q, and 0 � # A � `.

Remark 2.6 We hope that the jet notations
�

x; u.`/
�

and
�

s; x.`/; u.`/
�

will not confuse
the reader. The independent variable, that is x and s, respectively, indicates with
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respect to which variables the dependent variables u (and x in the second case) are
differentiated in u.`/.

Example 2.7 In the case where p D 2 and m D 3, let .s1; s2/ D .
; s/ denote the
two computational variables and let .t; x; u/ be a local parametrization of M. Then
the second order jet space J.2/ is parametrized by

.
; s; t; x; u; t
 ; ts; x
 ; xs; u
 ; us; t

 ; t
s; tss; x

 ; x
s; xss; u

 ; u
s; uss/:

The transition between the jet coordinates (1) and (3) is given by the chain rule.
Provided

det

�

@xj

@si

�

¤ 0 ; where 1 � i; j � p ; (4)

the implicit total derivative operators

Dxi D

p
X

jD1

W
j
i Dsj ;

�

W
j
i

�

D

�

@xj

@si

��1

; i D 1; : : : ; p ;

are well-defined, and successive application of those operators to the dependent
variables u˛ will give the coordinate expressions for the x-derivatives of u in terms
of the s-derivatives of x and u:

u˛xJ D .Dx1 /
j1 � � � .Dxp/jp u˛ D

� p
X

lD1

W l
1 Dsl

�j1

� � �

� p
X

lD1

W l
p Dsl

�jp

u˛ : (5)

We note that the nondegeneracy constraint (4) implies that the change of variables
x D x.s/ is invertible.

Example 2.8 Combining Examples 2.1 and 2.7, assume that x D x.
; s/ and t D
t.
; s/ are functions of the computational variables .
; s/. Provided

det

�

t
 ts
x
 xs

	

D t
xs � tsx
 ¤ 0 ; (6)

the implicit derivative operators

Dx D
t
 Ds � ts D


xst
 � x
 ts
; Dt D

xs D
 � x
 Ds

xst
 � x
 ts
: (7)

are well-defined. It follows that

ux D
t
 us � ts u

xst
 � x
 ts

; ut D
xs u
 � x
 us

xst
 � x
 ts
: (8)

Relations for the higher order derivatives are obtained by applying (7) to (8).
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Given a differential equation (2), the chain rule (5) can be used to re-express (2)
in terms of xi D xi.s/, u˛ D u˛.s/ and their computational derivatives xi

sA , u˛
sA :

N�
�

s; x.`/; u.`/
�

D �
�

x; u.`/
�

D 0 : (9a)

Recall that
�

s; x.`/; u.`/
�

D .s; : : : xi
sA : : : u

˛
sA : : : / 2 J.`/ for N� D 0 in (9a) while

�

x; u.`/
�

D .x; : : : u˛
xJ : : : / 2 J.`/ in � D 0. Equation (9a) can be supplemented by

companion equations [64],

Q�
�

s; x.`/; u.`/
�

D 0 : (9b)

The latter are introduced to impose restrictions on the change of variables x D
x.s/. The system of differential equations (9) is called an extended system of the
differential equation (2). For the extended system of differential equations (9) to
share the same solution space as the original equation (2), the companion equations
(9b) cannot introduce differential constraints on the derivatives u˛

sA .
Definition 2.5 is readily adapted to the computational variable framework.

Definition 2.9 A differential equation N�
�

s; x.`/; u.`/
�

D 0 (or system of differential
equations) is regular if the rank of its differential

d N� D
p
X

iD1

@ N�

@si
dsi C

X

J

p
X

iD1

@ N�

@xi
sJ

dxi
sJ C

X

J

q
X

˛D1

@ N�

@u˛
sJ

du˛sJ

is constant on the domain of definition. The equation (or system of equations) is
locally solvable at a point .s0; x

.`/
0 ; u

.`/
0 / if there exists a smooth solution x D f .s/,

u D g.s/, defined in the neighborhood of s0, such that x.`/0 D f .`/.s0/ and u.`/0 D
g.`/.s0/. The differential equation (or system of differential equations) is said to be
fully regular if it is both regular and locally solvable.

Example 2.10 As one of our main examples in these notes, we consider the
Korteweg–de Vries (KdV) equation

ut C uux C uxxx D 0 : (10)

We introduce the computational variables .
; t/ so that x D x.
; s/, t D t.
; s/.
Then the implicit total derivative operators are given by (7). Before proceeding any
further, we assume that

ts D 0 ; t

 D 0 : (11)
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In other words,

t D k
 C t0 ; (12)

where k ¤ 0 and t0 are constants. The reasons for imposing the constraints (11)
are explained in Example 3.10. The operators of implicit differentiation (7) then
simplify to

Dx D
1

xs
Ds ; Dt D

1

t


�

D
 �
x

xs

Ds

�

:

Therefore,

ux D
us

xs
; uxx D

1

xs

�

us

xs

�

s

; uxxx D
1

xs

�

1

xs

�

us

xs

�

s

�

s

; ut D
u

t

�

x

t

�

us

xs

and the KdV equation (10) becomes

u

t

C

�

u �
x

t


�

us

xs
C
1

xs

�

1

xs

�

us

xs

�

s

�

s

D 0 ; (13)

together with the companion equations (11). The differential equation (13) is remi-
niscent of the equation one obtains when writing the KdV equation in Lagrangian
form [9]. In the classical Lagrangian framework, the differential constraint

x

t

D u ; (14)

is also imposed. The KdV equation then reduces to

N� D
u

t

C
1

xs

�

1

xs

�

us

xs

�

s

�

s

D 0 ; (15)

together with the companion equations (11), (14). In particular, when k D 1 in (12),
we obtain the system of differential equations

u
 C
1

xs

�

1

xs

�

us

xs

�

s

�

s

D 0 ; x
 D u :

2.2 Finite Difference Equations

We now move on to the discrete setting, which is the main focus of these lecture
notes. In the previous section, we introduced two different jets spaces, namely
J.`/ and J.`/. The motivation for introducing computational variables and the
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corresponding jet space J.`/ stems from the fact that the discrete framework is more
closely related to J.`/ than J.`/.

Let N D .n1; : : : ; np/ 2 Zp denote an integer-valued multi-index. Thinking of
the multi-index N as sampling the computational variables s D .s1; : : : ; sp/ 2 Rp at
integer values, the discrete notation .xN ; uN/ should be understood as sampling the
submanifold S D

˚�

x.s/; u.s/
�


� M at the integer-valued points s D N 2 Zp � Rp.
In other words .xN ; uN/ D

�

x.N/; u.N/
�

. To approximate the `-jet
�

s; x.`/; u.`/
�

2

J.`/ at s D N, we consider a finite collection of points

.N; xŒ`�N ; u
Œ`�
N / D .N; : : : ; xNCK ; : : : ; uNCK ; : : : / ; (16)

where K 2 Zp. We require that the point .xN ; uN/ is always included and that

xNCK1 ¤ xNCK2 whenever K1 ¤ K2 ;

so that no two discrete independent variables are the same. We refer to (16) as the
`th order discrete jet at N. In numerical analysis, a point in (16) is also called a
stencil. For theoretical purposes, one can assume that the multi-index K 2 .Z�0/p

only takes nonnegative values and that 0 � # K D k1 C � � � C kp � `. The latter
provides the minimal number of points required to approximate the `-jet

�

x; u.`/
�

(or
�

s; x.`/; u.`/
�

) by first order forward differences. In applications, especially
when constructing numerical schemes, it is generally preferable to consider points
centered around .xN ; uN/ and to include more than the minimum number of points
in
�

N; xŒ`�N ; u
Œ`�
N

�

required to approximate
�

x; u.`/
�

for better numerical accuracy and
stability. From now on, we will assume that a certain stencil (16) has been chosen.
We denote by

J Œ`� D
[

N2Zp

�

N; xŒ`�N ; u
Œ`�
N

�

the union over all the stencils and call J Œ`� the `th order discrete jet space as J Œ`�

provides an approximation of J.`/. Since the jet coordinates of J.`/ can be expressed
in terms of the jet coordinates of J.`/ using (5), it follows that the points in J Œ`� can
be used to approximate J.`/.

Example 2.11 Consider the case where p D 2 and the dimension of the manifold M
is dim M D m D 3. Let .t; x; u/ be local coordinates on M. In the continuous case,
see Example 2.7, we introduced the computational variables .
; s/. In the discrete
case, let N D .n; i/ 2 Z2, which can be thought of as evaluating the computational
variables .
; s/ at integer values. To make the multi-index notation more compact,
we let

.tN ; xN ; uN/ D .t
n
i ; x

n
i ; u

n
i / ; N D .n; i/ 2 Z2 :
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Working with forward differences, the simplest first order discrete jet is
parametrized by

�

tŒ1�N ; x
Œ1�
N ; u

Œ1�
N

�

D .tn
i ; x

n
i ; u

n
i ; t

nC1
i ; xnC1

i ; unC1
i ; tn

iC1; x
n
iC1; u

n
iC1/ :

First order approximations of the first order derivatives .t
 ; x
 ; u
 / and .ts; xs; us/ on
a grid with unit spacing are then given by

.t
 ; x
 ; u
 / � .t
nC1
i � tn

i ; x
nC1
i � xn

i ; u
nC1
i � un

i / ;

.ts; xs; us/ � .t
n
iC1 � tn

i ; x
n
iC1 � xn

i ; u
n
iC1 � un

i / :
(17)

Referring to (8) for the expressions of the t and x derivatives of u in terms of the
computational variable derivatives, and using (17) we have that

ux D
t
 us � ts u

xst
 � x
 ts

�
.tnC1

i � tn
i /.u

n
iC1 � un

i / � .t
n
iC1 � tn

i /.u
nC1
i � un

i /

.xn
iC1 � xn

i /.t
nC1
i � tn

i / � .x
nC1
i � xi

n/.t
n
iC1 � tn

i /
;

ut D
xs u
 � x
 us

xst
 � x
 ts
�
.xn

iC1 � xn
i /.u

nC1
i � un

i / � .x
nC1
i � xn

i /.u
n
iC1 � un

i /

.xn
iC1 � xn

i /.t
nC1
i � tn

i / � .x
nC1
i � xi

n/.t
n
iC1 � tn

i /
:

(18)

The latter expressions are first order forward approximations of the first order partial
derivatives ux and ut on any mesh that satisfies

det

�

.tnC1
i � tn

i / .t
n
iC1 � tn

i /

.xnC1
i � xn

i / .x
n
iC1 � xn

i /

	

D .xn
iC1 � xn

i /.t
nC1
i � tn

i / � .x
nC1
i � xn

i /.t
n
iC1 � tn

i / ¤ 0 ;

the latter being a discrete version of the nondegeneracy condition (6). The procedure
can be repeated to obtain approximations of higher order derivatives on arbitrary
meshes. For example, applying the implicit derivative operators (7) to the first order
derivative expressions (8) one obtains formulas for the second order derivatives uxx,
uxt, and utt expressed in terms of the computational derivatives. Substituting the
approximations (17) and the second order derivative approximations

t

 � tnC2
i � 2tnC1

i C tn
i ; x

 � xnC2

i � 2xnC1
i C xn

i ;

t
s � tnC1
iC1 � tnC1

i � tn
iC1 C xn

i ; x
s � xnC1
iC1 � xnC1

i � xn
iC1 C xn

i ;

tss � tn
iC2 � 2tn

iC1 C tn
i ; xss � xn

iC2 � 2xn
iC1 C xn

i ;

into the formulas obtained yields discrete approximations for uxx, uxt, and utt in the
computational variables on an orthogonal grid with unit spacing.
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Definition 2.12 A finite difference equation is the zero locus of a discrete map
EWJ Œ`� ! R. That is,

E
�

N; xŒ`�N ; u
Œ`�
N

�

D 0 :

Definition 2.13 A finite difference equation EWJ Œ`� ! R is said to be regular if the
rank of the differential

dE D
X

K

"

p
X

iD1

@E

@xi
NCK

dxi
NCK C

q
X

˛D1

@E

@u˛NCK

du˛NCK

#

is constant for all N in the domain of definition of the equation.

Finite difference equations can be studied as mathematical objects of interest
in their own [31, 44, 63]. In the following we are interested in finite difference
equations that approximate differential equations.

Definition 2.14 A finite difference equation E.N; xŒ`�N ; u
Œ`�
N / D 0 is said to be

consistent with the differential equation �
�

x; u.`/
�

D 0 (or N�
�

s; x.`/; u.`/
�

D 0/

if in the continuous limit .xNCK ; uNCK/! .xN ; uN/,

E.N; xŒ`�N ; u
Œ`�
N /! �

�

x; u.`/
�

.or E.N; xŒ`�N ; u
Œ`�
N /!

N�
�

s; x.`/; u.`/
�

/ :

Remark 2.15 The process of taking continuous limits is discussed in more details
in Sect. 6.

Definition 2.16 Let �
�

x; u.`/
�

D 0 be a differential equation with extended system
f N�
�

s; x.`/; u.`/
�

D 0; Q�
�

s; x.`/; u.`/
�

D 0g. A numerical scheme is a system of finite
difference equations

E.N; xŒ`�N ; u
Œ`�
N / D 0 ;

eE.N; xŒ`�N ; u
Œ`�
N / D 0 ;

where E.N; xŒ`�N ; u
Œ`�
N / D 0 approximates the differential equation

�
�

x; u.`/
�

D N�
�

s; x.`/; u.`/
�

D 0

and the equations eE.N; xŒ`�N ; u
Œ`�
N / D 0 provide an approximation of the companion

equations

Q�
�

s; x.`/; u.`/
�

D 0 :

Intuitively, the difference equations eE.N; xŒ`�N ; u
Œ`�
N / D 0 provide constraints on

the mesh used to approximate the differential equation� D 0. The latter should not
yield any restrictions on the discrete dependent variables uŒ`�N .
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Example 2.17 To illustrate Definition 2.16, let us consider the KdV equation (10).
Assume the equation is to be discretized on the orthogonal mesh

tn D k nC t0 ; xi D h iC x0 ; (19)

where k; h > 0, .n; i/ 2 Z2, and t0, x0 are arbitrary constants. The mesh (19) can
be encapsulated in a system of finite difference equations in different ways. For
example, it is not difficult to see that (19) is the solution to the system of equations

tnC1
i � tn

i D k ; xnC1
i � xn

i D 0 ;

tn
iC1 � tn

i D 0 ; xn
iC1 � xn

i D h :
(20)

The mesh (19) is also a solution to

tnC1
i � 2tn

i C tn�1
i D 0; xnC1

i � xn
i D 0 ;

tn
iC1 � tn

i D 0; xn
iC1 � 2xn

i C xn
i�1 D 0 :

(21)

The difference between the two systems of mesh equations is that in (20) the time
step k and the spatial step h are fixed by the system whereas in (21) those steps
corresponds to constants of integration. In both cases, the KdV equation can be
approximated by

unC1
i � un

i

k
C un

i �
un

iC1 � un
i�1

2h
C

un
iC2 � 2un

iC1 C 2un
i�1 � un

i�2

2h3
D 0 : (22)

The systems of equations (20)–(22) or (21)–(22) provide two examples of Definition
2.16. They also illustrate the fact that, in general, the equations eE D 0 specifying
the mesh are not unique.

3 Lie Symmetries

Let G be an r-dimensional Lie group, and let M be a d-dimensional manifold with
local coordinates z D .z1; : : : ; zd/. In the following, the manifold M can represent
the submanifold jet spaces J.`/ or J.`/ or the discrete jet space J Œ`�. In the latter
case, M should in fact be called a lattifold or lattice variety, that is a manifold-like
structure modeled on Zp [65, 67].

Definition 3.1 A transformation group acting on a manifold M is given by a Lie
group G and a smooth map˚ WG�M!M, such that˚.g; z/ D g�z, which satisfies
the following two properties

e � z D z ; g � .h � z/ D .gh/ � z ; for all z 2M, g; h 2 G ; (23)
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and where e 2 G denotes the identity element.

It follows from (23) that the inverse of the transformation defined by the group
element g is given by the inverse group element g�1. Therefore g induces a
diffeomorphism from M to itself.

Remark 3.2 Definition 3.1 assumes that the group action is global, meaning that
g � z is defined for every g 2 G and every z 2M. In practice, group actions may only
be defined locally, meaning that for a given z 2 M, the transformation g � z is only
defined for group elements g sufficiently near the identity. For a local transformation
group, the map ˚ is defined on an open subset B with feg�M � B � G�M, and
the conditions (23) of Definition 23 are imposed wherever they are defined.

In the following, we use capital letters to denote the image of a point under a
group transformation. For example,

Z D g � z where g 2 G and z 2M :

At the infinitesimal level, let g denote the Lie algebra of vector fields corresponding
to the infinitesimal generators of the group action. A vector field

v D
d
X

aD1

�a.z/
@

@za

will be in g if it is tangent to the orbits of a one-parameter subgroup of transforma-
tions of G. The flow through the point z 2 M generated by a vector field v 2 g, is
found by solving the initial value problem

dZa

d�
D �a.Z/ ; Za.0/ D za ; a D 1; : : : ; d :

The maximal integral curve is denoted expŒ�v� � z, and is called the exponentiation
of the infinitesimal generator v.

Definition 3.3 Let G be a local Lie group of transformations acting on M. The Lie
group G is a (local) symmetry group of the (fully) regular equation1 F.z/ D 0 if and
only if

F.g � z/ D 0 whenever F.z/ D 0 ;

for all g 2 G such that the local action is defined. Infinitesimally, a connected Lie
group of transformations G acting on M is a local symmetry group of F.z/ D 0 if
and only if

1Depending whether M represents J.`/, J.`/, or JŒ`�, we refer to Definitions 2.5, 2.9, or 2.13 for
the notion of (fully) regular equation.
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v.F/
ˇ

ˇ

FD0
D 0 for all v 2 g : (24)

Remark 3.4 Definition 3.3 extends to systems of equations and more general local
groups of transformations by including discrete transformations as well [10, 40, 42,
43]. In the following we restrict all our considerations to Lie point symmetries and
omit the interesting case of discrete symmetries.

3.1 Symmetries of Differential Equations

Symmetries of differential equations are covered extensively in many excellent
textbooks such as [11, 12, 43, 68, 71, 76]. We refer to these references for a more
detailed exposition.

If M D J.`/, then the local group action is given by the prolonged action
.X;U.`// D g �

�

x; u.`/
�

on the submanifold `-jet
�

x; u.`/
�

. Let

Xi D g � xi ; i D 1; : : : ; p ; U˛ D g � u˛ ; ˛ D 1; : : : ; q (25)

denote the local group action of G on the manifold M locally coordinatized by .x; u/.
To compute the prolonged action, we introduce the implicit differentiation operators
[33],

DXi D

p
X

jD1

W
j
i Dxj ; where .W j

i/ D

�

@Xj

@xi

��1

(26)

denotes the entries of the inverse Jacobian matrix and

Dxj D
@

@xj
C
X

J

q
X

˛D1

u˛
xJCej

@

@u˛
xJ

is the total differentiation operator with respect to the independent variable xj. In the
above formula, ej D .0; : : : ; 0; 1; 0; : : : ; 0/ 2 Rp denotes the unit vector with zeros
everywhere except in the jth component. We note that the operators (26) mutually
commute

ŒDXi ;DXj � D 0 ; 1 � i; j � p :

Successively applying the implicit differentiation operators (26) to U˛ D g � u˛

yields the expressions for the prolonged action

U˛
XJ D .DX1 /

j1 � � � .DXp/jp U˛ ; ˛ D 1; : : : ; q; # J 	 0 :
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At the infinitesimal level, let

v D
p
X

iD1

� i.x; u/
@

@xi
C

q
X

˛D1

�˛.x; u/
@

@u˛
(27)

denote an infinitesimal generator of the group action (25). The prolongation of (27)
to J.`/ is given by

v.`/ D
p
X

iD1

� i @

@xi
C

q
X

˛D1

X

J

�˛IJ @

@u˛
xJ

;

where the prolonged vector field coefficients are defined recursively by the standard
prolongation formula

�˛IJCej D Dxj�˛IJ �

p
X

iD1

.Dxj� i/ u˛
xJCei

:

Given a differential equation �
�

x; u.`/
�

D 0, the Lie point symmetries of the
equation are found from the infinitesimal invariance criterion

v.`/.�/
ˇ

ˇ

�D0
D 0 for all v 2 g : (28)

The latter yields a differential equation in x, u and the derivatives of u with respect
to x, as well as � i.x; u/ and �˛.x; u/ and their partial derivatives with respect to
x and u. After eliminating any dependencies among the derivatives of the us due
to the equation �

�

x; u.`/
�

D 0, one can equate the coefficients of the remaining
unconstrained partial derivatives of u to zero. This yields a system of linear partial
differential equations for the coefficients � i and �˛ , called the determining equations
of the (maximal) Lie symmetry algebra. The procedure for obtaining and solving
the determining equations has been implemented in all major computer algebra
systems such as MACSYMA, MAPLE, MATHEMATICA, MUMATH and REDUCE.
An extensive list of references on the subject can be found in [19].

Example 3.5 To illustrate the algorithm outlined above, we compute the infinites-
imal generators of the KdV equation (10). Let v D �.t; x; u/@x C �.t; x; u/@t C

�.t; x; u/@u denote a general vector field on R3. The third order prolongation of v is

v.3/ D �
@

@x
C �

@

@t
C �

@

@u
C �x @

@ux
C � t @

@ut
C �xx @

@uxx
C �xt @

@uxt
C � tt @

@utt

C �xxx @

@uxxx
C �xxt @

@uxxt
C �xtt @

@uxtt
C � ttt @

@uttt
;
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where

� t D Dt� � uxDt� � utDt� ;

�x D Dx� � uxDx� � utDx� ;

�xx D Dx.�
x/ � uxxDx� � uxtDx�

D D2
x� � uxD2

x� � utD
2
x� � 2uxxDx� � 2uxtDx� ;

�xxx D Dx.�
xx/ � uxxxDx� � uxxtDt�

D D3
x� � uxD3

x� � utD
3
x� � 3uxxD2

x� � 3uxtD
2
x�

� 3uxxxDx� � 3uxxtDx� :

(29)

Applying the infinitesimal invariance criterion (24) to the KdV equation (10) we
obtain

� t C u�x C ux� C �
xxx D 0 ; (30)

where u satisfies (10). Substituting the expressions (29) into (30) and replacing ut

by �uux � uxxx, we obtain the determining equations of the Lie symmetry algebra,
which we now solve. Firstly, the coefficient of uxxt is Dx� D �xCux�u which implies
that �x D �u D 0. In other words, � D �.t/ is a function of t only2. Secondly, the
coefficient of u2xx yields �u D 0 and thus � D �.t; x/, implying that the admitted
Lie symmetries are projectable. Next, the coefficient of uxxx gives �t � 3�x D 0.
Integrating the latter with respect to x, we find that � D 1

3
x �tC�.t/. The coefficient

of uxx implies that �uu D �xu D 0 so that � D 	.t/uC '.t; x/. Next the coefficient
in ux yields the equation

��t C u.�t � �x/C � D 0 :

Substituting the expressions for � and �, we find

	 D � 2
3
�t and ' D 1

3
x �tt C �t so that � D � 2

3
u �t C

1
3
x �tt C �t :

Finally, the term with no derivatives of u gives �t C �xxx C u�x D 0, which after
substitution yields

� 1
3
u �tt C

1
3
x �ttt C �tt D 0 :

Since � D �.t/ and � D �.t/ are functions of t, the latter equation holds for all
.t; x; u/ provided that �tt D �tt D 0. Therefore,

� D c1 C c2 tC c3 x ; � D c4 C 3c3 t ; � D c2 � 2c3 u ;

2This is true for all evolution equations.
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and the maximal Lie symmetry algebra is spanned by the four vector fields

v1 D
@

@x
; �! space translations ;

v2 D
@

@t
; �! time translations ;

v3 D t
@

@x
C

@

@u
; �! Galilean boosts ;

v4 D x
@

@x
C 3t

@

@t
� 2u

@

@u
; �! scalings :

(31)

Exercise 3.6 Show that the symmetry group of the ordinary differential equation
uxx D 0 is eight-dimensional, and generated by

@

@x
; x

@

@x
; u

@

@x
; x2

@

@x
C xu

@

@u
;

@

@u
; x

@

@u
; u

@

@u
; xu

@

@x
C u2

@

@u
:

(32)

Show that the corresponding group of local transformations is the projective group
SL.3;R/ acting via fractional linear transformations

X D
�1xC �2uC �3
�7xC �8uC �9

; U D
�4xC �5uC �6
�7xC �8uC �9

; det

2

4

�1 �2 �3
�4 �5 �6
�7 �8 �9

3

5 D 1 ;

where �1; : : : ; �9 2 R are group parameters.

Exercise 3.7 Consider the Schwarzian differential equation

ux uxxx � .3=2/u2xx

u2x
D F.x/ ; (33)

where F.x/ is an arbitrary function.

1. Find the determining equations for the vector fields spanning the maximal Lie
symmetry algebra and show that a basis is given by

v1 D
@

@u
; v2 D u

@

@u
; v3 D u2

@

@u
: (34)

2. Show that the corresponding local Lie group of transformations is

X D x ; U D
auC b

cuC d
; with ad � bc D 1 : (35)
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3. When F.x/ 
 0 is identically zero, show that the maximal Lie symmetry algebra
is four-dimensional and determine a basis. Also find the corresponding finite
group transformations.

Exercise 3.8 Show that the maximal Lie symmetry algebra of Burgers’ equation

ut C uux D �uxx ; (36)

where � > 0 denotes the viscosity, is spanned by the vector fields

v1 D
@

@x
; v2 D

@

@t
; v3 D t

@

@x
C

@

@u
;

v4 D x
@

@x
C 2t

@

@t
� u

@

@u
; v5 D tx

@

@x
C t2

@

@t
C .x � tu/

@

@u
:

(37)

In the computational variable framework, the local transformation group G acting
on the manifold M is trivially extended to the computational variables. That is,

g � .s; x; u/ D .s; g � x; g � u/ :

The prolongation of an infinitesimal generator (27) to J.`/ is then simply given by

v.`/ D
p
X

iD1

X

J

DJ
s�

i @

@xi
sJ

C

q
X

˛D1

X

J

DJ
s�

˛ @

@u˛
sJ

;

where DJ
s D .Ds1 /

j1 � � � .Dsp/jp denotes the total differentiation operator in the
computational variables s D .s1; : : : ; sp/ with

Dsj D
@

@sj
C

p
X

iD1

X

J

xi
sJCej

@

@xi
sJ

C

q
X

˛D1

X

J

u˛
sJCej

@

@u˛
sJ

; j D 1; : : : ; p:

Definition 3.9 Let G be a symmetry group of the differential equation�
�

x; u.`/
�

D

0. The extended system of differential equations

f N�
�

s; x.`/; u.`/
�

D 0; Q�
�

s; x.`/; u.`/
�

D 0g (38)

is said to be G-compatible if G is a symmetry group of (38). That is,

(

N�.s; g � x.`/; g � u.`// D 0;
Q�.s; g � x.`/; g � u.`// D 0;

whenever

(

N�
�

s; x.`/; u.`/
�

D 0;

Q�
�

s; x.`/; u.`/
�

D 0;
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and where the prolonged action is defined. At the infinitesimal level,

v.`/. N�/
ˇ

ˇ

f N�D0; Q�D0g
D 0 and v.`/. Q�/

ˇ

ˇ

f N�D0; Q�D0g
D 0

for all infinitesimal generators v 2 g.

Example 3.10 Recall from Example 3.5 that the KdV equation (10) is invariant
under a four-dimensional maximal Lie symmetry group whose associated algebra
of infinitesimal generators is spanned by the vector fields (31). In the computational
variables .
; s/ introduced in Example 2.10, the first prolongation of the infinitesimal
generators (31) is given by

v.1/1 D
@

@x
; v.1/2 D

@

@t
; v.1/3 D t

@

@x
C

@

@u
C ts

@

@xs
C

@

@us
C t


@

@x

C

@

@u

;

v.1/4 D x
@

@x
C 3t

@

@t
� 2u

@

@u
C xs

@

@xs
C 3ts

@

@ts
� 2us

@

@us

C x

@

@x

C 3t


@

@t

� 2u


@

@u

:

By direct computation, it is not hard to verify that for the differential equation (15)

v.2/1 Œ N��
ˇ

ˇ

N�D0
D v.2/2 Œ N��

ˇ

ˇ

N�D0
D v.2/3 Œ N��

ˇ

ˇ

N�D0
D v.2/4 Œ N��

ˇ

ˇ

N�D0
D 0 :

Therefore, Eq. (15) is invariant under the symmetry group of the KdV equation.
Also,

v.2/� .ts/ D 0 ; v.2/� .t

 / D 0 ; v.2/�

�

x

t

� u

�

D 0 ; � D 1; 2; 3; 4;

whenever

ts D 0 ; tss D 0 ;
x

t

� u D 0 :

Therefore, the companion equations (11), (14) are invariant under the symmetry
group of the KdV equation. The extended system of differential equations (11),
(14), (15) is therefore G-compatible with the symmetry group of the KdV equation.

3.2 Symmetries of Finite Difference Equations

As in Sect. 3.1, let G be a local Lie group of transformations acting smoothly on the
manifold M. The induced action on the discrete n-jet .N; xŒ`�N ; u

Œ`�
N / is given by the

product action
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g � .N; xŒ`�N ; u
Œ`�
N / D .N; : : : ; g � xNCK ; : : : ; g � uNCK ; : : : / ; (39)

where each point .xNCK ; uNCK/ is transformed by the same group transformation g.
At the infinitesimal level, given the vector field

v D
p
X

iD1

� i
N

@

@xi
N

C

q
X

˛D1

�˛K
@

@u˛N
; (40)

where � i
N D �

i.xN ; uN/ and �˛N D �
˛.xN ; uN/, the prolonged vector field is given by

vŒ`� D
X

K

� p
X

iD1

� i
NCK

@

@xi
NCK

C

q
X

˛D1

�˛NCK

@

@u˛NCK

	

;

which is obtained by adding copies of v evaluated at the different points in the
discrete jet .N; xŒ`�N ; u

Œ`�
N /.

Remark 3.11 The above considerations can be generalized by allowing the group
action (39) or the infinitesimal generator (40) to depend on the multi-index N. For
example, in (40), the vector field coefficients could be functions of N so that � i

N D

� i.N; xN ; uN/ and �˛N D �˛.N; xN ; uN/. When constructing symmetry-preserving
schemes, this more general case does not occur as the transformation group that one
considers is the group of point symmetries of the differential equation �

�

x; u.`/
�

D

0, which only contains point transformations in the x; u variables.

Using the infinitesimal invariance criterion

vŒ`�.E/
ˇ

ˇ

ED0
D 0 for all v 2 g ; (41)

the symmetries of finite difference equations can be computed in a manner similar to
the differential case. Equation (41) yields a finite difference equation for the vector
field coefficients � i

N and �˛N . Since the invariance condition (41) only has to hold on
the solution of the difference equation, one must eliminate any dependencies among
.xN ; uN/ and their shifts due to the equation E.N; xŒ`�N ; u

Œ`�
N / D 0. Differentiating the

resulting equation with respect to the remaining variables sufficiently many times,
one obtains a system of differential equations for the vector field coefficients. Once
the differential equations are solved, one will, in general, have to substitute the
solution into the original difference equation for the vector field coefficients, or an
intermediate equation obtained along the way, and solve the resulting equation to
obtain the symmetry generators.

Example 3.12 As a first example, let us compute the admitted infinitesimal genera-
tors of the ordinary difference equation

uiC2 D a.i/uiC1 C b.i/ui where a.i/b.i/ ¤ 0 8 i 2 Z : (42)
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Let

v D �i
@

@ui

be a vector field, where we allow �i D �.i; ui/ to depend on the discrete index
i 2 Z. Applying the infinitesimal invariance criterion (41) we obtain the equation

�.iC 2; a.i/uiC1 C b.i/ui/ D a.i/�.iC 1; uiC1/C b.i/�.i; ui/ ; (43)

where we replaced uiC2 by the right-hand side of (42). Applying the differential
operator

�

1=b.i/
�

@ui �
�

1=a.i/
�

@uiC1
to (43) we obtain the differential–difference

equation

� �0.iC 1; uiC1/C �
0.i; ui/ D 0 ; (44)

where the prime notation means differentiation with respect to the second entry of
the function. Differentiating (44) with respect to ui we obtain

�00.i; ui/ D 0 :

Integrating this equation once, we find that

�0.i; ui/ D ˛.i/ ; (45)

for some arbitrary function ˛.i/. Substituting (45) in (44) yields ˛.i C 1/ D ˛.i/.
Thus, ˛.i/ D c is constant. Integrating (45), we obtain that

�.i; ui/ D c ui C ˇ.i/ : (46)

Substituting (46) in (43) we conclude that ˇ.i/ must be a solution of the equation
ˇiC2 D a.i/ˇiC1 C b.i/ˇi. Thus, the Lie algebra of infinitesimal symmetry
generators is spanned by

v1 D ui
@

@ui
; �! dilations ;

vˇ D ˇ.i/
@

@ui
; �! linear superposition of solutions :

Example 3.13 As a second example, we consider the autonomous discrete potential
Korteweg–de Vries equation (dpKdV)

unC1
iC1 D un

i C
1

un
iC1 � unC1

i

; (47)
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which can be found in the work of Hirota [38]. Let

v D �n
i

@

@un
i

; �n
i D �.i; n; u

n
i /

be a vector field. Implementing the infinitesimal invariance criterion (41), we obtain
the equation

�nC1
iC1 D �

n
i C

�nC1
i � �n

iC1

.un
iC1 � unC1

i /2
;

where �nC1
iC1 D �

�

iC 1; nC 1; un
i C

1

un
iC1 � unC1

i

�

: (48)

Applying the operator @un
iC1
C @unC1

i
yields

�0.i; nC 1; unC1
i / � �0.iC 1; n; un

iC1/ D 0 : (49)

Differentiating with respect to un
iC1 gives

�00.iC 1; n; un
iC1/ D 0 so that �n

i D ˛.i; n/u
n
i C ˇ.i; n/ :

Substituting �n
i in (49) we obtain the difference equation

˛.i; nC 1/ � ˛.iC 1; n/ D 0 ;

which implies that ˛.i; n/ D �.iC n/. Substituting �n
i in (48) yields the constraints

�.iC nC 2/ D ��.iC nC 1/ D �.iC n/ ;

ˇ.iC 1; nC 1/ D ˇ.i; n/ ; ˇ.iC 1; n/ D ˇ.i; nC 1/ ;

which imply that

�n
i D c1.�1/

iCnun
i C c2.�1/

iCn C c3 ;

where c1; c2; :c3 are arbitrary constants. We conclude that the Lie algebra of
infinitesimal symmetry generators is spanned by

v1 D .�1/iCnun
i

@

@un
i

; v2 D .�1/iCn @

@un
i

; v3 D
@

@un
i

:

These vector fields satisfy the commutation relations

Œv1; v2� D �v3 ; Œv1; v3� D �v2 ; Œv2; v3� D 0 ;
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which are isomorphic to the commutation relations of the pseudo-Euclidean Lie
algebra e.1; 1/ [83].

For more examples, we refer the reader to [41, 44, 56–58].

4 Invariants

Intuitively, an invariant is a quantity that remains unchanged under the action
of a group of local transformations. In this section, we review two methods for
constructing invariants. The first approach is based on Lie’s infinitesimal invariance
criterion which leads to systems of first order partial differential equations that can
be solved using the method of characteristics. The second approach uses the novel
theory of equivariant moving frames. In this framework, invariants are obtained by
solving a system of nonlinear algebraic equations. Remarkably, the latter can be
solved for a wide variety of group actions.

4.1 Lie’s Infinitesimal Approach

As in Sect. 3, we consider the differential and finite difference cases simultaneously
by considering an r-parameter local Lie group G acting on M, which can represent
either J.`/, J.`/ or J Œ`�.

Definition 4.1 A function IWM! R is said to be a G-invariant if

I.g � z/ D I.z/ for all g 2 G (50)

where the action is defined. At the infinitesimal level, IWM! R is an invariant if

v.I/ D 0 for all v 2 g. (51)

Remark 4.2 The notion of an invariant is more restrictive than that of an invariant
equation. The invariance of an equation only has to hold on its solution space
whereas the invariance of a function must hold on its domain of definition.

Finding invariants from the group invariance condition (50) can be difficult as
the group action is generally nonlinear. One of the key insights of Sophus Lie was
to work with the infinitesimal invariance condition (51) as the latter is a linearized
version of the nonlinear problem. Let

v� D
d
X

aD1

�a
� .z/

@

@za
; � D 1; : : : ; r D dim g ; (52)
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be a basis of the Lie algebra g of infinitesimal generators of the Lie group action G.
To find the functions IWM ! R invariant under the group action G, we require that
the infinitesimal invariance criterion (51) holds for each basis element (52). This
yields the system of first order linear partial differential equations

d
X

aD1

�a
� .z/

@I

@za
D 0 ; � D 1; : : : ; r : (53)

The latter is solved using the method of characteristics. The corresponding charac-
teristic system of ordinary differential equations is

dz1

�1� .z/
D

dz2

�2� .z/
D � � � D

dzd

�d
� .z/

; � D 1; : : : ; r ; (54)

and, in the generic case, the system of equations (54) yields a complete set of
dim M � r functionally independent invariants

I�.z/ ; � D 1; : : : ; dim M � r :

Definition 4.3 A set of invariants Ic D f: : : ; I�.z/; : : : g is said to be complete if any
invariant function IWM! R can be expressed in terms of those invariants. That is,

I.z/ D F.: : : ; I�.z/; : : : / :

Most textbooks on symmetries and differential equations cover Lie’s infinitesi-
mal method of computing differential invariants [11, 12, 43, 68, 71, 76]. Differential
invariants are fundamental objects in mathematics and have many applications.
They occur in geometry as the curvature of curves, surfaces, and submanifolds
[35], they are used in differential equations to reduce the order of ordinary
differential equations and find invariant solution of partial differential equations
[11, 12, 43, 68, 76], their signature manifold is used to solve local equivalence
problems [34, 47, 71, 84], geometric flows of differential invariants are closely
related to completely integrable equations [66], and have applications in computer
vision [48], climate and turbulence modeling [8], and much more.

In the finite difference situation, since the Lie group G acts trivially on the
multi-index N, the components of N will always provide p invariants. Solving the
infinitesimal invariance criterion

vŒ`�� .I/ D
X

K

� p
X

iD1

� i
�INCK

@I

@xNCK
C

q
X

˛D1

�˛�INCK

@I

@u˛NCK

	

D 0 ; (55)

where � D 1; : : : ; r; will, in the generic case, produce dim J Œ`� � p � r difference
invariants I�.xŒ`�N ; u

Œ`�
N / independent of the multi-index N.
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Example 4.4 To illustrate the application of the infinitesimal invariance criterion
(55), we consider the special linear group SL.2;R/ acting on M D R2 D f.x; u/g
by the fractional linear action (35) with infinitesimal generators (34). For future
reference, we consider the order three discrete jet space J Œ3� with coordinates

.i; xi�1; ui�1; xi; ui; xiC1; uiC1; xiC2; uiC2/ : (56)

To compute a complete set of finite difference invariants on J Œ3�, we prolong the
infinitesimal generators (34) to J Œ3�:

vŒ3�1 D
@

@ui�1
C

@

@ui
C

@

@uiC1
C

@

@uiC2
;

vŒ3�2 D ui�1
@

@ui�1
C ui

@

@ui
C uiC1

@

@uiC1
C uiC2

@

@uiC2
;

vŒ3�3 D u2i�1
@

@ui�1
C u2i

@

@ui
C u2iC1

@

@uiC1
C u2iC2

@

@uiC2
:

(57)

Omitting the trivial invariant given by the index i, we expect .dim J Œ3��1/�dim g D

8 � 3 D 5 functionally independent invariants. Clearly, four of them are given by

xi�1 ; xi ; xiC1 ; xiC2 : (58)

To find the remaining functionally independent invariant I D I.ui�1; ui; uiC1; uiC2/,
we first solve the differential equation

vŒ3�1 .I/ D
@I

@ui�1
C
@I

@ui
C

@I

@uiC1
C

@I

@uiC2
D 0

using the method of characteristics. The corresponding characteristic system of
ordinary differential equations is given by

dui�1 D dui D duiC1 D duiC2 :

The three functionally independent solutions are

Ii�1 D ui � ui�1 ; Ii D uiC1 � ui ; IiC1 D uiC2 � uiC1 : (59)

The functions (59) form a complete set of difference invariants for the infinitesimal
generator v1. To proceed further, we notice that any function IWJ Œ3� ! R invariant
under all three infinitesimal generators (57) must necessarily be a function of the
invariants (59), that is I D I.Ii�1; Ii; IiC1/. Thus to find the functions that are
simultaneously invariant under vŒ3�1 and vŒ3�2 , we must now restrict the vector field

vŒ3�2 to the variables (59). The result is
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vŒ3�2 D Ii�1
@

@Ii�1
C Ii

@

@Ii
C IiC1

@

@IiC1
:

Thus, the characteristic system associated with the differential equation

vŒ3�2 .I/ D Ii�1
@I

@Ii�1
C Ii

@I

@Ii
C IiC1

@I

@IiC1
D 0

is

dIi�1

Ii�1
D

dIi

Ii
D

dIiC1

IiC1
:

The two functionally independent solutions are

Ji D
Ii�1

Ii
; JiC1 D

Ii

IiC1
: (60)

Therefore, any invariant function I must be expressible in terms of (60). That it,
I D I.Ji; JiC1/. The restriction of the vector field vŒ3�3 to the variables (60) yields

vŒ3�3 D �Ii

�

JiŒJi C 1�
@

@Ji
C Œ1C JiC1�

@

@JiC1

�

:

Thus, the equation vŒ3�3 .I/ D 0 becomes

JiŒJi C 1�
@I

@Ji
C Œ1C JiC1�

@I

@JiC1
D 0 :

Solving the characteristic system

dJi

JiŒJi C 1�
D

dJiC1

1C JiC1

we find that the cross-ratio

Ri D
Ji

.1C Ji/.1C JiC1/
D
.ui � ui�1/.uiC2 � uiC1/

.uiC1 � ui�1/.uiC2 � ui/
(61)

is an invariant of the SL.2;R/ product action on J Œ3�.

Exercise 4.5 Continuing Exercise 3.8, introduce the discrete points .tn
i ; x

n
i ; u

n
i /,

where .n; i/ 2 Z2.
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1. Verify that the equation

tn
iC1 � tn

i D 0 ; (62)

is invariant. Therefore, Burgers’ equation can be invariantly discretized on a
mesh with horizontal time layers, the discrete time tn being only a function
of n 2 Z.

2. Compute a complete set of difference invariants on the lattice

�

.tn; xn
i�1; u

n
i�1/

�

.tn; xn
i ; u

n
i /

�

.tn; xn
iC1; u

n
iC1/

�

.tnC1; xnC1
i�1 ; u

nC1
i�1 /

�

.tnC1; xnC1
i ; unC1

i /

�

.tnC1; xnC1
iC1 ; u

nC1
iC1 /

using Lie’s infinitesimal method.

4.2 Moving Frame Approach

The method of equivariant moving frames is a new theoretical formulation of
Cartan’s method of moving frames [16, 34, 47, 71]. In this novel framework, moving
frames are no longer constrained by frame bundles or connections and can thereby
be extended to discrete geometry. The theory of equivariant moving frames for
local Lie group actions was first presented in [33] and then extended to infinite-
dimensional Lie pseudo-group actions in [73, 74]. For a comprehensive introduction
we refer the reader to the textbook [64]. In the discrete setting, the theoretical
foundations have been expounded in [67, 70].

As in the previous sections, our starting point is an r-dimensional local Lie group
of transformations G acting on the d-dimensional manifold M.

Definition 4.6 A right moving frame is a G-equivariant map �WM ! G. The G-
equivariance means that

�.g � z/ D �.z/g�1:

Remark 4.7 It is also possible to consider left moving frames. Given a right moving
frame �WM ! G, a left moving frame N�WM ! G is simply given by group
inversion, N� D ��1. Thus, a left moving frame N� is a G-equivariant map satisfying
N�.g � z/ D g N�.z/.

To guarantee the existence of a moving frame, the group action must satisfy
certain regularity assumptions.
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Definition 4.8 A Lie group G is said to act freely at z if the isotropy group

Gz D fg 2 G j g � z D zg

is trivial, i.e. Gz D feg. The group action is locally free at z if the isotropy group is
discrete. The action is (locally) free on M if it is (locally) free at all z 2M.

When the action is (locally) free, the dimension of the group orbits is constant
and equal to r D dim G.

Definition 4.9 A Lie group action is said to be regular if the orbits form a regular
foliation.

The main existence theorem for moving frames is given by the following
proposition.

Proposition 4.10 If the action of G on M is locally free and regular, then a moving
frame locally exists on M.

Remark 4.11 Let V be a connected open submanifold of M where a moving frame
exists. By restricting M to V , we can always assume that a moving frame is globally
defined on M.

In practice, the construction of a moving frame is based on the choice of a cross-
section K to the group orbits. For simplicity, we assume that K is a coordinate
cross-section, which means that it is specified by fixing some of the coordinates of
z 2M to constant values:

K D fza� D c� j � D 1; : : : ; r D dim Gg : (63)

When the action is free and regular, the right moving frame at z is the unique group
element �.z/ sending z onto the cross-section K , that is �.z/�z 2K . The expressions
for the right moving frame are obtained by solving the normalization equations

g � za� D c� ; � D 1; : : : ; r ; (64)

for the group parameters g D �.z/. Given a right moving frame, there is a systematic
mechanism for constructing invariants known as the invariantization procedure.

Definition 4.12 The invariantization of a function F.z/ is the invariant

�.F/.z/ D F.�.z/ � z/ : (65)

The fact that (65) is an invariant follows from the G-equivariance of the right
moving frame:

�.F/.g � z/ D F.�.g � z/ � g � z/ D F.�.z/ � g�1 � g � z/ D F.�.z/ � z/ D �.F/.z/:
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Geometrically, �.F/ is the unique invariant that agrees with F on the cross-
section K . In particular, the invariantization of an invariant I is the invariant itself,
�.I/ D I. Therefore, the invariantization map � defines a canonical projection
(depending upon the moving frame) from the space of functions to the space of
invariants.

The invariantization of the components of z is of particular interest. The
invariants �.za/ D �.z/ � za, a D 1; : : : ; d; are called normalized invariants. By
the moving frame construction, the invariantization of the component functions
defining the cross-section (63) yields constant invariants, �.za� / D c� . These are
called phantom invariants. The following proposition explains why the normalized
invariants are important.

Proposition 4.13 The normalized invariants �.za/, a D 1; : : : ; d, form a complete
set of invariants on M.

Proposition 4.13 follows from the replacement principle. If I D I.z/ is an
invariant, since �.I/ D I, it follows that

I.z/ D �.I/.z/ D I
�

�.z/
�

:

In other words, the invariant I.z/ can be expressed as a function of the normalized
invariants by replacing z with the invariants �.z/.

For an arbitrary manifold M, the group action of G on M, does not have to
be free. On the other hand, when M is either JŒ`�, J.`/ or J Œ`�, it is always possible,
under some mild assumptions, to choose ` large enough so that the prolonged action
becomes (locally) free. To state the result precisely, we need the following technical
definitions.

Definition 4.14 Let G be a local Lie group of transformations acting on the
manifold M. The isotropy subgroup of a subset S of M is the subgroup

GS D fg 2 G j g � S D Sg :

The global isotropy subgroup of a subset S of M is the subgroup

G?
S D fg 2 G j g � z D z for all z 2 Sg :

Definition 4.15 A local Lie group of transformations G is said to act effectively on
subsets if, for any open subset U � M, G?

U D feg. The local Lie group acts locally
effectively on subsets if, for any open subset U � M, G?

U is a discrete subgroup of G.

In the differential case, the following theorem due to Ovsiannikov [76], and
corrected by Olver [69], states that if a group acts (locally) effectively on subsets,
then its prolonged action will eventually become free.
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Proposition 4.16 If a local Lie group of transformations G acts (locally) effectively
on subsets of M, then there exists `0 such that for all ` 	 `0, the prolonged action
of G acts locally freely on an open dense subset V.`/ � J.`/ (or V .`/ � J.`/).

The discrete version of Proposition 4.16 was proved in [15].

Example 4.17 We now implement the moving frame construction for the projective
action (35) on the order three submanifold jet space

J.3/ D f.x; u; ux; uxx; uxxx/g :

We must therefore compute the prolonged action up to the third derivative. Since
the independent variable x is an invariant of the action (35), the implicit derivative
operator (26) is

DX D Dx D
@

@x
C ux

@

@u
C uxx

@

@ux
C uxxx

@

@uxx
C � � � ;

and the prolonged action, up to order 3, is

UX D DX.U/ D
ux

.cuC d/2
;

UXX D D2
X.U/ D

uxx

.cuC d/2
�

2cu2x
.cuC d/3

;

UXXX D D3
X.U/ D

uxxx

.cuC d/2
�

6cuxuxx

.cuC d/3
C

6c2u3x
.cuC d/4

:

Assuming ux ¤ 0, we construct a moving frame by choosing the cross-section

K D fu D 0; ux D � D sign.ux/; uxx D 0g : (66)

Solving the normalization equations

U D
auC b

cuC d
D 0 ; UX D

ux

.cuC d/2
D � ;

UXX D
uxx

.cuC d/2
�

2cu2x
.cuC d/3

D 0 ;

for the group parameters and using the unitary constraint ad � bc D 1, we obtain
the right moving frame

a D
1

juxj1=2
; b D �

u

juxj1=2
; c D

uxx

2juxj3=2
; d D

2u2x � uuxx

2juxj3=2
: (67)
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Invariantizing �uxxx, we obtain the Schwarzian derivative

� �.uxxx/ D
uxuxxx � .3=2/u2xx

u2x
:

Exercise 4.18 Referring to Exercise 4.5:

1. Find the one-parameter group action induced by each of the infinitesimal
generators (37).

2. Construct a moving frame on J.1/ D f.t; x; u; ut; ux/g.
3. Compute the normalized invariant �.uxx/.

Example 4.19 We now reconsider Example 4.4 using the method of moving frames.
The product action on J Œ3� is

Xi�1 D xi�1 ; Xi D xi ; XiC1 D xiC1 ; XiC2 D xiC2 ;

Ui�1 D
aui�1 C b

cui�1 C d
; Ui D

aui C b

cui C d
;

UiC1 D
auiC1 C b

cuiC1 C d
; UiC2 D

auiC2 C b

cuiC2 C d
:

In the following, we let

�i D sign

�

uiC1 � ui�1

.ui � ui�1/.uiC1 � ui/

�

:

Then, a cross-section to the group orbits is given by

K D fui�1 D �i; ui !1; uiC1 D 0g ; (68)

where we let ui tend to infinity. Solving the normalization equations

Ui�1 D �i ; Ui !1 ; UiC1 D 0 ;

we obtain the right moving frame

a D �
1

c.uiC1 � ui/
; b D �

uiC1

c.uiC1 � ui/
; d D �cui ;

where

c D ˙

s

ˇ

ˇ

ˇ

ˇ

uiC1 � ui�1

.uiC1 � ui/.ui � ui�1/

ˇ

ˇ

ˇ

ˇ

:
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Invariantizing �iuiC2 we obtain the same difference invariant as in (61):

�i �.uiC2/ D Ri D
.uiC2 � uiC1/.ui � ui�1/

.uiC2 � ui/.uiC1 � ui�1/
:

The latter could also be derived from the replacement principle. Invariantizing
(61) we find that

Ri D �.Ri/ D
.�.ui/ � �.ui�1//.�.uiC2/ � �.uiC1//

.�.uiC1 � �.ui�1//.�.uiC2/ � �.ui//

D
.�.ui/ � �i/�.uiC2/

��i.�.uiC2/ � �.ui//
�����!
�.ui/!1

�i �.uiC2/ :

5 Weakly Invariant Equations

As observed in Remark 4.2, the notion of an invariant function is more restrictive
than that of an invariant equation. This brings us to distinguish two types of invariant
equations.

Definition 5.1 An equation F.z/ D 0 is said to be weakly invariant if it is invariant
only on its solution space. That is

F.g � z/ D 0 provided F.z/ D 0

and the action is defined. An equation F.z/ D 0 is said to be strongly invariant if
the function FWM! R is G-invariant. That is,

F.g � z/ D F.z/ for all g 2 G

where the action is defined.

Remark 5.2 We note that a weakly invariant equation can, sometimes, be made
strongly invariant by appropriately multiplying the equation by a certain relative
invariant. We recall that a relative invariant of weight � is a function R.z/ which
satisfies R.g � z/ D �.g; z/R.z/. Indeed, if a weakly invariant equation F.z/ D 0 is
such that F.g � z/ D �.g; z/F.z/, with �.g; z/ ¤ 0, then multiplying the equation by
a relative invariant R.z/ ¤ 0 of weight 1=� yields the strongly invariant equation
R.z/F.z/ D 0.

As a simple example, let M D JŒ1� D f.i; xi; xiC1; ui; uiC1/g, and consider the
product action

Xi D �xi C a ; XiC1 D �xiC1 C a ; Ui D �ui C b ; UiC1 D �uiC1 C b ;
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where � > 0 and a; b 2 R. Then the equation

uiC1 � ui D 0 (69)

is weakly invariant as g �uiC1�g �ui D �.uiC1�ui/. Dividing Eq. (69) by the relative
invariant hi D xiC1 � xi, one obtains the equivalent strongly invariant equation

uiC1 � ui

xiC1 � xi
D 0:

We now explain how to systematically search for weakly invariant equations.
As always, we assume that G is an r-dimensional Lie group acting locally on a
d-dimensional manifold M.

5.1 Lie’s Infinitesimal Approach

A weakly invariant equation is found by searching for a submanifold S � M,
defined as the zero locus of an equation W.z/ D 0, where the isotropy group is
nontrivial. To find such a submanifold we consider a basis of infinitesimal generators
(52) and introduce the corresponding Lie matrix.

Definition 5.3 The Lie matrix is the r � d matrix whose components are given by
the coefficients of the infinitesimal generators (52):

L.z/ D

2

6

4

�11.z/ : : : �
d
1 .z/

:::
:::

�1r .z/ : : : �
d
r .z/

3

7

5
: (70)

Proposition 5.4 The dimension of the group orbit through z 2 M is equal to the
rank of the Lie matrix L.z/.

Proposition 5.5 Let 0 � k � r. The set of points

Sk D fz 2M j rank L.z/ D kg

is invariant under the action of G. The number of functionally independent
invariants on Sk is given by the formula

dim M � rank LjSk D d � k :

The sets of points Sk where the rank of the Lie matrix L is not maximal, i.e.
rank L < r, are described by equations of the form W.z/ D 0. By Proposition
5.5, these equations are weakly invariant. Therefore, weakly invariant equations
are found by searching for submanifolds where the rank of the Lie matrix is not
maximal.
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Example 5.6 To illustrate the above considerations, we consider the Lie algebra of
vector fields

v1 D
@

@x
; v2 D

@

@u
; v3 D x

@

@x
; v4 D x

@

@u
; v5 D u

@

@u
; (71)

and search for weakly invariant equations on the discrete jet space

J Œ2� D f.i; xi�1; xi; xiC1; ui�1; ui; uiC1/g : (72)

The prolongation of the infinitesimal generators (71) to J Œ2� is given by

vŒ2�1 D
@

@xi�1
C

@

@xi
C

@

@xiC1
; vŒ2�2 D

@

@ui�1
C

@

@ui
C

@

@uiC1
;

vŒ2�3 D xi�1
@

@xi�1
C xi

@

@xi
C xiC1

@

@xiC1
;

vŒ2�4 D xi�1
@

@ui�1
C xi

@

@ui
C xiC1

@

@uiC1
;

vŒ2�5 D ui�1
@

@ui�1
C ui

@

@ui
C uiC1

@

@uiC1
;

and the corresponding Lie matrix is

L D

2

6

6

6

6

6

4

1 1 1 0 0 0

0 0 0 1 1 1

xi�1 xi xiC1 0 0 0

0 0 0 xi�1 xi xiC1

0 0 0 ui�1 ui uiC1

3

7

7

7

7

7

5

:

Assuming that hi D xiC1 � xi ¤ 0 and hi�1 D xi � xi�1 ¤ 0, the Lie matrix can be
row reduced to

L �

2

6

6

6

6

6

4

1 1 1 0 0 0

0 0 0 1 1 1

�hi�1 0 hi 0 0 0

0 0 0 �hi�1 0 hi

0 0 0 W 0 0

3

7

7

7

7

7

5

;

where W D hi�1.uiC1 � ui/ � hi.ui � ui�1/. Therefore, when

hi�1.uiC1 � ui/ � hi.ui � ui�1/ D 0 (73)

the rank of the Lie matrix is not maximal and (73) yields a weakly invariant
equation.
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5.2 Moving Frame Approach

As explained in Sect. 4.2, a moving frame �WM ! G exists provided the group
action is free. In terms of the Lie matrix (70), this occurs where the rank of L.z/ D
r D dim G is maximal. Therefore, submanifolds where the rank of the Lie matrix is
not maximal occur where a moving frame does not exist. In those situations it is still
possible to construct partial moving frames [72, 75, 84]. Intuitively, a partial moving
frame is the G-equivariant map that one obtains when some of the group parameters
cannot be normalized during the normalization procedure. Given a partial moving
frame, the invariantization map is still defined as in (65), and a complete set of
normalized difference invariants can still be constructed.

In applications, partial moving frames naturally occur as one attempts to solve
the normalizing equations (64). The solution to the normalization equations will, in
general, require some nondegeneracy conditions to hold and submanifolds where
those constraints are not satisfied will determine weakly invariant equations.

Example 5.7 We now reconsider Example 5.6 using the equivariant moving frame
method. The group of transformations induced by the infinitesimal generators is
given by

X D �xC a ; U D ˛uC ˇxC b ;

where � > 0, ˛ > 0, and a; b; ˇ 2 R. The product action on the discrete jet space
(72) is

Xi�1 D �xi�1 C a; Ui�1 D ˛ui�1 C ˇxi�1 C b ;

Xi D �xi C a; Ui D ˛ui C ˇxi C b ;

XiC1 D �xiC1 C a; UiC1 D ˛uiC1 C ˇxiC1 C b :

(74)

Starting the normalization process, we first set Xi D 0 and Ui D 0. Solving the
normalization equations

0 D Xi D �xi C a ; 0 D Ui D ˛ui C ˇxi C b ;

we obtain

a D ��xi ; b D �˛ui � ˇxi : (75)

Introducing the notation

hi D xiC1 � xi ; hi�1 D xi � xi�1 ; �ui D uiC1 � ui ; �ui�1 D ui � ui�1 ;
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the substitution of the group normalizations (75) into the product action (74) yields

Xi�1 D �� hi�1; Ui�1 D �˛ �ui�1 � ˇ hi�1 ;

XiC1 D � hi; UiC1 D ˛ �ui C ˇ hi :
(76)

At this stage, assuming that hi�1 > 0 (and similarly hi > 0) we can set Xi�1 D

�1, which leads to the group normalization

� D
1

hi�1
: (77)

Substituting (77) into (76) yields the difference invariant

Hi D �.xiC1/ D
hi

hi�1
:

To normalize the remaining group parameters ˛ and ˇ in

�

Ui�1

UiC1

	

D

�

��ui�1 �hi�1

�ui hi

	 �

˛

ˇ

	

;

it is necessary for the coefficient matrix to be invertible. On the other hand, if the
matrix is not invertible, that is, if

0 D det

�

��ui�1 �hi�1

�ui hi

	

D �hi�ui�1 C hi�1 �ui ; (78)

one can only construct a partial moving frame and (78) is a weakly invariant
equation, which is identical to (73). When (78) holds, we can normalize either UiC1

or Ui�1. Let Ui�1 D 0, then

ˇ D �˛
�ui�1

hi�1
;

and one obtains the partial moving frame

a D �
xi

hi�1
; b D

˛

hi�1
det

�

ui xi

ui�1 xi�1

	

; � D
1

hi�1
; ˇ D �˛

�ui�1

hi�1
:

Finally, we note that

�.uiC1/ D ˛

�

�ui �
hi

hi�1
�ui�1

	

D 0 ;

by virtue of (78).
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6 Symmetry-Preserving Numerical Schemes

At this point, given a Lie group of local transformations G acting on M, we have
everything needed to construct G-invariant equations. As introduced in Sect. 5,
a G-invariant equation F.z/ D 0 will either be weakly invariant or strongly
invariant. To obtain strongly invariant equations, the first step consists of computing
a complete set of invariants Ic using either Lie’s infinitesimal approach or the
moving frame method. Once a complete set of invariants Ic has been computed,
a strongly invariant equation 0 D F.z/ D eF.Ic/ is simply obtained by combining
invariants from Ic. To obtain weakly invariant equations, one simply has to use one
of the two procedures outlined in Sect. 5.

When M D J.`/, the above procedure will produce all the differential equations
�
�

x; u.`/
�

D 0 admitting G as a symmetry group. Similarly, when M D J.`/,
one obtains all the differential equations N�

�

s; x.`/; u.`/
�

D 0 invariant under the
prolonged action of G. Obtaining these differential equations is referred to as the
inverse problem of group classification. Given a G-invariant differential equation
�
�

x; u.`/
�

D 0, the procedure can also be used to construct an extended system
of equations f N�

�

s; x.`/; u.`/
�

D 0; Q�
�

s; x.`/; u.`/
�

D 0g that is G-compatible with
�
�

x; u.`/
�

D 0.
In the following, we are mainly interested in the case when M D J Œ`�. Given a

differential equation �
�

x; u.`/
�

D 0 with symmetry group G, we want to construct
a system of finite difference equations that approximates the differential equation,
specifies constraints on the mesh, and preserves the symmetry group G. This is
now obviously done by finding an appropriate collection of strongly invariant and
weakly invariant difference equations, which, in the continuous limit, converge
to the differential equation. To find an approximation of the differential equation
�
�

x; u.`/
�

D 0, the first step consists of computing a complete set of difference
invariants using either Lie’s infinitesimal approach or the moving frame method and
to consider their Taylor expansion. Then one searches for a combination of these
Taylor expansions that will, in the continuous limit, converge to the differential
equation, and thereby provide a finite difference approximation of the equation.
This step will not always work. It is possible that the difference invariants cannot be
combined in such a way to converge to the differential equation in the continuous
limit. When this is the case, one should search for a weakly invariant equation
W.xŒ`�N ; u

Œ`�
N / D 0 that converges to � D 0. If the later fails, one can try to add

more points in the lattice. It is not clear yet if all invariant differential equations
admit at least one symmetry-preserving scheme. Differential equations with infinite-
dimensional symmetry groups are particularly challenging. To this day, no one
has been able to systematically construct symmetry-preserving schemes for such
equations.

In parallel, one also searches for a set of strongly and/or weakly invariant
difference equations that will constrain the mesh on which the differential equation
is approximated. Mesh equations do not always have to be included. If they are
avoided, this leads to invariant meshless discretization schemes [4], which tend



298 A. Bihlo and F. Valiquette

to be more complicated numerical schemes as they can operate on an arbitrary
collection of nodes where the solution is sought numerically. When, included, the
mesh equations will influence how the continuous limit should be taken in the
above paragraph. The number of equations specifying the mesh is not a priori fixed.
The only requirements are that those equations should not impose any constraints
on the dependent variables uŒ`�N , that they should be compatible, and have the
appropriate continuous limit. The latter can mean different things depending on the
point of view used. For example, in [13, 14, 18, 28–30, 56, 61], the discrete indices
NCK are assumed to be fixed and in the continuous limit, the points .xNCK ; uNCK/

converge to .xN ; uN/ for all K 2 Zp. With this perspective, the mesh equations will
converge, in the continuous limit, to identities such as 0 D 0. Alternatively, if one
regards the discrete index N D .n1; : : : ; np/ as sampling the computational variables
s D .s1; : : : ; sp/, one can take the limit in the index variables [67, 78, 79]. To this
end, we introduce the variation parameters � D .�1; : : : ; �p/ 2 Œ0; 1�p. One can then
write the multi-index N C K as

N C K D N C � � Kj�D.1;:::;1/ D .n
1 C �1k1; : : : ; np C �pkp/j�D.1;:::;1/ :

Letting � ! 0C, one has that

lim
�!0C

N C � � K D N :

By introducing the variation parameters � D .�1; : : : ; �p/ in the mesh equations and
letting � ! 0C, the latter will now converge to the companion equations (9b).

We now illustrate the above procedure for constructing symmetry-preserving
numerical schemes by considering three examples.

Example 6.1 As our first example, we construct a symmetry-preserving scheme
for the Schwarzian differential equation (33), whose symmetry group is given
by the fractional linear action (35). The difference invariants on the lattice (56)
are given by the index i, the discrete x-variables (58), and the cross-ratio (61).
These invariants are sufficient to construct a symmetry-preserving scheme of the
Schwarzian equation. We begin by specifying the mesh equation, as this step is the
easiest. Clearly, we can set

xiC1 � xi D h ;

where h > 0 is a positive constant. From the mesh equation, it follows that

xi�1 D xi � h ; xiC1 D xi C h ; xiC2 D xi C 2h :
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Therefore, the Taylor expansions of ui�1, uiC1, and uiC2 centered at xi are

ui�1 D u.xi�1/ D u � hux C
h2

2
uxx �

h3

6
uxxx CO.h4/ ;

uiC1 D u.xiC1/ D uC hux C
h2

2
uxx C

h3

6
uxxx CO.h4/ ;

uiC2 D u.xiC2/ D uC 2hux C 2h2uxx C
4h3

3
uxxx CO.h4/ ;

(79)

where the function u and its derivatives are evaluated at xi. Substituting the Taylor
expansions (79) in the difference invariant (61), we obtain

Ri D
h2u2x C h3uxuxx C h4

�

.4=3/uxuxxx � .3=4/u2xx

�

CO.h5/

4h2u2x C 4h3uxuxx C .10=3/h4uxuxxx CO.h5/
:

Therefore,

4 � 1=Ri

h2
D
2uxuxxx � 3u2xx

u2x
CO.h/

and an invariant approximation of the Schwarzian equation (33) is given by

1

h2

�

2 �
1

2Ri

	

D F.xi/ : (80)

Example 6.2 As a second example, we consider the second order ordinary differ-
ential equation

uxx D 0 : (81)

As seen in Exercise 3.6, the infinitesimal symmetry algebra is spanned by the vector
fields (32). In the following, we construct a symmetry-preserving scheme of the
differential equation (81) invariant under the five-dimensional symmetry subgroup
generated by (71) on the discrete jet space J Œ2� D f.i; xi�1; xi; xiC1; ui�1; ui; uiC1/g:

Since dim J Œ2� � dim g D 7 � 5 D 2, other than the index i, we expect one more
difference invariant. Solving the system of first order partial differential equations

vŒ2�1 .I/ D
@I

@xi�1
C
@I

@xi
C

@I

@xiC1
D 0 ;

vŒ2�2 .I/ D
@I

@ui�1
C
@I

@ui
C

@I

@uiC1
D 0 ;

vŒ2�3 .I/ D xi�1
@I

@xi�1
C xi

@I

@xi
C xiC1

@I

@xiC1
D 0 ;



300 A. Bihlo and F. Valiquette

vŒ2�4 .I/ D xi�1
@I

@ui�1
C xi

@I

@ui
C xiC1

@I

@uiC1
D 0 ;

vŒ2�5 .I/ D ui�1
@I

@ui�1
C ui

@I

@ui
C uiC1

@I

@uiC1
D 0 ;

we obtain the invariant

Hi D
xiC1 � xi

xi � xi�1
D

hi

hi�1
: (82)

Note that this invariant was also found in our construction of a partial moving
frame in Example 5.7. Clearly, it is not possible to approximate (81) using only the
invariant (82). We therefore search for weakly invariant equations. In Example 5.6
(and Example 5.7) we found that W D hi�1.uiC1�ui/�hi.ui�ui�1/ D 0 is a weakly
invariant equation. Since the product of a weakly invariant equation W.xŒ2�i ; u

Œ2�
i / D 0

by a nonzero difference function F.i; xŒ2�i ; u
Œ2�
i / ¤ 0 remains weakly invariant,

2W

hihi�1.hi C hi�1/
D

2

xiC1 � xi�1

�

uiC1 � ui

xiC1 � xi
�

ui � ui�1

xi � xi�1

�

D 0

is weakly invariant equation, and happens to approximate the differential equation
uxx D 0. As for the mesh equation, we set Hi D f .i/, with f .i/ > 0 for all i, and
obtain

xiC1 � .1C f .i//xi C f .i/xi�1 D 0 :

Exercise 6.3 (This Exercise Was Taken from [81]) The first-order ordinary
differential equation

u0 D A0.x/uC B0.x/eA.x/ (83)

is invariant under the infinitesimal symmetry generators

v1 D eA.x/ @

@u
; v2 D Œu � B.x/eA.x/�

@

@u
:

Working on the discrete jet space

J Œ1� D f.i; xi; xiC1; ui; uiC1/g W
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1. Show that, other than the index i, the only two invariants are xi and xiC1.
2. Find a weakly invariant difference equation.
3. Write down a symmetry-preserving scheme for (83).

Example 6.4 The standard discretization of the KdV equation on an orthogonal
mesh given in (22) is not invariant under the Galilean boosts

X D xC vt ; T D t ; U D uC v ; v 2 R :

Indeed, under this transformation, the second term in (22) is transformed to

.un
i C v/ �

un
iC1 � un

i�1

2h
;

while the other two terms remain unchanged. Thus, the discretization (22) does
not preserve all the symmetries of the equation. It is not difficult to see that the
discretization (22) is only invariant under shifts and dilations.

We now proceed to the construction of a symmetry-preserving scheme for the
KdV equation. Introducing the multi-index N D .n; i/, let

.tN ; xN ; uN/ D .t
n
i ; x

n
i ; u

n
i /

as in Example 2.17. Recall that the symmetry generators of the KdV equation were
found in (31). Clearly, the ratios

tn
iC1 � tn

i

tnC1
i � tn

i

and
tnC1
i � tn

i

tn
i � tn�1

i

are invariant under space and time translations, Galilean boosts, and scalings.
Therefore, we can use these two invariants to fix invariant constraints on the

discretization of the time variable t by setting
tniC1

�tni

tnC1
i �tni

D 0 and tnC1
i �tni
tni �tn�1

i
D 1. These

two equations are equivalent to

tn
iC1 � tn

i D 0 ; tnC1
i � 2tn

i C tn�1
i D 0 : (84)

The latter imply that a symmetry-preserving scheme for the KdV equation can be
formulated on a mesh with flat, equally spaced time layers:

tn D k nC t0 :

From here on, we assume that (84) hold. The prolongation of the vector fields (31)
to the points in the stencil depicted in Fig. 1 is given by
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•
(tn,xn

i−2,u
n
i−2)

•
(tn,xn

i−1,u
n
i−1)

•
(tn,xn

i ,u
n
i )

•
(tn,xn

i+1,u
n
i+1)

•
(tn,xn

i+2,u
n
i+2)

•
(tn+1,xn+1

i−2 ,un+1
i−2 )

•
(tn+1,xn+1

i−1 ,un+1
i−1 )

•
(tn+1,xn+1

i ,un+1
i )

•
(t n+1,xn+1

i+1,u
n+1
i+1 )

•
(t n+1,xn+1

i+2,u
n+1
i+2 )

Fig. 1 Stencil for the KdV equation

v1 D
1
X

lD0

@

@tnCl
; v2 D

1
X

lD0

2
X

jD�2

@

@xnCl
iCj

;

v3 D
1
X

lD0

2
X

jD�2

tnCl @

@xnCl
iCj

C
@

@unCl
iCj

;

v4 D
1
X

lD0

"

3tnCl @

@tnCl
C

2
X

jD�2

xnCl
iCj

@

@xnCl
iCj

� 2unCl
iCj

@

@unCl
iCj

#

:

(85)

To simplify the notation, we introduce

k D tnC1 � tn ; hn
i D xn

iC1 � xn
i ;

	n
i D xnC1

i � xn
i ; Dun

i D
un

iC1 � un
i

hn
i

;
(86)

for the spacings and elementary first order discrete x-derivatives. Applying the
infinitesimal invariance criterion (53) and solving the corresponding system of
first order partial differential equations, we obtain the following 18 functionally
independent invariants

HnCl
iCj D

hnCl
iCj�1

hnCl
iCj

; l D 0; 1; j D �1; 0; 1 ;

In
i D

hnC1
i

hn
i

; Jn
i D

.hn
i /
3

k
;

Ln
i D

	n
i � k � un

i

hn
i

; Tn
i D .u

nC1
i � un

i /.h
n
i /
2 ;

KnCl
iCj D k � DunCl

iCj ; l D 0; 1; j D �2;�1; 0; 1 :

(87)
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Introducing the invariant quantity

Qn
i D Hn

iC1

�

Kn
iC1 � Kn

i

1C Hn
iC1

�

�

�

Kn
i � Kn

i�1

1C Hn
i

�

;

an invariant numerical scheme for the KdV equation (together with the mesh
equations (84)) is given by

Tn
i � Jn

i � L
n
i

�

Kn
i C Kn

i�1

2

�

C Qn
i C

Qn
i�1

.Hn
i /
2
D 0 : (88)

Introducing the third order discrete x-derivative

D3un
i D

2

hn
i

��

Dun
iC1 � Dun

i

hn
iC1 C hn

i

�

�

�

Dun
i � Dun

i�1

hn
i C hn

i�1

�	

; (89)

the explicit expression of the invariant scheme (88) is

unC1
i � un

i

k
C

�

un
i �

	n
i

k

�

Dun
i C Dun

i�1

2
C
1

2

�

D3un
i C D3un

i�1

�

D 0 : (90)

A more appropriate invariant numerical scheme can be realized on the entire ten
point lattice. The latter is given by

Tn
i � Jn

i � L
n
i

�

Kn
i C Kn

i�1 C KnC1
i C KnC1

i�1

4

�

C
1

2

�

1

In
i

�

QnC1
i C

Qn
i�1

In
i .H

nC1
i /2

�

C Qn
i C

Qn
i�1

.Hn
i /
2

	

D 0 :

Explicitly,

unC1
i � un

i

k
C

�

un
i �

	n
i

k

�

Dun
i C Dun

i�1 C DunC1
i C DunC1

i�1

4

C
1

4

�

D3unC1
i C D3unC1

i�1 C D3un
i C D3un

i�1

�

D 0 : (91)

To use the scheme (90) or (91), the grid velocity

	n
i

k
D

xnC1
i � xn

i

k

must be specified in an invariant manner to preserve the symmetries of the KdV
equation. One possibility is to set
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Ln
i D 0 so that

	n
i

k
D un

i : (92)

Together, the Eqs. (84), (90) (or (91)), and (92) provide a numerical approximation
of the extended system of differential equations (11), (14), (15) for the KdV
equation. The latter scheme can perform poorly as there is no built-in mechanism
preventing the clustering of grid points as the numerical integration proceeds.
Alternatives to using (92) to obtain the position of the grid points at the next time
level will be presented in Sect. 7. Using adaptive moving mesh methods, we will
construct more reliable invariant numerical schemes.

We conclude this example by discussing the continuous limit of the numerical
scheme (90) with mesh equations (84), (92). Let us introduce the variation parame-
ters .�; ı/ so that

nC l D nC l�
ˇ

ˇ

�D1
and iC j D iC jı

ˇ

ˇ

ıD1
:

In the numerical scheme (90), (84), (92), let

unC1
i � un

i D
unC�

i � un
i

�
; un

iC1 � un
i D

un
iCı � un

i

ı
;

un
iC1 � 2un

i C un
i�1 D

un
iCı � 2un

i C un
i�ı

ı2
;

un
i�2 � 3un

iC1 C 3un
i � un

i�1 D
un

iC2ı � 3un
iCı C 3un

i � un
i�ı

ı3

with � D 1 and ı D 1, and similarly for the differences in t and x. Then, as � ! 0

and ı ! 0,

unC�
i � un

i

�
! u
 ;

un
iCı � un

i

ı
! us ;

un
iCı � 2un

i C un
i�ı

ı2
! uss ;

un
iC2ı � 3un

iCı C 3un
i � un

i�ı

ı3
! usss ;

and the numerical scheme (90), (84), (92), converges to (15), (11), and (14),
respectively.

Alternatively, if one lets tnCl
iCj ! tn

i , xnCl
iCj ! xn

i , unCl
iCj ! un

i , without introducing
the variation parameters .�; ı/, then after multiplying equation (92) by k, the mesh
equations (84), (92) converge to the identity 0 D 0, while (90) converges to the
original KdV equation (10).

Exercise 6.5 Using the difference invariants computed in Exercise 4.5 part 2,
construct a symmetry-preserving scheme for Burgers’ equation (36).

When using the method of equivariant moving frames to construct symmetry-
preserving numerical schemes, it is possible to avoid the step where one has to
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search for a combination of the difference invariants that will approximate the
differential equation �

�

x; u.`/
�

D 0. In general, for this to be the case, some
care needs to be taken when constructing the discrete moving frame �Œ`�WJ Œ`� ! G.
The latter has to be compatible with a continuous moving frame �.`/W J.`/ ! G.
By this, we mean that the discrete moving frame �Œ`� must converge, in the
continuous limit, to the moving frame �.`/. If K Œ`� is the cross-section used to
define �Œ`� and K .`/ is the cross-section defining �.`/, then the moving frame �Œ`�

will be compatible with �.`/ if, in the coalescing limit, K Œ`� converges to K .`/. As
shown in [67], discrete compatible moving frames can be constructed by using the
Lagrange interpolation coordinates on J Œ`�, although in applications these can lead
to complicated expressions that may limit the scope of the method. It is frequently
preferable to fix invariant constraints on the mesh, and then consider finite difference
approximations of the derivatives compatible with the mesh. On a nonuniform mesh,
these expressions can be obtained by following the procedure of Example 2.11.

Given a compatible moving frame �Œ`� an invariant approximation of the differen-
tial equation�

�

x; u.`/
�

D 0 is simply obtained by invariantizing any finite difference

approximation E.N; xŒ`�N ; u
Œ`�
N / D 0, compatible with the mesh. In particular, the

equation E.N; xŒ`�N ; u
Œ`�
N / D 0 does not have to be invariant.

We now illustrate the construction of symmetry-preserving numerical schemes
using the method of moving frames.

Example 6.6 As our first example, we revisit Example 6.1 using the moving frame
machinery. In Example 4.19, we constructed a discrete moving frame for the
symmetry group of the Schwarzian differential equation. This moving frame was
constructed using the cross-section (68), which is not compatible with the cross-
section (66) used to define a moving frame in the differential case. Indeed, in (66)
we have u D 0, while in the discrete case we let ui !1. Therefore, one should not
expect that the invariantization of the standard scheme

uiC2 � 3uiC1 C 3ui � ui�1

.uiC1 � ui/h2
�
3

2

�

uiC1 � 2ui C ui�1

.uiC1 � ui/h

�2

D F.xi/ (93)

will provide an invariant approximation of the Schwarzian equation (33). Indeed,
the invariantization of (93), yields the inconsistent equation

�
9

h2
D F.xi/ :

In this case one has to combine the normalized invariants xi�1, xi, xiC1, xiC2, and
the cross-ratio �i�.uiC2/ D Ri as in Example 6.1 to obtain the invariant numerical
scheme (80).

For the invariantization of (93) to give a meaningful invariant discretization, we
need to construct a discrete moving frame compatible with (67). Working on the
uniform mesh
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xiC1 � xi D h ;

we introduce the finite difference derivatives

Dui D
uiC1 � ui

h
; D2ui D

uiC1 � 2ui C ui�1

h2
;

D3ui D
uiC2 � 3uiC1 C 3ui � ui�1

h3
:

To obtain a compatible discrete moving frame, we consider a finite difference
approximation of the cross-section (66) used in the differential case. Namely, let

K D fui D 0;Dui D �i;D
2ui D 0g

where �i D sign.uiC1 � ui/.ui � ui�1/.uiC2 � ui�1/ :

The latter is equivalent to

K D fui�1 D �h�i; ui D 0; uiC1 D h�ig :

Solving the normalization equations

�h�i D Ui�1 D
aui�1 C b

cui�1 C b
; 0 D Ui D

aui C b

cui C d
;

h�i D UiC1 D
auiC1 C b

cuiC1 C b
;

and using the unitary constraint ad � bc D 1, we obtain the moving frame

a D
D2ui

2c Dui Dui�1
; b D �

uiD2ui

2c Dui Dui�1
;

d D c �
uiC1 Dui�1 � ui�1 Dui

Dui � Dui�1
;

where

c2 D
�i.D2ui/

2

2Dui Dui�1.Dui C Dui�1/
:

We note that the right-hand side of the last equality is nonnegative by definition of �i.
Invariantizing the noninvariant scheme (93), we obtain the invariant discretization

.uiC2 � ui/.uiC1 � ui�1/

h3Œ.uiC2 � ui�1/Dui � .uiC2 � uiC1/Dui�1�
�
2

h2
D F.xi/ : (94)
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The latter can be written using cross-ratios in a form similar to the invariant scheme
(80). After some simplifications, the invariant scheme (94) is equivalent to

1

h2

�

1

Ri � Ri
� 2

	

D F.xi/ ;

where

Ri D
.uiC2 � ui�1/.uiC1 � ui/

.uiC2 � ui/.uiC1 � ui�1/
and Ri D

.uiC2 � uiC1/.ui � ui�1/

.uiC2 � ui/.uiC1 � ui�1/
:

Example 6.7 As our final example, we consider the invariant discretization of the
KdV equation. The group action induced by the infinitesimal generators (31) is
given by

X D �xC vtC a ; T D �3tC b ; U D
u

�2
C v ; (95)

where a; b; v 2 R and � 2 RC. As in Example 6.4, to simplify the computations,
we assume that (84) holds. When this is the case, it follows from (18) that

ut �
unC1

i � un
i

k
�
	n

i

k
Dun

i ; ux � Dun
i ;

where we use the notation that was introduced in (86). For better numerical
accuracy, we let

ut � �tu
n
i D

unC1
i � un

i

k
�
	n

i

k
�

Dun
i C Dun

i�1

2
;

ux � �xun
i D

Dun
i C Dun

i�1

2
:

(96)

Also, recalling formula (89), we let

uxxx � �
3
xun

i D
1
2
ŒD3un

i C D3un
i�1� : (97)

Implementing the discrete moving frame construction, we choose the cross-
section

K D fxn
i D 0; t

n D 0; un
i D 0;�xun

i D 1g ;

which is compatible with the cross-section fx D 0; t D 0; u D 0; ux D 1g that
one could use to construct a moving frame in the continuous case. Solving the
normalization equations



308 A. Bihlo and F. Valiquette

�xn
i C vtn C a D 0 ; �3tn C b D 0 ; ��2un

i C v D 0 ;

��2un
iC1 C v

�xn
iC1 C vtn C a

C
��2un

i�1 C v

�xn
i�1 C vtn C a

D 2 ;

for the group parameters a; b; v; �, we obtain the right moving frame

a D �xn
i .�xun

i /
1=3 C

tnun
i

.�xun
i /
2=3

; b D �tn�xun
i ;

v D �
un

i

.�xun
i /
2=3

; � D .�xun
i /
1=3 :

(98)

To obtain an invariant scheme, we approximate the KdV equation using (96) and
(97),

�tu
n
i C un

i ��xun
i C�

3
xun

i D 0 : (99)

and invariantize the resulting scheme. Since the latter is already invariant, the
scheme remains the same. We note that the scheme (99) is the same as (90).

Exercise 6.8 Referring to Exercise 4.5:

1. Construct a discrete moving frame on the stencil

˚�

n; i; tn; tnC1; xn
i�1; x

n
i ; x

n
iC1; x

nC1
i�1 ; x

nC1
i ; xnC1

iC1 ; u
n
i�1; u

n
i ; u

n
iC1; u

nC1
i�1 ; u

nC1
i ; unC1

iC1

�


compatible with the differential moving frame found in Exercise 4.18 part 2.
2. Invariantize the discrete approximation

uxx � D2un
i D

2

hn
i C hn

i�1

ŒDun
i � Dun

i�1�:

3. Write a symmetry-preserving scheme for Burgers’ equation (36).

7 Numerical Simulations

In this section we present some numerical simulations using the invariant numerical
schemes derived in Sect. 6.
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7.1 Schwarzian ODE

indexSchwarz’ equationWe begin with the Schwarzian ODE (33) with F.x/ D 2. In
other words, we consider the differential equation

ux uxxx � .3=2/u2xx

u2x
D 2 : (100)

By the Schwarz’ Theorem [64], the general solution of (100) is

u.x/ D
a sin xC b cos x

c sin xC d cos x
with ad � bc ¤ 0 :

Choosing a D d D 1 and b D c D 0, we obtain the particular solution u.x/ D tan x.
We now aim to obtain this particular solution numerically using the invariant scheme
(80) and a standard noninvariant scheme, and compare the results. For the standard
method, we choose the explicit fourth order adaptive Runge–Kutta solver ode45
as provided by MATLAB. On the surface, this appears to be an unfair comparison
since the invariant scheme (80) is only first order accurate. However, preserving
geometric properties can give a numerical scheme a distinct advantage, even if it is
only of relatively low order. This is verified in Fig. 2.

The relative error tolerance controlling the step size in the (noninvariant) adaptive
Runge–Kutta method was set to 10�12. Despite this extremely small tolerance, the
numerical solution diverges at the point x D �=2 where the solution has a vertical
asymptote. On the other hand, the invariant method, with a step size of h D 0:01, is
able to integrate beyond this singularity and follows the exact solution u.x/ D tan x
very closely. For the conceptually related case where F.x/ D sin x in (33), see [13].
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Fig. 2 Numerical integration of the Schwarzian ODE (33) with F.x/ D 2. Blue: Non-invariant
fourth order adaptive RK method. Red: Invariant first order method. Black: Exact solution
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7.2 Korteweg–de Vries Equation

As reviewed in the previous sections, the earliest examples of invariant numerical
schemes for evolution equations almost exclusively rested on the discretization of
their associated Lagrangian form. However, the use of fully Lagrangian techniques
for discretizing differential equations is not common due to their tendency to cluster
grid points in certain areas of the computational domain and to poorly resolve
the remaining parts of the domain. Even more problematic, Lagrangian numerical
methods regularly lead to mesh tangling, especially in the case of several space
dimensions.

For the KdV equation this basic problem is readily demonstrated using the
invariant Lagrangian scheme given by (91) and (92). To do so, we numerically
implement this scheme using as initial condition a double soliton solution of the
form

u.t; x/ D
1

2
c1 sech2

�p
c1
2
.xC a1 � c2t/

�

C
1

2
c2 sech2

�p
c2
2
.xC a2 � c2t/

�

; (101)

where c1; c2 2 R are the phase velocities of the individual solitons and a1; a2 2 R
are the initial displacements. In our numerical simulations, we set a1 D 20, a2 D 5,
c1 D 1, c2 D 0:5, and restricted the computational domain to the interval Œ�30; 30�
discretized with a total of N D 128 spatial grid points. The time step k was chosen
to be proportional to h3, k / h3, and the final integration time for the Lagrangian
experiment was t D 0:75. The result of the computation is presented in Fig. 3.

It is visible from the evolution of the mesh points in Fig. 3 (right) that mesh
tangling (here: crossing of mesh lines) is about to occur. This leads to numerical
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Fig. 3 Left: Numerical solution for the KdV equation using the invariant Lagrangian scheme (91)
and (92). Right: Associated evolution of the mesh points
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instability that is visible as high wavenumber oscillations between the two solitons,
which sets in almost immediately after the start of the numerical integration. In
other words, the invariant Lagrangian scheme is unsuitable for practical applications
in virtually all relevant numerical situations, since no inherent control over the
evolution of the mesh points is build into the scheme.

It is striking to observe that, despite the well-known shortcomings of Lagrangian
numerical schemes, the latter have played a prominent role in the field of symmetry-
preserving discretization. This can be explained by the fact that for most papers
on the subject, invariant numerical schemes were constructed more as an example
highlighting the possibility of deriving symmetry-preserving schemes of differential
equations rather than as a tool for practical numerical experiments. Indeed, it is fair
to say that even now, the numerical analysis of invariant discretization schemes is
still lacking rigor.

In order to make the invariant numerical scheme (91) practical, a different
invariant grid equation has to be derived. Possible strategies include the use of
invariant evolution–projection schemes and invariant adaptive numerical schemes.

The invariant evolution–projection scheme conceptually builds upon the invari-
ant Lagrangian scheme. The main idea of this approach is to use the invariant
numerical scheme and the invariant mesh equations only over a single time step,
and use an interpolation scheme to project the solution of the differential equation
defined at the new spatial grid points back to the initial (typically uniform)
spatial grid. The entire procedure is invariant if the interpolation scheme used is
invariant [5]. The main appeal of this method is that it enables the use of invariant
numerical schemes on rectangular meshes.

It is readily verified that classical interpolation methods such as linear, quadratic,
cubic or spline interpolations are all invariant under the maximal symmetry group
of the KdV equation. The main reason is that all these schemes are polynomials in
terms like .xnC1

iC1 � xnC1
i / or .OxnC1 � xnC1

i /=.xnC1
iC1 � xnC1

i /, where OxnC1 is the inter-
polation point, which are invariant under spatial and temporal shifts and Galilean
boosts. The invariance under scaling transformations follows from the consistency
of the interpolation scheme. For example, consider the linear interpolation given by

u.OxnC1
i / D unC1

i C
unC1

iC1 � unC1
i

xnC1
iC1 � xnC1

i

.OxnC1
i � xnC1

i /:

Then, under the action of the KdV symmetry group given by (95), the linear
interpolation formula remains invariant. In other words, it follows that

U.bXnC1
i / D UnC1

i C
UnC1

iC1 � UnC1
i

XnC1
iC1 � XnC1

i

.bXnC1
i � XnC1

i /:

For more details and examples, see [5, 6].
In Fig. 4 we present the numerical results for the scheme (91), (92) using the

double soliton (101) as initial condition on the interval Œ�30; 30�. As opposed to
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Fig. 4 Numerical solution
for the KdV equation using
the invariant scheme (91),
(92) augmented with a cubic
spline interpolation after
every step to project the
solution back to the original
uniform mesh
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the previous simulation, we now introduce a cubic spline interpolation at each time
integration to project the solution back to the original space grid. The number of
discrete spatial points is as before, that is N D 128, and the final integration
time is t D 40. As it can be seen, the two solitons interact with each other
and remain unchanged after their collision, which is properly captured by the
invariant evolution–projection scheme. We point out though that the scheme is rather
dissipative, with the amplitudes of the solitons slowly decreasing over time. While in
the present example dissipation can be seen as a disadvantage, this dissipation can
be essential in hyperbolic problems that involve shock solutions. For these shock
solutions, numerical simulations usually require schemes, such as upwind or Lax–
Friedrich and Lax–Wendroff methods, which exhibit artificial dissipation.

A second possibility for completing the invariant numerical scheme (91) without
using Lagrangian methods rests on moving mesh methods. Without going into great
details, we present here an invariant r-adaptive scheme for the KdV equation (for
more information, see [9]). In r-adaptive numerical schemes a fixed number of grid
points is redistributed so that points automatically move to regions where higher
resolution is required, for example near shocks. Therefore, r-adaptive numerical
methods are particularly important for hyperbolic problems. We refer to [39] for a
comprehensive review of such methods.

For one-dimensional problems, r-adaptive moving meshes on the interval Œa; b�
are uniquely determined through the equidistribution principle, which in differential
form reads

.ı.t; x/xs/s D 0 (102)

with boundary conditions x.t; 0/ D a and x.t; 1/ D b. In (102), the function ı is
called the mesh density function or monitor function. Its role is to control the areas
where grid points should concentrate or de-concentrate. It is typically linked to the
solution of the physical differential equation. For example, the arc-length type mesh
density function is
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Fig. 5 Left: Numerical solution for the KdV equation using the invariant adaptive scheme (91),
(104). Right: Associated evolution of the mesh points

ı D

q

1C ˛u2x ; (103)

where ˛ 2 R is a constant adaptation parameter.
To complete the invariant scheme for the KdV equation, we discretize (102)

and (103) using the difference invariants given in (87) or using the invariantization
map induced by the discrete moving frame (98). In particular, it turns out that the
straightforward discretization

ın
iC1 C ı

n
i

2
.xnC1

iC1 � xnC1
i / �

ın
i C ı

n
i�1

2
.xnC1

i � xnC1
i�1 / D 0 ;

ın
i D

s

1C ˛

�

k
un

iC1 � un
i

xn
iC1 � xn

i

�2

;

(104)

is invariant under the maximal Lie symmetry group of the KdV equation.
In Fig. 5 we present the numerical solution for the KdV equation using the

invariant adaptive scheme (91) with (104) and the same double soliton initial
condition (101) as in the previous simulation. The final integration time was again
chosen to be t D 40 and the adaptation parameter was set to ˛ D 10.

It is readily seen from Fig. 5 that the invariant adaptive scheme (91), (104)
again does not suffer from the shortcomings observed for the Lagrangian scheme
(91), (92). In particular, no mesh tangling occurs. The associated adaptive mesh
suitably tracks the position of the solitons and remains almost uniform away from
the two waves, although the adaptation is relatively weak since the solution does not
exhibiting overly steep gradients. An advantage of the invariant r-adaptive scheme
over the invariant evolution–projection scheme is that the amplitudes of the solitons
are not damped during the adaptation strategy.
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In general, using invariant adaptive schemes has the merit of combining a
geometric numerical method with a well-proven numerical strategy for dynamically
redistributing the points in a mesh. In particular, this technique works for all
evolution equations that are invariant under the Galilean group, which are virtually
all equations of classical hydrodynamics, including the shallow-water equations, the
Euler equations and the Navier–Stokes equations. Since shock waves are physically
important solutions in these models, invariant adaptive schemes are of high practical
relevance in this field.

7.3 Burgers’ Equation

In this section we construct a new numerical scheme for Burgers’ equation (36)
invariant under the four-parameter symmetry group

X D e�4xC �3tC �1 ; T D e2�4 tC �2 ; U D e��4uC �3 ;

�1; �2; �3; �4 2 R (105)

generated by the vector fields v1; v2; v3; v4 given in (37). We exclude the one-
parameter group of transformations generated by v5 since in numerical simulations
the evolution of the time variable t should always be strictly increasing, and allowing
the inversion transformations generated by v5 would enable one to reverse the time
direction, which is not desirable from a numerical standpoint.

Remark 7.1 As an exercise, the reader is invited to adapt the constructions below
by including the inversion transformations generated by v5. This has never been
attempted and could potentially lead to interesting new results!

Due to the similarities between the symmetry subgroup action (105) and the KdV
symmetry group (31), the underlying symmetry-preserving schemes for Burgers’
equation are conceptually similar to the invariant schemes constructed before for
the KdV equation. Though, one important differences between the two equations
is that solutions to Burgers’ equation can develop very steep gradients (although
remaining smooth for all times provided that � ¤ 0). This is particularly the case if
� approaches zero. Hence, grid adaptation is of practical relevance for this equation.

In [49], an invariantization for the Crank–Nicolson scheme for Burgers’ equation
was proposed. However, we note that the Crank–Nicolson scheme is implicit and
thus in the case where � is small it might not be the most efficient way of solving
Burgers’ equation since an explicit scheme should then suffice. In the following, we
propose a new scheme which draws some ideas from high-resolution finite volume
methods [52]. It is well-known that high order schemes, such as the Lax–Wendroff
method, lead to oscillations in the numerical solution near shocks, whereas low
order schemes, such as the upwind method, develop no such oscillations but exhibit
an excessive amount of numerical viscosity. The idea in the high-resolution method
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is thus to use a high order method away from the shock and a low resolution method
near the shock. The transition between the two regions is accomplished through the
use of flux/slope limiters.

To formulate an indexinvariant finite volume schemeinvariant finite volume type
method for Burgers’ equation, we rewrite (36) in the form

ut C Qfx D 0 ; Qf D 1
2
u2 � �ux : (106)

We now discretize (106) on a moving mesh, which, as we have previously seen, is
enough to guarantee invariance under Galilean transformations. As in Examples 2.8
and 2.10, we introduce the computational variables .
; s/ and let t D t.
/ D k
 C t0

and x D x.
; s/. Then, a suitable conservative form of Burgers’ equation in the
computational variables .
; s/ is given by

.xsu/
 C k

�

1

2
u2 � �

us

xs
�

ux

k

�

s

D .xsu/
 C kfs D 0 ; (107)

see also [39]. We then discretize the flux f in two different ways, once using
the second order centered difference method (high resolution) and once using the
first order upwind method (low resolution). In doing so, we observe, as in [9],
that the invariance under Galilean transformations requires us to discretize (107)
in such a way that all spatial derivatives are evaluated using the same finite
difference discretizations. With that said, the high order discretization of (107) is
�
.xsu/high C k�sf high D 0, with

�
.xsu/
high D .hnC1

i C hnC1
i�1 /u

nC1
i � .hn

i C hn
i�1/u

n
i ;

�sf
high D 1

2

�

.un
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�

:

On the other hand, the low order discretization of (107) is�
.xsu/lowCk�sf low D 0,
where

�
.xsu/
low D

(

hnC1
i�1 unC1

i � hn
i�1u

n
i ; un

i 	 0;

hnC1
i unC1

i � hn
i un

i ; un
i < 0;

and

�sf
low D

(

�sf low
� ; un

i 	 0;

�sf low
< ; un

i < 0;
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with
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:

The invariant high-resolution method is obtained by dynamically selecting the
regions of the domain where the high order and low order methods are used. For
this purpose, we introduce the ratio

�n
i D

�un
I�1

�un
i�1

; where �un
i�1 D un

i � un
i�1 ;

and I D i � 1 if un
i 	 0 and I D i C 1 if un

i < 0. Geometrically, the quantity �n
i

measures the smoothness of the solution over the interval Œxi�1; xi�. This ratio is, by
its definition, invariant under the symmetry subgroup (105), and therefore so is any
function of �n

i .
We proceed to discretize (107) by considering

�
.xsu/C k�sf D 0 ; (108)

with

�
.xsu/ D �
.xsu/
low � ˚.�n

i�1/
�

�
.xsu/
low ��
.xsu/

high
�

;

�sf D �sf
low � ˚.�n

i�1/
�

�sf
low ��sf

high
�

;

and where, for the flux limiter function ˚.�n
i /, we choose the so-called minmod-

limiter, ˚.�n
i / D maxf0;min.1; �n

i /g. For further discussions on flux limiters,
see [52]. To complete the invariant finite volume type scheme for Burgers’ equation,
we use the same grid adaptation strategy as for the KdV equation to obtain the spatial
step size 	n

i D xnC1
i � xn

i as time evolves.
As a numerical example, we carry out an experiment similar to the one given

in [49] for the exact solution

u.x/ D �
sinh

�

x=.2�/
�

cosh
�

x=.2�/
�

C exp
�

�.cC t/=.4�/
� ;

where c 2 R. We discretize the spatial domain Œ�0:5; 0:5� with N D 128 grid points
using Dirichlet boundary conditions, and choose the time step k to be proportional
to h2, k / h2. The final integration time is t D 0:5 and for numerical purposes
c D 0:25 and the viscosity was set to � D 0:001. The adaptation parameter ˛ in the
arc-length type mesh density function in (104) was set to ˛ D 0:5. The respective
numerical results are depicted in Fig. 6.
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Fig. 6 Left: Numerical solution of Burgers’ equation using the invariant adaptive scheme (104),
(108). Right: Corresponding evolution of the mesh points

Unlike in the numerical simulations for the KdV equation presented in Sect. 7.2,
Fig. 6 clearly demonstrates the need for an adaptive moving mesh. While this is
implied from the structure of the numerical solution, it is remarkable that the
requirement for a moving mesh is already encoded in the structure of the symmetry
group of Burgers’ equation. Hence, numerically preserving symmetries can be seen
as a geometrical justification for using r-adaptive numerical methods. Moreover, due
to the use of a high-resolution finite volume type scheme, no unphysical oscillations
around the shock is observed.

8 Conclusion

To recapitulate, let us summarize the algorithm for constructing symmetry-
preserving finite difference schemes. Given a differential equation�

�

x; u.`/
�

D 0:

1. Use the infinitesimal invariance criterion (28) to determine a basis of infinitesimal
symmetry generators.

2. Choose a lattice on which the differential equation is to be discretized.
3. When possible, in particular when discretizing a partial differential equation,

impose obvious invariant constraints on the mesh. This step is not necessary but
if implemented it can, in general, simplify the implementation of the remaining
steps.

4. Use either Lie’s infinitesimal approach or the moving frame method to compute
a complete set of difference invariants, and, if necessary, to find weakly
invariant difference equations. When using the moving frame method, one has to
exponentiate the infinitesimal generators found in Step 1 to obtain the connected
component of the group of local symmetry transformations.

5. Combine the difference invariants and the weakly invariant equations in such a
way to obtain an approximation of the differential equation �

�

x; u.`/
�

D 0 and
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(possibly) constraints on the mesh. If using the moving frame method, invari-
antize a finite difference approximation of the differential equation compatible
with the mesh to obtain an invariant approximation of the differential equation.

The basic algorithm for constructing symmetry-preserving numerical schemes is
now fairly well-understood. Below are some open problems and comments for the
interested reader.

• Many important differential equations in mathematical physics admit an infinite-
dimensional symmetry group. Such equations include the Davey–Stewartson
equations [20], Liouville’s equation, the Kadomtsev–Petviashvili equation [22],
the Infeld–Rowland equation [32], the Euler equations [68], and many other
equations from fluid dynamics [46]. Implementing the above algorithm for
infinite-dimensional symmetry groups remains a challenge. One particularity
of these groups is that as new points are added to the stencil, new group
parameters appear, which does not occur in the finite-dimensional case. To avoid
this difficulty, one possibility is to consider finite-dimensional subgroups of
the infinite-dimensional symmetry group and implement the algorithm above
[60, 61]. Another possibility, which preserves the infinite-dimensional nature of
the group action, is to discretize the Lie pseudo-group action [79].

• In the last 25 years, a great deal of efforts has been devoted to constructing
symmetry-preserving finite difference numerical schemes. With the emergence
of finite element methods [80], and discrete exterior calculus [1], it would be
interesting to extend the above symmetry-preserving algorithm to these settings
as well. Further extensions to finite volume and spectral methods should also be
considered.

• As with any geometric integrator, one of the motivations for developing
symmetry-preserving schemes is to obtain better long term numerical results. As
we saw in Sect. 7, and as observed in the literature [13, 14, 18, 50], symmetry-
preserving schemes for ordinary differential equations perform extremely well,
particularly near singularities. For first order ordinary differential equation, it is
even possible to construct symmetry-preserving schemes that will approximate
exactly the solution of the original equation [81]. On the other hand, the
numerical improvements for partial differential equations are not as clear
[4, 9, 21, 49, 61, 78, 79]. In many cases, they tend to be comparable to standard
schemes. Now that the theoretical foundations are on firm grounds, one of the
main challenges in the field of symmetry-preserving schemes is to investigate
the numerical properties of invariant schemes and understand why and when
these schemes give better numerical results.

• Most partial differential equations invariantly discretized to date have been
evolutionary equations (such as the KdV and Burgers’ equations). Much more
work, especially from the numerical side, has to be devoted to the invari-
ant discretization of other types of partial differential equations, such as the
wave equation, Laplace’s equation, and the sine-Gordon equation. In particular,
constructing symmetry-preserving schemes compatible with given boundary
conditions is an important avenue of research.
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• Symmetries are usually not the only geometric properties that a differential
equation admits. Other, equally important properties such as a Hamiltonian
structure or conservation laws might be present as well. Developing geometric
integrators that will preserve more than just one geometric property at the time is
an important research direction to pursue.

9 Answers to Selected Exercises

Exercise 4.5, part 2: A complete set of difference invariants is given by the nine
invariants

I1 D
hn

i

hn
i�1

; I2 D
hnC1

i
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i�1
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i hnC1
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kn
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i hn
i�1.Dun

i � Dun
i�1/ ;

I5 D hnC1
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i�1 .DunC1
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;
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;

where

hn
i D xn

iC1 � xn
i ; kn D tnC1 � tn; 	n

i D xnC1
i � xn

i ; Dun
i D

un
iC1 � un

i

hn
i

:

Exercise 4.18, part 1: The one-parameter group actions are

expŒ�1v1� � .t; x; u/ D .xC �1; t; u/;

expŒ�2v2� � .t; x; u/ D .x; tC �2; u/;

expŒ�3v3� � .t; x; u/ D .xC �3t; t; uC �3/;

expŒ�4v4� � .t; x; u/ D .e�4x; e2�4 t; e��4u/;

expŒ�5v5� � .t; x; u/ D
�

x

1 � �5t
;

t

1 � �5t
; .1 � �5t/uC �5x

�

:

Exercise 4.18, part 2: Working on the open dense set V .1/ D f.t; x; u; ut; ux/ 2

J.1/ j uux C ut ¤ 0g, the right moving frame corresponding to the cross-section

K D ft D 0; x D 0; u D 0; ux D 0; ut D 1g
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is

�1 D �x ; �2 D �t ; �3 D �u ; e�4 D .uux C ut/
1=3 ; �5 D �ux :

Exercise 4.18, part 3: The invariantization of uxx yields the differential invari-
ant

�.uxx/ D
uxx

uux C ut
:

Exercise 6.3, part 2: A weakly invariant equation is given by

uiC1e
�A.xiC1/ � uie

�A.xi/ � B.xiC1/C B.xi/ D 0 :

Exercise 6.5: Along with the equations (62), we can add the mesh equation
I6 D 0 (refer to the solution of Exercise 4.5, part 2). On this mesh, the differential
equation can be approximated by

�I7I3 D
2�I4I1I2
1C I1

:

Explicitly,

hnC1
i hnC1

i�1

hn
i hn

i�1

�
unC1

i � un
i

kn
D �D2un

i :

Using the mesh equation 	n
i D knun

i , we obtain the explicit scheme

.1C knDun
i /.1C knDun

i�1/

�

unC1
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i

kn

�

D �D2un
i

with tn
iC1 D tn

i and 	n
i D knun

i .
Exercise 6.8, part 1: A compatible discrete cross-section is given by

K D

�

tn D 0; xn
i D 0; u

n
i D 0;

un
iC1

xn
iC1

C
un

i�1

xn
i�1

D 0; unC1
i D tnC1

�

:

The corresponding discrete moving frame is

�1 D �xn
i ; �2 D �tn ; �3 D �un
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Exercise 6.8, part 2: The invariantization yields the finite difference invariant

�.D2un
i / D

D2un
i

.1C kn�xun
i /.�tun

i C unC1
i �xun

i /
:

Exercise 6.8, part 3: Invariantizing �tun
i C un

i�xun
i D �D2un

i we obtain the
invariant scheme
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n
i C unC1
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i :
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Introduction to Cluster Algebras

Max Glick and Dylan Rupel

Abstract These are notes for a series of lectures presented at the ASIDE conference
2016. The definition of a cluster algebra is motivated through several examples,
namely Markov triples, the Grassmannians Gr2.Cn/, and the appearance of double
Bruhat cells in the theory of total positivity. Once the definition of cluster algebras is
introduced in several stages of increasing generality, proofs of fundamental results
are sketched in the rank 2 case. From these foundations we build up the notion of
Poisson structures compatible with a cluster algebra structure and indicate how this
leads to a quantization of cluster algebras. Finally we give applications of these ideas
to integrable systems in the form of Zamolodchikov periodicity and the pentagram
map.

1 Introduction

Cluster algebras were introduced by Fomin and Zelevinsky [14] in 2002 as the
culmination of their study of total positivity [13] and (dual) canonical bases.
The topic of cluster algebras quickly grew into its own as a subject deserving
independent study mainly fueled by its emergent close relationship to many areas of
mathematics. Here is a partial list of related topics: combinatorics [38], hyperbolic
geometry [11, 12, 39], Lie theory [19], Poisson geometry [24], integrable systems
[9, 26], representations of associative algebras [5–7, 44–46], mathematical physics
[1, 10], and quantum groups [3, 21, 32, 33].

In these notes we will give an introduction to cluster algebras and a couple
of the applications mentioned above. These notes are far from exhaustive and
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the references above only touch on the vast literature. Other overviews of cluster
algebras can be found in the works [20, 31, 51] which will also provide additional
references.

These lecture notes are organized as follows. Section 2 gives several motivating
examples from which we will abstract the definition of a cluster algebra. Section 3
contains several variations on the definition of cluster algebras with increasing
generality and also the definition of Y-patterns. In Sect. 4, we describe the foun-
dational results in the theory of cluster algebras and sketch, or otherwise indicate
the ideas behind, the proofs of these results. Section 5 recalls the theory of Poisson
structures compatible with a cluster algebra and describes how this naturally leads
to a quantization of cluster algebras. Finally, we conclude with applications of the
cluster algebra machinery to problems involving integrable systems in Sect. 6.

2 Motivating Examples

Cluster algebras are certain commutative rings possessing additional structure,
including:

• a distinguished collection of generators called cluster variables;
• a collection of finite subsets of the set of all cluster variables called clusters;
• a mutation rule which, given a cluster and one of its variables x, produces another

cluster by replacing x with a different cluster variable x0 related to x by an
exchange relation

xx0 D F;

where F is a binomial in the variables common to the initial and mutated clusters.

Before defining cluster algebras, we describe a few settings illustrating these various
components. We leave it to the astute reader to compare these examples with the
definitions presented in Sect. 3 and to see how they may be reinterpreted within the
cluster algebra framework.

2.1 Markov Triples

A Markov triple is a triple .a; b; c/ of positive integers satisfying the Markov
equation a2Cb2Cc2 D 3abc; an integer which appears as a term in a Markov triple
is called a Markov number. The Markov equation is an example of a Diophantine
equation and two classical number theoretic problems are to determine the number
of solutions and to determine a method for finding all such solutions. We will solve
both of these problems for the Markov equation.
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Exercise 2.1 Prove that .1; 1; 1/ and .1; 1; 2/ are (up to reordering) the only Markov
triples with repeated values.

Rearranging the Markov equation we see that c2 � 3abcC a2 C b2 D 0 and so c
is a root of the quadratic f .x/ D x2 � .3ab/xC .a2 C b2/. But notice that the other
root c0 D .a2 C b2/=c D 3ab � c is a positive integer and so .a; b; c0/ is again a
Markov triple.

Note that there was nothing special about c in the calculation above. Thus given
any Markov triple .a; b; c/, we may perform three possible exchanges

�

a; b;
a2 C b2

c

� �

a;
a2 C c2

b
; c

� �

b2 C c2

a
; b; c

�

and obtain another Markov triple in each case. The following exercises solve the
above two classical problems of Diophantine equations.

Exercise 2.2 (a) Prove that there are infinitely many Markov triples by showing
that there is no bound on how large the largest value can be.

(b) Show that all Markov triples may be obtained from the Markov triple .1; 1; 1/
by a sequence of exchanges.

2.2 The Grassmannian Gr2.Cn/

The Grassmannian Grk.Cn/ is the set of k-dimensional linear subspaces of Cn. A
point in the Grassmannian can be described, albeit non-uniquely, as the row span of a
full rank matrix A 2 Ck�n. The maximal minors of A are called Plücker coordinates.

Now, restrict to k D 2 and let

A D

�

a11 a12 : : : a1n

a21 a22 : : : a2n

	

:

The Plücker coordinates are given by �ij D a1ia2j � a1ja2i for 1 � i < j � n. As the
matrix A is not uniquely determined by a point in Gr2.Cn/, the Plücker coordinates
are not truly functions on Gr2.Cn/, but rather they are only well-defined functions
up to simultaneous rescaling. That is, the Plücker coordinates determine a closed
embedding into the projective space P.

n
2/�1. The following exercise shows that the

image of the Plücker embedding lies inside a closed subset of projective space.

Exercise 2.3 Verify that the �ij satisfy the so-called Plücker relations

�ik�jl D �ij�kl C�il�jk (1)

for 1 � i < j < k < l � n.
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Consider a regular n-gon with vertices labeled 1; 2; : : : ; n. Let T be a triangula-
tion, i.e., a maximal collection of chords ij with 1 � i < j � n, no two of which
intersect in their interiors. Note that T always consists of n � 3 diagonals together
with the n sides 12; 23; 34; : : : ; 1n. Associate to T the corresponding collection of
Plücker coordinates

�T :D f�ij W ij 2 Tg:

Proposition 2.4 Fix positive reals xij for all ij 2 T. Then there exists A 2 Gr2.Cn/

such that �ij.A/ D xij for all ij 2 T. Moreover, each �ij.A/ with ij … T can be
expressed as a subtraction free rational expression of the xij.

For instance, let n D 4 and T D f13; 12; 23; 34; 14g. A possible representing
matrix is

A D

"

1
x23
x13

0 �
x34
x13

0 x12 x13 x14

#

:

There is one remaining Plücker coordinate, namely �24, and it can be computed
from the given ones as

�24.A/ D
x12x34 C x14x23

x13

which follows from a Plücker relation. This formula can be thought of as a change
of coordinates from �T to �T0 where T 0 D .T n f13g/ [ f24g.

Exercise 2.5 The change of coordinate systems observed above can be understood
more classically in terms of the Ptolemy relations for cyclic quadrilaterals. Indeed,
consider four distinct points labeled 1; 2; 3; 4 on a circle in cyclic order and let xij

denote the distance between vertices i and j. Prove that x13x24 D x12x34 C x14x23.

More generally, if T is a triangulation of an n-gon and ik 2 T is a diagonal (as
opposed to a side), then ik is part of two triangles of T . Call the third vertices of these
two triangles j and l. It follows that T 0 D .T n fikg/ [ fjlg is again a triangulation.
Moreover, it is well known that any two triangulations may be related by a sequence
of these flips of diagonals [29]. Performing a sequence of such quadrilateral flips
and using a Plücker relation at each step makes it possible to iteratively compute all
the rational expressions promised in Proposition 2.4.

2.3 Double Bruhat Cells

An n � n matrix M is called totally positive if the determinant of every square
submatrix is a positive real number. In particular, every entry of M is positive and M
must be invertible. Write GL>0n � GLn for the subset of totally positive matrices. To
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check that a given matrix M 2 GLn is totally positive one must, a priori, check that
all
�

2n
n

�

� 1 minors of M are positive. A natural question is whether this verification
process can be made more efficient. More precisely, is there a smaller collection of
minors one may compute and from the positivity of this subset conclude that every
minor is positive, i.e., conclude that M 2 GL>0n ? We will call such a collection a
total positivity criterion if it exists.

For small n, such criteria can be found and verified easily. For example, a matrix
M D

�

a b
c d

�

2 GL2 is totally positive if and only if a; b; c; ad � bc > 0 if and only if
b; c; d; ad � bc > 0.

Exercise 2.6 Find a minimal collection of minors whose positivity guarantees a
matrix in GL3 is totally positive (Hint: any such total positivity criterion consists of
9 minors).

To describe a solution and easily identify total positivity criteria for all general
linear groups GLn, it will be convenient to slightly generalize the notion of total
positivity. An n�n matrix M is called totally nonnegative if the determinant of every
square submatrix is a nonnegative real number. Write GL�0

n � GLn for the subset
of totally nonnegative matrices. Again one may ask: what is a minimal collection
of minors needed to check that a matrix is totally nonnegative? Unfortunately, or
perhaps fortunately, the total nonnegativity criteria are not uniformly described
across all of GLn. The solution to this problem naturally leads one to study certain
subvarieties of GLn called double Bruhat cells, which we now describe.

Let BC;B� � GLn denote the subgroups of upper and lower triangular matrices
respectively. Identify the symmetric group ˙n with the subgroup of GLn consisting
of permutation matrices, i.e., matrices having precisely one nonzero entry 1 in each
row and column. For example, identify the permutation .1 2/ 2 ˙2 (written in cycle
notation) with the matrix

�

0 1
1 0

�

.
It is well known that GLn decomposes in two ways (actually many ways) as a

union of Bruhat cells:

GLn D
G

w2˙n

BCwBC D
G

w2˙n

B�wB� :

To understand total nonnegativity criteria for GLn, we will consider the double
Bruhat cells GLu;v

n D BCuBC \ B�vB� for u; v 2 ˙n.

Exercise 2.7 Find all four double Bruhat cells in GL2 and verify that they partition
the space. If you are brave, find all double Bruhat cells in GL3 and verify that they
partition the space.

For I; J � Œ1; n� with jIj D jJj, denote by�I;J the function on GLn which returns
the determinant of the submatrix on row set I and column set J.

Example 2.8 Let w0 D .1 n/.2 n � 1/ � � � .bn=2c dn=2e/ denote the longest
permutation in ˙n. The double Bruhat cell GLw0;w0

n is given as follows:



330 M. Glick and D. Rupel

GLw0;w0
n D fM 2 GLn W �Œ1;i�;ŒnC1�i;n�.M/ ¤ 0;�ŒnC1�i;n�;Œ1;i�.M/ ¤ 0 for all ig :

It turns out that each double Bruhat cell admits its own collection of total
positivity criteria, i.e., for each u; v 2 ˙n there exists a minimal collection of
minors whose positivity identifies the subset GLu;v

n \GL�0
n inside the double Bruhat

cell GLu;v
n . Some of these total nonnegativity criteria in GLu;v

n can be conveniently
described using double wiring diagrams. Write si D .i iC 1/ 2 ˙n for the simple
transposition interchanging i and i C 1. A reduced word for w 2 ˙n is a minimal
sequence .i1; : : : ; ir/ so that w D si1 � � � sir , where `.w/ :D r is called the length
of w. A reduced word .i1; : : : ; ir/ is naturally encoded in a wiring diagram, i.e., a
collection of n strands with a crossing between the ith and .i C 1/th strands each
time i appears in the reduced word, see Fig. 1.

Given .u; v/ 2 ˙2
n , a double reduced word for .u; v/ is an arbitrary shuffle

of a reduced word for u and a reduced word for v, where terms in the reduced
word for v are taken from the set f�1; : : : ;�.n � 1/g for clarity. For example,
taking u D .1 3 2/; v D .1 3/ 2 ˙3, one double reduced word for .u; v/ is
.�1; 2;�2; 1;�1/. Given a double reduced word .i1; : : : ; ir/, build a double wiring
diagram by superposing wiring diagrams associated to the reduced word for u and
the reduced word for v with crossings ordered according to the double reduced word
(see Fig. 2).

In a double wiring diagram, we label the strands in u’s wiring diagram on the
right by 1 through n starting from the bottom and label the strands in v’s wiring

Fig. 1 A wiring diagram for
the reduced word
.1; 2; 3; 1; 2; 1/ 2 ˙4

3

2

1

4

1

2

3

4

1

2

3

4

3

2

4

1

Δ1,3, Δ2,3, Δ2,1, Δ3,1, Δ12,23, Δ12,13, Δ23,13, Δ23,12, Δ123,123, Δ234,123, Δ1234,1234

Fig. 2 A double wiring diagram for the double reduced word .�1; 2;�2; 1;�3; 2;�1/ 2 ˙4 and
the collection of chamber minors determined by this double wiring diagram
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diagram similarly on the left. In this way, each chamber of the double wiring
diagram determines a minor with row set given by the labels of strands in v’s wiring
diagram lying below the chamber and column set given by the labels of strands in
u’s wiring diagram lying below the chamber (see Fig. 2). Now we may describe a
collection of total positivity criteria for GLu;v

n .

Theorem 2.9 ([13]) Each double wiring diagram for .u; v/ determines a total
positivity criterion for GLu;v

n , i.e., an element of GLu;v
n lies in GL�0

n if and only if
all nC `.u/C `.v/ chamber minors determined by the double wiring diagram are
positive.

The totally positive matrices are exactly the elements of GLw0;w0
n \ GL�0

n . Thus
Theorem 2.9 provides many total positivity criteria for GLn.

Exercise 2.10 Use double wiring diagrams to find a total positivity criterion for
GL3. Does the total positivity criterion you found in Exercise 2.6 come from a
double wiring diagram?

To finish the section and connect to the theory of cluster algebras to be presented
in the next section we make the following observation. Suppose a double reduced
word for .u; v/ contains neighboring letters, one belonging to a reduced word for u
and one belonging to a reduced word for v. In Fig. 3, we show the local effect on a
double wiring diagram when these letters are interchanged.

k

i

j

k

j

i

ΔI∪{i,j},J∪{k, }

ΔI∪{j},J∪{k}ΔI∪{i},J∪{k}ΔI∪{i},J∪{ }

ΔI,J

k

i

j

k

j

i

ΔI∪{i,j},J∪{k, }

ΔI∪{j},J∪{k}ΔI∪{j},J∪{ }ΔI∪{i},J∪{ }

ΔI,J

Fig. 3 Chamber minors associated to a simple transposition of opposite letters in a double reduced
word
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Observe that under such an exchange we have the following exchange relation
analogous to (1):

�I[fig;J[fkg�I[fjg;J[f`g D �I;J�I[fi;jg;J[fk;`g C �I[fig;J[f`g�I[fjg;J[fkg: (2)

Moreover, observe that any two collections of chamber minors for double reduced
words of .u; v/ can be obtained from each other by a sequence of these exchanges.

Exercise 2.11 Prove (2).

Exercise 2.12 Another local transformation of a double wiring diagram is given by
braid moves, either within u or within v. As an example, suppose a doubled word
for u; v begins 1; 2; 1 (i.e., u begins 1; 2; 1 and these all occur before the first letter
of v in the doubled word). Consider the double wiring diagrams both for this word
and the one obtained by replacing the first three letters with 2; 1; 2. Show that the
two corresponding collections of chamber minors differ in one element. Find and
prove an exchange relation that describes this transformation.

3 A Unifying Concept: Cluster Algebras

We now define cluster algebras of geometric type and Y-patterns, with a focus on
the underlying dynamics of seed mutations. All definitions are due to Fomin and
Zelevinsky and are drawn from [14] and [17].

3.1 Basic Definitions

Each cluster algebra is defined recursively from some initial data called a seed.
A seed consists of a cluster, which was informally described at the beginning of
Sect. 2, together with some combinatorial data that encode the mutations that can be
performed.

Definition 3.1 Let F be a purely transcendental field extension of C. A seed is a
pair .x;B/where x D .x1; : : : ; xn/ is an n-tuple of elements forming a transcendence
basis of F over C and B is a skew-symmetric integer n� n matrix. The collection x
is called the cluster and the matrix B is called the exchange matrix.

The following employs the notation Œa�C D max.a; 0/.

Definition 3.2 Given a seed (x;B) and an integer k D 1; 2; : : : ; n the seed
mutation �k in direction k produces a new seed �k.x;B/ D .x0;B0/ where x0 D

.x1; : : : ; xk�1; x0
k; xkC1; : : : ; xn/ with
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x0
k D

Q

bik>0
xbik

i C
Q

bik<0
x�bik

i

xk
(3)

and B0 is defined by

b0
ij D

(

�bij if i D k or j D kI

bij C Œbik�CŒbkj�C � Œ�bik�CŒ�bkj�C otherwise.
(4)

In words, the mutation �k has the following effects:

1. xk changes to x0
k satisfying xkx0

k D (binomial in the other xi);
2. the entries bij of B away from row and column k increase (resp. decrease) by

bikbkj if bik and bkj are both positive (resp. both negative);
3. the entries of the kth row and the kth column of B are negated.

Lemma 3.3 Let .x;B/ be a seed in F . For k D 1; : : : ; n, the following hold:

1. �k.x;B/ is also a seed in F ;
2. the seed mutation �k is involutive, i.e., �k

�

�k.x;B/
�

D .x;B/.

Definition 3.4 Fix an ambient field F and an initial seed .x;B/. The entries of
the clusters of all seeds reachable from this one by a sequence of mutations are
called the cluster variables. The cluster algebra associated with the initial seed is
the subalgebra A :D A.x;B/ of F generated by the set of all cluster variables.

Example 3.5 Let x D .x1; x2/ be the initial cluster with initial exchange matrix

B D

�

0 1

�1 0

	

:

Then �1.x;B/ D
�

x0
1; x2/;�B

�

where

x0
1 D

x2 C 1

x1
:

It is convenient to denote the new cluster variable x0
1 D x3. Next �2..x3; x2/;�B/ D

..x3; x4/;B/ where

x4 D
x3 C 1

x2
D
.x2 C 1/=x1 C 1

x2
D

x1 C x2 C 1

x1x2

and �2..x3; x4/;B/ D ..x5; x4/;�B/ where

x5 D
x4 C 1

x3
D
.x1 C x2 C 1/=.x1x2/C 1

.x2 C 1/=x1
D

x1 C 1

x2
:
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The mutation pattern seems clear, but remarkably the next variable x6 D .1C x5/=x4
equals the first variable x1. In fact, the only distinct cluster variables that can be
obtained are x1 through x5, so

A.x;B/ D C

�

x1; x2;
x2 C 1

x1
;

x1 C x2 C 1

x1x2
;

x1 C 1

x2

	

 CŒx˙1
1 ; x˙1

2 �:

Note the generating set is not minimal, in fact, any four of the given elements
generate A.x;B/.

In the preceding example, there were only finitely many cluster variables. As we
will see, this is typically not the case. However, a more subtle feature does hold
in general, namely that each of the cluster variables is a Laurent polynomial in the
variables of the initial seed.

Theorem 3.6 For any initial seed .x;B/ with x D .x1; : : : ; xn/, the associated
cluster algebra lies in the Laurent polynomial ring

A.x;B/  CŒx1; x
�1
1 ; : : : ; xn; x

�1
n �:

In particular, every cluster variable can be expressed as a Laurent polynomial in
x1; : : : ; xn.

Section 4 will go into more detail on this result, called the Laurent phenomenon,
as well as several more main theorems on cluster algebras.

3.2 Increased Generality

We generalize the previous definitions in two ways, first by allowing more general
exchange matrices and then by allowing for certain coefficients in the exchange
relations.

Definition 3.7 An n�n integer matrix B is skew-symmetrizable if there is a diagonal
matrix D with positive integer diagonal entries such that DB is skew-symmetric.

As an example, a 2 � 2 matrix B is skew-symmetrizable if and only if

B D

�

0 b
�c 0

	

or B D

�

0 �b
c 0

	

D for positive integers b and c. In either case, a possible symmetrizing matrix is

D D

�

c 0
0 b

	

:
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The rank of a cluster algebra is the number n of elements in each cluster, so the
exchange matrices B just described give rise to all possible rank 2 cluster algebras.

The second generalization is to allow so-called frozen variables that never
mutate, but which play a part in the exchange relations for the cluster variables. An
extended cluster, by convention, is typically written x D .x1; : : : ; xn; xnC1; : : : xm/

where x1; : : : ; xn are the cluster variable and xnC1; : : : ; xm are the frozen variables.
An extended exchange matrix is an m� n integer matrixeB with the property that its
upper n � n submatrix is skew-symmetrizable.

Definition 3.8 Fix a seed .x;eB/ with x D .x1; : : : ; xm/ an extended cluster
and eB an extended exchange matrix. For an integer k D 1; 2; : : : ; n, the seed
mutation �k in direction k produces a new seed �k.x;eB/ D .x0;eB0/ with x0 D

.x1; : : : ; xk�1; x0
k; xkC1; : : : ; xm/. The formulas for x0

k and the entrieseB0
ij of B0 are the

same as in (3) and (4), where the products in (3) now range from 1 to m instead of
from 1 to n.

Lemma 3.9 Lemma 3.3 holds in this generalized setting. Moreover, the skew-
symmetrizing matrix D is unchanged by mutation.

Given a seed .x;eB/ as above, the corresponding cluster algebra A.x;eB/ is defined
to be the subalgebra of C.x1; : : : ; xm/ generated by all cluster variables reachable
from this seed together with the frozen variables (which appear in every seed).
Cluster algebras at this level of generality are referred to as cluster algebras of
geometric type. In comparison, the earlier definition given was of skew-symmetric
cluster algebras with trivial coefficients.

Example 3.10 Consider a rank 2 cluster algebras with trivial coefficients (so n D
m D 2). The initial exchange matrix can be taken to be

B D

�

0 b
�c 0

	

:

with b; c positive integers. Then �1.B/ D �2.B/ D �B and �1.�B/ D �2.�B/ D
B, so as in Example 3.5 (the case where b D c D 1) the cluster variables can
be identified as fxi W i 2 Zg (possibly with redundant labels) and the mutations
given by

� � �
�1
 !

�

.x1; x0/;�B
� �2
 !

�

.x1; x2/;B
�

�1
 !

�

.x3; x2/;�B
� �2
 !

�

.x3; x4/;B
� �1
 ! � � �

The exchange relations are

xk�1xkC1 D

(

xb
k C 1 if k is odd;

xc
k C 1 if k is even.
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Exercise 3.11 1. Compute all cluster variables and coefficient variables for cluster
algebras associated to B D

�

0 b
�c 0

�

with b; c 2 Z>0 and bc � 3.
2. Justify why attempting such a calculation is futile for bc 	 4. Hint: consider the

degrees appearing in the denominators of the cluster variables.

Exercise 3.12 Prove the Laurent phenomenon for rank 2 cluster algebras. Hint:
start by showing that x4 2 ZŒx0; x1; x2; x3� by considering the monomial x0xb

3.

Example 3.13 Let n D 3 and m D 9. Denote the cluster

x D .�13;�14;�15;�12;�23;�34;�45;�56;�16/

where the last m � n D 6 variables are frozen. Let

eB D

2

6

6

6

6

6

6

6

6

6

6

6

6

6

4

0 1 0

�1 0 1

0 �1 0

1 0 0

�1 0 0

1 �1 0

0 1 �1

0 0 1

0 0 �1

3

7

7

7

7

7

7

7

7

7

7

7

7

7

5

:

Let A D A.x;eB/. Interpreting the initial variables as the indicated Plücker
coordinates on Gr2;6 we obtain a cluster algebra in the ring of rational functions
on Gr2;6.

Exercise 3.14 Prove the following statements about the cluster algebra A just
defined:

• The cluster variables of A are precisely the Plücker coordinates�ij with 1 � i <
j � n.

• The clusters of A are precisely the collections �T (see Sect. 2.2) for T a
triangulation of a hexagon.

For instance, the new cluster variable produced by applying the mutation �1 to
the initial seed is

�12�34 C�14�23

�13

which equals �24.

There is an alternate formulation of cluster algebras of geometric type which
focuses on the roles played by the frozen variables xnC1; : : : ; xm in the exchange
relations, rather than on the variables themselves. Let .x;eB/ be an extended seed.
For k D 1; : : : ; n let
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yk D

m
Y

iDnC1

xbik
i :

Define an operation ˚ (called auxiliary addition) on Laurent monomials by

m
Y

iDnC1

xei
i ˚

m
Y

iDnC1

xfi
i D

m
Y

iDnC1

xmin.ei;fi/
i :

Using this operation, we can extract positive and negative exponents as follows

yk

1˚ yk
D

Y

iDnC1;:::;m
bik>0

xbik
i

1

1˚ yk
D

Y

iDnC1;:::;m
bik<0

x�bik
i :

The change in going from the original exchange relation (3) to the one in geometric
type can then be summarized by saying that the two terms of the binomial are
enriched with coefficients yk=.1˚ yk/ and 1=.1˚ yk/. We now write

x0
k D

yk
Q

bik>0
xbik

i C
Q

bik<0
x�bik

i

.1˚ yk/xk

where the products range over i from 1 to n.

3.3 Y-Patterns

There is an alternate version of seeds and mutations, closely related to the previous
one, which itself arises in many applications. The resulting structures are called
Y-patterns.

Definition 3.15 A Y-seed is a pair .y;B/ consisting of an n-tuple y D .y1; : : : ; yn/

and an n� n skew-symmetric matrix B. For k D 1; : : : ; n, the Y-seed mutation �k is
defined by

�k
�

.y1; : : : ; yn/;B
�

D
�

.y0
1; : : : ; y

0
n/;B

0
�

for B0 as defined in (4) and

y0
j D

(

y�1
k if j D kI

yjy
Œ�bjk �

C

k .1C yk/
bjk if j ¤ k:

(5)
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In words, the Y-seed mutation �k has the following effects:

1. For each j ¤ k, yj is multiplied by .1 C yk/
bjk if bjk > 0 and by .1 C y�1

k /bjk if
bjk < 0,

2. yk is inverted,
3. B is changed in the same way as for ordinary seed mutations.

The Y-dynamics also go by the name coefficient dynamics because the coefficients
in a geometric type cluster algebra evolve in this manner with respect to auxiliary
addition ˚ and ordinary multiplication of Laurent monomials.

Another connection between cluster algebra and Y-pattern dynamics comes by
way of a certain Laurent monomial change of variables. LeteB be an m� n extended
exchange matrix with B its upper n � n submatrix. Given a seed

�

.x1; : : : ; xm/;eB
�

,
define an associated Y-seed

�

.Oy1; : : : ; Oyn/;B
�

by

Oyj D

m
Y

iD1

x
bij

i :

Proposition 3.16 Fix k D 1; : : : ; n and suppose �k.x;eB/ D .x0;eB0/. Define
.Oy1; : : : ; Oyn/ from .x;eB/ and .Oy0

1; : : : ; Oy
0
n/ from .x0;eB0/ as above. Then

�k
�

.Oy1; : : : ; Oyn/;B
�

D
�

.Oy0
1; : : : ; Oy

0
n/;B

0
�

:

Exercise 3.17 Prove Proposition 3.16.

4 Foundational Results

As mentioned in the introduction cluster algebras have found applications in a
surprising array of mathematical disciplines. Much of their ubiquity comes from
a number of remarkable theorems which we now explain.

The first of these results is the aforementioned Laurent phenomenon (The-
orem 3.6). The Laurent property originates from the study of several classical
recurrences that seem as though they should produce rational numbers, but turn
out to give only integers under certain initial conditions [15]. As with several of
the results in this section, we give a complete proof in the case of rank 2 cluster
algebras.

Recalling Example 3.10, consider the rank 2 cluster algebra with initial exchange
matrix B D

�

0 b
�c 0

�

and cluster variables xk, k 2 Z which satisfy the recursion

xk�1xkC1 D

(

xb
k C 1 if k is odd;

xc
k C 1 if k is even.
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Theorem 4.1 For any m 2 Z, each xk is an element of ZŒxm�1; xm; xmC1; xmC2�.

Remark 4.2 The ring ZŒxm�1; xm; xmC1; xmC2� is called the lower bound of A.x;B/
at the cluster fxm; xmC1g. We will give more details below and see that this result is
a special case of Theorem 4.22.

Proof Assume without loss of generality that m is odd (otherwise interchange b and
c in the calculation below). Then we may compute

xm�1x
b
mC2 D

xb
m C 1

xmC1

xb
mC2

D
xb

mxb
mC2 � 1

xmC1

C
xb

mC2 C 1

xmC1

D
.xc

mC1 C 1/
b � 1

xmC1

C xmC3 :

In particular, we see that xmC3 2 ZŒxm�1; xm; xmC1; xmC2�. A similar calculation
shows xm�2 2 ZŒxm�1; xm; xmC1; xmC2� and a simple induction argument of “shifting
the viewing window” establishes the result. ut

Having shown xk to be a polynomial in xm�1; xm; xmC1; xmC2, each of which
is directly seen to be a Laurent polynomial in xm; xmC1, the rank 2 Laurent
phenomenon follows. As such, the above is a solution to Exercise 3.12. With more
work one may establish the following result which can be leveraged to prove the
Laurent phenomenon in general.

Theorem 4.3 Assume b; c ¤ 0. For any m 2 Z, the cluster algebra A.x;B/ is
equal to

T

k2Z ZŒx˙1
k ; x˙1

kC1� D
TmC1

kDm�1 ZŒx˙1
k ; x˙1

kC1�.

The proof of this result is somewhat technical and seems unlikely to be very
informative so we will omit the details.

Remark 4.4 If one allows extended exchange matrices and imposes an additional
coprimality assumption (see Def. 4.17), then the condition b; c ¤ 0may be dropped.
The ring

TmC1
kDm�1 ZŒx˙1

k ; x˙1
kC1� is called the upper bound of A.x;B/ at the cluster

fxm:xmC1g and the ring
T

k2Z ZŒx˙1
k ; x˙1

kC1� is called the upper cluster algebra. We
will give more details below at which point this result will be a special case of
Theorems 4.22 and 4.20.

The next result is the classification of cluster algebras of finite type, i.e. those
that have only finitely many cluster variables. As we have seen in Sects. 2.2 and 2.3,
cluster algebras have roots in classical Lie theory. A large number of objects in
this realm are classified by Dynkin diagrams and finite type cluster algebras are no
exception. Given an extended exchange matrix eB with principal square submatrix
B D .bij/

n
i;jD1, write A :D A

eB D .aij/
n
i;jD1 for the Cartan companion ofeB given by
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aij D

(

2 if i D jI

�jbijj otherwise.

Note that the Cartan companion only depends on the principal part ofeB.

Theorem 4.5 ([16]) A cluster algebra A.x;eB/ is of finite type if and only if
there exists an extended exchange matrix mutation equivalent to eB whose Cartan
companion is a finite-type Cartan matrix.

Example 4.6 The irreducible finite type 2 � 2 Cartan matrices are (up to transposi-
tion) given by

A2 W

�

2 �1

�1 2

	

; B2 W

�

2 �2

�1 2

	

; G2 W

�

2 �3

�1 2

	

;

or put another way, they are the matrices
�

2 �b
�c 2

�

with bc � 3. This is precisely the
Cartan counterpart AB of the exchange matrix B D

�

0 b
�c 0

�

. Therefore, the rank 2
cluster algebra with this exchange matrix, or any cluster algebra obtained from it by
adding coefficients, has finite type if and only if bc � 3. This was the content of
Exercise 3.11.

We now provide an outline to the solution of Exercise 3.11. Let B D
�

0 b
�c 0

�

and
let xk; k 2 Z be the cluster variables of this cluster algebra. We need some more
notation. For k ¤ 1; 2, let d.k/ D .d.k/1 ; d

.k/
2 / denote the exponents of the monomial

x
d
.k/
1

1 x
d
.k/
2

2 appearing in the denominator of xk when expressed as a Laurent polynomial
in x1; x2. Let U`.t/ denote the (normalized) Chebyshev polynomial (of the second
kind) defined recursively by

U`C1.t/ D tU`.t/ � U`�1.t/ ; U1.t/ D 1 ; U0.t/ D 0 ;

and for j 2 f1; 2g define

u`;j D

8

ˆ

ˆ

<

ˆ

ˆ

:

U`.
p

bc/ if ` is odd;
p

b=c U`.
p

bc/ if ` is even and j D 1I
p

c=b U`.
p

bc/ if ` is even and j D 2:

Note that U`.t/ is an odd (resp. even) function when ` is even (resp. odd), so each
u`;j is a polynomial in b and c. Moreover, one may easily show that each u`;j, ` 	 1
is a positive integer when bc 	 4.
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The rank 2 finite type classification now boils down to verifying the following:

• The denominator vector of xk for k 2 Z n f1; 2g is

d.k/ D

(

.uk�2;1; uk�3;2/ if k 	 3I

.u�k;1; u�kC1;2/ if k � 0:
(6)

• Un
�

2 cos.�/
�

D sin.n�/= sin.�/ from which it follows that there are infinitely
many d.k/ if and only if bc 	 4. In particular, there are infinitely many cluster
variables if bc 	 4.

• By explicit calculation, there are only finitely many cluster variables in each case
where bc � 3.

More generally, ifeB is any m � n extended exchange matrix and jbijbjij 	 4 for
some i; j D 1; : : : ; n, then iteratively mutating at i and j alone will produce infinitely
many cluster variables. Call an extended exchange matrixeB D .bij/ 2-finite if every
matrix eB0 D .b0

ij/ mutation equivalent to eB satisfies the condition jb0
ijb

0
jij � 3 for

all i; j. By the above reasoning, 2-finiteness is a necessary condition for a cluster
algebra to be of finite type. It is quite remarkable that it is sufficient as well.

Theorem 4.7 ([16]) A cluster algebra A.x;eB/ is of finite type if and only if eB is
2-finite.

The next result gives the positivity of the initial cluster Laurent expansions of
all cluster variables. This result was conjectured with the introduction of cluster
algebras [14] and remained open for more than ten years.

Theorem 4.8 ([28, 37]) Let A.x;eB/ be a cluster algebra. Any cluster variable of
A.x;eB/ is an element of Z�0Œx˙1

1 ; : : : ; x˙1
m �.

The proof in skew-symmetric types builds on a concrete combinatorial construc-
tion of cluster variables in rank 2 [35, 36]. For the more general skew-symmetrizable
cluster algebras the proof was given in [28] using the theory of scattering diagrams
built on connections to mirror symmetry. We describe the combinatorial approach
to the skew-symmetric case here, but first we need more notation.

For k 2 Znf1; 2g, denote by Rk the rectangle in Z2 with corner vertices .0; 0/ and
d.k/ from (6). Write Dk for the maximal Dyck path in Rk beginning at .0; 0/, taking
East and North steps to end at the upper right corner of Rk while never passing above
the main diagonal, and such that the area below Dk inside Rk is maximized.

Example 4.9 For b D c D 3, the maximal Dyck path D5 is
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For edges e; e0 2 Dk, write e < e0 if e precedes e0 along Dk, in other words if
e is closer to .0; 0/. In this case write ee0 for the subpath of Dk beginning with the
edge e and ending with the edge e0. Write .ee0/H and .ee0/V for the sets of horizontal
and vertical edges in the path ee0 respectively. Let H;V � Dk denote the sets of
horizontal and vertical edges of Dk.

Call subsets SH � H and SV � V compatible if for each h 2 SH and v 2 SV with
h < v, there exists e 2 hv so that one of the following holds:

• e ¤ v and j.he/V j D cj.he/H \ SHj;
• e ¤ h and j.ev/Hj D bj.ev/V \ SV j.

Example 4.10 For b D c D 3, the picture below on the left shows a compatible
collection of edges of D5 while the collection on the right is not compatible.

Exercise 4.11 Find all other compatible collections for D5 in the case b D c D 3.

Theorem 4.12 ([35]) For k 2 Z n f1; 2g, the cluster variable xk is given by

xk D
X

.SH ;SV /

x
�d

.k/
1 CbjSV j

1 x
�d

.k/
2 CcjSH j

2 ;

where the sum ranges over all compatible collections of edges in the maximal Dyck
path Dk. In particular, each cluster variable is contained in Z�0Œx˙1

1 ; x˙1
2 �.

Remark 4.13 The idea of obtaining positivity for arbitrary cluster algebras goes as
follows (see [37]): any sequence of mutations can be viewed as a collection of rank 2
mutation sequences, so iteratively applying Theorem 4.12 will (after a considerable
amount of work) lead to a proof of positivity in general.

One motivation for the discovery of the cluster algebra formalism was the desire
to find a combinatorial construction of dual canonical basis elements for (quantum)
algebraic groups. The dual canonical basis of a semisimple algebraic group induces
bases on the coordinate rings of any of its subvarieties. As we saw in Example 2.3
there appears to be some kind of cluster algebra structure on the double Bruhat cells
of a semisimple algebraic group, which one can hope will shed some light on the
dual canonical basis. In most cases the double Bruhat cell does not actually admit a
cluster algebra structure but does admit a closely related structure.

Definition 4.14 Let .x;eB/ denote an extended seed. Define the upper cluster
algebra A.x;eB/ as the intersection of all Laurent rings associated to extended seeds
mutation equivalent to .x;eB/.
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Remark 4.15 The upper cluster algebra is exactly the collection of all rational
functions in fx1; : : : ; xmg which are expressed as Laurent polynomials in terms of
any cluster. Thus the Laurent phenomenon Theorem 3.6 establishes the inclusion
A.x;eB/ � NA.x;eB/, hence the name “upper” cluster algebra.

Theorem 4.16 ([2]) The coordinate ring of any double Bruhat cell GLu;v
n is an

upper cluster algebra such that each collection of chamber minors determines a
cluster.

In some special cases, the cluster algebra coincides with its upper cluster algebra.
First we describe a necessary intermediate concept.

Definition 4.17 Let .x;eB/ be an extended seed and denote by Pk :D xkx0
k the

binomial on the right hand side of the exchange relation (3). We say that .x;eB/
is coprime if the binomials Pk are pairwise relatively prime.

The upper bound U.x0;eB/ for A.x;eB/ at a seed .x0;eB0/ mutation equivalent to
.x;eB/ is the intersection of the Laurent ring generated by variables in x0 with all
Laurent rings associated to seeds which can be obtained from .x0;eB0/ by a single
mutation.

Theorem 4.18 ([2]) If .x;eB/ and .x0;eB0/ are mutation equivalent coprime seeds,
then their upper bounds U.x;eB/ and U.x0;eB/ coincide. In particular, if every seed
mutation equivalent to an extended seed .x;eB/ is coprime, then A.x;eB/ D U.x0;eB0/

for any seed mutation equivalent to .x;eB/.

Definition 4.19 An exchange matrix B D .bij/ is called acyclic if there exists a
permutation 	 so that b	i	j � 0 for i < j.

This terminology can be easily understood in the case of a skew-symmetric
exchange matrix; the matrix is acyclic exactly when its associated quiver (see
Sect. 6) has no oriented cycles.

Theorem 4.20 ([2]) Let A.x;eB/ be a cluster algebra whereeB is coprime and has
acyclic principal part. Then the cluster algebra A.x;eB/ coincides with its upper
bound U.x;eB/.

Acyclicity also guarantees the existence of easily identifiable bases of a cluster
algebra. These are best understood by identifying the cluster algebra with another
related algebra, its lower bound.

Definition 4.21 Let .x;eB/ be an extended seed and write x0
k for the vari-

able obtained by mutation in direction k. The lower bound of A.x;eB/ at .x;eB/
is the subalgebra L.x;eB/ D CŒx1; x0

1; : : : ; xn; x0
n; xnC1; : : : ; xm�.

Theorem 4.22 ([2]) Let A.x;eB/ be a cluster algebra whereeB is coprime and has
acyclic principal part. Then the cluster algebra A.x;eB/ coincides with its lower
bound L.x;eB/. Moreover, the collection of all standard monomials in the variables
x1; x0

1; : : : ; xn; x0
n; xnC1; : : : ; xm, i.e., those which do not contain both xk and x0

k for
any k, forms a basis of the cluster algebra A.x;eB/.
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Example 4.23 Acyclic cluster algebras are particularly nice but should not be taken
as the general case: there exist cluster algebras where anything that can go wrong
seems to go wrong. The primary example of this is the Markov cluster algebra with
exchange matrix

B D

2

4

0 2 �2

�2 0 2

2 �2 0

3

5 :

Comparing with Example 2.1 we see that the Markov cluster algebra has
infinitely many cluster variables. In this case, the following undesirable properties
all hold:

• the standard monomials are linearly dependent;
• the Markov cluster algebra is not finitely generated and not Noetherian;
• the Markov cluster algebra (over C) contains non-prime cluster variables;
• the Markov cluster algebra does not equal its upper cluster algebra.

5 Compatible Poisson Structures and Quantization

Many natural examples of cluster algebras carry the following additional structure.

Definition 5.1 A Poisson algebra .A; f�; �g/ is an associative algebra A equipped
with an additional skew-symmetric bilinear operation, called the Poisson bracket
(written as fx; yg for x; y 2 A), for which the following holds:

• given any x 2 A, the endomorphism fx; �gWA! A, y 7! fx; yg is a derivation with
respect to both binary operations on A, i.e., for x; y; z 2 A we have

(Leibnitz rule) fx; yzg D fx; ygzC yfx; zg

(Jacobi identity) fx; fy; zgg D ffx; yg; zg C fy; fx; zgg :

In the case of cluster algebras, the Poisson brackets take an especially simple
form when applied to cluster variables.

Definition 5.2 Let A be a cluster algebra. A Poisson bracket f�; �g on A is
compatible with the cluster algebra structure if every cluster x of A is log-canonical
with respect to f�; �g, that is there exists a skew-symmetric matrix˝x D .˝ij/ so that
fxi; xjg D ˝ijxixj for all i; j.

The existence of a compatible Poisson structure is quite restrictive and requires
a particular relationship between the matrix ˝x and the exchange matrix of a seed
with cluster x.
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Lemma 5.3 Let A.x;eB/ be a cluster algebra, where eB is .m C n/ � n, with
compatible Poisson structure f�; �g. Then writing˝x for the .mCn/�.mCn/ matrix
of Poisson bracket coefficients, we haveeBT˝x D ŒD 0�, where D is a diagonal matrix
which skew-symmetrizes B.

Exercise 5.4 Prove Lemma 5.3 using the condition that each neighboring cluster to
x should also be log-canonical.

In fact, these conditions can only hold in the following situation, in which case
all possible compatible Poisson structures can be easily understood.

The primary motivating example for compatible Poisson structures comes in the
form of the double Bruhat cells of Sect. 2.3. To introduce the relevant Poisson
structure and place the double Bruhat cells in the proper context we need to
introduce more notation.

A smooth manifold M together with a Poisson structure on its algebra O.M/
of regular functions is called a Poisson manifold. The best understood examples of
such structures comes from the theory of symplectic geometry.

Example 5.6 A symplectic manifold .M; !/ is a smooth even-dimensional mani-
fold M2n together with a 2-form ! 2 H2.M/ that is non-degenerate, i.e., !n ¤ 0

is a volume form. The symplectic structure ! provides a natural association of a
vector field �f to a function f 2 O.M/ via the contraction formula ��f! D �df .
The algebra of smooth functions on the symplectic manifold M is then naturally a
Poisson algebra via ff ; gg D !.�f ; �g/ for f ; g 2 O.M/.

A smooth map 'WM ! N between Poisson manifolds is a Poisson morphism
if it induces a Poisson morphism '�WO.N/ ! O.M/ on their algebras of smooth
functions, i.e., if ff ı'; gı'gM D ff ; ggN ı' for all f ; g 2 O.N/. Given two Poisson
manifolds M and N, there is a natural Poisson structure on M � N given by

ff ; gg.x; y/ D ff .�; y/; g.�; y/gM.x/C ff .x; �/; g.x; �/gN.y/

for f ; g 2 O.M � N/.

Example 5.7 The general linear group GLn is a Poisson manifold where the Poisson
bracket on matrix entries is given by

fxij; xk`g D
1
2

�

sign.k � i/C sign.` � j/
�

xi`xkj : (7)

Theorem 5.5 ([24]) If an extended exchange matrix QB has full rank then a
compatible Poisson structure exists for the associated cluster algebra. Moreover,
the collection of all such Poisson structures is parametrized by an affine space of
dimension �.B/ C

�m
2

�
, where �.B/ denotes the number of connected components of

the quiver associated to the principal submatrix B of QB.
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In fact, GLn has the structure of a Poisson-Lie group, that is the multiplication map
GLn � GLn ! GLn is a Poisson morphism when GLn � GLn is given the product
Poisson structure.

With this we may describe the Poisson structure on the double Bruhat cells.

Theorem 5.8 ([25]) The cluster algebra structure on GLu;v
n from Theorem 4.16 is

compatible with the restriction of the Poisson structure from GLn.

The double Bruhat cells actually have a much closer connection to the Poisson
geometry of GLn. To describe it we need to introduce a few additional concepts.

The existence of a Poisson structure on a manifold allows one to construct vector
fields associated to functions in a similar manner to the symplectic case.

Lemma 5.9 Let .M; f�; �g/ be a Poisson manifold. For any h 2 O.M/, there exists a
vector field �h on M such that for any f 2 O.M/ we have �h.f / D ff ; hg.

The vector field �h from Lemma 5.9 is simply the vector field canonically
associated to the derivation f�; hg and is called a Hamiltonian vector field. Flowing
along Hamiltonian vector fields defines an equivalence relation on a Poisson
manifold as follows:

p 	 q if there exists a piecewise smooth curve connecting p and q where each smooth
segment is the trajectory of a Hamiltonian vector field.

The equivalence class Mp containing p 2 M is a connected submanifold of
M and by definition its tangent space TqMp � TqM is spanned by Hamiltonian
tangent vectors. We may view Mp as a symplectic manifold whose 2-form is given
by !.�f ; �g/ D ff ; gg and thus Mp is called the symplectic leaf of M through p.

Example 5.10 The symplectic leaves of GLn have been explicitly computed (e.g.,
see [34] and references therein). In particular, it is known that each double Bruhat
cell in GLn is foliated by symplectic leaves of GLn. As an example (c.f. Example 2.8)
the following set is a symplectic leaf living in GLw0;w0

n :

fM 2 GLn W �Œ1;i�;ŒnC1�i;n�.M/ D �ŒiC1;n�;Œ1;n�i�.M/ ¤ 0 for all ig:

Exercise 5.11 Find a matrix M 2 GL2 so that the symplectic leaf above is the
symplectic leaf of GL2 through M. Do the same for GL3.

A final reason to care about Poisson structures on a cluster algebra is that they
provide a canonical quantization of the cluster algebra structure. Rather than giving
precise definitions, we indicate here the intuition motivating the definition and refer
the reader to [4] for more details.

Given a cluster algebra A.x;eB/ of full rank, any choice of compatible Poisson
structure gives rise to a canonical quantization of A.x;eB/ by the following
procedure, where v denotes a formal variable:

• Each cluster should be replaced by a collection of quasi-commuting elements
fX1; : : : ;Xmg satisfying XiXj D v

2�."j;"i/XjXi for a skew-symmetric bilinear form
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� W Zm � Zm ! Z, where "i denotes the ith standard basis vector of Zm. That
is, this quantum cluster generates a quantum torus T D ZŒv˙1�hX˙1

1 ; : : : ;X˙1
m i

with a ZŒv˙1�-basis

�

Xa :D v
P

i<j aiaj�."i;"j/Xa1
1 � � �X

am
m

ˇ

ˇ

ˇ

ˇ

a D .a1; : : : ; am/ 2 Zm

�

:

• Each quantum cluster obtained by mutation from this one should again generate
a quantum torus. This forces a compatibility condition on the exchange matrixeB
and the commutation matrix � (by a slight abuse of notation we freely identify
the bilinear form � with a skew-symmetric matrix), that is

�.bk; "`/ D 0 if k ¤ ` ; (8)

where bk denotes the kth column ofeB thought of as an element of Zm.
• The above conditions still leave a great deal of freedom. To restrict further, notice

that the quasi-commutation relation above can be rewritten as v�."i;"j/XiXj D

v�."j;"i/XjXi, in particular this implies that T admits an anti-automorphism X 7!
X which fixes each Xi and sends v to v�1 (recall that � was assumed skew-
symmetric). Since each initial cluster variable was bar-invariant, the same should
be true of all cluster variables since a cluster algebra is independent of the choice
of initial cluster. This uniquely determines how to incorporate powers of v into
the exchange relations (3); more precisely, the new variable obtained by mutation
in direction k must be

X0
k D X�"kC

P

bik>0
bik"i C X�"k�

P

bik<0
bik"i :

Exercise 5.12 Verify the compatibility condition (8) and show that it is the same as
the compatibility condition from Lemma 5.3.

6 Applications to Integrable Systems

We now explore connections between cluster algebras and discrete integrable
systems. In this context, it is common to represent the exchange matrix as a quiver.

Definition 6.1 A quiver is a directed graph without loops (arrows from a vertex to
itself) and without oriented 2-cycles.

A skew-symmetric n � n exchange matrix B can be encoded as a quiver Q on
vertex set f1; 2; : : : ; ng. More precisely, if i; j are such that bij > 0 then Q has bij

arrows from i to j (and none from j to i). Matrix mutation on B induces so-called
quiver mutation on Q.
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Definition 6.2 Given some k D 1; 2; : : : ; n, the quiver mutation �k gives rise to
Q0 D �k.Q/ by applying the following steps to Q:

1. for each pair of vertices i; j and arrows i! k and k! j, add an arrow i! j,
2. reverse all arrows i! k and k! j,
3. erase in turn pairs of arrows i! j and j! i to eliminate any 2-cycles.

Given a quiver Q and a sequence k1; k2; : : : ; kl of its vertices (possibly with
repeats), one can consider the dynamical system obtained by repeated applications
of the composite mutation �kl ı � � � ı�k2 ı�k1 starting from an initial seed .x;Q/ or
Y-seed .y;Q/. In the special case when the final quiver after one application equals
the initial one, i.e.

�kl ı � � � ı �k2 ı �k1 .Q/ D Q;

the system amounts to iterating a fixed birational transformation. It is natural to
investigate these mappings for properties such as periodicity and integrability.

We focus on two (families of) quivers, one giving rise to the Y-system of type
A � A and the other corresponding to the pentagram map. Some of the many other
systems that have been investigated from a cluster algebra point of view are Q-
systems [9], T-systems [8], Somos sequences [30], and mutations in box products
of quivers [43]. A systematic study of quivers that return to (isomorphic copies of)
themselves under mutation was undertaken in [18]. We also refer the reader to [22,
40], where periodicities of cluster algebra mutations are used to derive dilogarithm
identities.

For the remainder of this section, all mutations are understood to be of Y-pattern
type.

6.1 Zamolodchikov Periodicity

Fix positive integers r and s and consider the quiver Q on vertex set f1; : : : ; rg �
f1; : : : ; sg as illustrated in the case r D 4, s D 3 by

Let �even be the compound mutation given by applying each �i;j with iC j even
in turn. As no arrows connect these even vertices, it follows that these mutations
commute and so the order does not matter. Define �odd similarly as the compound
mutation at all odd vertices.
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Exercise 6.3 Let Y D .Yi;j/iD1;:::;rIjD1;:::;s. Then �even.Y;Q/ D .Y 0;�Q/ where

Y 0
i;j D

8

<

:

Y�1
i;j if iC j even

Yi;j

Q

ji�i0jD1.1CYi0 ;j/
Q

jj�j0jD1.1CY�1
i;j0
/

if iC j odd
(9)

and �Q denotes Q with all its arrows reversed.

Now begin with the Y-seed .Y0;Q/ and let

.Y1;�Q/ D �even.Y0;Q/

.Y2;Q/ D �odd.Y1;�Q/

.Y3;�Q/ D �even.Y2;Q/

:::

where Yt D .Yijt/iD1;:::;rIjD1;:::;s. It follows from the above that

Yi;j;tC1 D

8

<

:

Y�1
i;j;t if iC jC t even

Yi;j;t

Q

ji�i0jD1.1CYi0 ;j;t/
Q

jj�j0jD1.1CY�1
i;j0 ;t

/
if iC jC t odd

It is convenient to consider only the Yi;j;t with iC jC t even, which satisfy their own
recurrence

Yi;j;t�1Yi;j;tC1 D

Q

ji�i0jD1.1C Yi0;j;t/
Q

jj�j0jD1.1C Y�1
i;j0;t/

(10)

for all iCjCt odd. This recurrence is called the type Ar�As Y-system, a special case
of a family of systems conjectured by Zamolodchikov to be periodic. The proof, in
this case, is due to Volkov [50].

Theorem 6.4 The Y-system (10) on variables Yi;j;t with iC jC t odd, i D 1; : : : ; r,
and j D 1; : : : ; s has period 2.rC sC 2/ in the t-direction, that is

Yi;j;tC2.rCsC2/ D Yi;j;t :

Returning to the Y-pattern point of view, the initial seed .Y0;Q/ consists of the
Yi;j;0 for iCj even and the Y�1

i;j;�1 for iCj odd. The seed .Y2;Q/ D �odd
�

�even.Y0;Q/
�

consists of the Yi;j;2 for iC j even and the Y�1
i;j;1 for iC j odd. The periodicity theorem,

then, asserts that the rational map �odd ı �even has order rC sC 2.
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Fig. 4 An application of the
pentagram map A

B = T (A)

6.2 The Pentagram Map

The pentagram map is a discrete dynamical system defined on the space of polygons
in the projective plane. Figure 4 shows a polygon A and the corresponding output
B D T.A/, with T being the notation for the pentagram map. Each vertex of B lies
at the intersection of two consecutive “shortest” diagonals of A.

The pentagram map was introduced by Schwartz [47] and extensively studied
by Ovsienko et al. [41, 42]. In particular, they demonstrated that the pentagram
map is a completely integrable system. Another take on integrability was provided
by Soloviev [49]. In the same span of time, Glick [26] described the pentagram
map as mutations in a Y-pattern, building on work of Schwartz [48] who had found
a lift to the octahedron recurrence. Finally, Gekhtman et al. [23] gave a uniform
treatment of integrability and the cluster algebra structure of the pentagram map, and
generalizations thereof, in terms of weighted networks on tori. A similar framework
is provided by the cluster integrable systems of Goncharov and Kenyon [27], albeit
without any explicit mention of the pentagram map.

The connection between the pentagram map and Y-patterns comes by way of
certain geometrically defined coordinates on the space of polygons. The cross-ratio
of four real numbers x1; x2; x3; x4 is

�.x1; x2; x3; x4/ D
.x1 � x2/.x3 � x4/

.x1 � x3/.x2 � x4/
:

The cross-ratio is invariant under projective transformations, that is

�
�

f .x1/; f .x2/; f .x3/; f .x4/
�

D �.x1; x2; x3; x4/

for any fractional linear map f .x/ D .ax C b/=.cx C d/. For this reason, there is a
well-defined notion in the plane of the cross-ratio of four collinear points or of four
concurrent lines.

Given an n-gon A, label its sides and vertices consecutively with the integers
f1; 2; : : : ; 2ng. Such a labeling induces a canonical labeling on T.A/ as is illustrated
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Fig. 5 Possible labelings of
two polygons related by the
pentagram map

1

2 3 4

5

6

7

8

9

10

1
2

3
4

5

6
789

10

1 2 3
4

5

6
7

8
9

1 2 3

4
5
6
78

9
10

11

Fig. 6 The cross-ratios corresponding to the two types of y-parameters. On the left, �.y5/�1 is
the cross-ratio of the lines h5; 1i, 4, 6, and h5; 9i. On the right, �y6 is the cross-ratio of the points
6\ 2, 5, 7, and 6\ 10

in Fig. 5. Note that the parities of the vertex labels and of the edge labels are
interchanged by T . In what follows, let hi; ji denote the line between two points
labeled i and j and let k \ l denote the point of intersection of two lines labeled k
and l.

Definition 6.5 The y-parameters of a polygon A are real numbers y1.A/; : : : ; y2n.A/
defined by

yi.A/ D

(

�
�

�.hi; .i � 4/i; i � 1; iC 1; hi; .iC 4/i/
��1

if i is a vertex of A

��
�

i \ .i � 4/; i � 1; iC 1; i \ .iC 4/
�

if i is a side of A

This definition is illustrated in Fig. 6.

Proposition 6.6 Let A be an n-gon with y-parameters yi D yi.A/. Let B D T.A/
and denote its y-parameters y0

i D yi.B/. Then

y0
i D

8

<

:

y�1
i if i is a side of B

yi
.1Cyi�1/.1CyiC1/

.1Cy�1
i�3/.1Cy�1

iC3
/

if i is a vertex of B
(11)
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16

Fig. 7 The quiver related to the action of the pentagram map on octagons

In this equation, all indices are considered modulo 2n.

The formula (11) bears a distinct resemblance to (9), so it is plausible that it
can also be described by Y-pattern mutations for an appropriate quiver. The desired
quiver Qn has vertex set f1; 2; : : : ; 2ng and arrows j! .j˙ 1/ and j .j˙ 3/ for
each odd j, with vertices considered modulo 2n. The quiver Q8 is shown in Fig. 7.
Similar to before, define compound mutations

�odd D �2n�1 ı � � � ı �3 ı �1;

�even D �2n ı � � � ı �4 ı �2:

Theorem 6.7 ([26]) Let A be an n-gon with y-parameters y1; : : : ; y2n and let
k be a positive integer. Beginning from the Y-seed

�

.y1; : : : ; y2n/;Qn
�

, apply k
compound mutations alternating between �even and �odd. The result will have the
form

�

.y0
1; : : : ; y

0
2n/; .�1/

kQn
�

where

y0
i D yi

�

Tk.A/
�

:

Remark 6.8 It is natural to ask what values the n-tuple
�

y1.A/; : : : ; y2n.A/
�

can
take, and also to what extent this data suffices to reconstruct A. These questions
are easier to answer after extending to a larger family of objects called twisted
polygons. In this setting, the yi satisfy a single relation y1 � � � y2n D 1. Moreover,
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the yi determine a twisted polygon uniquely up to projective equivalence and a
one-parameter rescaling operation due to Schwartz [48]. The Y-pattern dynamics
described in Theorem 6.7, then, characterize the dynamics of the pentagram map on
the space of twisted polygons modulo these equivalences.

We now give a somewhat informal presentation of integrability of the pentagram
map from the cluster algebra perspective. The first ingredient is a compatible
Poisson structure, which can be obtained directly from the Y-pattern analogue of
Theorem 5.5.

Proposition 6.9 ([23, 41]) Define a Poisson bracket by fyi; yjg D bijyiyj where B
is the exchange matrix associated to the pentagram quiver Qn. Then this bracket is
preserved by the pentagram map, i.e.,

for all functions f and g of the y-parameters.

Some more work is needed to get at the conserved quantities. We follow the
approach of [27]. The quiver Qn can be lifted to an infinite doubly periodic quiver
in the plane as in Fig. 8. This lift represents an embedding of Qn on a torus. Let
G D .V;E/ be the dual graph on the torus with V D f1; 2; : : : ; 2ng where i 2 V
corresponds to the face of the quiver with vertices i˙ 2; i˙ 1. Coincidentally, G is
identical to Qn except without orientations, so ij 2 E if and only if i � j 
 ˙1;˙3
.mod 2n/. Figure 9 shows the graph G on the torus in the case n D 4, with the
vertices 1; 2; : : : ; 8 appearing in order from left to right.

Assign edge weights to G as follows: each “horizontal” edge i.iC 1/ gets weight
1 and each “vertical edge” .i � 2/.iC 1/ gets weight .�1/ixi. The xi represent
the corner invariants [48] of a polygon, certain coordinates related to the y-
parameters by

yi D

(

�.xixiC1/
�1 if i is a vertex of AI

�xixiC1 if i is a side of A:

Fig. 8 A lift of Q4 to a
doubly periodic quiver in the
plane

1 2 3 4 5 6 7 8 1

4 5 6 7 8 1 2 3 4

7 8 1 2 3 4 5 6 7

Fig. 9 A bipartite graph on the torus dual to the quiver Q4

ff ; gg ı T D ff ı T; g ı Tg
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A perfect matching of G is a collection M of its edges such that each i 2 V is an
endpoint of exactly one e 2 M. The weight of M, denoted wt.M/, is the product of
the weights of its edges. For instance,

M D f12; 36; 47; 58g

is a perfect matching of G4 and its weight is .1/.�x5/.x6/.�x7/ D x5x6x7.
The conserved quantities of the pentagram map are sums of weights of perfect
matchings, refined by a notion of homology class of a matching defined in [27].

Proposition 6.10 For any homology class, the sum

X

M

wt.M/

over perfect matchings M of Gn in that class is a conserved quantity of the
pentagram map acting on n-gons.

In the case of the graph G4 pictured in Fig. 9, there are 22 perfect matchings
which represent 8 different homology classes. Table 1 gives the 8 corresponding
conserved quantities for the pentagram map. The first 2 are trivial but the remaining
6 are (up to a sign) the original conserved quantities discovered by Schwartz [48]
by different means.

The invariant Poisson bracket from Proposition 6.9 and the conserved quantities
from Proposition 6.10 are the main ingredients for complete integrability, but there
are several more conditions that they need to satisfy. We conclude by listing these
properties, proofs for which can be found in [23, 41] and [27].

• The conserved quantities are algebraically independent.
• The conserved quantities Poisson commute, i.e., the bracket of any two of them

equals zero.

Table 1 Conserved quantities for the pentagram map acting on twisted quadrilaterals

Name Formula Representative matching

n.a. 1 f12; 34; 56; 78g

n.a. 1 f23; 45; 67; 18g

O1 �x1 � x3 � x5 � x7 C x1x2x3 C x3x4x5 f27; 34; 56; 18g

Cx5x6x7 C x1x7x8
E1 x2 C x4 C x6 C x8 � x2x3x4 � x4x5x6 f38; 12; 45; 67g

�x6x7x8 � x1x2x8
O2 x1x5 C x3x7 f27; 36; 45; 18g

E2 x2x6 C x4x8 f38; 47; 12; 56g

O4 x1x3x5x7 f14; 36; 58; 27g

E4 x2x4x6x8 f16; 38; 25; 47g

The matching M is such that wt.M/ is the first term appearing in the corresponding formula
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• The number of Casimirs plus twice the number of other conserved quantities
equals the dimension of the system.

In the last item, the term Casimir refers to a function that Poisson commutes with all
other functions. In the case summarized in Table 1, the 4 functions O2;E2;O4;E4 are
Casimirs while the other two conserved quantities O1 and E1 are not. The calculation
checks out as 4C 2.2/ D 8 is the dimension of the space of twisted quadrilaterals.
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An Introduction to Difference Galois Theory

Julien Roques

Abstract This article comes from notes written for my lectures at the summer
school “Abecedarian of SIDE” held at the CRM (Montréal) in June 2016. They
are intended to give a short introduction to difference Galois theory, leaving aside
the technicalities.

1 Introduction

This article comes from notes written for my lectures at the summer school
“Abecedarian of SIDE” held at the CRM (Montréal) in June 2016. They are
intended to give a short introduction to difference Galois theory, leaving aside the
technicalities. There already exist several nice introductory papers/surveys about
differential Galois theory, e.g., [6, 7, 22, 32, 33], and (parameterized) difference
Galois theory, e.g., [10, 18]. For complete proofs and further results concerning
difference Galois theory, we refer the reader to van der Put and Singer’s [23].

2 First Steps: From Classical Galois Theory to Difference
Galois Theory

2.1 The Classical Galois Groups

The Galois group over Q of a polynomial P.X/ 2 QŒX� can be defined as follows.
We start with the base field Q. We then consider a splitting field K of P.X/ over
Q, i.e., a minimal field extension of Q over which P.X/ decomposes as a product
a polynomials of degree 1. Then, the Galois group of P.X/ over Q is made of the
field automorphisms 	 of K such that 	jQ D IdQ.
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Exercise 2.1 Recall why we can describe the elements of this Galois group as the
permutations of the roots of P.X/ preserving the algebraic relations with coefficients
in Q among these roots. This was Galois’s original approach.

2.2 The Differential Galois Groups

This construction can be extended to linear differential equations with coefficients
in C.z/ as follows. Instead of a polynomial P.X/with coefficients in Q, we consider
a linear differential system

Y 0.z/ D A.z/Y.z/ with A.z/ 2 Mn
�

C.z/
�

:

The base field Q of Sect. 2.1 above is now replaced by the field C.z/ or, better,
by the field C.z/ endowed with the derivation d=dzWC.z/ ! C.z/. Consider some
complex number z0 which is not a pole of A.z/. According to Cauchy’s theorem,
there exists Y.z/ 2 GLn.Cfz � z0g/ such that

Y0.z/ D A.z/Y.z/

(we have denoted by Cfz� z0g the ring of analytic functions near z0). The analogue
of the splitting field of the polynomial P.X/ over Q is the field extension

K D C.z/
�

Y.z/
�

of C.z/ generated by the entries of Y.z/. Note that K is stable by the usual derivation
d=dz, which is an extension of the derivation d=dz attached to the base field C.z/.
The field K endowed with the derivation d=dzWK ! K is called a Picard–Vessiot
field for Y 0.z/ D A.z/Y.z/ over C.z/. The corresponding differential Galois group
of Y 0.z/ D A.z/Y.z/ over C.z/ is then made of the field automorphisms 	 of K such
that

	jC.z/ D IdC.z/ and 	 ı d=dz D d=dz ı 	 :

In particular, these conditions ensure that any element of the differential Galois
group transforms any solution of Y 0.z/ D A.z/Y.z/ with coefficients in K into
another solution: for any element 	 of the differential Galois group and for all
F 2 Mn;1.K/ such that F0.z/ D A.z/F.z/, we have 	.F/0.z/ D A.z/	.F/.z/.

Exercise 2.2 Let 	 be a field automorphism of K such that 	jC.z/ D IdC.z/. Prove
that the following properties are equivalent:

• 	 transforms any solution of Y 0.z/ D A.z/Y.z/with coefficients in K into another
solution;

• 	 ı d=dz D d=dz ı 	 .
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2.3 Toward Difference Galois Groups

Can we extend the construction of Sect. 2.2 to other linear functional equations? Let
us consider this question for very simple difference systems of rank one of the form

y.zC 1/ D a.z/y.z/ with a.z/ 2 C.z/� :

The base field is still C.z/, but the role played by the derivation d=dz in Sect. 2.2
is now played by the field automorphism 
 of C.z/ defined by 
 W f .z/ 7! f .zC 1/.
Inspired by Sect. 2.2, it seems natural to look for a field extension K of C.z/ such
that:

1. K can be endowed with a field automorphism extending 
 , still denoted by 
 ;
2. there exists y 2 K� such that


.y/ D a.z/yI

3. K is minimal for the above properties, i.e.,

K D C.z/.y/I

and, then, to define the difference Galois group of y.zC 1/ D a.z/y.z/ over C.z/ as
the group made of the field automorphisms 	 of K such that

	jC.z/ D IdC.z/ and 	 ı 
 D 
 ı 	 :

Let us first study the case a.z/ D 1, i.e., the equation

y.zC 1/ D y.z/ :

Note that

y.z/ D 1 and K D C.z/
�

y.z/
�

D C.z/

endowed with 
 W f .z/ 7! f .zC 1/ have the required properties. It is easily seen that
the corresponding difference Galois group is trivial, i.e., reduced to fIdC.z/g. This is
consistent with the fact that the equation y.z C 1/ D y.z/ is the simplest possible
(“trivial”).

However, the choice y.z/ D 1 may seem somewhat arbitrary. For instance, one
could have chosen y.z/ D sin.2�z/ instead of 1 and K D C.z/

�

y.z/
�

endowed
with 
 W f .z/ 7! f .z C 1/. The corresponding difference Galois group contains
a subgroup isomorphic to PGL2.C/ (i.e., the automorphisms of K defined by
r
�

z; y.z/
�

7! r
�

z; .ay.z/Cb/=.cy.z/Cd/
�

with a; b; c; d 2 C such that ad�bc ¤ 0).
This is not reasonable and not consistent with what precedes. Actually, the problem
is that, in the process of going from C.z/ to K by adjoining y D sin.2�z/, we
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have introduced new constants i.e., elements of K fixed by 
 which do not belong
to the base field C.z/ (or, equivalently, to C). This leads us to require the further
condition that

4. K
 :D ff 2 K j 
.f / D f g must be equal to C.

This condition excludes the choice y.z/ D sin.2�z/.
Let us now consider the case a.z/ D �1, i.e., the equation

y.zC 1/ D �y.z/ :

We claim that, in this case, it is impossible to find a field K satisfying to the
conditions 1 to 4 above. Indeed, assume at the contrary that such a field K exists.
Then, y2 is fixed by 
 and hence belongs to C. Therefore, y belongs to C. This is a
contradiction: the equation 
.y/ D �y does not have any solution in C.z/.

Actually, we will have to work with rings and to accept zero divisors. More
precisely, the basic objects will be rings endowed with an automorphism: these will
be called difference rings. In the present case, we will see that a correct analogue of
the splitting field is given by the quotient ring C.z/ŒX;X�1�=.X2 � 1/ endowed with
its unique ring automorphism � such that �jC.z/ D 
 and �.X/ D �X.

2.4 Organization of the Lecture Notes

Section 4 is devoted to the difference rings. The analogue(s) for difference equations
of the splitting fields of Sect. 2.1, called Picard–Vessiot rings and total Picard–
Vessiot rings, are defined and studied in Sect. 5. The difference Galois groups are
introduced in Sect. 6, where their first properties are studied. This study is pursued in
Sect. 7 (where we describe the algebraic relations among the solutions of difference
equations in terms of the difference Galois groups) and in Sect. 8 (devoted to the
Galois correspondence). In Sect. 9, we focus our attention on regular q-difference
systems. In Sect. 9.2, we introduce Birkhoff’s connection matrices and explain
their Galoisian meaning. In Sect. 9.3, we consider the q-difference equations as
deformations of differential systems and explain in which sense the connection
matrices deform the monodromy representations attached to differential equations.
Section 10 is concerned with the explicit calculation of difference Galois groups
(mainly references). Section 11 is a brief introduction to parameterized difference
Galois theory.

3 A Table of Analogies

The following table summarizes some analogies between the classical Galois
theory and difference Galois theory. The concepts in the right-hand column will
be introduced in the next sections.
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Galois theory Difference Galois theory

Polynomial equations Difference equations

Rings Difference rings

Fields Difference fields

Splitting fields Picard–Vessiot rings and total Picard–Vessiot rings

Galois groups Difference Galois groups

Finite groups Linear algebraic groups

4 Difference Rings and Difference Fields

Definition 4.1 A difference ring is a couple .R; �/ where R is a ring and � is a ring
automorphism of R. If R is a field, then .R; �/ is called a difference field.

Example 4.2 The couple .R; �/ is a difference ring in the following cases:

1. any ring R and � D IdR;
2. R D C.z/ and �W f .z/ 7! f .qz/ where q 2 C�;
3. R D C.z/ and �W f .z/ 7! f .zC h/ where h 2 C;
4. R D

S

j�0 C.zp�j
/ and �W f .z/ 7! f .zp/ where p is a positive integer. Note that

C.z/ endowed with �W f .z/ 7! f .zp/ is not a difference field because � is not
surjective.

5. R D CZ and �W .xn/n2Z 7! .xnC1/n2Z.

Definition 4.3 Let .R; �/ be a difference ring. An ideal I of R such that �.I/ � I is
called a difference ideal of .R; �/. We say that .R; �/ is a simple difference ring if
its difference ideals are f0g and R.

Exercise 4.4 Let .R; �/ be a difference ring. Let I be a maximal difference ideal
of .R; �/, i.e., a proper difference ideal of .R; �/ which is maximal among the
difference ideals of .R; �/ (be careful, I is not necessarily a maximal ideal). Prove
that �.I/ D I.

Exercise 4.5 Let I be a difference ideal of the difference ring .R; �/. Then, �
induces a ring endomorphism � of R=I.

Prove that .R=I; �/ is a difference ring if and only if �.I/ D I.

Exercise 4.6 Let .R; �/ be a difference ring.

1. Prove that if R is a Noetherian ring and if I is a difference ideal of .R; �/ then
�.I/ D I.

2. Give an example of difference ring .R; �/ such that �.I/ ¨ I.

Example 4.7 1. Any difference field is a simple difference ring.
2. Consider the difference ring .R; �/ where R D C.z/Œy; y�1� is the ring of

Laurent polynomials with coefficients in C.z/ and � is the ring automorphism of
R defined by �

�

f .z; y/
�

D f .zC 1; zy/. We claim that .R; �/ is a simple difference
ring. Indeed, let I be a nonzero difference ideal of .R; �/. Note that R is a principal
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ideal domain (in particular, it is Noetherian, so �.I/ D I according to Exercise 4.6).
Let P.z; y/ 2 R n f0g be such that I D

�

P.z; y/
�

. We have �.I/ D
�

P.z C 1; zy/
�

.
Since �.I/ D I, we get P.z C 1; zy/ D c.z/yiP.z; y/ for some c.z/ 2 C.z/� and
i 2 Z. It follows easily that P.z; y/ is a monomial in y. So P.z; y/ 2 R� and, hence,
I D R.

3. The difference ring .R; �/ where R D C.z/Œy� is the ring of polynomials with
coefficients in C.z/ and � is the ring automorphism of R given by �

�

f .z; y/
�

D f .zC
1; zy/ is not a simple difference ring. Indeed, .y/ is a proper nontrivial difference
ideal.

Definition 4.8 A morphism (resp. isomorphism) from the difference ring .R; �/ to
the difference ring .eR; Q�/ is a ring morphism (resp. isomorphism) 'WR ! eR such
that ' ı � D Q� ı '.

Exercise 4.9 Prove that, for difference rings, “being isomorphic” is an equivalence
relation.

Exercise 4.10 We have already seen that C.z/ endowed with the ring automor-
phism 	qW f .z/ 7! f .qz/ (q 2 C�) or 
hW f .z/ 7! f .z C h/ (h 2 C) is a difference
field. Prove that, up to isomorphism, these are the only difference fields of the form
.C.z/; �/ such that �jC D IdC. Hint. We recall that, as any field automorphism of
C.z/ over C, � is of the form f .z/ 7! f

�

.azC b/=.czC d/
�

for some a; b; c; d 2 C
such that ad � bc ¤ 0. If it is not equal to the identity, the automorphism
z 7! .az C b/=.cz C d/ of P1.C/ has one or two fixed points and is conjugate
to some z 7! zC h if it has one fixed point and conjugate to some z 7! qz if it has
two fixed points.

Definition 4.11 A difference ring .eR; Q�/ is a difference ring extension of a differ-
ence ring .R; �/ if eR is a ring extension of R and if Q�jR D �; in this case, we will
often denote Q� by �.

A difference ring .R; �/ is a difference subring of a difference ring .eR; Q�/ if .eR; Q�/
is a difference ring extension of .R; �/.

Two difference ring extensions .eR1; Q�1/ and .eR2; Q�2/ of a difference ring .R; �/
are isomorphic over .R; �/ if there exists a difference ring isomorphism ' from
.eR1; Q�1/ to .eR2; Q�2/ such that 'jR D IdR.

Definition 4.12 The ring of constants R� of the difference ring .R; �/ is defined by

R� :D ff 2 R j �.f / D f g :

Exercise 4.13 Let .R; �/ be a difference ring.

1. Prove that the ring of constants R� is a ring (!).
2. Prove that if R is a field then R� is a field.

Exercise 4.14 Let .k0; �/ be a difference field extension of a difference field
.k; �/.
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1. Prove that if k0 is an algebraic extension of k, then k0� is an algebraic extension
of k� . In particular, if k0 is an algebraic extension of k and if k� is algebraically
closed, then k0� D k� .

2. Prove that if k is algebraically closed, then k� is not necessary algebraically
closed.

Exercise 4.15 Let .k; �/ be a difference field. Prove that � can be extended into a
ring automorphism of Nk, the algebraic closure of k. In other words, Nk can be endowed
with a structure of difference field extension of .k; �/.

In what follows, we will frequently denote the difference ring .R; �/ by R.

5 Picard–Vessiot Theory

Let .k; �/ be a difference field and denote by C :D k� its field of constants.

5.1 Picard–Vessiot Rings

Consider a difference system

�.Y/ D AY with A 2 GLn.k/ : (1)

Definition 5.1 A Picard–Vessiot ring for (1) over .k; �/ is a difference ring
extension R of .k; �/ such that

1. there exists Y 2 GLn.R/ such that �.Y/ D AY (such a Y is called a fundamental
matrix of solutions of (1));

2. R is generated, as a k-algebra, by the entries of Y and det.Y/�1;
3. R is a simple difference ring.

The Picard–Vessiot rings will play the same role as the splitting fields in classical
Galois theory.

We shall now address the following questions:

1. Do Picard–Vessiot rings exist?
2. Are Picard–Vessiot extensions unique?

The answer to the first question is given by the following result.

Proposition 5.2 ([23, Sect. 1.1]) There exists a Picard–Vessiot ring for (1) over
.k; �/.

Proof We shall first construct a difference ring extension of .k; �/ satisfying
to conditions 1 and 2 of Definition 5.1. We let X D .Xi;j/1�i;j�n be a matrix
of indeterminates and we consider the ring kŒX; det.X/�1� of polynomials with
coefficients in k, in n2 indeterminates, and localized at det.X/. We consider the
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unique difference ring extension .kŒX; det.X/�1�;  / of .k; �/ defined by  .X/ D
AX. The first two conditions of Definition 5.1 are satisfied by .kŒX; det.X/�1�;  /,
but not necessarily the last one.

Example 5.3 1. Consider the case k D C.z/, �W f .z/ 7! f .qz/, q 2 C�, and A.z/ D
�1 2 GL1.C/. Then, the difference ring .kŒX; det.X/�1� D kŒX;X�1�;  / is not
simple. For instance, .X2 � 1/ is a proper nontrivial difference ideal.

2. Consider the case k D C.z/, �W f .z/ 7! f .qz/, q 2 C�, and A.z/ D q1=2 2
GL1.C/. Then, the difference ring .kŒX; det.X/�1� D kŒX;X�1�;  / is not simple.
For instance, .X2 � z/ is a proper nontrivial difference ideal.

3. Consider the case k D C.z/, �W f .z/ 7! f .qz/, q 2 C�, and A.z/ D z 2
GL1.C/. Then, the difference ring .kŒX; det.X/�1� D kŒX;X�1�;  / is simple.
Indeed, let I be a nonzero difference ideal. Let P.z;X/ 2 kŒX; det.X/�1� be such
that I D

�

P.z;X/
�

. Since
�

P.qz; zX/
�

D  .I/ D I D
�

P.X/
�

, there exists c.z/ 2 k�

and i 2 Z such that P.qz; zX/ D c.z/XiP.z;X/. So, i D 0 and it is easily seen
that P.z;X/ is a monomial in X and, hence, is invertible in kŒX; det.X/�1�. Thus,
I D kŒX; det.X/�1�.

In order to remedy this problem, we consider a maximal difference ideal I of R,
i.e., a proper difference ideal of R which is maximal among the difference ideals of
R (be careful, I is not necessarily a maximal ideal) and we consider the difference
ring extension

.R; �/ D .kŒX; det.X/�1�=I; N /

of .k; �/ where � D N WR ! R is the ring automorphism induced by  (see
Exercises 4.4 and 4.5). It is clear that the first two conditions of Definition 5.1
are satisfied by .R; �/. Moreover, the 1–1 correspondence between the difference
ideals of kŒX; det.X/�1�=I and the difference ideals of kŒX; det.X/�1� containing I
(see Exercise 4.5) shows that .R; �/ is a simple difference ring. This concludes the
proof of the existence of the Picard–Vessiot rings.

Example 5.4 1. We come back to the case k D C.z/, �W f .z/ 7! f .qz/, q 2
C�, A.z/ D �1 2 GL1.C/. Then, .X2 � 1/ is a maximal difference ideal of
.kŒX;X�1�;  /. Indeed, the proper ideals of kŒX;X�1� containing .X2�1/ are .X�1/
and .XC1/ and none of them is stable by �. Therefore, a Picard–Vessiot ring is given
by .kŒX;X�1�=.X2 � 1/; N /.
2. We come back to the case k D C.z/, �W f .z/ 7! f .qz/, q 2 C�, A.z/ D
q1=2 2 GL1.C/. Then, .X2 � z/ is a maximal ideal of kŒX;X�1� (because X2 � z
is irreducible) and, hence, a maximal difference ideal of .kŒX;X�1�;  /. Therefore,
a Picard–Vessiot ring is given by .kŒX;X�1�=.X2 � z/; N /, which is isomorphic over
.k; �/ to kŒz1=2; z�1=2� endowed with the automorphism f .z1=2/ 7! f .q1=2z1=2/.
3. We come back to the case k D C.z/, �W f .z/ 7! f .qz/, q 2 C�, A.z/ D z 2
GL1.C/. Then, a Picard–Vessiot ring is given by .kŒX;X�1�;  /. ut

Note the following fundamental property of the Picard–Vessiot rings:
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Proposition 5.5 ([23, Lemma 1.18]) Assume that the characteristic of k is 0
and that C is algebraically closed. Then, for any Picard–Vessiot ring R for (1)
over .k; �/, we have

R� D C :

This is consistent with the discussion of Sect. 2. We will see later, in Propo-
sition 5.14, another characterization of the Picard–Vessiot rings very close to the
spirit of the discussion of Sect. 2.

Our question concerning uniqueness is answered by the following result.

Theorem 5.6 ([23, Proposition 1.19]) Assume that the characteristic of k is 0 and
that C is algebraically closed. Then, any two Picard–Vessiot rings for (1) over .k; �/
are isomorphic over the difference ring .k; �/.

Remark 5.7 If C is not algebraically closed, then the previous two results may
fail. Indeed, let us come back to the case k D C.z/, �W f .z/ 7! f .qz/, A.z/ D
�1 2 GL1.C/ in the special case q D �1. Then C.z/� D C.z2/ is not
algebraically closed. The proof of Theorem 5.2 yields the Picard–Vessiot ring
.R; �/ D .C.z/ŒX;X�1�=.X2 � 1/; �/ where � is determined by �.X/ D �X. This
difference ring has new constants with respect to the base difference field .k; �/,
e.g., zX belongs to R� but not to k� D C.z/� D C.z2/. On the other hand, C.z/
endowed with � is itself is a Picard–Vessiot ring for �.y/ D �y over k (because z is
a fundamental matrix of solutions of �.y/ D �y). The two difference rings R and k
are not isomorphic.

Hypothesis 5.8 From now on, we assume that the characteristic of k is 0 and that C
is algebraically closed.

We shall now study the structure of the Picard–Vessiot rings in more details. We
start with an example.

Example 5.9 We pursue the study of the example k D C.z/, �W f .z/ 7! f .qz/,
q 2 C�, and A.z/ D �1 2 GL1.C/. A Picard–Vessiot ring is given by the
unique difference ring extension .R; �/ D .kŒX;X�1�=.X2 � 1/; �/ of .k; �/ such
that �.X/ D �X. Note that R is not a domain, so that the Picard–Vessiot rings are
not integral domains in general (in particular, it is in general impossible to realize the
Picard–Vessiot rings as subrings of some field of meromorphic functions). Letting
R0
0 D kŒX;X�1�=.X�1/ and R0

1 D kŒX;X�1�=.XC1/, the Chinese reminder theorem
ensures that

f WR! R0
0 ˚ R0

1 D R0

P 7! .bP;eP/
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is a ring isomorphism. This is even a difference ring isomorphism if R0 is endowed
with the automorphism

�0 D f ı � ı f �1 :

We let e0
0 D .O1; Q0/ D f

�

.X C 1/=2
�

2 R0
0 ˚ R0

1 and e0
1 D .O0; Q1/ D

f
�

.�X C 1/=2
�

2 R0
0 ˚ R0

1. We have

R0
0 D R0e0

0 and R0
1 D R0e0

1:

Moreover, we have

�0.e0
0/ D f ı � ı f �1.e0

0/ D f

 

�

�

X C 1

2

�

!

D f

�

�X C 1

2

�

D e0
1

and

�0.e0
1/ D f ı � ı f �1.e0

1/ D f

 

�

�

�X C 1

2

�

!

D f

�

X C 1

2

�

D e0
0 :

So, letting R0 D f �1.R0
0/, e0 D f �1.e0

0/ and R1 D f �1.R0
1/, e1 D f �1.e0

1/, we
have decomposed R as a direct product of rings

R D R0 ˚ R1 with ăRi D Rei

where

• e0 and e1 are idempotent elements of R,
• R0 and R1 are integral domains,
• �.e0/ D e1 and �.e1/ D e0, hence, �.R0/ D R1 and �.R1/ D R0.

Remark 5.10 In the case k D C.z/, �W f .z/ 7! f .qz/, q 2 C�, A.z/ D q1=2 or z 2
GL1.C/, the Picard–Vessiot rings described in Example 5.4 are integral domains.

Actually, the property discovered in the previous example is a special case of a
general fact.

Theorem 5.11 ([23, Corollary 1.16]) We can decompose R as a direct product of
rings

R D
M

x2X

Rx with Rx D Rex

where

• X D Z=tZ for some integer t 	 1,
• for all x 2 X, ex is an idempotent element of R (and, hence, ex D 1Rx ),
• for all x 2 X, Rx is an integral domain,
• for all x 2 X, �.ex/ D exC1x and, hence, �.Rx/ D RxC1x .
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5.2 Total Picard–Vessiot Rings

We maintain the notations and hypotheses of the previous section. In particular, we
assume that k has characteristic 0 and that C is algebraically closed. We let R be a
Picard–Vessiot ring over k attached to the system (1). Since R is not necessary an
integral domain, we cannot consider its field of fractions in general. But, we can
consider its total ring of fractions K, i.e.,

K D S�1R

where S is the multiplicative subset of R made of the nonzero divisors (if R is an
integral domain, then K is nothing but the field of fractions of R). Recall that

S�1R D R � R= �

where � is the equivalence relation on R � R defined by

.r; s/ � .r0; s0/ ” 9t 2 S; t.rs0 � r0s/ D 0 :

The equivalence class of .r; s/ will be denoted by r=s. There is a natural ring
structure on S�1R given by

r=sC r0=s0 D .rs0 C r0s/=.ss0/ and .r=s/.r0=s0/ D .rr0/=.ss0/ :

Moreover, �WR! R admits a unique extension into a ring automorphism �WK !
K, and it is given by

�.r=s/ D �.r/=�.s/:

Definition 5.12 In this way, K is a difference ring extension of R, called the total
Picard–Vessiot ring of (1) over .k; �/.

In the process of taking the total quotient ring, we have not increased the ring of
constants:

Proposition 5.13 We have K� D C.

Proof Indeed, consider r=s 2 K� . Then, I D fa 2 R j ar=s 2 Rg is a difference
ideal of R containing s, so I D R. In particular, 1 2 I and hence r=s 2 R. Therefore,
K� D R� D C. ut

We consider a decomposition of R as given by Theorem 5.11:

R D
M

x2X

Rx:
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It is easily seen that K can be identified with the direct product of fields

K D
M

x2X

Kx

where Kx is the field of fractions of Rx.
Collecting the previous results, we obtain the direct implication of the following

result, which gives a new characterization of the Picard–Vessiot rings; for the proof
of the other implication, we refer to [23, Corollary 1.24].

Proposition 5.14 ([23, Corollary 1.24]) Let R be a difference ring extension of
.k; �/. Then, R is a Picard–Vessiot ring for (1) if and only if the following properties
hold:

1. R has no nilpotent element;
2. the ring of constants of the total quotient ring of R (i.e., of the associated total

Picard–Vessiot ring) is C;
3. there exists Y 2 GLn.R/ such that �.Y/ D AY
4. R is minimal with respect to the above properties.

Remark 5.15 In the previous result, it is important to consider the ring of constants
of the total Picard–Vessiot ring associated to R, and not only of the Picard–Vessiot
ring R; see [23, Example 1.25].

6 Difference Galois Groups

Let .k; �/ be a difference field. We assume that k is of characteristic 0 and that the
field of constants C :D k� is algebraically closed.

Consider a difference system

�.Y/ D AY with A 2 GLn.k/ : (2)

We let R be a Picard–Vessiot ring for this system over k, and we denote by K the
corresponding total Picard–Vessiot ring.

Definition 6.1 The corresponding difference Galois group Gal�.R=k/ over .k; �/
of (2) is the group of the k-linear ring automorphisms of R commuting with �:

Gal�.R=k/ :D f	 2 Aut.R=k/ j � ı 	 D 	 ı �g :

Example 6.2 1. We come back to the case k D C.z/, �W f .z/ 7! f .qz/, q 2 C� not
a root of the unity, A.z/ D �1 2 GL1.C/. We recall that a Picard–Vessiot ring is
given by .R; �/ D .kŒX;X�1�=.X2 � 1/; �/ where � is determined by �.X/ D �X.
Let 	 2 Gal�.R=k/. Then, we have �

�

	.X/
�

D 	
�

�.X/
�

D 	.�X/ D �	.X/.

Therefore, there exists c 2 k� D C such that 	.X/ D cX. Moreover, we have X
2
D

1 2 k so 	.X/2 D 	.X
2
/ D 	.1/ D 1, i.e., c2X

2
D c2 D 1 and, hence, c D ˙1.
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It follows that Gal�.R=k/ � fIdR; 	g where 	 is the unique automorphism of R=k
such that 	.X/ D �X. It is easily seen that this inclusion is actually an equality.
2. We come back to the case k D C.z/, �W f .z/ 7! f .qz/, q 2 C� not a root of
the unity, A.z/ D q1=2 2 GL1.C/. We recall that a Picard–Vessiot ring is given by
R D kŒz1=2; z�1=2� endowed with the automorphism f .z1=2/ 7! f .q1=2z1=2/. Arguing
as in the previous example, one can prove that Gal�.R=k/ D fIdR; 	g where 	 is the
unique automorphism of R=k such that 	.z1=2/ D �z1=2.
3. We come back to the case k D C.z/, �W f .z/ 7! f .qz/, q 2 C� not a root of
the unity, A.z/ D z 2 GL1.C/. Then, a Picard–Vessiot ring is given by .R; �/ D
.kŒX;X�1�; �/, where � is determined by �.X/ D zX. Then, we have Gal�.R=k/ D
f	c j c 2 C�g where 	c is the unique automorphism of R=k such that 	.X/ D cX.

Exercise 6.3 Set

Gal�.K=k/ :D f	 2 Aut.K=k/ j � ı 	 D 	 ı �g:

Prove that the map

Gal�.K=k/! Gal�.R=k/

	 7! 	jR

is well-defined (i.e., takes its values in Gal�.R=k/) and gives a group isomorphism
between Gal�.K=k/ and Gal�.R=k/.

Exercise 6.4 What happens if we choose another Picard–Vessiot ring?

One can identify Gal�.R=k/ with a subgroup of GLn.C/ as follows (this is anal-
ogous to the identification of the Galois group of an algebraic equation to a group
of permutations of its roots). Let Y 2 GLn.R/ be a fundamental matrix of solutions
of (2). For any 	 2 Gal�.R=k/, there exists a unique C.	/ 2 GLn.C/ such that

	.Y/ D YC.	/ :

Indeed, we have �.Y/ D AY so 	
�

�.Y/
�

D 	.AY/ and, hence, �
�

	.Y/
�

D

A	.Y/. It follows that Y�1	.Y/ is left invariant by � and, hence, has coefficients
in C. Moreover, det

�

Y�1	.Y/
�

D det.Y/�1	
�

det.Y/
�

2 R�. Therefore, Y�1	.Y/

belongs to Mn.C/ \ GLn.R/ D GLn.C/, as expected.
The proof of the following result is left as an exercise.

Proposition 6.5 The map

�galWGal�.R=k/! GLn.C/

	 7! C.	/

is faithful linear representation of Gal�.R=k/ (i.e., an injective group morphism). Its
image is denoted by Ggal.
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Exercise 6.6 What happens to �gal if we choose another fundamental matrix of
solutions Y 2 GLn.R/?

Example 6.7 For the cases 1 to 3 considered in Example 6.2, we have Ggal D

f˙1g; f˙1g and C� for the choices y D X; z1=2 and X respectively.

We now come to a crucial property of the difference Galois groups.

Theorem 6.8 ([23, Theorem 1.13]) The image Ggal of �gal is an algebraic subgroup
of GLn.C/.

Recall that this means that Ggal is

• a subgroup of GLn.C/ and
• the zero-locus of a set of polynomials in CŒ.Xi;j/1�i;j�n; det X�1�.

7 Galois Groups and Algebraic Relations

We let .k; �/ be a difference field. We assume that k is of characteristic 0 and that
the field of constants C :D k� is algebraically closed.

Consider a difference system

�.Y/ D AY with A 2 GLn.k/ : (3)

We let R be a Picard–Vessiot ring for this system over k. Let y 2 GLn.R/ be a
fundamental matrix of solutions of (3). We denote by

�galWGal�.R=k/! GLn.C/

	 7! C.	/

the faithful linear representation attached to y as in Sect. 6, so that, for all 	 2
Gal�.R=k/, 	.Y/ D YC.	/. We set

Ggal D Im.�gal/ :

The aim of this section is to give a precise meaning to the following assertion:

“the difference Galois group Gal.R=k/measures the algebraic relations among
the solutions of the difference system (3).”

We let I be the ideal of the algebraic relations in kŒX; det.X/�1� among the entries
of y, i.e., I is the kernel of the unique k-algebra morphism 'W kŒX; det.X/�1� ! R
such that '.X/ D y. So, I is a maximal difference ideal of kŒX; det.X/�1�. We will
use the following exercise in what follows.

Exercise 7.1 Prove that I is a radical ideal.
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7.1 The Case When k Is Algebraically Closed

We shall first assume that k is algebraically closed.
We let V be the k-algebraic subset of GLn.k/ defined by I, i.e.,

V D fv 2 GLn.k/ j 8P.X/ 2 I;P.v/ D 0g :

We have a natural map

V � Ggal ! V

.v;M/ 7! vM :

Indeed, for any
�

v;M D C.	/
�

2 V � Ggal, we have, for all P 2 I, P.v/ D 0 so
P
�

vC.	/
�

D P
�

	.v/
�

D 	
�

P.v/
�

D 0 so vC.	/ 2 V . One deduces easily that we
have the natural map

V � Ggal.k/! V

.v;M/ 7! vM

where Ggal.k/ is the C-algebraic subgroup of GLn.k/ defined by the equations of Ggal

seen as an algebraic subgroup of GLn.C/. This group action is actually transitive:

Theorem 7.2 ([23, Theorem 1.13]) For all v;w 2 V , there exists a unique M 2
Ggal.k/ such that

w D vM :

We denote by Jc the ideal of CŒX; det.X/�1� defining Ggal, i.e.,

Jc D fP.X/ 2 CŒX; det.X/�1� j 8M 2 Ggal;P.M/ D 0g :

We denote by Jk the ideal of kŒX; det.X/�1� defining Ggal.k/, i.e.,

Jk D fP.X/ 2 kŒX; det.X/�1� j 8M 2 Ggal.k/;P.M/ D 0g :

We have

Jk D kJc :

Consider v 2 V (V is nonempty). Theorem 7.2 ensures that

V D vGgal.k/ :
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This yields the following description of the algebraic relations with coefficients in
k among the entries of y in terms of the algebraic equations defining the algebraic
group Ggal:

Proposition 7.3 We have

I D fP.v�1X/ j P.X/ 2 Jkg D fP.v
�1X/ j P.X/ 2 kJcg :

Example 7.4 For instance, if

Ggal D fM 2 GLn.C/ j .det M/m D 1g

for some positive integer m, then

I D
�

.det X/m � �
�

for some � D det.v/m 2 k�.

Exercise 7.5 Another way to state this is that the k-algebras CŒGgal�˝c k and R are
isomorphic. Prove this and give an isomorphism.

7.2 The General Case

We no longer assume that k is algebraically closed. Then, the previous results are
false in general, as shown by the following example.

Example 7.6 Consider the case k D C.z/, � D 	q, q 2 C� not a root of the
unity, �.y/ D q1=2y. A Picard–Vessiot ring is given by R D kŒz1=2; z�1=2� with
�.z1=2/ D q1=2z1=2. A fundamental solution is given by y D z1=2 2 GL1.R/. The
Galois group is Ggal D f˙1g � GL1.C/ so that CŒGgal� D CŒX;X�1�=.X2 � 1/.
Then, R and CŒGgal�˝c k are not isomorphic since the former is an integral domain,
but not the latter. However, these rings become isomorphic if we tensor with Nk over k.

Actually, we have the following result:

Proposition 7.7 ([23, Theorem 1.13]) We have

NkI D fP.v�1X/ j P 2 NkJcg :

Exercise 7.8 Another way to state this is that the rings CŒGgal�˝c Nk and R˝k Nk are
isomorphic. Prove this and give an isomorphism.

Remark 7.9 Actually, what precedes can be (and must be) rephrased in terms of
torsors.
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In some circumstances, we do not need to go to Nk. For instance, if Ggal is
connected and k is a C1-field, then Proposition 7.3 is true even if k is not
algebraically closed. (The Ggal ˝ k-torsors are trivial in this case.)

8 Galois Correspondence

Let .k; �/ be a difference field. We assume that k is of characteristic 0 and that the
field of constants C :D k� is algebraically closed.

Consider a difference system

�.Y/ D AY with A 2 GLn.k/ : (4)

Let R be a Picard–Vessiot ring for this system over k and denote by K the
corresponding total Picard–Vessiot ring. We consider its difference Galois group
Gal�.R=k/ D Gal�.K=k/ (see Exercise 6.3 for the identification between the two
groups), endowed with its structure of linear algebraic group.

There is a Galois correspondence in difference Galois theory. Note that the total
Picard–Vessiot rings are used instead of the Picard–Vessiot rings themselves.

Theorem 8.1 ([23, Theorem 1.29]) Let F be the set of difference subrings F of K
such that k � F and such that every nonzero divisor of F is actually a unit of F. Let
G be the set of algebraic subgroups of Gal�.K=k/. Then,

• for any F 2 F , the set G.K=F/ of elements of Gal�.K=k/ which fix F pointwise
is an algebraic subgroup of Gal�.K=k/;

• for any algebraic subgroup H of Gal�.K=k/, KH :D ff 2 K j 8	 2 H; 	.f / D f g
belongs to F ;

• the maps F ! G , F 7! G.K=F/ and G ! F , H 7! KH are each other’s
inverses.

Remark 8.2 Note that, if R is an integral domain, then Theorem 8.1 gives a
correspondence between the difference subfields of K containing k, on the one hand,
and the algebraic subgroups of Gal�.K=k/, on the other hand.

In particular, for any subgroup H of Gal�.K=k/, if KH D k, then H is Zariski-
dense in Gal�.K=k/. We will use this fact in Sect. 9.

We also have the following property: if H is a normal algebraic subgroup of
Gal�.K=k/, then the restriction morphism Gal�.K=k/ ! Gal�.KH=k/ induces an
isomorphism Gal�.K=k/=H Š Gal�.KH=k/.
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9 Galoisian Ambiguities Coming from Analysis for Regular
q-Difference Equations

In this section, we study the Galois groups of the regular q-difference equations and
their relationship with transcendental invariants introduced by Birkhoff, namely the
connection matrices. The main references are Etingof’s [15] and Sauloy’s [30].

We shall first recall some classical facts concerning the monodromy of linear
differential equations.

9.1 Monodromy and Differential Galois Groups

Consider a linear differential system

Y 0.z/ D A.z/Y.z/ with A.z/ 2 Mn
�

C.z/
�

: (5)

Its set of singularities on P1.C/ is denoted by S.
We shall first recall the definition of the monodromy representation attached to

this differential system. Let z0 2 P1.C/ n S. According to Cauchy’s theorem, there
exists Y.z/ 2 GLn.OP1.C/;z0 / such that

Y0.z/ D A.z/Y.z/

(we have denoted by OP1.C/ the sheaf of analytic functions over P1.C/ and by
OP1.C/;z0 its stalk at z0). Let

� W Œ0; 1�! P1.C/ n S

be a continuous path such that �.0/ D �.1/ D z0. It turns out that Y.z/ can be
analytically continued along � .

Exercise 9.1 Prove this!

After analytic continuation along � , we get a new solution �Y.z/ 2
GLn.OP1.C/;z0 / of Y 0.z/ D A.z/Y.z/. Therefore, there exists M.�/ 2 GLn.C/
such that

�Y.z/ D Y.z/M.�/ :

This matrix M.�/ is called the monodromy matrix along � of the differential
equation (5). This matrix only depends on the homotopy class of � in P1.C/ n S.
Therefore, we have a map
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�monoW�1.P
1.C/ n S; z0/! GLn.C/

Œ�� 7! M.Œ��/ :D M.�/ :

This is a group morphism.

Definition 9.2 The map �mono is a linear representation of �1.P1.C/ n S; z0/ called
the monodromy representation.

Its image is called the monodromy group and denoted by Gmono.

Exercise 9.3 We emphasize that the monodromy representation and group depends
on the choice of Y.z/ and z0. Study the dependence of the monodromy representa-
tion and group on z0 and Y.z/.

On the other hand, we recall (see Sect. 2.2) that the differential Galois group of
the differential system (5) can be described as

Gald=dz
�

K=C.z/
�

D
˚

	 2 Aut
�

K=C.z/
� ˇ

ˇ 	 ı d=dz D d=dz ı 	



where

K D C.z/
�

Y.z/
�

is the field generated over C.z/ by the entries of Y.z/. We can realize
Gald=dz

�

K=C.z/
�

as an algebraic subgroup Ggal of GLn.C/ as follows (this is
similar to what we did in Sect. 6). For any 	 2 Gald=dz

�

K=C.z/
�

, there exists a
unique C.	/ 2 GLn.C/ such that

	.U/ D UC.	/ :

Then,

�galWGald=dz
�

K=C.z/
�

! GLn.C/

	 7! C.	/

is faithful linear representation of Gald=dz
�

K=C.z/
�

and its image, denoted by Ggal,
is an algebraic subgroup of GLn.C/.

We shall now prove that the monodromy is Galoisian. Indeed, any element of K
can be continued meromorphically along any continuous path � W Œ0; 1�! P1.C/ n S
such that �.0/ D �.1/ D z0 (because the entries of Y.z/ can be analytically
continued along any such path). This induces an element 	� of Gald=dz

�

K=C.z/
�

such that

C.	� / D M.�/ :

Therefore, we have proved the following result.
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Proposition 9.4 We have

Gmono � Ggal :

In case the system is regular singular,1 the differential Galois group is “what
algebra see of analysis”:

Theorem 9.5 (Schlesinger; [24, Theorem 5.8]) Assume that the differential sys-
tem (5) is regular singular. Then, the monodromy group Gmono is Zariski-dense in
the Galois group Ggal.

Remark 9.6 If the system is irregular, then this result may be false. The typical
counter-example is y0.z/ D y.z/. There is an extension of this result to arbitrary
linear differential equations due to Ramis.

9.2 Birkhoff Connection Matrices and Difference Galois
Groups

Let q be a nonzero complex number such that jqj < 1. We consider the difference
field .C.z/; 	q/ where 	qW f .z/ 7! f .qz/ and a q-difference system

	qY D AY with A 2 GLn
�

C.z/
�

: (6)

Note that C.z/ is of characteristic 0 and that the field of constants C.z/	q D C is
algebraically closed. Thus, we can apply most of the results of the previous sections.

In this section, we assume that the following hypothesis is satisfied:

Hypothesis 9.7 The q-difference system (6) is regular at 0 and 1, i.e., A.z/ is
analytic at 0 and1 and

A.0/ D A.1/ D In :

Our first task is to construct fundamental matrices of solutions attached to 0
and1.

The infinite product

Y0.z/ D A.z/�1A.qz/�1A.q2z/�1 � � �

defines an element of GLn.OP1.C/;0/ such that

Y0.qz/ D A.z/Y0.z/ and Y0.0/ D In :

1This means that, for any s 2 S, the growth of the entries of y.z/ as z tends to s along any sector of
finite aperture and centered at s is at most polynomial.
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This functional equation shows that Y0.z/ can be extended into a meromorphic
function over C:

Y0.z/ 2 GLn
�

M.C/
�

:

We let

R0 D C.z/

�

Y0.z/;
�

det
�

Y0.z/
�

��1
	

be the C.z/-algebra generated by the entries of Y0.z/ and the inverse of its
determinant. This ring has a natural structure of difference ring extension of
.C.z/; 	q/. It is an integral domain, therefore its total Picard–Vessiot ring K0 is
nothing but the field of fractions of R0:

K0 D C.z/
�

Y0.z/
�

:

Proposition 9.8 ([15, Sect. 3]) The difference ring R0 is a Picard–Vessiot ring
for the q-difference system (6) over C.z/. Hence, the difference field K0 is a total
Picard–Vessiot ring for this system over C.z/.

Proof We use the characterization of the Picard–Vessiot rings given by Proposi-
tion 5.14. The only nontrivial point is that K

	q

0 D C. Let f .z/ be an element of K
	q

0 .
Then, f .z/ is meromorphic over C and satisfies f .qz/ D f .z/. This implies that f .z/
is analytic over C�. (Indeed, otherwise, f .z/ would have a pole z0 2 C�. Since
f .qz/ D f .z/, any element of fqkz0 j k 	 0g would be a pole of f as well. But
this set accumulates at 0. This would be in contradiction with the fact that f .z/ is
meromorphic at 0). Therefore, f .z/ induces an analytic function over the compact
Riemann surface C�=qZ. Such a function is necessarily constant. It follows that
f .z/ itself is constant over C� and, hence, over C. ut

We have similar results at1. Indeed,

Y1.z/ D A.q�1z/A.q�2z/A.q�3z/ � � �

defines an element of GLn.OP1.C/;1/ such that

Y1.qz/ D A.z/Y1.z/ and Y1.1/ D In :

This functional equation shows that Y1.z/ can be extended into a meromorphic
function over P1.C/ n f0g:

Y0.z/ 2 GLn
�

M.P1.C/ n f0g/
�

:

We let

R1 D C.z/

�

Y1.z/;
�

det
�

Y1.z/
�

��1
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be the C.z/-algebra generated by the entries of Y1.z/ and the inverse of its
determinant. This ring has a natural structure of difference ring extension of
.C.z/; 	q/. It is an integral domain, therefore its total Picard–Vessiot ring K1 is
nothing but the field of fractions of R1:

K1 D C.z/
�

Y1.z/
�

:

Proposition 9.9 ([15, Sect. 3]) The difference ring R1 is a Picard–Vessiot ring
for the q-difference system (6) over C.z/. Hence, the difference field K1 is a total
Picard–Vessiot ring for this system over C.z/.

So, we have two Picard–Vessiot rings R0 and R1. Theorem 5.5 ensures that they
are isomorphic as difference rings extensions of .C.z/; 	q/. In order to describe such
an isomorphism, we introduce Birkhoff’s connection matrix.

Definition 9.10 The Birkhoff connection matrix is defined by

P .z/ D Y0.z/
�1Y1.z/ 2 GLn

�

M.C�/
�

:

It is easily seen that

P .qz/ D P .z/:

So, one can consider P .z/ as meromorphic function over the complex torus C�=qZ

(i.e., as an elliptic function).
We let S be the set of poles of P .z/ or P .z/�1 in C�.

Theorem 9.11 ([15, Theorem 3.1]) For any v 2 C� n S, there exists a unique
isomorphism of difference ring extensions of .C.z/; 	q/


vWR1 ! R0

such that


v
�

Y1.z/
�

D Y0.z/P .v/ :

It induces an isomorphism of difference field extensions of .C.z/; 	q/


vWK1 ! K0 :

Proof Let X D .Xi;j/1�i;j�n be indeterminates over C.z/. Consider the unique C.z/-
algebra morphism

'0WC.z/ŒX�! C.z/ŒY0.z/�
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such that '0.X/ D Y0.z/ and let I0 D ker.'0/ (i.e., I0 is the ideal of the algebraic
relations with coefficients in C.z/ among the entries of Y0.z/). We denote by

'0WC.z/ŒX�=I0 ! C.z/ŒY0.z/�

the C.z/-algebra isomorphism induced by '0.
We define '1, I1 and '1 similarly.
Consider P.X/ 2 I1, so that P

�

Y1.z/
�

D P
�

Y0.z/P .z/
�

D 0. Therefore, the
function P

�

Y0.z/P .v/
�

, meromorphic over C, vanishes at qkv for all integer k large
enough. It follows that P

�

Y0.z/P .v/
�

D 0, i.e., P
�

XP .v/
�

2 I0. Hence, we have a
well-defined ring morphism

C.z/ŒX�=I1 ! C.z/ŒX�=I0

P.X/ 7! P
�

XP .v/
�

:

This is actually a ring isomorphism; its inverse is given by

C.z/ŒX�=I0 ! C.z/ŒX�=I1

P.X/ 7! P.XP .v/�1/ :

Therefore,

'0 ı � ı '1
�1 W C.z/ŒY1.z/�! C.z/ŒY0.z/�

is a ring isomorphism. It induces (by localization) ring isomorphisms R1 ! R0 and
K1 ! K0 with the expected properties. ut

Therefore, for all v;w 2 C� n S,


�1
v 
w 2 Gal�

�

R1=C.z/
�

and, hence,

P .v/�1P .w/ 2 Ggal

where Ggal denotes the image of the linear representation

�galWGal�
�

R1=C.z/
�

! GLn.C/

attached to the fundamental matrix of solutions Y1.z/.

Definition 9.12 We denote by GBir the subgroup of GLn.C/ generated by
P .v/�1P .w/ for all v;w 2 C� n S.
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Theorem 9.13 ([15, Theorem 3.3]) We have

Ggal D GBir :

Proof We admit that GBir is Zariski-closed and refer to [15, Proposition 3.2] for the
proof. According to Galois correspondence, it is sufficient to prove that KGBir

1 � C.
Consider f .z/ 2 KGBir

1 . So, f .z/ D P
�

Y1.z/
�

for some P.X/ D A.X/=B.X/ with
A.X/;B.X/ 2 C.z/ŒX� such that B

�

Y1.z/
�

¤ 0. Since f .z/ 2 KGBir
1 , we have

f .z/ D P
�

Y1.z/
�

D P
�

Y1.z/P .v/�1P .w/
�

for all v;w 2 C� n S. For v D z
and for w fixed, we get f .z/ D P.Y0.z/P .w/�1/. Therefore, f .z/, which is a priori
meromorphic over P1.C/ n f0g, is also meromorphic at 0; thus, it is meromorphic
over the whole P1.C/ and, hence, belongs to C.z/. The Galois correspondence
ensures that GBir D Ggal. ut

Remark 9.14 What does P .z/ says about 	qY D AY? Consider two q-difference
systems 	qY D A1Y and 	qY D A2Y with A1;A2 2 GLn

�

C.z/
�

. We denote by
P1.z/ D Y1;0.z/�1Y1;1.z/ and P2.z/ D Y2;0.z/�1Y2;1.z/ the corresponding
connection matrices (with obvious notations). Assume that

P1.z/ D P2.z/ :

Then, we have

Y2;0.z/Y1;0.z/
�1 D Y2;1.z/Y1;1.z/

�1 D: R.z/ :

Note that R.z/ is meromorphic over P1.C/ n f1g (this follows from the first
expression for R.z/) and P1.C/ n f0g (this follows from the second expression for
R.z/) so it is meromorphic over P1.C/ and, hence,

R.z/ 2 GLn
�

C.z/
�

:

Moreover, we have R.qz/ D A2.z/R.z/A1.z/�1. So, the q-difference system 	qY D
A2Y is obtained form 	qY D A1Y by using the linear change of unknown function

Y Ý RY :

We say that the two q-difference systems above are isomorphic over C.z/.

9.3 From Connection Matrices to Monodromy

One can consider differential equations as degenerations of q-difference equations
as q tends to 1. We have attached (Galoisian) analytic invariants to both differential
and q-difference systems, namely the monodromy representation and the connection
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matrices. The aim of this section is to understand what happens to the connection
matrices as q tends to 1. We follow Sauloy in [30].

We fix 
 2 C such that =.
/ > 0. For all � > 0, we set q� D e2� i
� . So, jq�j < 1
and q� tends to 1 as � > 0 tends to 0.

Consider a differential system

Y 0.z/ DeB.z/Y.z/ witheB.z/ 2 Mn
�

C.z/
�

: (7)

We deform this differential system into a family of q�-difference equations

Y.q�z/ D A�.z/Y.z/ with A�.z/ 2 GLn
�

C.z/
�

(8)

parameterized by � > 0. By deformation, we mean the following. The previous
q�-difference systems can be rewritten as follows:

Dq�Y.z/ D B�.z/Y.z/ (9)

where

B�.z/ D
A�.z/ � In

.q� � 1/z
and Dq�Y.z/ D

Y.q�z/ � Y.z/

.q� � 1/z
:

Roughly speaking, we say that the family of systems (8) deforms the differential
system (7) if B�.z/ tends toeB.z/ as � > 0 tends to 0, so that the systems (9) tend to
the differential system (7) as � > 0 tends to 0.

We shall now state more precisely our hypotheses:
• We assume that the differential system (7) is regular at 0 and1, i.e., that there

exists Y0.z/ 2 GLn.OP1.C/;0/ such that

Y0
0.z/ DeB.z/Y0.z/ and Y0.0/ D In

and that there exists Y1.z/ 2 GLn.OP1.C/;1/ such that

Y0
1.z/ DeB.z/Y1.z/ and Y1.1/ D In :

• We assume that the q�-difference systems (8) are regular at 0 and1, and we
denote by P�.z/ the corresponding connection matrices.

• We denote the singularities of eB.z/ (in C�) by Qz1; : : : ; QzR. We set Qz0 D 1.
We assume that the spirals Qzje2� i
R are pairwise distinct. We index Qz0; : : : ; QzR in
such a way that a positive circle around 0 meats the spirals Qz0e2� i
R; : : : ; QzRe2� i
R in
this order.

• We assume that B�.z/ converges uniformly toeB.z/ on every compact subset of
C� n fQz0; : : : ; QzRg as � > 0 tends to 0.

We denote byeU0; : : : ;eUR the connected components of C�n
Sr

jD1 Qzje2� i
R where
eUj has Qzj and QzjC1 on its boundary.
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Theorem 9.15 ([30, Sect. 4]) Under the previous assumptions, we have:

• For all j 2 f0; : : : ; rg, there exists eP j 2 GLn.C/ such that P�.z/ tends to eP j on
eUj as � > 0 tends to 0.

• The monodromy matrix around Qzj in the basis Y0.z/ is given by eP j
eP �1

j�1.

Remark 9.16 For a very general study of the behavior of the q-difference Galois
groups as q tends to 1, we refer to André’s [3].

Remark 9.17 The results established by Etingof have been extended to the regular
singular q-difference systems by van der Put and Singer in [23] and by Sauloy in
[31], following distinct approaches.

10 Computing Difference Galois Groups

Hendricks developed algorithms in [19, 20] in order to compute the difference
Galois groups of linear difference or q-difference equations of order 2 with
coefficients in Q.z/ and

S

j�1 Q.z1=j/ respectively. It relies on the classification of

the algebraic subgroups of GL2.Q/. For the difference Galois groups of Mahler
equations of order 2 with coefficients in

S

j�1 Q.z1=j/, we refer to [29]. For
calculations of difference Galois groups of finite difference equations of order 2
on an elliptic curve, we refer to [11].

What about equations of higher order?
Feng has recently given in [16] an algorithm to compute the Galois groups of

linear difference equations over Q.z/.
For the Galoisian properties of “classical equations,” especially of the gener-

alized q-hypergeometric equations, we refer to [26–28]. The methods combine
algebra and analysis.

We also emphasize that André’s main result in [3] gives a powerful tool to
compute the difference Galois groups of difference equations deforming a given
differential equations whose differential Galois group is known.

11 Parameterized Difference Galois Theory

In the recent years, several authors have developed “parameterized” differential or
difference Galois theories. The starting point was the seminal work of Cassidy and
Singer in [9]. This section is a brief introduction to the parameterized difference
Galois theory developed by Hardouin and Singer in [17]. This theory is typically
adapted to the study of the algebraic relations among the successive derivatives of
the entries of a fundamental matrix of solutions of a given difference system. For
instance, it has been used in loc. cit. to give a short proof of Hölder’s theorem,
concerning Euler’s Gamma function, which satisfies

 .zC 1/ D z .z/ :
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Theorem 11.1 (Hölder) Euler’s Gamma function is hypertranscendental, i.e., the
successive derivatives  .z/;  0.z/;  00.z/; : : : are algebraically independent over
C.z/.

Another application is given by the following result, which was first proved by
Hardouin and Singer in special cases (see http://www4.ncsu.edu/~singer/papers/
worksheet.pdf). The full result follows from the main results of [12] or of [4].

Theorem 11.2 Let y1.z/; y2.z/ be linearly independent solutions of the q-hyperge-
ometric equation

y.q2z/ �
2az � 2

a2z � 1
y.qz/C

z � 1

a2z � q2
y.z/ D 0

where a 2 C� n qZ and a2 2 qZ and jqj ¤ 1. Then y1.z/; y2.z/; y1.qz/ and their
successive derivatives are algebraically independent over the field of q-invariant
meromorphic functions over C�.

Also, the parameterized difference Galois theory has been used by Dreyfus et al.
[13] in order to study the generating series of automatic sequences. Let us recall that

the generating series f .z/ D
P

k�0 skzk of any p-automatic sequence .sk/k�0 2 Q
N

(and, actually, of any p-regular sequence) satisfies a Mahlerian difference system,
i.e., a difference system of the form

F.zp/ D A.z/F.z/

where

F.z/ D
�

f .z/; f .zp/; : : : ; f .zpn�1

/
�t

and A.z/ 2 GLn
�

C.z/
�

for some positive integer n; see Mendès France’s [21], Randé’s [25], Dumas’ [14],
Becker’s [5], Adamczewski and Bell’s [1], and the references therein. The famous
examples are the generating series of the Thue–Morse, the paper-folding, the Baum–
Sweet and the Rudin–Shapiro sequences (see Allouche and Shallit’s book [2]). The
study of the algebraic relations between such series and their successive derivatives
is a classical problem, and we have shown in [13] that the parameterized difference
Galois theory is a very convenient tool in this context. For instance, we were able to
prove the following result, where fBS.z/ and fRS.z/ are the generating series of the
Baum–Sweet and Rudin–Shapiro series.

Theorem 11.3 ([13, Introduction]) The series fBS.z/; fBS.z2/; fRS.z/; fRS.�z/ and
all their successive derivatives are algebraically independent over C.z/.

http://www4.ncsu.edu/~singer/papers/worksheet.pdf
http://www4.ncsu.edu/~singer/papers/worksheet.pdf
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11.1 A Short Introduction to Parameterized Difference Galois
Theory

The general setting of the parameterized difference Galois theory developed in
[17] is the following. Instead of a difference field .k; �/, we consider a differential
difference field .k; �; ı/, i.e., k is a field, � is a field automorphism of k and ıW k! k
is a derivation (this means that ı is an additive map satisfying Leibniz rule) such that

� ı ı D ı ı � :

Example 11.4 1. In the example of Hölder’s theorem, one can take k D C.z/,
�W f .z/ 7! f .zC 1/, ı D d=dz.

2. k D C.z/, �W f .z/ 7! f .qz/, ı D zd=dz.

We want to study (the solutions of) a linear difference system

�.Y/ D AY with A 2 GLn.k/ : (10)

The difference rings used in difference Galois theory are replaced by the
differential difference rings, i.e., by 3-uples .R; �; ı/ where R is a ring, �WR ! R
is a ring automorphism and ıWR ! R is a derivation such that � ı ı D ı ı �. We
denote by C the field of constants of the difference field .k; �/.

There are natural notions of differential difference ring extensions, ideals,
isomorphisms, etc., similar to the notions of difference ring extensions, ideals,
isomorphisms, etc., introduced in Sect. 4. For instance, a differential difference ring
.eR; Q�; Qı/ is a differential difference ring extension of the differential difference ring
.R; �; ı/ if eR is a ring extension of R, Q�jR D � and QıjR D ı; in this case, we will
often denote Q� by � and Qı by ı. We refer the reader to [17] for the details.

Definition 11.5 ([17, Definition 2.3]) A parameterized Picard–Vessiot ring
for (10) over .k; �; ı/ is a differential difference ring extension R of .k; �; ı/
such that

1. there exists Y 2 GLn.R/ such that �.Y/ D AY (such a Y is called a fundamental
matrix of solutions of (4));

2. R is generated, as a .k; ı/-algebra, by the entries of Y and det.Y/�1, i.e., R is
generated as a k-algebra by the entries of Y and det.Y/�1 and they successive
transforms by ı.

3. R is a simple differential difference ring, i.e., the only ideals of R stable by � and
ı are f0g and R.

As in difference Galois theory, we need to impose restrictions on the field
of constants C in order to have a nice parameterized Picard–Vessiot theory.
Unfortunately, the requirement that C is algebraically closed is not sufficient. The
usual requirement is that C is differentially closed. This is not only a property
of the field C but a property of C endowed with the derivation ıWC ! C (ı
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induces a map C ! C because � and ı commute). Roughly speaking, the fact that
.C; ı/ is differentially closed means that, for any polynomials P1.y1; : : : ; ys/; : : : ;

PR.y1; : : : ; ys/;Q.y1; : : : ; ys/ in the ıi.yj/ (here, ıi.yj/ is a suggestive notation for
indeterminates over C) and with coefficients in C, if

P1.y1; : : : ; ys/ D 0; : : : ;PR.y1; : : : ; ys/ D 0; Q.y1; : : : ; ys/ ¤ 0 (11)

has a solution Qy1; : : : ; Qys is some differential field extension .F;D/ of .C; ı/ (i.e.,
F is a field extension of C, DWF ! F is a derivation such that DjC D ı, and the
Eq. (11) are satisfied if we replace yi byeyi and ı by D), then it has a solution in
.C; ı/.

Proposition 11.6 ([17, Proposition 2.4]) Assume that k is of characteristic 0 and
that C is differentially closed. Then, up to isomorphism of differential difference
fields over .k; �; ı/, there exists a unique parameterized Picard–Vessiot ring for the
difference system (10) over .k; �/.

Moreover, we have R� D C.

We let R be a parameterized Picard–Vessiot rings for the difference system (10)
over .k; �; ı/. The parameterized difference Galois group is then defined as follows.

Definition 11.7 ([17, Definition 2.5]) The parameterized difference Galois group
Gal.�;ı/.R=k/ over .k; �; ı/ of (10) is the group of the k-linear ring automorphisms
of R commuting with � and ı:

Gal.�;ı/.R=k/ :D f	 2 Aut.R=k/ j � ı 	 D 	 ı � and ı ı 	 D 	 ı ıg:

As in difference Galois theory, one can see Gal.�;ı/.R=k/ as a subgroup of
GLn.C/ via the faithful representation

�galWGal.�;ı/.R=k/! GLn.C/

	 7! C.	/

where C.	/ is determined by the equality 	.Y/ D YC.	/.
A crucial result is then:

Theorem 11.8 ([17, Theorem 2.6]) The image of �gal, which will be denoted by

G.�;ı/
gal , is a differential algebraic subgroup of GLn.C/.

This means that the image of �gal is

• a subgroup of GLn.C/ and
• the zero-locus in GLn.C/ of a set of differential polynomials in C

��

ık.Xi;j/
�

1�i;j�n;

det X�1
�

.
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One can prove that the parameterized difference Galois groups reflect the
algebraic relations among the entries of a fundamental matrix of solutions and their
successive derivatives, in a similar way that the difference Galois groups reflect the
algebraic relations among the entries of a fundamental matrix of solutions.

11.2 From Parameterized to Nonparameterized Difference
Galois Theory: Applications

We maintain the hypotheses and notations of the previous section. We let S be
the k-algebra generated by the entries of Y and det.Y/�1. Then, it can be shown
that .S; �/ is a Picard–Vessiot ring for the difference system (10) over .k; �/. We
denote by G�

gal the group Gal�.S=k/ seen as a subgroup of GLn.C/ via the faithful
representation attached to Y.

Theorem 11.9 ([17, Proposition 2.8]) The differential algebraic group G.�;ı/
gal is a

Zariski-dense subgroup of the algebraic group G�
gal.

In some cases, e.g., if G�
gal has few differential algebraic subgroups, this is strong

information. For instance, it has been proved by Cassidy in [8] that the Zariki-dense
proper algebraic subgroups of SLn.C/ are conjugate to SLn.Cı/, where

Cı D ff 2 C j ı.f / D 0g:

Whence the following result.

Theorem 11.10 Assume that G�
gal D SLn.C/. Then, we have:

• either G.�;ı/
gal D G�

gal D SLn.C/;

• or G.�;ı/
gal is conjugate to SLn.Cı/.

Moreover, the difference between the former and the later case can be reformu-
lated as an integrability condition:

Proposition 11.11 ([17, Proposition 2.9]) The differential algebraic group G.�;ı/
gal

is conjugate to a subgroup of GLn.Cı/ if and only if there exists B 2 kn�n such that

�.B/ D ABA�1 C ı.A/A�1 :

In this case, there exists Y 2 GLn.R/ such that

�.Y/ D AY and ı.Y/ D BY :

For instance, these are the main ingredients behind the proofs of Theorem 11.2.
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12 Answers to Selected Exercises

Answer to Exercise 4.4 Indeed, we have �.I/ � I, thus I � ��1.I/. But ��1.I/
is a difference ideal of R. So, we have either ��1.I/ D I or ��1.I/ D R. The latter
case is excluded.

Answer to Exercise 4.5 Assume that .R=I; �/ is a difference ring. Prove that there
is a 1–1 correspondence between the difference ideals of R containing I and the
difference ideals of R=I given by J 7! ��1.J/ where � WR ! R=I is the canonical
morphism.

Answer to Exercise 4.6 1 Indeed, we have �.I/ � I and, hence, I � ��1.I/.
Therefore, we have the ascending chain of ideals I � ��1.I/ � ��2.I/ � � � � . Since
R is Noetherian, there exists a positive integer j such that ��j.I/ D ��.jC1/.I/,
whence �.I/ D I.

2 Let .Xn/n2Z be a family of indeterminates over a field k and consider the
difference ring .R; �/ where R D kŒ.Xn/n2Z� and where � is the unique k-algebra
endomorphism of R such that �.Xn/ D XnC1. Then, I D .X0;X1; : : : / is a difference
ideal of .R; �/ and we have �.I/ ¨ I.

Answer to Exercise 4.14 1 Let f 2 k0� . Let P.X/ 2 kŒX� be the minimal
polynomial of f over k (in particular, P.X/ is monic). Then, P�.X/ � P.X/ 2 kŒX�
has degree < deg P.X/ and vanishes at f . Therefore, P�.X/ � P.X/ D 0, i.e., the
coefficients of P.X/ belong to k� and, hence, f is algebraic over k� .

2 Consider for instance C endowed with the complex conjugation.
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Lectures on Quantum Integrability: Lattices,
Symmetries and Physics

Miłosz Panfil

Abstract These lectures notes are intended as a friendly introduction to the
many-body physics and methods of integrability. They were presented during the
ASIDE12, a school preceding the SIDE12 conference. The aimed audience of them
are mathematicians with interests in integrability and physics.

1 Introduction

In this introductory section we give a meaning to all the three keywords: physical
applications, lattices and symmetries, referred to in the title. We illustrate main
concepts with a simple model of many-body physics.

1.1 Physics

We start with a quick overview of problems and questions that we face in quantum
physics (of many-body systems), and that we want integrable models to help us
with.

The central role in quantum physics is played by the Hamiltonian. That is a
Hermitian operator H D H�, acting in some Hilbert space H , governing the time
evolution of the system

i@tjai D Hjai : (1)

Main task is to find eigenstates and eigenenergies

Hjai D Eajai : (2)
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The time evolution of the eigenstates is straightforward

ja.t/i D e�iEatjai : (3)

Once we know the spectrum (the eigenstates) every state of the system can be
written as a superposition (a linear combination) of them. The time evolution of
a generic state follows then from time evolution of the eigenstates. Traditionally,
models that exhibit an exact solution to the eigenvalue problem (2) are called exactly
solvable models.

Among all the states an important role for physical applications is played by the
ground states. In thermal equilibrium the probability that the system is in a certain
eigenstate jai is proportional to exp.�Ea=T/. At low temperatures T the physics is
reigned by the properties of states with the lowest energy—the ground states. We
shall denote a ground state by jgsi.

The mere knowledge of the ground state is not enough to infer its physical
properties. These are best explored through expectation values of physical operators
or, in other words, correlation functions. They answer physical questions like: what
is the average density of particles in a gas? What are the fluctuations around this
average densities. Is there a correlation between fluctuations at different places
(and/or at different times). To each observable in quantum physics there is an
associated Hermitian operator. For example if we denote by n.x/ an operator
counting particles at position x an example of a correlation function would be

S0.x1; x2/ D hgsjn.x1/n.x2/jgsi : (4)

This object measures correlations between particles at positions x1 and x2. For the
computation of correlation functions the least that we need is an action of the
operators (like n.x/) on the eigenstates. Correlation functions are objects that are
accessible experimentally.

At nonzero temperatures the system is in a thermal state. Inferring its properties
is achieved by studying the partition function

Z D tr
�

exp.�ˇH/
�

D
X

a

exp.�ˇEa/ ; ˇ D 1=T ; (5)

where the summation extends over all eigenstates. Similarly to the zero temperature
case, we can learn more about a thermal state by computing correlation functions.
At finite temperatures, the density-density correlation function is

ST.x1; x2/ D
1

Z

X

a

exp.�ˇEa/hajn.x1/n.x2/jai; (6)

where again we sum over all eigenstates.
So far we discussed isolated systems that we assumed to be in thermal equi-

librium. There is a lot of interesting and much less understood physics in out-
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of-equilibrium situations. We divide the out-of-equilibrium situations in 2 rough
categories: driven and quenched systems. The first category refers to systems which
are under a constant exertion of an external force. This could be an oscillating
magnetic field or leads at the edges pumping particles through the system. Generally
such systems approach some steady state characterized by a constant flow of
particles or energy. Characterization of such steady state is the first step in
understanding physics of driven systems.

The second category, quenched systems, refers to an abrupt change of the
Hamiltonian. The ingredients that we have introduced are sufficient to formulate
this problem explicitly. Let us say at times t < 0 the system is in an eigenstate ja0i
of a Hamiltonian H0. Now, at time t D 0 we abruptly change the Hamiltonian from
H0 to H. The change can be anything. We could change mass of particles, turn on
an external magnetic field or even change interactions between particles. Bizarre
as these may sound, all these processes are experimentally feasible. Afterwards the
system is let alone. The time evolution following the quench is

ja.t/i D e�iHtja0i D
X

b

e�iEbt hbja0i
„ƒ‚…

overlap

jbi ; (7)

where we used a resolution of the identity

X

b

jbihbj D 1 ; (8)

in terms of the eigenstates of the post-quench Hamiltonian H. A new ingredient
appearing is an overlap (a scalar product) cba D hbja0i of the initial state ja0i with
eigenstates of the post-quench Hamiltonian H.

Instead of looking at the post-quench state ja.t/i itself, it is again instructive to
look at correlation functions. The density-density correlation function is now

Squench.x1; x2I t/ D
X

b;c

e�i.Eb�Ec/tcbac�
cahcjn.x1/n.x2/jbi : (9)

The main question that we try to answer with studying quenches is whether the
system equilibrates, and if so whether the equilibrium is thermal

lim
t!1

Squench.x1; x2I t/
‹
D ST.x1; x2/ : (10)

The quench process provides a clear-cut and neat formulation of an otherwise
vast subject of nonequilibrium dynamics. In its simplicity and viable experimental
realization lies its power.

Concluding, in the perfect world we would be able to: (1) diagonalize a
Hamiltonian and understand the structure of its eigenstates; (2) compute correlations
functions in various, physically relevant, situations. The second point requires
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(2a) identification of physical operators and knowledge of their action on the
eigenstates and (2b) knowledge of the overlaps between eigenstates of different
Hamiltonians.

These lectures are dedicated to the Algebraic Bethe Ansatz which is a method of
studying quantum integrable models. Within its framework it provides solution to
(1) and (2a) of the above list. The applicability of the Algebraic Bethe Ansatz in the
computation of the overlaps remains unknown.

1.2 Lattices

The second keyword in the theme list are lattices. We consider only models defined
on a one-dimensional lattice, say of L sites (Fig. 1). Hilbert space factorizes

H D ˝L
jD1hj D h˝L : (11)

All the sites are identical and the Hilbert spaces in the tensor product are all
isomorphic. The dimension of the full Hilbert space is dim H D .dim h/L. The
operators acting on such Hilbert space admit a natural hierarchy. There are on-site
operators, such that act nontrivially only on a single site, two-site operators that act
nontrivially only on two neighboring sites, etc. We supply an operator o with an
index k to indicate that it acts nontrivially only on the kth site

ok D 1˝ 1 : : : 1
„ ƒ‚ …

.k�1/ times

˝o˝ 1˝ � � � ˝ 1
„ ƒ‚ …

.L�k�1/ times

; oWhk ! hk : (12)

We construct multiple site operators from one-site operators, for example
okokC1okC2. These are local operators. A nonlocal operator would be a product
of large number of local operators such as okokC1 � � � okCj with j comparable with
the lattice length L.

We introduce also a notion of local charges. These are local operators summed
over the whole lattice. For example

Qj D

L
X

kD1

okokC1 � � � okCj : (13)

Fig. 1 A lattice model of L latices sites and with the periodic boundary condition: after the Lth
lattice site there is again the first lattice site and so on. At each lattice site there is a Hilbert space
related to local degrees of freedom
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This operator is well defined in a system with the periodic boundary conditions
where oNCj D oj. A nonlocal charge is a nonlocal operator summed over the whole
lattice or in other words it is Qj with j of the order of L.

1.3 Symmetries

The last keyword is the symmetries. A symmetry of a system implies invariance of
observables under some operations. This operation can be, for example, a rotation,
a translation (also in the time direction) or inversion of spins. Such symmetries
reflect ambiguity in choosing what time is t D 0, which lattice site is the first one
(remember the periodic boundary conditions) or which direction is up. To every
corresponding operation we associate an unitary operator U which realizes this
operation. The state jai transforms into Ujai which we write as

jai ! Ujai : (14)

The unitarity of U implies that the normalization is respected

hajU�Ujai D hajai ; (15)

where we used that the dual state transforms as

haj ! hajU� : (16)

Together with states also operators are influenced by the symmetry transformation,
transforming like

O ! UOU� ; (17)

which implies that expectation values are invariant under the transformation

hajOjbi ! hajU�UOU�Ujbi D hajOjbi : (18)

An important class of transformations are those that can be generated by a
Hermitian operator Q, namely

U.�/ D ei�Q : (19)

Invariance of the Hamiltonian under such transformations: H ! U.�/HU�.�/ D H
implies that Hamiltonian commutes with the generator Q

ŒH;Q� D 0 : (20)
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Commutation with the Hamiltonian implies that an expectation value of Q is time
independent. We call such operators conserved charges.

Among all the models there is a special group of quantum integrable models. The
precise definition of quantum integrability is still missing, but a working definition
is the following. Quantum lattice integrable models are models in which there are
local conserved charges Qj (thus commuting with the Hamiltonian). The number
of (functionally) independent charges is of the order of the number of lattice sites.
These charges can be found within the Algebraic Bethe Ansatz method.

A crucial ingredient of the above definition of quantum integrability is that the
charges in question are local. Indeed for every model there are conserved operators
which are simply projectors on eigenstates P˛ D j˛ih˛j. There is .dim h/L of them.
These are however nonlocal operators and therefore they do not tell us much about
the local physics encoded for example in correlation functions. All that they mean is
that the eigenstates have a simple time evolution, according to (3). Local conserved
charges restrict the dynamics and provide more valuable information about the
eigenstates.

We conclude this section by giving examples of two important transformations.
The simplest example of a transformation which is built-in quantum physics is the
time translation. Formally integrating the Schrödinger equation (1) we find

ja.t/i D e�iHtja.0/i ; (21)

which identifies

U.t/ D e�iHt ; (22)

as a unitary operator (H is Hermitian) translating in time. The Hamiltonian is a
generator of this operation. Equivalently we can think of time evolving the operators
while keeping the states intact such that

ha.t/jOja.t/i D ha.0/jeiHtOe�iHtja.0/i ; (23)

which gives that

O.t/ D eiHtOe�iHt : (24)

Other types of transformations are spatial translations. On the lattice they can be
generated from a permutation operator of two lattice sites denoted by Pij fulfilling

Pij D P
�
ij ; Pij D Pji : (25)

The most important translation is the shift operator

U D P12P23 � � �PL�1;L ; (26)
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which shifts a local operator by one lattice site to the right

ojC1 D UojU
� : (27)

Just as the Hamiltonian is a generator of the time translation, so is the momentum
operator a generator of a spatial translation

U D e�iP : (28)

We say that Hamiltonian is translationally invariant if it commutes with the
momentum operator. A generic local operator acting at site jC 1 at time t can then
be expressed as

ojC1.t/ D ei.Ht�Pj/o1e
�i.Ht�Pj/ : (29)

After this lightning introduction to quantum physics let us consider a concrete
example of a lattice model, the free lattice fermions in 1D.

1.4 Free Lattice Fermions in 1D

In this section we consider a lattice model of free (spinless) fermions. This model
will serve as an illustration to the basic concepts without obscuring them with
technicalities. We will diagonalize the Hamiltonian, describe the spectrum and find
local conserved charges. We choose the spinless fermion example (instead of a spin
model) to simplify the presentation. This model is connected to a spin model through
a Jordan-Wigner transformation (see Sect. 2.2).

The Hamiltonian of free and spinless lattice fermions contains only a kinetic
energy (see Fig. 2) and reads

H D �t
L
X

jD1

�

cC
j c�

jC1 � c�
j cC

jC1

�

; (30)

empty occupied

Fig. 2 A lattice model of spinless fermions. Each lattice site can be occupied by at most one
fermion. Particles can move to the left or to the right with t D 1 amplitude. We impose the periodic
boundary conditions
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where operators c˙
j obey the fermionic algebra

fcC
j ; c

�
k g D ıjk ; fc

˙
j ; c

˙
k g D 0 : (31)

We assume the periodic boundary conditions: c˙
NC1 D c˙

1 and set t D 1.
The Hamiltonian (30) is invariant under translations. To expose this symmetry

let us write the permutation operator in terms of the fermionic operators

Pij D 1 � .c
C
i � cC

j /.c
�
i � c�

j / : (32)

Exercise 1.1 Verify that Pijc
C
j D cC

i Pij and that PijPij D 1. Recall that the shift
operator is

U D P12P23 � � �PL�1;L :

and show that Uc˙
j D c˙

jC1U. Finally show that UHU� D H which proves the
translational invariance of the Hamiltonian.

We will transform the Hamiltonian to the Fourier (momentum) space to take
advantage of the translational invariance. Because the system is noninteracting this
will be enough to actually diagonalize the Hamiltonian.

As a prototype of the Fourier transform we could define

c˙
� D

L
X

jD1

e˙ij�c˙
j ; (33)

where � is so far just a real number. The constraints on � come from the periodic
boundary condition and the discrete space (lattice).

Exercise 1.2 Show that the periodic boundary condition restricts value of � to � D
2�=L� I where I (a quantum number) is an integer. Show that the lattice causes the
� and � C 2� to be equivalent thus imposing a further constraint on the quantum
numbers to belong to a finite set BZ D f0; : : : ;L � 1g (Brillouin zone).

The inverse Fourier transform is then given by

c˙
j D

1

L

X

�2BZ

e�ij�c˙
� ; (34)

with the summation extending over the Brillouin zone. The anticommutation
relations of the new operators are

fcC
� ; c

�
� g D Lı�;�; fc

˙
� ; c

˙
� g D 0 : (35)
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Exercise 1.3 Diagonalize the Hamiltonian (30) by writing it in the momentum
space.

In the momentum space we find

H D �
2

L

X

�

n� cos�; n� D cC
� c�

� : (36)

The Hamiltonian commutes with the particle number operator

n D
L
X

jD1

cC
j c�

j D
1

L

X

�

n� : (37)

and thus the Hilbert space is a tensor product of Hilbert spaces with a fixed number
of particles n: H D ˝L

nD0Hn. The maximal number of particles is L because at most
one fermion can occupy a single lattice site.

Exercise 1.4 Derive commutation relations between n�, n and c˙
� . There is a useful

identity

ŒAB;C� D AfB;Cg � fA;CgB D AŒB;C�C ŒA;C�B : (38)

The operators c˙
� provide maps between Hilbert spaces with different number of

particles

cC
� WHn ! HnC1; n D 0; : : : ;L � 1I c�

� WHn ! Hn�1; n D 1; : : : ;L:

The subspace H0 is spanned by a single state, the vacuum j0i 2 H0, characterized
by

c�
� j0i D 0 : (39)

We take the vacuum to be normalized: h0j0i D 1. A generic eigenstate with n
particles can be written as

j�1; : : : ; �ni D c�1 : : : c�n j0i D

n
Y

jD1

cC
�j
j0i ; (40)

where we agree that the product is developed from the left to the right. A choice of a
convention is necessary because of the anticommutation relation of the fermionic
operators. Due to the Fermi statistics

�

cC
�

�2
D 0 and therefore all �js (and

consequently quantum numbers Ij) must be distinct. This is the Pauli principle. The
action of the Hamiltonian gives the eigenenergies

Hj�1; : : : ; �ni D �
2

L

n
X

jD1

cos.�j/ j�1; : : : ; �ni: (41)
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Exercise 1.5 Find quantum numbers of the ground state of the Hamiltonian with,
for example, n D 5 particles.

An important characteristic of an eigenstate is its momentum. To this end
let us first consider relations between action of the shift operator and the cre-
ation/annihilation operators.

Exercise 1.6 Show that: Uc˙
� D e�i�c˙

� U. Observe that vacuum is invariant under
U, that is Uj0i Dj0i and compute action of U on eigenstates j�1; : : : ; �Ni.

Defining the momentum operator P through U D e�iP we find that

Pj�1; : : : ; �Ni D

0

@

N
X

jD1

�j Cmod 2�

1

A j�1; : : : ; �Ni : (42)

As a final step we will find local conserved charges. Note that because n�
commutes with the Hamiltonian any operator of the form

Q D
X

�2BZ

n�f .�/ : (43)

is a conserved charge. Among all operators of this form we want to find these that
are local in the real space. Motivated by the form of the Hamiltonian we define

QC
n D �

2

L

X

�2BZ

n� cos.n�/; Q�
n D �

2

L

X

�2BZ

n� sin.n�/ : (44)

Exercise 1.7 Compute the expressions for the conserved charges in the real space.

In the real space we find that indeed these are local charges.

QC
n D �

L
X

jD1

�

cC
j c�

jCn � c�
j cC

j�n

�

; Q�
n D �i

L
X

jD1

�

cC
j c�

jCn C c�
j cC

j�n

�

: (45)

Note that the charges are complete, knowledge of their expectation values uniquely
identifies an eigenstate. We can characterize each eigenstate by either specifying the
Fourier modes occupation numbers n� or by expectation values of these conserved
charges.

To conclude let us list what we have done. We diagonalized the free fermions
Hamiltonian, we found its spectrum and described local conserved charges. Thus
this model is a prototype of a quantum integrable model. The key element in its
diagonalization was a relation between the physical operators c˙

j and operators c˙
�

in terms of which the Hamiltonian is diagonal. For a noninteracting model like the
one at hand this relation is simply the Fourier transform and c˙

� follows the same
commutation relations as the physical operators. For interacting integrable models
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things are more complicated. As we shall see, the algebra of operators diagonalizing
the Hamiltonian is more complicated. Furthermore, the transformation between
them and physical operators is not any longer a Fourier transform but a more
complicated “Quantum Inverse Scattering” transform.

1.5 Literature

A standard introduction to quantum mechanics is Dirac’s evergreen The Principles
of Quantum Mechanics [6]. For a notion of classical integrability (not discussed
here) check Mathematical Methods of Classical Mechanics by Arnold [1]. For a
concise discussion of quantum integrability and difficulties with its definition see
the article by Caux and Mossel [3]. A standard book on the many body physics
and condensed matter in one dimension is Quantum Physics in One Dimension by
Giamarchi [12].

Zooming into the world of integrable models a list of books includes

• Gaudin, The Bethe Wavefunction [11]. A classical book summarizing the early
times of the integrable quantum models in a single uniform treatment. Available
in English only since 2014.

• Baxter, Exactly Solved Models in Statistical Mechanics [2]. A classic of integra-
bility in the classical statistical models.

• Sutherland, Beautiful Models [20]. A very inviting and pleasing journey through
the world of integrability. Highly recommended.

• Korepin et al., Quantum Inverse Scattering Method and Correlation Func-
tions [14]. As the title suggests, the book is focused on cracking the problem of
computing correlation functions of integrable models. It contains a very detailed
introduction to some quantum integrable models and to quantum integrability in
general.

• Takahashi, Thermodynamic of One-Dimensional Soluble Models [22]. A
throughout discussion on thermodynamics of the spin chains. Early version
of the book is available online [21].

• Essler et al., The One-Dimensional Hubbard Model [8]. A complete treatment of
the 1D Hubbard model (a model of spinfull interacting fermions) from the Bethe
Ansatz point of view.

There are a lot of lecture notes on quantum integrability that are available online.
Here we name few of our favorites

• Nepomechie, A Spin Chain Primer [18]. A very short and focused introduction
to the Algebraic Bethe Ansatz of the XXX model.

• Fadeev, How Algebraic Bethe Ansatz works for integrable model [9]. The title is
self explanatory.

• Franchini, An introduction to integrable techniques for one-dimensional quantum
systems [10]. The complete lectures notes on the Bethe Ansatz applied to spin
chains and Lieb-Liniger model (a gas of bosonic particles).
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• Doikou et al., Introduction to Quantum Integrability [7]. The most mathematical
(in this list) introduction to the quantum integrability with a lot of focus on
highlighting the algebraic structures behind the quantum spin chains (like XXX
and XXZ).

• Deguchi, Introduction to solvable lattice models in statistical and mathematical
physics [4]. A throughout discussion of the integrability in the context of classical
statistical physics (the 6-vertex model and alike). Connections with quantum spin
chains (XXZ) and quantum groups are elucidated.

2 The XXX Model

In this section we introduce the XXX model. This model is also known as
the Heisenberg model. It is a model of magnetism: it describes spins (magnetic
moments) placed regularly along a 1d chain and interacting with nearest neighbors.
The interaction depends on the relative orientation of the neighboring spins. We
place the chain in an external magnetic field which we choose to be in the z direction.
We consider the spin 1=2 case. The Hamiltonian is

HXXX D

L
X

jD1

�

Jsj � sjC1 C hsz
j

�

D J
L
X

jD1

�

sx
j sx

jC1 C sy
j sy

jC1 C sz
j s

z
jC1

�

C h
L
X

jD1

sz
j : (46)

We assume periodic boundary conditions: s˛NC1 D s˛1 with ˛ D x; y; z. The spin
operators on a single site obey the su.2/ algebra

Œsx
j ; s

y
j � D isz

j ; Œsy
j ; s

z
j � D isx

j ; Œsz
j ; s

x
j � D isy

j ; (47)

and commute with spin operators of other sites

Œs˛j ; s
ˇ
k � D 0 ; j ¤ k and ˛; ˇ D x; y; z : (48)

The local Hilbert space is a two-dimensional complex vector space. An element of
it we write as

jai D

�

a1
a2

�

Œj�

: (49)

The spin operators are represented by 2 � 2 unitary matrices

sx
j D

1

2

�

0 1

1 0

�

; sy
j D

1

2

�

0 �i
i 0

�

; sz
j D

1

2

�

1 0

0 �1

�

: (50)
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There is a fourth linearly independent from s˛j matrix, the identity matrix. Any
operator on a single site can be written as a certain linear combination of these 4
matrices. Any operator acting on a whole chain can be written as a tensor product
of local operators.

As a basis of a local Hilbert space we choose the eigenvectors of the sz operators
and denote them

j"i D

�

1

0

�

; j#i D

�

0

1

�

: (51)

The last part of the Hamiltonian, describing interaction with the external
magnetic field is very simple because the operator

Sz D

L
X

jD1

sz
j ; (52)

commutes with the Hamiltonian. Therefore adding the magnetic field simply shifts
the energies of the eigenstates leaving the eigenstates intact. While discussing the
diagonalization of the XXX model we set h D 0.

Exercise 2.1 Consider an anisotropic generalization of the XXX model, the so
called XYZ model

HXYZ D

L
X

jD1

�

Jxsx
j sx

jC1 C Jysy
j sy

jC1 C Jzs
z
j s

z
jC1

�

: (53)

Find the condition (on Jx, Jy, Jz) under which the total z-spin operator Sz commutes
with this Hamiltonian.

2.1 Spin Lowering and Raising Operators

For a better understanding of the XXX model it is convenient to introduce the spin
lowering s�

j and raising sC
j operators. Observe the following relations

�

0 1

0 0

�

j"i D 0 ;

�

0 1

0 0

�

j#i D j"i : (54)

These matrices define the spin raising operator sC
j . Similarly we can define a spin

lowering operator s�
j .
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Exercise 2.2 Find the matrix representation of the s�
j operators. Find the expression

for s˙
j in terms of the original s˛j operators. Write the XXX Hamiltonian using these

new operators.

The spin lowering operators are given by

s˙
j D sx

j ˙ isy
j : (55)

Expressing the Hamiltonian in terms of the new operators we find

HXXX D J
L
X

jD1

�

1
2
.sC

j s�
jC1 C s�

j sC
jC1/

„ ƒ‚ …

kinetic

C sz
j s

z
jC1

„ƒ‚…

interaction

�

C hSz : (56)

The first two terms describe now a process of exchanging spin at neighboring sites.
If we think about a spin up as a particle and a spin down as a hole (absence of
a particle), then the first term describes hopping of this particle. The second term
describes interaction of the neighboring spins (or particles and holes).

The Hamiltonian commutes with the total z-spin operator Sz so the Hilbert space
factorizes in product of Hilbert spaces, each with fixed value of the magnetization
Sz. For a spin 1=2 chain of length L the possible values of Sz are

Sz D �L=2;�.L � 1/=2; : : : ; .L � 1/=2;L=2 : (57)

The two fully polarized states

j*i D j"i ˝ � � � ˝ j"i
„ ƒ‚ …

L times

; j+i D j#i ˝ � � � ˝ lvert #i
„ ƒ‚ …

L times

; (58)

with Sz D ˙L=2, are eigenstates of HXXX with eigenvalues L.J=4˙ h=2/.

2.2 Lattice Fermions and Spin Chains

A distinctive feature of the 1d physics is transmutability of bosonic and fermionic
particles and spins. This short section introduces the Jordan–Wigner transformation
that relates fermionic degrees of freedom to spins.

Recall that spinless fermions obey the following anticommutation relations

fcC
j ; c

�
k g D ıjk; fc

˙
j ; c

˙
k g D 0 ; (59)

whereas the spin 1/2 operators s˙
j , sz

j commute on different sites and on a single site
obey

ŒsC
j ; s

�
j � D 2sz

j ; Œsz
j ; s

˙
j � D ˙s˙

j ; (60)
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and additionally

fsC
j ; s

�
j g D 1 : (61)

Therefore the spins on a single lattice behave like fermions, but they commute,
instead of anticommuting on different lattice sites. This can be fixed by introducing
a Jordan-Wigner string

sC
j D cC

j exp

�

i�
X

k<j

nk

�

„ ƒ‚ …

Jordan–Wigner string

; s�
j D exp

�

�i�
X

k<j

nk

�

c�
j ; sz

j D nj �
1

2
; (62)

where nj D cC
j c�

j .

Exercise 2.3 Show that operators s˙
j and sz

j defined through the Jordan–Wigner
transformation obey the spin 1=2 commutation relations.

What model of fermions corresponds to the XXX spin chain?

Exercise 2.4 Using the Jordan-Wigner transformation write a model of spinless
fermions corresponding to the XXX spin chain. What spin model describes the free
fermions of Sect. 1.4?

3 The Algebraic Bethe Ansatz

In this section we formulate the Algebraic Bethe Ansatz (ABA) for the XXX spin
chain. The central object of the ABA is a transfer matrix. The transfer matrix is
an operator acting in the Hilbert space of the XXX spin chain and containing the
XXX Hamiltonian. The ABA provides means of diagonalizing the transfer matrix.
The transfer matrix is also a generating function for a family of local operators
commuting with the XXX Hamiltonian thus showing the integrability of the XXX
model.

The transfer matrix is built of Lax operators which we now introduce. The
Hamiltonian is a sum over two-sites operators

HXXX D J
L
X

jD1

Hj;jC1 ; Hj;jC1 D sx
j sx

jC1 C sy
j sy

jC1 C sz
j s

z
jC1 : (63)

Using the matrix representation of the operators we observe that the two-site
Hamiltonian is closely related to the permutation operator. Recall that in our
notation

o1o2 D .o˝ o/Œ12� (64)
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which gives

sx
1s

x
2 D

1

4

0

B

B

@

1

1

1

1

1

C

C

A

Œ12�

; sy
1s

y
2 D

1

4

0

B

B

@

�1

1

1

�1

1

C

C

A

Œ12�

;

sz
1s

z
2 D

1

4

0

B

B

@

1

�1

�1

1

1

C

C

A

Œ12�

(65)

and

H12 D
1
2
P12 �

1
4
112 (66)

where 1 is the 4 � 4 identity matrix and the permutation operator is

P12 D

0

B

B

@

1

1

1

1

1

C

C

A

Œ12�

; P12.jai ˝ jbi/ D jbi ˝ jai : (67)

Diagonalization of the two-site Hamiltonian is equivalent to finding the eigen-
states of the permutation operator. We find 22 D 4 eigenstates

j"i˝j"i ; j#i˝j#i ; j#i˝j"iCj"i˝j#i I j#i˝j"i�j"i˝j#i : (68)

Note that besides the two fully polarized states there are two states that are
superpositions of states in which some spins are up and some down.

The Lax operator, that we introduce in the next section, is a certain deformation
of the two-site Hamiltonian.

3.1 Transfer Matrix

Define the Lax operator L0j W h0 ˝ hj ! h0 ˝ hj such that

L0j.�/ D

�

� �
i

2

�

10j C i P0j : (69)

Note that L0j.0/ D 2iH0j. The Lax operator acts in a tensor product of an auxiliary
space (h0) and the physical Hilbert space at the jth lattice site. The auxiliary space
is isomorphic with the single lattice site space and can be thought of as also
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Fig. 3 The Lax operator and
the monodromy matrix

representing a single spin 1=2 degree of freedom. We should think about the Lax
operator as a propagator of this auxiliary spin through a single lattice site. This
propagation depends on three factors: the spin of the lattice site, the value of the
virtual spin and the rapidity � of the virtual spin (see Fig. 3). To enforce this
interpretation we can write the Lax operator as a matrix in the auxiliary space

L0j.�/ D

 

�C isz
j 2is�

j

2isC
j � � isz

j

!

Œ0�

: (70)

Taking product of the Lax operators we obtain a propagator (monodromy matrix)
of the virtual spin through the whole chain

T0.�/ D L0L.�/ � � � � � L02.�/L01.�/ : (71)

The monodromy matrix depends on the spin and the rapidity of the virtual particle
and on the configuration of all spins of the chain. In the auxiliary space, the
monodromy matrix can be written as a matrix of operators

T0.�/ D

�

A.�/ B.�/
C.�/ D.�/

�

Œ0�

: (72)

The matrix elements A;B; : : : , are operators acting in the physical Hilbert space
H and parametrized by �. Their explicit form can be found by a repetitive
multiplication of Lax operators.

Trace of the monodromy matrix, called the transfer matrix,


.�/ D tr0 T0.�/ D A.�/C D.�/ ; (73)

describes a propagation of the virtual spin through the whole chain with the same
in and out spins. An eigenstate of the transfer matrix is a special configuration of
lattice spins through which the virtual spin propagates invisibly. We will now show
that the transfer matrix contains the momentum operator and the XXX Hamiltonian.
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Of importance is behavior of the transfer matrix around � D i=2. Observe that

L0j.i=2/ D iP0j (74)

and thus


.i=2/ D tr0 T0.i=2/ D tr0
�

L0L.i=2/L0L�1.i=2/ � � � L01.i=2/
�

D iL tr0.P0LP0L�1 � � �P01/ :
(75)

A product of the permutation operators can be reorganized, using the formula

P0LP0L�1 D PL;L�1P0L; (76)

we find


.i=2/ D iL tr0.PL;L�1PL;L�2 � � �PL1P0L/

D iLPL;L�1PL;L�2 � � �PL1 D iLP1;2P2;3 : : :PL�1;L D iLU :
(77)

Therefore the transfer matrix at i=2 is just the shift operator. From the relation U D
e�iP between the momentum operator P and the shift operator U we find

P D i log i�L
.i=2/ : (78)

Exercise 3.1 Show first that


 0.i=2/ D iL�1

L
X

jD1

P1;2 � � �Pj�1;jC1 : : :PL�1;L :

Consider now the log derivative of 
.�/ at � D i=2

@

@�
log 
.�/ D 
�1.�/

@

@�

.�/ :

Show that it contains the XXX Hamiltonian.

The relation between the transfer matrix and the XXX Hamiltonian is the
following

H D
J

2

�

i
@

@�
log 
.�/j�Di=2 �

L

2

�

; (79)

since

@

@�
log 
.�/j�Di=2 D �i

L
X

jD1

Pj;jC1 : (80)
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Taking higher log derivatives of the transfer matrix we get a family of local
charges enumerated by an integer n

Qn �
@n

@�n
log 
.�/j�Di=2 : (81)

Exercise 3.2 Compute Q2 and observe that this is a local operator. The computa-
tions are a bit long and we provide a partial result


�1.i=2/
 00.i=2/ D �2
L
X

j>kC1

Pk�1;kPj�1;j � 2

L
X

kD1

Pk;kC1Pk�1;k : (82)

The ABA construction has just shown that the XXX Hamiltonian can be
generated from the transfer matrix. The next step is to find the eigenstates. The
XXX Hamiltonian commutes with the transfer matrix (we will see this in the next
section) and therefore we can look for the eigenstates of the transfer matrix itself.

3.2 Diagonalizing the Transfer Matrix

Recall that the monodromy matrix contains 4 operators, 2 of them (A and D) make
the transfer matrix. The remaining two could be used as a creation and annihilation
operators. To materialize this idea we need to know a single eigenstate of the
transfer matrix and we need commutation relations between the operators forming
the monodromy matrix. We know actually two eigenstates of the transfer matrix,
these are the fully polarized states j*i and j+i that we introduced earlier.

Exercise 3.3 Show that the states j*i and j+i are indeed eigenstates of the transfer
matrix using its explicit construction as a trace of a monodromy matrix which in
turn is a product of local Lax operators. Find the eigenvalues.

For the “up” state we find


.�/j*i D

��

�C
i

2

�L

C

�

� �
i

2

�L	

j*i : (83)

We could now try to obtain other eigenstates using the B.�/ operator. We make an
ansatz

j�1; : : : ; �Mi D

M
Y

jD1

B.�j/j*i : (84)
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Fig. 4 The intertwining relation for the Lax operator

To check if j�1; : : : ; �Mi is an eigenstate of 
.�/ we need commutation relations
between A, D and B. Because the monodromy matrix is made of the Lax operators
we consider first the commutation relation between matrix elements of the Lax
operator.

The Lax operator obeys the commutation relation (see Fig. 4)

R000.� � �0/L0j.�/L00j.�
0/ D L00j.�

0/L0j.�/R000.� � �0/ ; (85)

where R is a matrix

R.�/ D

0

B

B

@

�C i
� i
i �

�C i

1

C

C

A

D

0

B

B

@

a.�/
b.�/ c.�/
c.�/ b.�/

a.�/

1

C

C

A

: (86)

The R-matrix and the Lax operator are related

Lab.�/ D Rab.� � i=2/ ; (87)

which implies that the R-matrix obeys the Yang–Baxter equation

Rab.� � �
0/Rac.�/Rbc.�

0/ D Rbc.�
0/Rac.�/R12.� � �

0/ : (88)

Exercise 3.4 Verify that the R-matrix (86) indeed solves the Yang–Baxter equation.
Symbolic computation software is of great help in performing such task.

The commutation relation (85) implies an analogous relation for the monodromy
matrices (see Fig. 5)

R000.� � �0/T0.�/T00.�0/ D T00.�0/T0.�/R000.� � �0/ : (89)

Exercise 3.5 Show that the commutation relation for the Lax operators implies the
corresponding relation for the monodromy matrices. Start with the L D 2 case.
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Fig. 5 The commutation relation for the monodromy matrix

Taking traces over the auxiliary spaces in (89) we find that the transfer matrices
with different rapidities commute

Œ
.�/; 
.�0/� D 0 : (90)

Recall that the transfer matrix contains the Hamiltonian, thus we found that there is
a one-parameter family of operators commuting with the XXX Hamiltonian.

Œ
.�/;H� D 0 : (91)

Expanding the transfer matrix 
.�/ as in (81), we find that Qj’s are local conserved
charges. Thus showing the integrability of the XXX model.

The R-matrix provides commutation relations between operators A, B, etc.
Deriving the relations is a straightforward computation using the intertwining
relation (89) and the R-matrix (86). As a result we find, among others, the following
relations

ŒB.�/;B.�0/� D 0 ; (92)

A.�/B.�0/ D
a.�0 � �/

b.�0 � �/
B.�0/A.�/ �

c.�0 � �/

b.�0 � �/
B.�/A.�0/ ; (93)

D.�/B.�0/ D
a.� � �0/

b.� � �0/
B.�0/D.�/ �

c.� � �0/

b.� � �0/
B.�/D.�0/ ; (94)

ŒB.�/;C.�0/� D
c.� � �0/

b.� � �0/

�

D.�0/A.�/ � D.�/A.�0/
�

: (95)

Exercise 3.6 Verify these commutation relations. Again, with a software capable
of performing symbolic computations it is a straightforward task to do.

We can now get back to the ansatz for the eigenstate of the transfer matrix. We
proposed

j�1; : : : ; �Mi D

M
Y

jD1

B.�j/j*i; (96)
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as an eigenstate. Acting with A.�/ and D.�/we get results of the following structure

A.�/j�1; : : : ; �Mi

D �.�; f�g/j�1; : : : ; �Mi C

M
X

aD1

�aB.�/
M
Y

bD1;j¤a

B.�j/j*i ; (97)

D.�/j�1; : : : ; �Mi

D Q�.�; f�g/j�1; : : : ; �Mi C

M
X

aD1

Q�aB.�/
M
Y

bD1;j¤a

B.�j/j*i :
(98)

Exercise 3.7 Derive explicit expressions for �s. The general pattern can be easily
guessed as from considering M D 2 and M D 3 cases.

For j�1; : : : ; �Mi to be an eigenstate of 
.�/ we need�aC Q�a D 0 which yields
the following equations

�

�a C
i
2

�a �
i
2

�L

D

M
Y

bD1;b¤a

�a � �b C i

�a � �b � i
; a D 1; : : : ;M : (99)

These are the celebrated Bethe equations (for the XXX spin chain). The eigenvalue
of the transfer matrix (�C Q�/ is


.�; f�g/ D �.�; f�g/C Q�.�; f�g/

D

�

�C
i

2

�L M
Y

aD1

a.�a � �/

b.�a � �/
C

�

� �
i

2

�L M
Y

aD1

a.� � �a/

b.� � �a/

D

�

�C
i

2

�L M
Y

aD1

� � �a � i

� � �a
C

�

� �
i

2

�L M
Y

aD1

� � �a C i

� � �a
:

(100)

From the eigenvalue of the transfer matrix we can find the momenta and energies
of the states. Recall that

P D i log i�L
.i=2/ ; H D
J

2

�

i
@

@�
log 
.�/j�Di=2 �

L

2

�

: (101)

We find

P� D
M
X

aD1

p.�a/ ; p.�/ D i log
�C i=2

� � i=2
; (102)

E� D
M
X

aD1

�.�a/C
JL

4
; �.�/ D �

J

2

1

�2 C 1
4

: (103)
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Exercise 3.8 Show these equations.

We can eliminate the rapidity � to find a dispersion relation

�.p/ D J.cos p � 1/ : (104)

The magnetization in the z direction Sz is

Szj�1; : : : �Mi D

�

L

2
�M

�

j�1; : : : ; �Mi : (105)

Finally let us just state that the dual states are created with the C operators

h�1; : : : ; �Mj D h*j

M
Y

jD1

C.�j/ ; (106)

and they are the Bethe states (eigenstates of the XXX Hamiltonian) if �js obey the
same Bethe equations (99).

3.3 Bethe Equations and Their Solutions: Physics

The Bethe equations (99) can be rewritten in a logarithmic form using an identity

xC i

x � i
D expŒ2i atan.1=x/� D expŒi� � 2i atan.x/� : (107)

This yields

exp
�

�2iL atan.2�a/
�

D .�1/M�L�1 exp

 

�2i
M
X

bD1
b¤a

atan.�a � �b/

!

;

a D 1; : : : ;M (108)

and upon taking the logarithm we find

atan.2�a/ D
�

L
Ia C

1

L

M
X

bD1

atan.�a � �b/ ; a D 1; : : : ;M ; (109)

where quantum numbers Ia defined through .�1/M�L�1 D exp.2�Ij/ are half-odd
integers (if L � M is even) or integers (if L � M is odd). Quantum numbers are
bounded and this can be seen from sending one rapidity to infinity. Then
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lim
�a!1

 

atan.2�a/ �
1

L

M
X

bD1

atan.�a � �b/

!

D
�

2
�
�.M � 1/

2L
: (110)

For the rapidities to be finite the quantum numbers should be bounded

jIaj < I1 D
L �M C 1

2
: (111)

We are interested in the structure of the ground state and excitations above it. The
situations are different for the ferromagnetic (J < 0) and antiferromagnetic (J > 0)
cases. We start with the former.

3.3.1 Ferromagnetic Chain: Magnons

In the ferromagnetic sector the spins tend to align parallel to each other and in the
absence of the magnetic field the ground state is given by one of the fully polarized
states. The excitations are given by states with nonzero M. For large chains (L !
1) we can neglect the interacting part of the Bethe equations and get

atan.2�a/ D
�

L
Ia CO.1=L/ : (112)

Therefore the excitations are (approximately) free particles with a spin 1 and
dispersion relation �0.p/ D jJj.1 � cos p/. We call them magnons.

Magnons can form bound states. Consider Bethe equations for M D 2 in the
product form

�

�1 C
i
2

�1 �
i
2

�L

D
�1 � �2 C i

�1 � �2 � i
; (113)

�

�2 C
i
2

�2 �
i
2

�L

D
�2 � �1 C i

�2 � �1 � i
: (114)

We can allow the rapidities �a to be complex under a condition that the momentum
p.�a/C p.�b/ is real. This turns into a constraint

�

�1 C
i
2

�1 �
i
2

�L��2 C
i
2

�2 �
i
2

�L

D 1 : (115)

If the imaginary part of �1 is nonzero then the LHS of the Bethe equations behaves
exponentially in L. For the Bethe equations to hold in the limit L!1 we need that

�1 � �2 D ˙i : (116)
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Because the Bethe equations are symmetric we can postulate that

�1 D �1=2 C
i

2
; �2 D �1=2 �

i

2
; (117)

with a real �1=2. The momentum and energy of this state are

P D p.�1=2 C i=2/C p.�1=2 � i=2/ D �i log
�1=2 C i

�1=2 � i
; (118)

E D �.�1=2 C i=2/C �.�1=2 � i=2/ D jJj
1

�21=2 C 1
: (119)

Eliminating the rapidity �1=2 we find the dispersion relation

�1=2.p/ D
jJj

2
.1 � cos p/ : (120)

This state is interpreted as a stable bound state because it has a lower energy than
the sum of two free magnons

�1=2.p/ < �0.p � p1/C �.p1/ : (121)

There exist also bound states of more than two magnons, forming a regular (for
L!1) pattern in the complex plane

�m;a D �m;0 C ia=2 ; a D �m; : : : ;m : (122)

with m half integers. In general, these are called string solutions to the Bethe
equations. The whole Hilbert space is thus spanned (for large L) by magnons and
their bound states.

3.3.2 Antiferromagnet: Spinons

We consider now the antiferromagnetic regime. As we switch the sign of J a
fundamental thing happens. The reference state is not anymore a ground state. If
the magnetic field is zero then the ground state of an antiferromagnet should have
Sz D L=2 � M D 0 which sets 2M D L. Therefore the number of rapidities is of
the same order as the number of lattice sites. The ground states is now the state with
M D L=2 and with the minimal energy. The Bethe equations (109) are

atan.2�a/ D
�

L
Ia C

1

L

M
X

bD1

atan.�a � �b/ ; a D 1; : : : ;M ; (123)
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Fig. 6 We consider a chain
of N D 20 lattice sites at the
zero external magnetic field.
Quantum numbers for the
ground state and a 2-spinon
excited state are depicted

ground state

2-spinon state

We now assume that the ground state is formed by finite and real rapidities (recall
that in the ferromagnetic sector bound states had lower energy, thus now they have
higher). It can also be shown that the quantum numbers should be all distinct.
According to (110) the quantum numbers are limited by

jIaj < IhD0
1 D

M C 1

2
; (124)

and the ground state quantum numbers occupy the whole allowed interval (see
Fig. 6). Explicitly we can write them as

IGS
a D a �

M C 1

2
; a D 1; : : : ;M : (125)

In a nonzero magnetic field there is a bit of space between IM and I1 and excited
states can be created by choosing a different set of quantum numbers. In the zero
magnetic case the way to create an excited state is to either send some rapidities to
infinity, delete some rapidities or to consider complex solutions. We will consider
deleting some rapidities. Thus let us delete one B operator and consider a state with
M � 1. The quantum numbers are now bounded by (we have M D L=2 � 1)

I1 D
L �M C 1

2
D

M

2
C 1 D IhD0

1 C
1

2
: (126)

So the bounds on the quantum numbers extend giving one extra space. We have
also one less quantum number to occupy thus in total there are two holes that
characterize an excited state. The positions of holes can be chosen freely (in the
allowed range). Because we erased one B operator the spin of this state is 1. However
we should interpret it as an excited state having two excitations, spinons, of spin 1

2
.

We associate a spinon with a choice of a position of a hole. The dispersion relation
of a spinon is given by (for a derivation we refer for example to [10])

�sp.p/ D
�

2
jsin pj ; �� < p � 0 : (127)

If we were to consider all possible states we would find that their total number
is 2L as required by the dimension of the Hilbert space. This requires careful
analysis of possible configuration of quantum numbers in states with strings, infinite
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rapidities and holes. In the end we would find that the elementary excitation is a
spinon which appears always in pairs (for even number of lattice sites).

We will not discuss the structure of the Bethe states any further, let us note
however that understanding it is crucial for computing the correlation functions.

4 Other Spin Chains

The aim of this section is to provide a quick reference of the quantum integrable
models. We focus exclusively on the lattice models.

• The XX model

HXX D Jx

N
X

jD1

�

sx
j sx

jC1 C sy
j sy

jC1

�

C h
N
X

jD1

sz
j ;

The XX model is equivalent to the free fermions model. See Sect. 2.2.
• The Ising model (in the transverse field)

HIsing D Jx

N
X

jD1

sz
j s

z
jC1 C

 

h
N
X

jD1

sx
j

!

;

The Ising model is also equivalent to a free fermionic theory, but of Majorana
fermions. Can be solved exactly and correlation functions can be also computed.

• The XXX model

HXXX D Jx

N
X

jD1

�

sx
j sx

jC1 C sy
j sy

jC1 C sz
j s

z
jC1

�

C h
N
X

jD1

sz
j ;

this is a fully interacting spin chain. It can not be mapped to a free theory.

All these three models are a special case of the XXZ model

HXXZ D Jx

N
X

jD1

�

sx
j sx

jC1 C sy
j sy

jC1 C�sz
j s

z
jC1

�

C h
N
X

jD1

sz
j :

The XXZ model corresponds to a deformation of the XXX (for which� D 1). This
deformation breaks the sl.2/ symmetry of the XXX chain. However this breaking
is under control and the symmetry of the XXZ chain is a symmetry of the quantum
group

�

Uq.sl.2/
�

. In the next section we will discuss the XXZ model in a greater
detail.

The models that we described so far had spin 1
2
. There are also integrable models

of higher spins. However, if we naively take the XXX model and choose the s D 1

representation such a model will not be integrable. The correct generalization is
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H.sD1/
XXX D

J

4

N
X

jD1

�

sjsjC1 �
�

sjsjC1
�2
�

: (128)

We will shed a light on why this model is integrable in the next section.
Another viable modification of the XXX model is to couple spins more than

one lattice site apart. Such couplings render the model, generally speaking, nonin-
tegrable.

5 Constructing an Integrable Model

Let us take one more look at the construction of the XXX model and try to generalize
it. The central object is the R-matrix solving the Yang–Baxter equation

Rab.�a � �b/Rac.�a � �c/Rbc.�b � �c/

D Rbc.�b � �c/Rac.�a � �c/Rab.�a � �b/ : (129)

Assume that we have such a matrix at our disposal. Then we can define a Lax
operator

L0j.�/ D R0j.� � i=2/ : (130)

The shift of the argument of the R-matrix is here only for convenience, it leads to a
more symmetric Bethe equations. We also relabeled the vector spaces to emphasize
that the Lax operator acts in a tensor product of the auxiliary matrix and the local
Hilbert space. This also means that the local Hilbert space must be isomorphic to
the auxiliary space. Redefining the rapidities we find the intertwining relation for
the Lax operator

R000.� � �0/L0j.�/L00j.�
0/ D L00j.�

0/L0j.�/R000.� � �0/ : (131)

As earlier, we can define the monodromy matrix. In fact we can define a slightly
more general monodromy matrix by introducing anisotropies �j at each lattice sites
such that

T0.�/ D L0L.� � �L/ : : : L02.� � �2/L01.� � �1/ : (132)

Such modification does not influence the main property of the monodromy matrix,
it is still intertwined with the same R-matrix

R000.� � �0/T0.�/T00.�0/ D T00.�0/T0.�/R000.� � �0/ : (133)
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However introduction of anisotropies breaks the translational symmetry and to
obtain a local Hamiltonian (like the XXX model) the anisotropies should be set to
zero. When discussing latter the quantum inverse scattering method the anisotropies
turn out to be useful as an intermediate technical tool.

We can again read-off the commutation relations between matrix elements of the
monodromy matrix. Moreover, the transfer matrix 
.�/ D tr0 T0.�/ commutes for
different values of the rapidity

Œ
.�/; 
.�/� D 0 : (134)

If the R-matrix has the property that

R000.0/ D P000 ; (135)

we can look at the transfer matrix 
.�/ around � D i=2 (remember the shift
in the definition of the Lax operator). This will lead to local operators. In fact
we immediately obtain that 
.i=2/ gives the shift operator. What we get as a
Hamiltonian, recall that

H �
@

@�
log 
.�/j�Di=2 ; (136)

depends on the derivative of the R-matrix around � D 0.
This brings us to the problem of finding R-matrices obeying the Yang-Baxter

equation. This is generally achieved using the framework of Quantum Groups
which leads to universal R-matrices and their representation theory. We will not go
into the details, instead consider an example of the trigonometric R-matrix which
corresponds to the fundamental representation of the Uq

�

sl.2/
�

.

R.�/ D

0

B

B

@

a.�/
b.�/ c.�/
c.�/ b.�/

a.�/

1

C

C

A

: (137)

This matrix has the same structure as the R-matrix (86) of the XXX model, only the
entries are trigonometric functions instead of polynomials

a.�/ D sinh.�C �/; b.�/ D sinh.�/; c.�/ D sinh.�/ : (138)

Exercise 5.1 Show that the Hamiltonian resulting from the trigonometric R-matrix
is the XXZ Hamiltonian. Namely, you should find that after an appropriate rescaling
of the Hamiltonian the coupling constants are Jx D Jy D 1 and Jz D cosh �.

Diagonalizing the transfer matrix is also straightforward and follows the same
procedure as in the XXX case.
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Exercise 5.2 Write down the Bethe equations for the XXZ model and eigenvalues
of the transfer matrix.

Finally let us comment that finding higher spin integrable spin chains that
generalize XXX or XXZ requires finding the R-matrix of Uq

�

sl.2/
�

in a higher
representation. This problem is addressed by the representation theory of quantum
groups. Following this procedure gives the spin-1 model reported in (128).

6 Thermodynamics

As noted earlier, despite diagonalizing the XXX model, inferring physical properties
is still challenging because they are obscured by the Bethe equations. For example,
even computing the energy of the ground state (for the antiferromagnetic case) is
not straightforward. A simplification occurs if we consider a thermodynamic limit,
that is a limit of a very long chain, L ! 1. We will now derive an exact (in the
L!1 limit) expression for the ground state energy.

We consider the XXX spin chain in zero magnetic field. The ground state
quantum numbers are IGS

a D a � .L=4 C 1=2/ with a D 1; : : : ;L=2, and occupy
the whole allowed interval bounded by I1 D L=4C 1=2.

Let us define a density of quantum numbers and a density of rapidities

�.x/ D
1

L

M
X

jD1

ı.x � Ij=L/ ; (139)

�.�/ D
1

L

M
X

jD1

ı.� � �a/ : (140)

This two functions are not independent but are related through the Bethe equations.
To this end we define a function

�x.�/ D atan.2�/ �
1

L

M
X

bD1

atan.� � �b/ D atan.2�/ �
Z

d��.�/ atan.� � �/ :

(141)
From the definition, x.�a/ D Ia=L. From the properties of the Dirac ı-function we
have

�.�/ D �.x/
dx

d�
: (142)
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For the ground state the all the possible quantum numbers are occupied so �.x/ D 1.
This gives an integral equation for �.�/

��.�/ D
2

1C 4�2
�

Z 1

�1

d�
�.�/

1C .� � �/2
: (143)

This integral equation can be solved through Fourier transform

Exercise 6.1 Find �.�/ solving (143).

The ground state rapidity distribution for the XXX spin chain at zero magnetic
field is

�.�/ D
1

2 cosh.��/
: (144)

We can now compute two physical quantities. First, we can verify that magnetization
is zero by computing

sz=L D
1

2
�

Z 1

�1

d��.�/ D 0 : (145)

Second, we can compute the energy of the ground state

EGS=L D �
J

2

Z 1

�1

d�
�.�/

�2 C 1
4

C
J

4
D �J ln 2C

J

4
: (146)

If the magnetic field is not zero, the quantum numbers of the ground state do
not occupy the whole accessible interval. Therefore, there is a maximal rapidity,
call it �F and the density of rapidities is zero outside the interval Œ��F; �F�. As the
magnetic field goes to zero, �F approaches infinity and we go back to the previous,
zero magnetic field, situation. In general, the magnetization is now

sz=L D
1

2
�

Z �F

��F

d��.�/ (147)

while the energy is

EGS=L D �
J

2

Z �F

��F

d�
�.�/

�2 C 1
4

C
J

4
: (148)

In general, to compute other thermodynamic quantities like partition function we
need to be able to study the thermodynamic limit of all the states in the Hilbert space,
not only of the ground state. The complexity of the problem increases tremendously
if we recall that the structure of the Hilbert space is complicated: states with infinite
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rapidities, string solutions, exceptional states. Nevertheless there is a solution and
we refer (for example) to Takahashii’s notes [21] and book [22] for details.

7 Correlation Functions

We have the eigenstates and we recognized the ground states. It is time now for the
correlation functions. Studying the correlation functions is a notoriously difficult
problem and we will only scratch its surface. Let us first identify required blocks.

For example, let us look at the correlation between the z-components of spins at
two lattice sites. Invariance under translations implies that the correlation function
depends only on the relative distance between the lattice sites. We have

Sz.l/ D hgsjsz
j s

z
jCljgsi : (149)

Because we identified the eigenstates of the model we can write (and use) a
resolution of the identity

X

a

jaihaj D 1 : (150)

Summation means going over all possible quantum numbers enumerating the
eigenstates. Inserting the resolution of the identity between the operators in the
correlation function we get

Sz.l/ D
X

a

hgsjsz
j jaihajs

z
jCljgsi ; (151)

which shows the role of form factors (matrix elements) hajsz
j jbi as the building

blocks of the correlation functions. In this section we will study the form factors.
Note that

hajs˛j jbi D eij.Pb�Pa/hajs˛1 jbi : (152)

To compute the form factors we need three elements.

1. We need to take care that states are normalized

hajai D h*j
M
Y

jD1

C.�j/

M
Y

jD1

B.�j/j*i D 1 : (153)

2. We need to know the action of spin operators like sz
j on the Bethe states

sz
j

M
Y

jD1

B.�j/j*i D ? (154)
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Generally speaking on the right hand side we will have some expression
involving the B or C operators. This leads us to the third ingredient.

3. We need to know the scalar product between the Bethe state and an arbitrary state
(not an eigenstate)

SM.f�g; f�g/ D h*j

M
Y

jD1

C.�j/

„ ƒ‚ …

Bethe state

M
Y

jD1

B.�j/j*i

„ ƒ‚ …

�jarbitrary

: (155)

After identifying the ingredients let us look at them in some detail.

7.1 Scalar Products

We start with the scalar products. Technically if we know the scalar product SM we
can always derive from it an expression for the norm. Therefore, the first ingredient
is contained in the third. The formula for the scalar product is in principle easy to
compute. We only need to commute all the C operators through all the B operators
and use that the reference state is annihilated by C.

Exercise 7.1 Derive the scalar product formula for M D 1 case using directly
the commutation relations between the B and C operators from (92). Note that if
both states are Bethe states than the scalar product vanishes unless the rapidities are
identical. If rapidities are the same we get a norm of the Bethe state.

Unfortunately for large M the complexity increases tremendously. This can be
handled efficiently in two ways. One is to derive a recursion relation connecting
a scalar product SM with a scalar product of SM�1. This approach was developed
in [19]. Another option is to use the so-called F-basis which helps with solving the
permutative problem. The F-basis was introduced in [16] and further applied in the
our present context in [13]. We will introduce the F-basis in the next section while
describing the inverse scattering method. Regarding the scalar product let us just
cite the result.

SM.f�g; f�g/ D

M
Y

jD1

�

�j �
i

2

�L�

�j �
i

2

�L

�
detM.f�g; f�g/

QM
j>k.�k � �j/.�j � �k/

; (156)

where the M �M matrix H is

Hab D
i

�a � �b

 

�

�b C i=2

�b � i=2

�L M
Y

k¤a

.�k � �b C i/ �
M
Y

k¤a

.�k � �b � i/

!

: (157)

For the proof of this formula we refer to the original papers that we mentioned
above.
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Exercise 7.2 Derive an expression for the norm of the Bethe state by taking a limit
�j ! �j. An extra care is needed in computing the limit for the Haa elements of the
matrix.

7.2 The Inverse Scattering Problem

The inverse scattering transform is a transformation between the physical operators,
like local spin operators at lattice site j and the A;B;C;D operators of the
monodromy matrix that we use to describe the eigenstates. Such a transformation is
a generalization of the Fourier transform. Recall that in the case of the free fermions
the physical operators c˙

j are related to the c˙
� operators that describe the eigenstates

through

c˙
j D

1

L

X

�

e�ij�c˙
� : (158)

For the spin operators in the XXX model the relations are the following

s�
j D

j�1
Y

kD1

�

A.�k/C D.�k/
�

B.�j/

L
Y

kDjC1

�

A.�k/C D.�k/
�

; (159)

sC
j D

j�1
Y

kD1

�

A.�k/C D.�k/
�

C.�j/

L
Y

kDjC1

�

A.�k/C D.�k/
�

; (160)

sz
j D

j�1
Y

kD1

�

A.�k/C D.�k/
��

A.�j/ � D.�j/
�

L
Y

kDjC1

�

A.�k/C D.�k/
�

: (161)

First we can note that the operator A.�k/CD.�k/ acts as translation operator through
the kth site. Because of the anisotropies the translation is not anymore a symmetry
unless we translate through the whole chain. Thus, we can expect that

L
Y

kD1

�

A.�k/C D.�k/
�

D 1 : (162)

This is supported by an observation that the fourth operator, linearly independent
from s˙

j and sz
j , is the identity operator. We see that a linearly independent

combination of the A, B C, D operators from these appearing on the right-hand
side is AC D which then gives (162).
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We will sketch a derivation of the inverse scattering transform. Let us start with
the spin operators on the first lattice. This is the simplest case and the general
expression can be obtained from this particular one with the help of the F-basis.

To derive expressions between s˛1 and transfer matrix operators we consider the
following object

tr0
�

s˛0T0I1;:::L.�/
�

: (163)

Simply writing the transfer matrix and the spin operator as a 2 � 2 matrices we find

tr0
�

s˛0T0;1:::L.�/
�

D

8

ˆ

ˆ

<

ˆ

ˆ

:

B.�/; ˛ D �;

C.�/; ˛ D C;

A.�/ � D.�/; ˛ D z:

(164)

These expressions hold for arbitrary �. Recall now that if we evaluate the transfer
matrix at � D �k, then the kth Lax operator becomes the permutation operator. Thus
if we set � D �1 we get

tr0
�

s˛0T0I1:::L.�1/
�

D tr0
�

s˛0P0;1L0;2.�1 � �2/ � � � L0;L.�1 � �L/
�

D tr0
�

s˛0L1;2.�1 � �2/ � � � L1;L.�1 � �L/P0;j
�

D s˛1L1;2.�1 � �2/ � � � L1;L.�1 � �L/ :

(165)

The product of Lax operators is simple to compute

Exercise 7.3 Show that

L1;2.�1 � �2/ � � � L1;L.�1 � �L/ D A.�1/C D.�1/ :

Do not be intimidated by this equality, start with writing the right-hand side as a
trace of the transfer matrix.

We find

tr0
�

s˛0T0I1:::L.�1/
�

D s˛1
�

A.�1/C D.�1/
�

; (166)

and for example for the s�
1 operator we find

s�
1 D B.�1/

�

A.�1/C D.�1/
��1
D B.�1/

L
Y

kD2

�

A.�k/C D.�k/
�

; (167)

in agreement with (159). The computation for an arbitrary position of the spin
operators are similar because we can effectively pretend that each lattice site is the
first one. There exists a basis, the F-basis, in which we are free to rearrange the
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lattice sites as we wish without changing the transfer matrix. Thus our strategy is
the following. We start with the expression of the form

tr0
�

s˛0T0;1:::L.�j/
�

: (168)

We change to the F-basis, we permute the lattice sites such that the jth lattice site
is the first one and then we go back to the original basis. The transformation to the
F-basis, the F-matrix, depends on the ordering of the lattice sites. We define the
transformation as

eT0I1:::L.�/ D F1:::LT0I1:::L.�/F
�1
1:::L ; (169)

and the premise is thateT does not depend on the reordering of the lattice sites, that
is

eT0I�.1/:::�.L/.�; ��.1/; : : : ; ��.L// D eT0I1:::L.�I �1; : : : ; �L/ ; � 2 SL ; (170)

where SL is a group of permutations of L elements. Then we obtain

tr0
�

s˛0T0I1:::L.�j/
�

D F�1
1:::LFj:::j�1 tr0

�

s˛0T0IjjC1:::j�1.�j/
�

F�1
j:::j�1F1:::L : (171)

The term in the middle is nothing else but (166) for the lattice labelled j, jC 1, and
so on until j � 1. Therefore

tr0
�

s˛0T0IjjC1:::j�1.�j/
�

D s˛j : (172)

To complete the derivation we need to compute the products of F-matrices and prove
that indeed in the F-basis the transfer matrix is independent of a permutation of the
lattice sites.

To this end we have to finally introduce properly the F-basis. The main
observation is that the R-matrix (equivalently the Lax operator) factorizes

Rab.�/ D a.�/F�1
ba .��/Fab.�/ ; (173)

where

Fab.�/ D

0

B

B

@

1 0 0 0

0 1 0 0

0 c.�/=a.�/ b.�/=a.�/ 0
0 0 0 1

1

C

C

A

D

0

B

B

@

1 0 0 0

0 1 0 0

0 i=.�C i/ �=.�C i/ 0
0 0 0 1

1

C

C

A

; (174)

and Fba D PabFabPab.
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Exercise 7.4 Show that the factorization indeed holds.

Note that the F-matrix can be written as (we renormalize the R-matrix by dividing
by a.�/)

Fab.�/ D e.11/a C e22a Rab.�/ D e.11/b Rab.�/C e.22/b (175)

where e.ij/a is a matrix which in space a has only one nonzero element at position
.i; j/

e.11/a D

0

B

B

@

1

1

1

C

C

A

; e.22/a D

0

B

B

@ 1

1

1

C

C

A

;

e.11/b D

0

B

B

@

1

1

1

C

C

A

; e.22/b D

0

B

B

@

1

1

1

C

C

A

:

(176)

The R-matrix (after the normalization) is unitary

Rab.�/
� D Rba.��/ D

�

Rab.�/
��1

(177)

Let us now extend the factorization property on products of R-matrices. Define
partial R-matrices

R1;2:::L.�I f�g/ D R1;L.� � �L/R1;L�1.� � �L�1/ : : :R1;2.� � �2/ ; (178)

R1:::L�1;L.�I f�g/ D R1;L.�1 � �/R2;L.�2 � �/ : : :RL�1;L.�L�1 � �/ : (179)

Note that the first expression with � D �1 is nothing else but a monodromy matrix

.�1/ D A.�1/C D.�1/. We define now partial F-matrices through a generalization
of (175)

F1;2:::L.�I f�g/ D e.11/1 C e.22/1 R1;2:::L.�I f�g/ ; (180)

F1:::L�1;L.�I f�g/ D e.11/L R1:::L�1;L.�I f�g/C e.22/L : (181)

Just from the definition it follows that the partial F-matrices almost factorize also
the product of R-matrices

F2:::L;1.�I f�g/R1;2:::L.�I f�g/ D F1;2:::L.�I f�g/ : (182)
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Exercise 7.5 Show this relation.

We say almost because the partial F-matrices appearing in this formula are not
easily relatable to each other, as the ones in the original formula (173) for the single
R-matrix. To this end we define F-matrices (without the adjective partial) through
the following recursion relation

F1:::L.f�g/ D F2:::L.f�g/F1;2:::L.�1I f�g/

D F1:::L�1.f�g/F1:::L�1;L.�LI f�g/ :
(183)

To simplify the notation we will now skip the arguments of the F-matrices

F1:::L D F1:::L.f�g/ D F1:::L.�1; : : : �L/ : (184)

From the definition of the F-matrices and property (182) of the partial F-matrices
we get

F2:::L1R1;2:::L.�1/ D F1:::L ; (185)

or in other words

R1;2:::L.�1/ D F�1
2:::L1F1:::L : (186)

This relation can be easily propagated to obtain

F�1
j:::j�1F1:::L D Rj�1;j:::j�2.�j�1/ � � �R1;2:::L.�1/ : (187)

On the other hand, recall that the product of the R-matrices evaluates at � D �j to

Rj;j:::j�1.�j/ D A.�j/C D.�j/ : (188)

Combining these results we get the sought after expression for the product of F-
matrices

F�1
j:::j�1F1:::L D

j�1
Y

kD1

�

A.�k/C D.�k/
�

: (189)

Using this expression in (171) we find the formulas for the inverse scattering
transform.

The complete the proof we still need to show that the transfer matrix in the
F-basis is independent of the permutation of the lattice sites. To simplify the
presentation we will just prove that the transfer matrix in the F-basis is invariant
under a shift by one lattice site. Iterating the procedure we obtain invariance under
an arbitrary shift and this is enough for our purposes. Invariance under the action of
the full symmetry group SL can also be proven and we refer to the original literature
for the details [16].
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What we need to show is the following equality

F1:::LT0;1:::LF�1
1:::L D F2:::1T0;2:::1F

�1
2:::1 : (190)

Using the factorization (186) of the partial R-matrices we find

R1;2:::LT0;1:::L D T0;2:::1R1;2:::L: (191)

That the both sides are equal follows from the definition (178) of the partial R-
matrices, the definition of the transfer matrix, and the RLL relation between the
R-matrices and Lax operators. This completes the derivation of the inverse scattering
transform. A general approach to the inverse scattering transform for XXZ spin
chains can be found in [17] and [5].

Exercise 7.6 Show equality (191).

We are now in the position to write the form factors of local spin operators. For
example for the s�

j operator we have

h�1; : : : ; �M�1js
�
j j�1; : : : ; �Mi

D h�1; : : : ; �M�1j

j�1
Y

kD1

�

A.�k/C D.�k/
�

B.�j/

�

L
Y

kDjC1

�

A.�k/C D.�k/
�

j�1; : : : ; �Mi : (192)

If the left and right states are Bethe states then they are eigenstates of the transfer
matrix (ACD) and we know their eigenvalues. The remaining part can be computed
using the scalar product formula where the left side is the Bethe state but the right
state not because of the extra B operator.

To compute a correlation function knowing the form factors requires summation
over the eigenstates, as in (151) that we repeat here

Sz.k/ D
X

jai2H

hgsjsz
j jaihajs

z
jCkjgsi (193)

It is very difficult to handle such sum analytically however it is possible to evaluate
it numerically. A materialization of this idea is the ABACUS algorithm which
computes the correlation functions of various integrable models, in and out of
the equilibrium. It allows to match the theoretical predictions coming from the
Algebraic Bethe Ansatz with the real world experimental measurements (for an
example see [15]). This fulfills our initial aim of employing integrable models in
a study of many-body physics.
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Symbols
3D-consistency, 159–163, 166–167, 176–177,

196

A
ABS classification, 133–134

generalized symmetries, 134–135, 144
master symmetries, 135–136

affine Weyl group, 8, 11
fundamental relations, 12

affine Weyl group of type A2, 15
extended, 16

birational realization, 14, 23
weight lattice, 19

affine Weyl group symmetry, 12
Airy function, 8
algebraic entropy, 79

calculation of, 91
definition

difference equations, 80
differential-difference equations, 80
lattice equations, 86

geometric meaning, 87

B
Bäcklund transformation, 8, 12, 13, 160, 166,

167
Bethe equations, 412
biorthogonality, 55
blowing-up, 4
Boll’s equations, 136
Box and Ball System, 29
Burgers equation, 263, 278, 314

continuous, 107
semidiscrete, 110

algebraic entropy, 144
linearization, 144

C
Cartan companion, 339
Cartan matrix, 12
Casimir, 355
chaos, 77

solvable, 93
characteristic system, 284, 286
Chebyshev polynomial, 340
circle pattern, 168–180

Hirota equation, 176
radius function, 172–175
rotation function, 175–176

cluster, 332
variable, 333
algebra, 333, 335

coefficient dynamics, 338
companion equations, 268, 271
compatible pair, 342
computational variables, 265, 267, 278, 298
correlation function, 392, 422, 429
cross-ratio, 286, 307, 350
cross-section, 288, 289, 291, 305, 307

D
D3 equation, 137–140
Darboux transformation(s), 240
difference equation

consistent, 271
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difference equation (cont.)
numerical scheme, 271
regular, 271

difference equations, 75
initial conditions, 79

differential equation, 264
G-compatible, 278, 279
fully regular, 265, 267
locally solvable, 265, 267
regular, 265, 267

differential-difference equations, 75
initial conditions, 80
Toda-like equations, 76
Volterra-like, 75

generalized symmetries, see generalized
symmetries, for Voltera-like
equations

discrete Cauchy–Riemann equations, 156–158,
167, 178, 187

discrete harmonic, 156
discrete holomorphic function, 157, 165, 171,

181
discrete jet space, 269
discrete Laplacian, 156, 173, 184
discrete Painlevé equations, 13

additive, 19
classification, 21
multiplicative, 22
special solutions, 23

discrete potential Korteweg–de Vries equation,
281

double Bruhat cell, 329
double wiring diagram, 330

E
elliptic beta integral, 60
elliptic function, 48
elliptic Gamma function, 54
exchange matrix, 332

acyclic –, 343
extended jet space, 264

F
F-matrix, 426

partial, 427
Fibonacci numbers, 82, 92
finite difference equation, 268
flux limiter function, 316
Fokas conjecture, 127
frozen variable, 335

G
Gauss’s hypergeometric function, 8
generalized symmetries

for quad equations, 115–120
for Volterra-like equations, 107–109
partial differential equations, 105–106
symmetry reduction, 113, 125

generalized symmetries and integrability, 104
generating function, 89

rational, 90
Grassmannian, 327
grid velocity, 303
ground state, 392

antiferromagnetic, 415, 421
ferromagnetic, 414
free fermions, 400

H
tH"

1 equation
algebraic entropy, 144
generalized symmetries, 140–142

tH"
2 equation, 102–104

Hamiltonian, 391, 396
free fermions, 397
Ising, 417
XX, 417
XXX, 402, 405, 408
XXZ, 417, 419
XYZ, 403

Hamiltonian vector field, 346
Hénon map, 81, 92
Hermite polynomial, 7
Hermite’s differential equation, 7
Hirota–Kimura–Yahagi equation, 82, 93
hypergeometric series, 44

basic, 48
elliptic, 50

I
infinitesimal generator, 273

prolongation, 275, 278, 280
infinitesimal invariance criterion, 263, 275,

280, 283
integrability, 76

classical mechanics, 76
Lax pair, 77
with algebraic entropy, 80
with generalized symmetries, see recursion

operators and master symmetries
intertwining relation, 410, 411
invariant adaptive numerical scheme, 263, 311,

313
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invariant equation
strongly invariant, 292
weakly invariant, 292, 293

invariant evolution–projection scheme, 311,
313

invariant finite volume scheme, 264, 316
invariant function

complete set, 284, 285, 289, 295, 297, 317
difference invariant, 263, 284, 285, 292,

295, 297, 305, 317
differential invariant, 284
normalized invariant, 289
phantom invariant, 289

invariantization, 288
isotropy group, 293

J
Jordan–Wigner transformation, 404

K
Korteweg–de Vries equation, 262, 263, 267,

310
discrete

generalized symmetries, 121–122
symmetry reduction, 125–126

Lagrangian form, 268
semidiscrete, 122

L
Laurent phenomenon, 334
Lax matrix, 254
Lax operator, 405, 418
Lax pair, see integrability, Lax pair
Lie matrix, 293
Lie symmetries, 104
Lie–Bäcklund symmetries, 105
Liouville

theorem, 76
Liouville equation

discrete, 144, 145
local conserved charges, 396, 400, 411
log-canonical basis, 344
logistic map, 78, 79

solvable, 77

M
magnons, 414
Markov

triple, 326
cluster algebra, 344

master symmetries, 127
for quad equations, 133
for Volterra-like equations, 127–129,

131
maximal Dyck path, 341
mesh density function, 312, 316
monodromy matrix, 407, 418
Moutard equation, 162–163
movable singularity, 3
moving frame, 263, 287, 290, 291, 304, 306,

308, 317
multidimensional consistency, 196

N
normalization equations, 288, 291, 295, 306,

307

P
Padé approximant, 89–90
Painlevé equation, 2

PI, 3, 4, 8, 12
PII, 3, 8, 12
PII, 4
PIII, 3, 4, 8, 12

P
D
.1/
6

III , 4, 8, 12

P
D
.1/
7

III , 4, 8, 12

P
D
.1/
8

III , 4, 8, 12
PIV, 3–5, 8, 9, 11–13

parameter space, 17
special solutions, 18
symmetric form, 14

PV, 3, 4, 8, 12
PVI, 3, 4, 8, 12

Painlevé I equation
discrete, 114

algebraic entropy, 143
Painlevé property, 3
Painlevé transcendents, 5
partial moving frame, 295, 296
pentagram map, 350
Plücker

coordinate, 327
pochhammer symbol, 44
Poisson

algebra, 344
bracket, 344
manifold, 345
matrix, 251
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Q
QV equation, 98–101

generalized symmetries, 145
nonautonomous, 102, 144

q-difference equation, 66
Askey–Wilson, 70

q-difference operator, 61
q-pochhammer symbol, 48
quad equations, 76

generalized symmetries, see generalized
symmetries,for quad equations

initial conditions, 83–84
master symmetries, see master symmetries,

for quad equations
principal diagonals, 84
with two-periodic coefficients, 136–137

quiver, 347

R
R-matrix, 410, 418, 419

partial, 427
recursion operators, 107
reduced word, 330
relative invariant, 292
replacement principle, 289, 292
Riccati equation, 7
Rodriguez formula, 72
root system, 4

S
Schwarz’ equation, 263, 277
seed, 332

mutation, 332
coprime –, 343

shift operator, 396, 398, 408
singularity confinement, 87, 143, 196
skew-symmetrizable matrix, 334
solvability, 77
space of initial conditions, 4
special solutions of the Painlevé equations, 5

higher solutions, 9, 10
hypergeometric solution, 5, 7, 10
rational solution, 5, 9
seed solutions, 10

spinons, 416
su.2/ algebra, 402
symmetry group, 273

differential equation, 274
finite difference equation, 279

symmetry-preserving scheme, 297
Burger’s equation, 314
KdV equation, 303, 310
Schwarz’ equation, 299, 307, 309

symplectic
manifold, 345
leaf, 346

T
theta function, 50
Toda equations, 144, 145
total positivity criterion, 329
totally nonnegative matrix, 329
totally positive matrix, 328
transfer matrix, 407, 419
transformation group, 272

effective on subsets, 289
free, 288
global isotropy subgroup of a subset, 289
isotropy subgroup of a subset, 289
locally effective on subsets, 289
locally free, 288
product action, 279
prolonged action, 274
regular, 288

triangulation, 328

U
ultradiscrete equation

KdV, 28
Painlevé, 31

degeneration diagram, 33
special solution, 35

ultradiscretization, 26
sign variable, 36

upper bound algebra, 343
upper cluster algebra, 342

V
Volterra equation, 113

generalized symmetries, 113, 144
master symmetries, 129–131
modified, 110

generalized symmetries, 110–113
master symmetries, 145

nonautonomous, 144
master symmetry, 145

symmetry reduction, 113–114
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W
Weber function, 7
wiring diagram, 330

Y
Y-pattern, 337
Yang–Baxter equation, 410, 418
YdKN equation, 134–135, 144

algebraic entropy, 95–98
generalized symmetries, 144
master symmetries, 132–133

Z
Z-transform, 90
Zamolodchikov periodicity, 348
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