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Abstract. The semantic relation detection among entities from unstruc-
tured text is an important task in automatic knowledge construction to
discover new knowledge. Word embeddings have been successful in cap-
turing semantic relations among entities in unstructured text. In this
work we propose to use WordNet as a knowledge base to extract seman-
tic relations among entities and measure how well word embeddings
vectors capture semantic regularities by themselves, using state-of-art
classification model to detect semantic relations. We present semantic
relation capture f-measure score in word embedding vectors of 94.9%,
the semantic relations addressed in this work are taxonomic relations
(hypernym-hyponym) and part-of relations (holonym-meronym).

Keywords: Semantic regularities · Word embedding · Relation
classification · Convolutional neural network

1 Introduction

The relation detection among entities is an important task in automatic knowl-
edge base construction (KBC), brings capability of reasoning and discover new
knowledge from existing one.

There is special attention to relation detection without handcrafted fea-
tures, overcoming the dependency and limited application domain that implies
those approaches. Handcrafted resources such as WordNet1 are used on generic
domains [2,4,15,18], however, on more specialized domains are more difficult
to find structured data to improve KBC. Through more linguistic independent
and automatic methods to capture semantics improve automatic KBC processes
on specialized domains, especially when knowledge bases are constructed from
unstructured data.

One of the novel word representation models is neural word embeddings, which
is the basis of our proposal. Embedding word representation aims to reduce a
word vector representation into lower dimensionality and continuous vector space.
1 https://wordnet.princeton.edu/wordnet/.
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Neural network language models have been used on word embeddings
[1,12,13]. In [12], it is demonstrated that many syntactic and semantic regular-
ities can be captured in those embedding representations.

The available datasets for relation classification such as SemEval 2010 Task 8
[8] promote comparison between state of the art results and naturally thrust to
make more prominent models [5,11,14,16]. In this dataset there is various kind
of relations, however, in this work we are interested in classifying more basic
relations such as hypernym-hyponym and holonym-meronym, because of that,
we use an external knowledge base to evaluate those kinds of relations.

The aim of our work is to measure how well word embeddings capture seman-
tic relations among words. The actual approaches to classify semantic relations
such as cause-effect, producer-product, message-topic, content-container, etc. use
a context set of words along with entities to predict the class of semantic rela-
tion [11,14]. However, we propose to learn more basic semantic relations by using
only word embedding representation without context set of words.

The classifier that we choose for the assessment is state of the art in semantic
relation detection [14]. There is a consensus that Convolutional Neural Networks
(CNN) assess good results. In this work those models are adapted to learn only
two-word embedding vectors as input to classify their semantic relation.

The remainder of the paper is structured as follows. Section 2 contains
related works with word embedding to semantic relation classification. Section 3
describes the methodology that guides this study. Section 4 details the parame-
ters of the experiment setup. Section 5 presents the result of the experiment and
discussion. Section 7 presents future work.

2 Related Work

The use continuous vector space representation to identify syntactic/semantic
relations between words are increasing recently [5–7,9,17] because of their gen-
erality to capture syntactic/semantic regularities from unstructured text data.

There are studies where rely on the semantic captured on the continuous vec-
tor space representations to detect semantic relations. In [6], it is observed that
there are non-linear regularities between vectors that capture semantic relations,
for example, the well-known expression v(king)−v(queen) ≡ v(man)−v(woman)
does not represent the hypernym-hyponym relation over all vector space, that
is to say, we can not generalize that the vector v(man) − v(king) represents
hypernym-hyponym relation and infer new hierarchies in all vector space. They
analyzed that there are regions where those regularities are locally shared
between words, one of our hypothesis is that those regions can be learned by a
non-linear classifier, due to CNN are the state-of-art models to learn relations
regularities among words represented on continuous vector space [3,14,16]. We
selected those models to learn patterns of local regions where semantic regular-
ities are shared.
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3 Methodology

The methodology to implement our proposal on semantic relation extraction
is shown in the Fig. 1. The data preparation task consists on four steps: (1)
Word embedding: word embedding are generated using skip-gram model [13],
trained with Wikipedias2 articles; (2) Entities selection: the terms (or enti-
ties) are selected from WordNet if they exist on word embedding dictionary
(obtained on previous step); (3) Relation extraction: in this step the semantic
relations hypernym, hyponym, holonym and meronym between selected terms
are extracted from WordNet; (4) Word embedding representation: the terms
extracted in the 2nd step are converted to continuous vector space representation.

Fig. 1. Semantic relations extraction methodology

3.1 Word Embeddings

The first step in our process the word embeddings is generated using skip-gram
model proposed by [13] trained on Wikipedia articles (dump 2016). Skip-gram
model aims to predict context words wcontext = (wt−i, . . . , wt−1, wt+1, . . . , wt+i)
where i ≥ 1 given a word w(t) as input (Fig. 2). The projection is a low-
dimensionality and continuous vector space representation of the word w(t).

3.2 Entities Selection

The entities used to get semantic relation between them must satisfy the con-
dition that both entities (ei and e2) given a relation Ri = (e1, e2, si) have to

2 https://www.wikipedia.org/.

https://www.wikipedia.org/
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Fig. 2. Skip-gram model architecture [13]

exist in word embedding space, where si represents a semantic relation type. In
other words, both entities must exist on the corpora used to train neural network
language model.

3.3 Semantic Relation Extraction

The semantic relations extracted from WordNet are represented by te set S =
{hypernym, hyponym, holonym, meronym}. The semantic relations are extracted
by follows. For each entity (ei) that exists in the selected entities from previous
step, the entities that are related (by S relations) and exists in the selected
entities, form a relation Ri = (e1, e2, si), where si ∈ S. In the Table 1 are shown
equivalence relations between selected semantic relations, in Sect. 5 discuss how
those equivalences can be use to empirically evaluate classifier result.

Table 1. Semantic relations

Relations Representation Inverse relation

Hypernym X
−−−−−−−→
hypernymY Y

−−−−−−→
hyponymX

Hyponym X
−−−−−−→
hyponymY Y

−−−−−−−→
hypernymX

Holonym X
−−−−−−→
holonymY Y −−−−−−→meronymX

Meronym X−−−−−−→meronymY Y
−−−−−−→
holonymX

3.4 Semantic Relation to Word Embedding Representation

Each one of relations extracted in the previous step is represented as matrix form
(2xD), where D are the dimension of the vector space representation. All entities
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on the relations are in continuous vector space and associated to the category of
relation class (S).

3.5 Evaluation

To measure how well word embedding capt the semantic relation in the corpus,
we use accuracy (Eq. 1), precision (Eq. 2), recall (Eq. 3) and f-measure (Eq. 4)
metrics, and cross validation k-Fold, where k is 8.

Accuracy

Accuracy(y, ŷ) =
1

nsamples

nsamples−1∑

i=0

ŷi = yi (1)

where, yi is the target class and ŷi output class.

Precision
Precision =

tp

tp + fp
(2)

where, tp are the true positives and fp false positives.

Recall
Recall =

tp

tp + fn
(3)

where, tp are the true positives and fn false negatives.

F-measure
Fmeasure =

2 ∗ precision ∗ recall

precision + recall
(4)

4 Experiment Setup

4.1 Word Embedding

The classifier’s input is a matrix with size 2 × 400 formed by row vectors which
are from word2vec trained with Wikipedia corpus using skip-gram with window
size value of 5 and embedding dimension of 400.

4.2 Semantic Relations

WordNet is used as knowledge base to extract semantic relations among words
that exists on word embedding space. Randomly 9, 000 relations are selected for
each class (hypernym, hyponym, holonym,meronym) to maintain balanced num-
ber of instances (36,000 instances in entire dataset) (Fig. 3).
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Fig. 3. Input shape

4.3 Convolutional Neural Network

The classifier’s input is a concatenation of word embedding vectors using skip-
gram model. Based on the state of art models for semantic relation classification,
we use a CNN to learn semantic relation regularities over word vectors. The
overview of the architecture used in this experiment is shown in the Fig. 4. This
architecture is a simplified version of the state-of-art models to semantic relation
classification [14], the aim of this work is measure the semantic capture by word
embedding, thus the context word set are removed from our model, and the
architecture are simplified.

In the Table 2 are shown the configuration of each layer used in the proposed
CNN. Due to input dimension, we set filter size of 2× 2. In the fully connected

Fig. 4. CNN architecture

Table 2. CNN layers dimension

Layer Dimension

Input 2 × 400

Convolution 100

Pooling 100

Full-connected 800

Output 4
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layer has ReLU activation function and a Dropout of 0.4. The learning algorithm
selected to this problem was Adam [10] with learning rate λ = 0.001, β1 = 0.9,
β2 = 0.999, ε = 1e − 08. The number of epochs to train the CNN was set to 7.

5 Result and Discuss

The mean of K-Folds validation where k = 8 on the F-measure score achieved
0.946. The results by fold are shown in the Table 3, they are the mean of valida-
tion by epoch on each fold. As is shown in other works, word embedding achieves
good results on semantic capture, and there are used to semantic relation detec-
tion. However, these models are developed using context word vectors to infer
various semantic regularities between words.

Taking into consideration that only embedding word representation was con-
ducted, the result of evaluation of semantic capture in word embedding show
good results (achieving F-measure score of 94.9%) on hypernym, hyponym,
holonym and meronym relations detection.

The transitivity in the relations (as shown in Table 1) can be used to validate
the result of the classifier, given a tuple T =< entity1, entity2 > and result rela-
tion Ri, it can be and empirically evaluation that the classifier achieve a good
result if changing the entities order (< entity2, entity1 >) the result is seman-
tically inverse to relation Ri, eg. < dog, canine >: hyponym ≡< canine, dog >:
hypernym.

Table 3. Experiment results

Fold Accuracy Precision Recall F-measure

1 0.943 0.952 0.943 0.948

2 0.934 0.940 0.933 0.937

3 0.940 0.947 0.943 0.945

4 0.946 0.953 0.943 0.948

5 0.950 0.957 0.947 0.952

6 0.945 0.951 0.950 0.950

7 0.951 0.953 0.950 0.952

8 0.959 0.962 0.961 0.961

Average 0.946 0.952 0.946 0.949

σ 0.0073 0.0064 0.0078 0.0069

6 Conclusions

In this work a semantic capture analysis was conducted on word embedding
vectors. In the evaluation process, we compare the word embedding semantic
capture (using Wikipedia as the corpus) against semantic relations extracted
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from WordNet, as is shown in the results, those vectors achieve good results
on semantic capture (94.9%) by themselves. The evaluated semantic relations
were hypernym, hyponym, holonym and meronym, those relations are one of
the most basic semantic relations, which are commonly used on knowledge base
construction.

Based on state-of-art classifier model for semantic relation detection, we use
Convolutional Neural Network to learn semantic regularities in word embedding
space. Based on the results it can be concluded that local regions distribution
pattern in word embedding space, where linear semantic regularities are shared
between words, can be learned by a non-linear classifier such as CNN. These
results bring an interesting case of study, analyze if those distributional patterns
can be shared between domains.

7 Future Work

The semantic relation detection using word embedding can be used to infer
semantic relations among concepts, and that is highly valuable in areas such
as ontology learning and knowledge extraction when dealing with unstructured
text data.

One of our interested research domain is ontology learning from unstructured
text data in a specialized domain; the result obtained show that might be use
semantic relation detection by only word embedding in one of the steps of auto-
matically semantic relations extraction. The results might improve by integrat-
ing a decision module that assesses the output by taking advantage of semantic
transitivity between relations, consequently, in the semantic relation detection
process in knowledge base construction, false positives might be reduced and
obtain more reliable knowledge base automatically constructed.

The proposed methodology also can be extended to learn other relations such
as synonym and antonym available in WordNet, also can be interesting research
opportunity identify more complex relations using ontologies as a knowledge
base to detect relations among entities to discover new knowledge, this can be
useful to ontology population and enrichment process.
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