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Preface

This book highlights the most recent advances in nanoscience from leading
researchers in Ukraine, Europe, and beyond. It features contributions from par-
ticipants of the 4th International Research and Practice Conference “Nanotech-
nology and Nanomaterials” (NANO-2016), held in Lviv, Ukraine, on August
24–27, 2016. This event was organized jointly by the Institute of Physics of the
National Academy of Sciences of Ukraine, Ivan Franko National University of
Lviv (Ukraine), University of Tartu (Estonia), University of Turin (Italy), and
Pierre and Marie Curie University (France). Internationally recognized experts
from a wide range of universities and research institutes shared their knowledge
and key results in the areas of nanocomposites and nanomaterials, nanostructured
surfaces, microscopy of nano-objects, nano-optics, nanophotonics, nanoplasmonics,
nanochemistry, nanobiotechnology, and surface-enhanced spectroscopy.

Today, nanotechnology has become one of the most actively developing and
promising fields of science. Nanotechnology research has already resulted in
numerous productive results that can be applied in various areas of human activity
from science and electronics to medicine and pharmacology. The aim of this book
is to highlight the latest developments from different areas of nanotechnology and
to excite new interest in this field. The book chapters cover such important topics
as nanocomposites, nanostructured interfaces and surfaces, nanochemistry, nano-
optics, nanoplasmonics, and enhanced vibrational spectroscopy.

The book is divided into five sections: Part I, Nanoscale Physics; Part II, Nano-
optics and Photonics; Part III, Nanostructured Interfaces and Surfaces; Part IV,
Nanochemistry and Biotechnology; and Part V, Nanocomposites and Nanomaterials.

Part I: Nanoscale Physics

In Chap. 1 (Fitio), the possibilities of a new method for solving the one-dimensional
stationary Schrödinger equation in the frequency domain for different functions
of potential energy have been analyzed. In Chap. 2 (Frolova), the effects of
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ultrasonic synthesis on the basic properties of ´ÑFe2O4 nanoparticles are stud-
ied. In Chap. 3 (Dawid and Gburski), the structural and dynamical properties
of an argon-krypton binary mixture confined between graphite slabs have been
investigated and a molecular dynamics simulation has been made. In Chap. 4
(Gburski), three cholesterol-fullerene binary clusters varying in the number of
fullerenes have been investigated. Chapter 5 (Grinevich) presents thermogravimetric
studies of two different precursor complexes of tin dioxide. In Chap. 6 (Gudyma),
modeling problems of spin crossover nanocrystals have been investigated. In Chap.
7 (Kaniukov), PET track membrane parameters have been comprehensively studied
at the various formation stages. Chapter 8 (Korostil) investigates features of the
current spin-orbit-induced magnetic dynamics in multilayer nanostructures with
nonmagnetic heavy metal layers possessing a strong spin-orbit interaction. Chapter
9 (Luzanov) reviews the old and new tools for the interpretation of orbitals and
excited states of nanodiamonds with defects. In Chap. 10 (Pokutnyi), the theory
of excitonic quasimolecules (formed of spatially separated electrons and holes)
in a nanosystem that consists of semiconductor quantum dots synthesized in a
borosilicate glass matrix is presented. In Chap. 11 (Savka), the authors carried
out molecular dynamics simulations to investigate the process of formation of ZnO
nanoclusters from the gas phase. Chapter 12 (Sulymenko) presents an investigation
of global coupling of microwave phase-locking of weakly coupled spin-torque nano-
oscillators. Chapter 13 (Suprun) presents the calculation of the current density in the
complete absence of violations of electrostatic equilibrium at a nonzero temperature.
In Chap. 14 (Vasylyuk), the authors investigate the mechanisms of nanoconductivity
in polyene polymers. Chapter 15 (Kizilova) focuses on complex flows of immiscible
microfluids and nanofluids with velocity slip boundary conditions.

Part II: Nano-optics and Photonics

Chapter 16 (Bulavinets) reviews modern methods for improving the quality of
digital interferograms, including methods for eliminating zero order and filtering
the resulting hologram phase map. In Chap. 17 (Dawid) the interaction-induced
absorption spectrum of confined Ar-Xe mixture has been observed. Chapter 18
(Glushko) focuses on electromagnetic modes inside the island-kind 2D photonic
crystal resonator. In Chap. 19 (Shopa), dynamic light scattering with nanoparticles
has been studied. The effect of soft X-rays with photon energy W D 8 keV on
the kinetics of decay photovoltage in solar silicon crystals is studied in Chap. 20
(Steblenko). In Chap. 21 (Hryn), two-dimensional photonic crystals formed by
ordering of nanoparticles of different nature in the polymeric matrix are studied.
The authors of Chap. 22 (Tatarchuk) present an overview of the preparation, crystal
structure, and applications of SFs used in technology for the design of new materials
and devices. In Chap. 23 (Kaladkevich), MAX phase-based compacts obtained by
shock wave are studied. The authors of Chap. 24 (Wisz) present standard silicon
photovoltaic devices improved by ZnO film obtained by pulsed laser deposition at
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different temperatures of silicon and ITO/glass substrates using second harmonic of
YAG:Nd3C laser. In Chap. 25 (Potera), the results of research on the effect of the
transmission spectrum of copper oxide films on glass substrate versus conditions of
growth and heating in air are presented.

Part III: Nanostructured Interfaces and Surfaces

In Chap. 26 (Honcharov), the structural, catalytic, and thermal properties of stainless
steel with a nanoscale metal surface layer are studied. The authors of Chap. 27
(Kharchenko) present studies on the formation of nano-sized patterns in surface
layers based on local changes in the surface layer temperature. The effect of
the Fermi velocity on the conductivity of the graphene-superconductive graphene
junction is investigated in Chap. 28 (Korol). In Chap. 29 (Nedolya), the possibility
of carbon atoms’ drift to the surface of an FCC iron nanocluster through tetrahedral
interstice is investigated. Chapter 30 (Savkina) presents the results of the formation
of nanoscale patterns on the surface of a ternary compound. In Chap. 31 (Tarasov),
a detailed theory of the scattering of plasmon-polariton waves by a segment of the
metal-dielectric (vacuum) interface with randomly distributed surface impedance
is developed. In Chap. 32 (Wiśniewska), the authors investigate the influence of
solution pH on the nanostructure of the adsorption layer of selected ionic polyamino
acids and their copolymers at the solid-liquid interface. The authors of Chap. 33
(Bażela) investigate the poly- and nanocrystalline TbMnO3 samples crystallized
in the orthorhombically distorted perovskite structure. In Chap. 34 (Gab), the
dispersion kinetics of palladium and platinum nanofilms of 100 nm thickness
deposited onto oxide substrate (quartz glass, leucosapphire, ZrO2 ceramic) and
annealed in a vacuum at 1000–1600 ıC are studied. In Chap. 35 (Chrzanowska),
the properties of the twist bend phase of liquid crystals obtained on the basis
of the Landau de Gennes theory are presented. The authors of Chap. 36 (Klym)
investigate the influence of inner free-volume structure on the functional properties
of chalcogenide GeSe2-Ga2Se3 and GeS2-Ga2S3-CsCl glasses as well as oxide
Cu0.4Co0.4Ni0.4Mn1.8O4 and MgO-Al2O3 ceramics.

Part IV: Nanochemistry and Biotechnology

In Chap. 37 (Barbash), the possibility of obtaining nanocellulose from organosolv
straw pulp is studied. The authors of Chap. 38 (Sakhnenko) investigate the nanoscale
oxide PEO coatings forming from diphosphate electrolytes. The authors of Chap.
39 (Kucherenko) have developed an amperometric biosensor based on a bienzyme
system (GOx/HEX) for ATP determination and investigate three different methods
of GOX/HEX immobilization on the surface of working electrodes. The authors
of Chap. 40 (Kuschevskaya) have synthesized nanodispersed iron powders by
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means of thermal decomposition of iron citrate salt Fe3fC3H5(O)(COO)3g2 in a
protective hydrocarbon mixture atmosphere in temperatures of 250–500 ıC. The
authors of Chap. 41 (Maizelis) propose electrochemical methods of Cu/(Ni-Cu)
and nickel-copper oxide multilayer coating formation in pyrophosphate-ammonium
electrolyte. Chapter 42 (Marchenko) presents the development of a creatinine-
sensitive biosensor consisting of pH-sensitive field-effect transistor (pH FET) and
creatinine deiminase (CD) immobilized with various types of zeolites, in particular,
silicalite, zeolites beta (BEA) and nanobeta, and BEA zeolites, modified with
gold nanoparticles and ions. The authors of Chap. 43 (Kutsevol) synthesize and
characterize branched nanostructured copolymers dextran-g-polyacrylamide (D-g-
PAA) in uncharged and anionic form and test them in flocculation in comparison
with linear PAA. The authors of Chap. 44 (Raczyński) present the results of
molecular dynamics simulations of the dynamics of small cholesterol systems. A
quantum chemical study of water molecule adsorption on nitrogen-doped titania
thin films is presented in Chap. 45 (Smirnova). In Chap. 46 (Stetsko), the authors
present research on the effects of chemical vapor deposition of elements on the
structure of nanocomposite layers. In Chap. 47 (Vasyliv), the authors investigate the
effect of the quantity of water vapor in hydrogenous atmospheres on reducing ability
of the YSZ-NiO fuel cell anode material. Chapter 48 (Borysova) focuses on sol-gel
synthesis and conductivity of NaLn9(SiO4)6O2.

Part V: Nanocomposites and Nanomaterials

Chapter 49 (Demchenko) is devoted to the structure, morphology, and properties
of copper-containing polymer nanocomposites. In Chap. 50 (Derhachov), the pos-
sibility of opal infiltration with high-temperature melted Bi12SiO20, Bi2TeO5, and
NaBi(MO4)2 is examined and the obtained composite is characterized. Chapter 51
(Dzyazko) focuses on improvement of antifouling stability of polymer membranes.
Chapter 52 (Gab) presents a chemicometallurgical method for obtaining of tungsten-
based nanopowders. Chapter 53 (Guglya) covers the methods of production, the
structure formation mechanism, and the properties of nano-porous thin film VNx
hydrogen absorbents. The authors of Chap. 54 (Makarchuk) have created and
studied magnetic nanocomposite sorbents on bases of saponite, palygorskite, and
spondyle clay. Chapter 55 (Nawrocki) is devoted to measurements of electrical
conductance in nanostructures and their use in nanotechnology. The authors of
Chap. 56 (Nosach) present a study of nano-particulate structures with glucose-
derived char and compacted fumed silica in gaseous and aqueous media. In Chap.
57 (Panko), nano- and microdisperse structures are investigated in processes of
metamorphism, reduction sintering, and component separation of iron-oxide-silicate
materials. Chapter 58 (Pinchuk-Rugal) focuses on the electron radiation effect
on polyvinylchloride (PVC) nanocomposites with multi-walled carbon nanotubes.
Chapter 59 (Prokopov) presents the results of studies of resistivity, thermopower,
and Hall phenomenon in fine crystalline pyrolytic anisotropic graphite intercalated
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compounds with bromine and iodine chloride in the temperature range of phase
transformation in intercalate layers. In Chap. 60 (Raczyński), the authors study
the system of cholesterol molecules placed between two parallel graphene sheets
using molecular dynamics (MD). Chapter 61 (Revo) presents the structural features,
strength, and microhardness of nanocomposites obtained from Fe, Cu, and carbon
nanotubes. In Chap. 62 (Shevchenko), the authors investigate the influence of
radio-frequency electromagnetic radiation on the magnetic properties of a magneto-
mechano-chemically synthesized antitumor nanocomplex. Chapter 63 (Tchervinka)
is focused on continuum modeling of nanoelements. In Chap. 64 (Vyshnevska),
a range of methods for obtaining poly(diphenylamine)-Ag NP nanocomposites
are studied and the resulting hybrid materials characterized using SEM, TEM,
AFM, and IR spectroscopy. The semiconducting and optical properties of compact
graphene-like nanoparticles of molybdenum disulfide are investigated in Chap. 65
(Len). The electromagnetic and microwave absorbing properties of nanocarbon-
epoxy Laritte 285 composites filled with GNPs and MWCNTs, as well as ternary
CMs filled with GNPs and MWCNTs simultaneously, are studied as a function of
frequency and filler weight content in Chap. 66 (Melnychenko).

Summing up, in this volume you can see many surveys of the latest advances
in the field of nanotechnology that point the way to exciting future investigations
and applications. The book demonstrates some of the latest research in nano-
optics, nanoplasmonics, nanochemistry, and nanophotonics and their applications
that concern a very interesting and exciting area of modern science that has already
attracted the attention of thousands of scientists, engineers, and young researchers.

Kiev, Ukraine Olena Fesenko
Leonid Yatsenko
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Chapter 1
Numerical Solution of One-Dimensional
Stationary Schrödinger Equation in the
Frequency Domain

V. M. Fitio, I. Ya. Yaremchuk, V. V. Romakh, and Ya. V. Bobitski

1.1 Introduction

Recently, quantum wells on base of semiconductor heterostructures are most widely
studied [1] since their physical effects can be seen at room temperature [2] and can
be applied in actual devices, for example, as some components of optoelectronic
devices such as photodetectors in infrared spectral range [3], quantum cascade lasers
[4], and other optoelectronic devices [5]. A detailed theory of optoelectronic devices
based on quantum wells can be found in the book by G. Bastard in [6].

An analysis of devices based on quantum wells requires a solution of the
stationary Schrödinger equation. Solution is reduced to the transcendental equation
if a potential well has a rectangular form. In case of two or more rectangular wells,
the obtained transcendental equation becomes much more complicated. Potential
energy of multi-quantum structures (quantum cascade laser) is a set of potential
wells and barriers with specific width and height [4]. Design of quantum cascade
lasers requires determination of the discrete energy levels and corresponding wave
functions of such structure. Determination of discrete energy levels and correspond-
ing wave functions of multi-quantum structures by the traditional method reduces
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to solution of the transcendental equation and is quite complicated. Moreover,
computational complexity nonlinearly increases when the number of potential wells
and barriers increases.

In addition, the solution becomes more complicated if the potential well has
no rectangular barrier. Precise solutions of one-dimensional stationary Schrödinger
equation [7] have been obtained only for a small number of functional dependencies
of the potential well. Therefore, search of solutions of one-dimensional Schrödinger
stationary equation continues, and there are attempts to form potential energy in
such way to obtain a precise analytical solution of the corresponding equation
[8–10].

There is a similar problem in finding propagation constants of waveguide
modes in the gradient planar waveguides [11–17]. The methods presented in
[12–17] can be used for solving the Schrödinger equation since structure of the
wave equation is equal to the one-dimensional stationary Schrödinger equation
for planar waveguides. On the other hand, the approaches developed in quantum
mechanics, for instance, the WKB approximation technique [11, 18], can be
used to search propagation constants of gradient planar waveguides. Prediction of
resonance phenomena in gratings [19, 20] and explanation of the physical processes
into waveguide distributed feedback microlasers [21, 22] require determination of
propagating constants.

It should be noted that the current state of computer technologies and the
sophistication of software allow applied numerical methods to solve equations of
the various types (differential, integral, nonlinear algebraic equations).

It is expected that the numerical method in the frequency domain is also suitable
for the solution of one-dimensional Schrödinger equation since wave equations
differ only in the sign before the second derivative of the unknown function.
Such method of the solution of the stationary Schrödinger equation is presented
in [23], where the potential well has a nonrectangular shape. Previous studies have
shown that the analysis of structures (planar waveguides and multilayer quantum
structures) significantly is simplified in the frequency domain with high efficiency
and numerical stability. In this method, the wave function using Fourier transform
can be transformed into integral equation and solved by numerical methods.
Thus, a main problem is transformed in the eigenvalue/eigenvector problem which
corresponds to discrete energy levels as well as the Fourier transform of wave
functions. All discrete energy levels or all propagation constants of waveguide
modes and corresponding wave functions can be defined using one calculation cycle.

Moreover, it should be noted that the known methods of searching of the
propagation constants of waveguide modes are based on replacing the second
derivative in the wave equation by the different operator in a coordinate domain
[16]. Solution of this method also is transformed in the eigenvalue/eigenvector
problem. Moreover, described method can be used to search discrete energy levels
of the stationary Schrödinger equation. However, it doesn’t offer high accuracy. In
addition, the evidence of numerical differentiation is found as a source of noise due
to approximation in the numerical process [17].
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Solution of the Schrödinger stationary equation proposed method is based on
that the relevant wave functions and the primary derivatives of coordinate x at ˙1
are zero for discrete levels of energy. Therefore, there is the Fourier transform [24]
of the wave function, and the appropriate wave equation can be transformed into a
frequency domain by the Fourier transform. At the same time, integral equation will
be obtained and also can be solved by numerical methods [23].

The aim of this study is development of a new numerical method to solve the
one-dimensional stationary Schrödinger equation using the Fourier transform for
certain functional dependencies of the potential energy.

The second section of this paper is devoted to numerical implementation of the
proposed method. The third section presents results of the numerical analysis of the
stationary Schrödinger equation for certain functional dependencies of the potential
energy. The fourth section presents the results of the solution of the one-dimensional
stationary Schrödinger equation in accordance with the proposed method for the
one-dimensional crystal which has several periods. The fifth section presents the
results of the solution of the one-dimensional stationary Schrödinger equation for
multilayer structure where potential energy consists of a few rectangular potential
well separated by potential rectangular barriers.

1.2 Numerical Method for Solving of One-Dimensional
Stationary Schrödinger Equation in the Frequency
Domain

The one-dimensional stationary Schrödinger equation is:

� ¯
2

2m

d2 .x/

dx2
C U.x/ .x/ D E .x/; (1.1)

where U(x) is a potential energy of particle which can have only discrete values and
 (x) is a wave function.

Dimensionless equation [7, 25] is used frequently in quantum mechanics where
coordinate x is the dimensionless value and which is obtained by replacing the
variables. The dimensionless equation (1.1) can be presented as:

�d2 .x/

dx2
C U.x/ .x/ D E .x/: (1.2)

Function  (x) is absolutely integrated as the solution of the stationary
Schrödinger equation, which corresponds to discrete levels of energy, and their
primary derivatives tend to be zero at x ! ˙1. Therefore, the Fourier transform
for these functions as well as for their primary and secondary derivatives exists.
Let’s write the appropriate proportions for §(x). Thus, the Fourier transform of
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§(x) and its primary and secondary derivatives are zero [24], and it can be written
as follows:

 .u/ D
1Z

�1
 .x/ exp .�i2�ux/ dx; (1.3)

i2�u .u/ D
1Z

�1

d .x/

dx
exp .�i2�ux/ dx; (1.4)

�.2�u/2 .u/ D
1Z

�1

d2 .x/

dx2
exp .�i2ux/ dx: (1.5)

In addition, for functions for which a Fourier transform exists (Ffg(x)gDG(u) ,
Ffh(x)gDH(u),), the next conditions are satisfied [24]:

F fg.x/h.x/g D
1Z

�1
G .u � v/H.v/dv; (1.6)

where Ff : : : g is the Fourier transform. Expression (1.6) describes the content of the
convolution theorem.

Let’s execute the Fourier transform of left and right parts of Eq. (1.2) by using
Eqs. (1.3), (1.5), and (1.6). As a result we obtain:

4�2u2 .u/C
1Z

�1
U .u � v/ .v/dv D E .u/: (1.7)

Therefore, we have moved from the differential equation (1.2) for eigenfunctions
and eigenvalues to the integral one equation (1.7). In the last equation, we can
replace integral by sum, so the continuous values u and v can be replaced by discrete
ones:

4�2.s�/2 .s�/C
.N�1/=2X

pD�.N�1/=2
U .s� � p�/ .p�/� D E .s�/ ; (1.8)

where �D umax/N, usD s�, vpD p�, �(N � 1)/2� s, p� (N � 1)/2, and s and p
are integers; juj � umax/2; values of  (x) are almost equal to zero. Value of N must



1 Numerical Solution of One-Dimensional Stationary Schrödinger Equation. . . 7

be large and preferably unpaired. Obviously, sum in equation (1.8) should have N
elements.

Let’s write the last equation for all discrete spatial frequencies usD s�, where s
changes between �(N � 1)/2 and (N � 1)/2. Then a set of equations in the amount
of N can be written in a matrix form, where E is common for all values of s:

.PC U/§ D E§; (1.9)

where P is a diagonal matrix with elements 4(�s�)2, U is a square symmetric matrix
with elements U(s�� p�), and § is a vector column with elements  (s�).

Therefore, in the last case, the problem is reduced to the problem of eigen-
values (energy) and eigenvectors (the discrete Fourier transform of  (x)) which
corresponds to the given value of energy. We can have many eigenvalues and its
corresponding eigenvectors. By carrying out the inverse discrete Fourier transform
of eigenvector, we obtain the eigenfunction  (x). All eigenvalues (discrete levels of
energy) are determined inside the potential well for quantum-mechanical problems.
If the potential well has finite depth, then the precision is determined by N and�. If
the potential energy varies from zero to infinity (e.g., UD x2), then the potential
energy is limited in this method, i.e., it serves up to the certain value as U(x)
and further acquires a constant value. Obviously, in this case, the lowest levels of
energy can be determined with the highest accuracy. In our numerical calculations
whose results are presented below, we used the simplest way to replace integral
by sum.

1.3 Examples of Numerical Solution of the Schrödinger
Equation with One Potential Well

Example 1 Schrödinger equation according to Eq. (1.2), for which potential energy

is U D
�

x2; jxj � a;
a2; jxj > a D 7 .

Numerical process parameters are sampling number ND 1001 and maximum
frequency umaxD 10.01. The 25 eigenvalues of energy are obtained by
numerical calculations and which have next values: E0D 1.00000000000, ...,
E9D 18.9999999999,.., E13D 26.9999999999, : : : , E24D 48.640, and they
accurately fit the data of [23], where Ej D 2jC 1. Obviously a should be increased
in (1.12) to improve the accuracy. Moreover, at the same time, N and umax should
be increased also. Figure 1.1a shows normalized wave functions for the three
lowest values of energy. Continuous curves §j , theor correspond to the exact value
of the wave functions, and points correspond to results calculated by developed
method §j , num. You can see good fitting between points and continuous curves;
however, it is difficult to evaluate the accuracy of calculation by the proposed
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Fig. 1.1 The waveguide functions (where  0 is defined by red color,  1 by green color,  2

by blue color) of harmonic oscillator which correspond to three lowest energies values (a); the
difference between accuracy and numerical solutions � j D j , num � j , theor (b)

method. Figure 1.1b shows the difference �§j between the wave functions §j , theor

for the three lowest states which are analytical solutions of the quantum harmonic
oscillator, and §j , num obtained numerical method. Analytical solutions (functions
 j , theor renormalized) according to [25] are given as:

§0;theor D
exp

�
� x2

2

�
4
p
�

;§1;theor D
2x exp

�
� x2

2

�
4
p
4�

;§2;theor D
�
4x2 � 2� exp

�
� x2

2

�
4
p
64�

:

The difference between the accurate analytical solutions and the solutions
obtained by numerical method, in the range [�5, 5] for all three wave functions,
is in the range from �3.5� 10�12 to 3.5� 10�12 (see Fig. 1.1b). Thus, proposed
numerical method provides high accuracy of solution of the stationary Schrödinger
equation. These results are confirmed by work [18], where research of accuracy of
the waveguide equation solution is carried out by the same method.

Example 2 Schrödinger equation according to Eq. (1.2), for which potential energy

is U D
� jxj ; if jxj � a;

a; if jxj > a D 16:
Numerical process parameters are sampling number ND 501 and maximum fre-

quency umaxD 5.01. The 11 lowest eigenvalues of energy are obtained by numerical
calculations and which have next values: E0D 1.01879311, ..., E5D 5.52055983,
..., E10D 8.48848676. This problem can be solved analytically [7], and corre-
sponding accurate values are equal: E0D 1.01879297, ..., E5D 5.52055983, ...,
E10D 8.48848673. We can see accurately fit between data obtained, proposed
method, and well-known methods.
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Example 3 Schrödinger equation according to Eq. (1.2), for which potential energy

is U D
�

x4; if jxj � a;
a4; if jxj > a D 3:

Numerical process parameters are sampling number ND 509 and maximum fre-
quency umaxD 5.09. The 11 lowest eigenvalues of energy are obtained by numerical
calculations and which have next values: E0D 1.060357758, ..., E5D 21.2383517,
..., E10D 50.24459206. This problem cannot be solved precisely by analytical
methods. Thus, value of the lowest level of energy is found by approximate approach
at which E0D 1.060357758 [7]. In other words, the approximate value is found with
a large error.

Example 4 Schrödinger equation according to Eq. (1.2), for which potential energy
can be described by the following analytical function:

U.x/ D a � a exp
���x2

�
(1.10)

where a is the certain positive number determining the depth of the potential well.
Schrödinger equation has not been the precisely analytical expression for such

potential energy. Thereby, it needs to find the discrete energy levels by proposed
method at different N and umax. If calculated discrete energy levels will be constant
in some range of N and umax, then we can suppose that these calculated values are
accurate. The Fourier transform of this function is:

F fU.x/g D aı.x/ � a exp
���x2

�
: (1.11)

The five energy levels were obtained for potential energy according to
(1.11) using numerical process parameters ND 1001, umaxD 10� 20, aD 100:
E0D 16.539595, E1D 47.036248, E2D 72.011285, E3, E2. A more detailed
dependence of the calculated energy levels as function on umax is presented in
Table 1.1. Table 1.2 shows the dependence of the calculated energy levels on N
at umaxD 15. Analysis of Table 1.1 indicates that there is a frequency range at
sufficiently large N in which values of energy are constant (these values of energy
in the tables are shown in bold).

It is too easy to see from Table 1.2 that calculated energy is toward to a specific
value at increasing N for a certain frequency.

Analyzing the tables, we can conclude that the values of energy are constant
within eight decimal places after the point for N � 801 at umaxD 15; the calcu-
lated energy levels are constant at range umaxD 10� 20 for ND 1001.

Thereby, accuracy of the proposed method is defined by N and umax, which are
defining value � D umax

N in compliance with theorem of residues [24]. Values 1
�

define interval in coordinate space (xmax) on the edges of which calculated value
 j
�˙ 0:5

�

�
with the lowest index must be almost the same. It can be predicted that

the interval 1
�

should be several times greater than the maximum width of the
potential well. Minimal values of umax are defined by functional dependence of
Fourier transform of potential energy function. It is clear that Fourier transform
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should be near zero at u D ˙ umax
2

. You can find detailed description of umax selection
in work [18]. N can be obtained from N D umax

�
at given umax and �.

1.4 Numerical Simulation of the One-Dimensional Crystal

One-dimensional crystal consists of periodic placement of unit cells. The unit cell
has potential energy which is described by the analytical function (1.10). If we have
M number of periodically placed (M is unpaired) potential wells on a distance ƒ
from each other, we will receive one-dimensional crystal, whose potential energy
will be described as follows:

U.x/kr D a � a
.M�1/=2X

mD.M�1/=2
exp

h
��.x � mƒ/2

i
: (1.12)

After simple mathematical transformations, we obtain the Fourier transform of
Eq. (1.12):

F fU.x/krg D aı.u/ � a exp
���u2

� sin Œ�Mƒu�

sin .�ƒu/
: (1.13)

Figure 1.2 shows the potential energy of one-dimensional crystal with 11 unit
cells according to Eq. (1.12), where period is

p
3 at aD 50. Irrational number is

chosen for ƒ to avoid division by zero in expression (1.13) at u¤ 0. Figure 1.2b
presents second-term Fourier transform potential energy of the crystal according
to Eq. (1.13). As you can see, Fourier transform contains narrow peaks whose
width is determined according to Eq. (1.13) by the number of unit cells in the
crystal. Moreover, the maximum of the central peak is proportional to the number of
cells and is equal to MaD 11� 50D 550. Half period of oscillation of the Fourier
transform can be defined using condition that the numerator of the second term of
(1.13) is equal to zero, i.e., �MƒuD� .

We can find �< 1/2Mƒ from 2Mƒ�< 1 if supposed that at least two residues
should be on half period in compliance with theorem of residues [24]. Therefore, we
can write xmax D 1

�
> 1Mƒ. The maximal frequency range umax can be evaluated

using Fig. 1.2b. Fourier transform of potential energy should be practically equal
to zero at frequencies ˙ umax

2
. Range � � umax

2
; umax

2

�
does not depend on number of

unit cell in the crystal as follows from Eq. (1.13). We can choose that umax > 3 in
compliance with Fig. 1.2b. Total number of residues N must satisfy to condition
N > xmax umax [24].

Let’s analyze one-dimensional crystal that consists of 33 unit cells, and their
potential energy is described by (1.12) at aD 50, ƒ D p3. At first, we can find
the energy levels of one potential well in accordance with the Eq. (1.10). Numerical
calculations performed for such numerical parameters of the process as ND 2001,
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Fig. 1.2 Dependence of the potential energy of the one-dimensional crystal which consists of 11
unit cells with period ƒ D p

3 according to Eq. (1.12) (a); the second term of Fourier transform
of potential energy of the crystal according to Eq. (1.13) (b)

umaxD 5� 20. The three discrete energy levels are obtained for the potential well as
follows:

E0 D 11:34694069; E1 D 31:34026975; E2 D 45:22214696: (1.14)

The first two levels split into 33 sublevels and form allowed bands if there is
one-dimensional crystal which consists of 33 potential wells in accordance with
the Eq. (1.13). However, level E2 is split only on 29 sublevels; four sublevels have
energies greater than the depth of the potential well and get into continuous spectrum
of energies. Figure 1.3 shows the band structure of the one-dimensional crystal.
Widths of allowed bands increase when energy increases. The width of the band
with the lowest energy levels is within 11.202565...11.344461. The width of the
band, formed by split of E1, is within 29.707432...32.175102. The width of the band,
formed by split of E2, is within 41.137983...49.982381. The analysis dimensional
crystal is fitted with the data presented in work [26].

1.5 Numerical Simulation of the Quantum Multilayer
Structure

The multilayer structure presented in Fig. 1.4 has been analyzed by the proposed
method. The width of the central potential barrier and widths of the two potential
wells adjacent to this barrier are 1 nm. The remaining potential wells and barriers
have a width of 0.25 nm. The height of the barrier is U0D 0.3 eV. The depth of the
potential wells is zero.

Potential energy within ranges (�1,�3] , [3,1) is U0D 0.3 eV.
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Fig. 1.3 Band structure of one-dimensional crystal which consists of 33 unit cells. Numerical
calculation carried out for such numerical parameters of the process as N D 2001, umax D 5 � 20
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Fig. 1.4 Potential energy of the multilayer quantum structure

Schrödinger equation in form (1.1) is selected for this structure where
mass m is equal to electron mass. The numerical parameters of the process
are ND 2001, umaxD 12� 1010 m�1D 120 nm�1. There are obtained values of
energy levels as follows:E0D 0.101034 eV, E1D 0.112622 eV, E2D 0.213972 eV,
E3D 0.221988 eV. It should be noted that discrete levels on energy scale group by
pairwise as E0 , E1 and E3 , E4.

Figure 1.5 shows dependence of the calculated values of energy levels on umax.
Calculated energy levels are practically constant in the range umaxD 20� 200 nm�1.
The value xmax D N

umax
Š 16:7 nm can be obtained at ND 2001, umaxD 120 nm�1.

Waveguide functions should be equal to zero on edges of the range
�� xmax

2
; xmax

2

�
(see

Fig. 1.5b). Since the potential energy of multilayer quantum structure according to
Fig. 1.4 is symmetrical, the wave functions with an even number are symmetrical
and with the odd number are antisymmetrical that can be seen in Fig. 1.5b. Such
behavior of the wave functions is corresponding to the quantum theory [7].
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Fig. 1.5 Dependence of the calculated energy levels on frequency (a); dependence of the corre-
sponding waveguide functions calculated at umax D 120 nm�1, N D 2001 where E0 D 0.101034
eV is labeled by red color, E1 D 0.112622 eV by green color, E2 D 0.213972 eV by blue color,
and E3 D 0.221988 eV by red-brown color (b)

1.6 Conclusions

The possibilities of the new method for solving one-dimensional stationary
Schrödinger equation in the frequency domain for different functions of potential
energy have been analyzed. The method is tested in many examples; some of
them have accurate analytical solutions, and it allows to compare the analytical
solutions and the solutions obtained by numerical method. The comparison showed
high accuracy of determination, discrete energy levels, and corresponding wave
functions. If a potential energy in ˙1 tends to be infinite, then the lowest discrete
energy levels and corresponding wave functions can be found with great accuracy by
the proposed method. The discrete energy levels and corresponding wave functions
are defined with great precision if the depth of potential well is finite. Moreover,
there are found solutions to stationary Schrödinger equation of one-dimensional
crystal, which consists of 33 unit cells arranged periodically.

It demonstrates that discrete levels are split and form bandgap and allowed band
during the formation of one-dimensional crystal. Allowed bands contain a number
of sublevels equal to the number of unit cells in the crystal. Width of bands increases
when energy increases. Multilayer structure which consists of the set potential wells
and barriers has been analyzed. It should be noted that the quantum cascade laser
has such structure. Discrete energy levels and corresponding wave functions were
obtained. The accuracy of numerical solutions is determined by the parameters of
the process N and umax. The accuracy increases when N increases. The umax should
be selected such that N

umax
is several times larger than the width of the potential

well or width of the one-dimensional crystal. At the same time, the wave function
with the highest range should be equal to about zero on the edges of the range
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h
� 0:5N

umax
; 0:5N

umax

i
. It should be noted that all discrete energy levels for a finite potential

well depth and corresponding wave functions can be obtained using one series of
computer calculations. The method is characterized by high numerical stability.
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Chapter 2
Effects of Ultrasonic Synthesis Variable on Basic
Properties of ´ÑFe2O4 Nanoparticles

L. A. Frolova, O. I. Kushnerov, and Y. D. Galivets

2.1 Introduction

Recently, the interest in the development of new methods for the production of
ferrite dispersed particles is increasing. This is due to their unique magnetic and
electrical properties. Cobalt ferrite is a promising material because of its high
crystallographic anisotropy, high coercivity, moderate saturation magnetization,
chemical resistance, thermal stability and wear resistance [1–4]. Cobalt ferrite
is used in magnetic recording, ferrofluid technology, biotechnology, medicine,
biology, etc. [5–8].

Technological properties of cobalt ferrite are largely determined by the way it
was received. Ceramic methods require large energy inputs and high-temperature
synthesis. Thus, obtained ferrites are coarse. They have unstable composition
and corresponding anion impurities. Therefore hydrophase synthesis methods are
developing nowadays. The most modern are co-precipitation [9, 10], hydrothermal
method [11, 12], method of reverse micelles [13], sol–gel [14], mechanosynthesis
[15] and high-energy technologies [16–19]. Hydrophase methods allow to adjust the
composition, crystallinity and morphology of the particles.

All of these methods have been studied by many researchers and successfully
applied for the synthesis of cobalt ferrite. Precipitation methods usually comprise
several stages. The first is precipitation, while the second is direct synthesis of
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ferrite, carried out by oxidation, ageing, etc. Recently scientists started to initiate
the second main step of ferrite production, for example, using such oxidizing agents
as KNO3 or H2O2. During ultrasound treatment, the solution flows through a set of
complex chemical reactions involving radical particles and free electrons.

The major ultimate products of these interactions are oxygen, hydrogen peroxide
and hydrogen. Oxidative activity of “activated” solutions can be used in the
synthesis of complex oxide compounds.

The unique properties of ultrasound were used for the synthesis of complex
inorganic compounds [20–23], for example, the sonochemical decomposition of
volatile metal organic precursors for the preparation of cobalt ferrite. Sonochemical
synthesis of ferrites is considered in the article [21]. Such materials have a wide
range of biomedical applications, including their use as echo contrast agents
for ultrasonic diagnosis, magnetic resonance imaging as well as oxygen or drug
delivery. The impact of acoustic cavitation creates unique conditions of high energy
to chemical reactions in the preservation of low-temperature liquid. Sonochemistry
possibilities have been studied in the synthesis of unusual inorganic and biomedical
materials. The authors of [22] have carried out a study on the magnetic properties
of cobalt ferrite nanofluids under the influence of ultrasonic vibrations. In [23] the
effects of pH and the composition of precursor intensity ultrasound treatment on the
properties of cobalt ferrite derived from citrate solution were studied. Cobalt ferrites
were prepared by combining the sol–gel method and ultrasonic irradiation. The pH
values ranged from 5 to 9. In the present work, we studied the phase formation in
the system Fe2C–Co2C–SO4

2�–OH� under the influence of ultrasonic vibrations.
The variety of possible reaction products require additional study of the impact of
frequency, pH and the intensity of exposure.

Our research of solution ultrasonic processing showed that the composition
of the synthesized compounds is dependent on a wide range of factors [20, 24].
Using US processing provides a high degree of homogeneity in the distribution of
components in the initial solution and in the ferrite formed during the oxidation. This
contributes to effective interaction between them to form a homogeneous structure
and composition of the compounds. We studied the process of nanoscale cobalt
ferrite production at various pH.

2.2 Methodology of the Experiment

Production of co-precipitated compounds was carried out by pouring under con-
tinuous stirring the appropriate mixture of sulphate solutions with the required
ratio of cations as in the ferrite. We used 0.5 M solutions of iron and cobalt salts.
Polyhydrocomplex sol obtained at different pH was treated with ultrasound in a
laboratory setup (Fig. 2.1). pH range is 7–12, period – 1.

It consisted of a ceramic reaction vessel, in which the ultrasonic dispersant
transmitter USDN–2µ was immersed and connected to the generator of ultrasonic
vibrations. We investigated the influence of ultrasound at a frequency of 22 kHz and
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Fig. 2.1 Dependence of the degree precipitation of cobalt cation (1) and iron cations (2) and
complete oxidation time (3) on the pH

the ultrasonic intensity at the load within 1 MW/m2. The optimal treatment time was
selected in accordance to a plan drawn up previously.

The study of the phase composition of the samples was carried out using X-
ray diffractometer DRON – 2.0 in Cu-K’ monochromatic radiation. Scanning was
performed at room temperature in the angle range of 5–85 ‚, periodD 0,04ı.

The microstructure of the nanoparticles obtained was investigated by scanning
microscopy with a help of Remme-102 microscope. The study of the magnetic
properties of cobalt ferrite nanopowders was performed by vibrating magnetometry.

2.3 Results and Discussion

Possible mechanisms including the most probable processes that occur in the
cavitation bubble were described by many researchers [20, 25, 26]. The basic idea
of the ultrasonic treatment is based on cavitation effect.

As a result of passing through powerful acoustic wave cavitation, bubbles
arise in the liquid, in which pressure and temperature are growing strongly. Thus
electric discharges and explosions are generated, which lead to various physical and
chemical processes that are not observed in other conditions [24].

During the processing of dispersion, medium crystalline precipitate is formed. Its
disperse and phase composition is heavily dependent on the mode of the oxidation
process: the nature of the oxidant, the oxidation rate, temperature, pH, oxidation
start, the concentration of the precipitating agent and initial salt solution.

Kinetic curves showed that, under the influence of ultrasound, the pH of the sol
will decrease due primarily to the oxidation of Fe2C cations to Fe3C (Fig. 2.1). The
study of pH change differential curve made US possible to set the time of complete
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Fig. 2.2 CoFe2O4 powder microphotograph

oxidation. Decreasing pH causes partial dissolution of the precipitate, which affects
the degree of precipitation (Fig. 2.2).

The extent of cobalt cation precipitation for pH 7 and 8 amounted 98.14 and
99.2, respectively; iron ions are present in the filtrate t for pH 7 and 8 (the degree
of precipitation was 93.23 and 95.2, respectively). In pH range of 9–12, almost
complete precipitation of cobalt and iron cations takes place. Optimum pH can be
considered as the value at which the relationship makes a straight line parallel to x
axis.

It is known that the phase composition formed during the ultrasonic processing
of products can be diverse.

Variable valency of the starting materials used in the synthesis and the oxi-
dizing medium yield suggest the possibility of formation of undesirable phases
of mixed oxyhydroxide, solid solutions of maghemite, lepidocrocite, goethite,
hydrated oxides, etc. To assess the influence of ultrasound, it is necessary to define
composition and properties of the resulting products during the ultrasonic treatment.
According to experimental data, the oxidation process time with pH increasing in
the range of 7–11 remains constant and then abruptly increases.

Figure 2.3 shows a typical microphotograph of cobalt ferrite sample prepared
at pH D 12. The powder represents separate particles and irregular-shaped and
different-sized faceted composites of agglomerated particles. Particle size analysis
of the powder showed a great variation of particles sizes. Agglomerate size ranges
within 1–20 mm. Thus there is particle shape anisotropy.

X-ray diffractions are shown in Figs. 2.3 and 2.4.
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Fig. 2.3 X-ray diffraction pattern of samples obtained at different pH. a-7, b-8, c-9

The above-mentioned X-ray diffractions show only reflections corresponding to
the spinel crystal lattice of cubic symmetry, which corresponds to JCPUS-22-1086
(Fig. 2.4c) and ”-(CoFe)2O3 and (CoFe)3O4. The values of the lattice parameter a
calculated from the XRD spectra were 0.83941 ˙ 0.00011 (Fig. 2.4c).

At low pH, amorphous phase is observed which is explained by the non-
completion of the crystallization process. With increasing pH, the degree of
crystallinity also increases. However, abnormally low values pH of coercive force
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Fig. 2.4 X-ray diffraction pattern of samples obtained at different pH. a-10, b-11, c-12

at pHD 9 – 10 can be associated with the formation of maghemite crystal structure
with integrated cobalt cations.

At pH D 12, cobalt ferrite is formed, which is confirmed by the magnetic
measurements. Similar structure and similar reflections make it difficult to conduct
quality identification with the help of X-ray analysis. Figure 2.5 shows magnetiza-
tion measurement samples obtained at different pH. As follows from the figure, all
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Fig. 2.5 Magnetization curves at room temperature of the samples prepared at pH. 1-7, 2-8, 3-9,
4-10, 5-11, 6-12

Fig. 2.6 The dependence of the coercive force on the pH

the samples in a magnetic field have saturation magnetization and hysteresis loop
(Figs. 2.6 and 2.7).

The magnetic properties of cobalt ferrite are largely determined by the presence
of superparamagnetic relaxation, which is represented in nanostructured systems.
However, the presence and expression of the specific properties of nanodispersed
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Fig. 2.7 Dependence of the saturation magnetization on the pH

materials are associated with the appearance of the magnetic dipole interaction
between nanodisperse particles and magnetic field.

Saturation magnetization of the samples ranges from 0.5 to 59 emu/g. Coercive
force, respectively, accounted for 50–450 Oe, which is correlated with the numbers
shown in [5, 27]. It is known that fine ferromagnets possess specific magnetic
properties. In this case, particle sizes of 1–20 mcm commensurate with magnetic
domain boundary thickness. In this case, the boundary of the magnetic domain
is larger than the magnetostatic energy of a single-domain particle, i.e. particles
without boundaries. In this case, particles of such sizes do have boundaries, and
they are called single-domain particles. In ferromagnets, consisting of such single-
domain particles, magnetization can only take place by rotation of the magnetization
vectors of individual particles. The value of the coercive force increases and is close
to the theoretical value.

Comparative analysis of the nature of magnetic saturation curves and coercive
force has shown a correlation of graphs 1, 6 and 7. This is primarily due to the
fact that the magnetic characteristics are determined by the composition of the
compounds formed.

The sequence of phases of formation can be represented as follows:
”-(CoFe)2O3,!(CoFe)3O4! CoFe2O4.

2.4 Conclusion

The studies established the conditions for obtaining fine particles CoFe2O4 under
the influence of ultrasound. It is found that the particles have a faceted shape with
an average size of agglomerates of 2–20 � and a developed surface.
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XR analysis showed that, depending on the pH synthesis, particles have different
structures of crystal lattice of spinel cubic structure. The sequence of phases of
formation can be represented as follows: ”(CoFe)2O3,!(CoFe)3O4 ! CoFe2O4.
Measurements of the magnetic properties of powders confirmed the stated assump-
tion. Saturation magnetization (Ms) of samples ranged from 1.5 to 58 emu/g;
coercivity (Hc) was 45–450 Oe depending on synthesis conditions.
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Chapter 3
Structural and Dynamical Properties
of Argon-Krypton Binary Mixture Confined
Between Graphite Slabs: Molecular Dynamics
Simulation

A. Dawid and Z. Gburski

3.1 Introduction

The noble gases like argon or krypton play an important role as the thermal
isolators in double glazing windows [1, 2]. On the other hand, the thermal
conductivity in nanometers slots is very important when it comes to designing new
cooling systems for electronic devices [3]. The properties of noble gases in small,
nanometer-confined space are very important due to its potential applications in
nanoelectronic devices, nanoscale molecule sensors [4], and gas storage devices.
The dynamical and structural properties of bulk argon-krypton mixture have been
studied for many years both in the theoretical and experimental works [5–7]. In
recent years the understanding of the atomics dynamics has been enhanced by the
computer simulations. At the beginning of computer modeling era, the researchers
concentrated on the small aggregates of atoms, called clusters [8–11]. The finite-
size clusters are currently being intensively studied because their properties are
significantly modified from those of bulk materials. By studying clusters, we can
also better understand the origins of collective behavior in bulk systems [12–16].
For instance, in the small Ar13 clusters, the interaction-induced light scattering
spectra proved to be a sensitive indicator of the phase transitions [8]. Further
improvement of computer technology allows the simulation of molecular dynamics
in bulk samples of noble gas atoms [17–25]. The dynamics of fluids inside small
confinement of the size of a few atoms differs from that for a bulk matter. There
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are some works about the dynamics of a thin layer of noble gas atoms adsorbed
on fullerene [26–31] and carbon nanotube [32–35]. In our previous research [18,
20, 22], the noble gases like argon, krypton, or xenon between graphite walls were
simulated. Those simulations were performed for varying density inside the slot and
showed the increasing mobility of the noble gas atoms, with the increasing distance
between the graphite slabs.

In the case of double glazing windows, the slot between two panes of glass is of
the order of centimeters. In this study our slot between graphite plates is about seven
orders of magnitude smaller than in double glazing windows. In our work we have
calculated dynamical and structural properties of argon and krypton atoms’ binary
mixture confined between graphite slabs.

3.2 Simulation Details

The system of noble gases mixture between two graphite walls was simulated using
classical equations of motion. The interaction potential between noble gases and
noble gases-carbon was taken to be Lennard-Jones (LJ) potential with the usual
form:

V
�
rij
� D 4"ij

"	
�ij

rij


12
�
	
�ij

rij


6#
;

where rij is the distance between atoms and "ij and � ij are the LJ potential parameters
listed in Table 3.1. The parameters between unlike atoms were calculated using
Lorentz-Berthelot mixing rule [36]. The graphite walls are simulated as interacting
sites without internal degrees of freedom. The walls did not move during the
MD simulation; all atoms in graphite were fixed. It approximates bulk sample of
graphite sheets. Simulations were performed with the three-dimensional orthogonal
periodic boundary conditions (PBC) using minimum image convention algorithm.
The simulation cell was of the edge size x D 28.31 Å, y D 25.73 Å, and z D 60 Å.
The size of the simulation box in z-direction was chosen so to switch off PBC in
that direction. The Lennard-Jones interaction cutoff distance between all unlike
atoms was set to 20 Å, which fulfills that periodic interactions are only in x- and
y-directions. The classical equations of motion were integrated up to 5 ns by the
velocity Verlet algorithm [37]. The integration time step used in simulation is 5 fs
which ensures total energy conservation within 0.01%. The average temperature

Table 3.1 Lennard-Jones
potential parameters

Atom " [meV] � [Å]

Carbon 2.413 3.40
Argon 10.341 3.40
Krypton 14.391 3.63
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was adjusted as desired by a process of velocity scaling using Berendsen algorithm
[37]. The system was equilibrated for 5 * 106 MD steps. We have used our own
developed simulation software named RIGMD to perform all calculations [38].

3.3 General Relations

The mobility of argon or krypton atom can be expressed by the mean square
displacement function MSD(t)Dhj�rij(t)j2i, where rij is the distance between noble
gas atoms. The linear slope of the function indicates diffusion in the system,
according to Einstein relation:

D D 1

6

dhj�r.t/j2i
dt

When two dissimilar rare gas atoms interact, a dipole moment is generated, due
to mutual distortion of the atomic charge clouds. The corresponding absorption
spectrum lies in the far infrared, typically in the range 0–250 cm�1. The interaction-
induced absorption spectrum is related to the Fourier transform of the time
correlation function G(t)D P h�ij(t) •�kl(0)i, where �ij is the dipole moments
induced in a pair of dissimilar atoms and the sum is over all pairs of unlike atoms in
the mixture containing cA and cB concentrations of atoms type A and B, cAC cBD c.
The correlation function G(t) of the total dipole moment �DPi , j �ij can be
decomposed into pair, triplet, and quadruplet contributions [39]:

G.t/ D G2.t/C G3a.t/C G3b.t/C G4.t/;

G2.t/ D
X

i2cA;i02cB
h�ii0.t/ � �ii0.0/i ;

G3a.t/ D
X

i2cA;i0¤j02cB

˝
�ii0.t/ � �ij0.0/

˛
;

G3b.t/ D
X

i¤j2cA;i02cB

˝
�ii0.t/ � �ji0.0/

˛
;

G4.t/ D
X

i¤j2cA;i0¤j02cB

˝
�ii0.t/ � �jj0.0/

˛
;

where eventual irreducible three-body dipole moments have been neglected. In the
following, the two-body dipole moments �ij are identified with dipole functions
available in the literature [7, 40]:

�!�ij D �
�
rij
� bnij;

�.r/ D �0e�˛r�ˇ.r�r0/
2 C D7=r;
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Table 3.2 Parameters for the Ar-Kr-induced dipole

�0 (10�31 cm) r0 (10�10 m) ˛ (10�10 m�1) ˇ (10�10 m�1) D7 (10�31 cm)

0.741 3.468 2.961 0.984 �615.854

Taken from Dawid and Gburski [8]

where �0 ,˛ ,ˇ , and r0 are parameters evaluated for different rare gas pairs. The
values of these parameters for the Ar-Kr induced dipole were taken from [7] and are
given in Table 3.2.

3.4 Results

We started the simulations of interaction-induced absorption spectra by modeling
the argon-krypton mixture places between graphite slabs. The graphite structure
model was constructed, as two layers of sixfold carbon rings multiplied in x- and
y-direction. The distance between near carbon atoms in the hexagonal rings was
set to 1.42 Å and the angle between three near atoms to 120ı. The interlayer
distance was equal to 3.4 Å. We have assumed that the masses of graphite slabs
are much bigger than argon or krypton atoms, so they will not move during
simulation. In all our simulations, the distances between the slabs were set to
d D 28.2 Å. We have prepared two systems of Ar-Kr mixture between graphite.
In the first one, we have used 208 argon atoms and 48 krypton atoms which give
19% concentration of krypton in argon. In the second system, we have reversed
proportions of constituents, i.e., we have used 48 argon and 208 krypton atoms.
These two systems have different total densities, the first �I D 1.326 g/cm2 and
the second �II D 2.084 g/cm2, respectively. The initial locations of argon and
krypton atoms between graphite were distributed uniformly. The instantaneous
configurations of two systems are shown in Fig. 3.1. The bulk systems of interacting
argon and krypton atoms were prepared using constant total number of atoms
(N D 256). Then we have adjusted the volume of master cell reaching the desired
density which equal to density of binary mixture inside the confined space between
graphite walls, for two different concentrations of krypton.

We begin the study of the dynamics in the system by calculation of the
interaction-induced light absorption. We have decomposed the G(t) correlation
function into two-, three-, and four-body contributions. The quantum corrections to
G(t) are expected to be small in case of Ar-Kr mixture [5] and have been neglected.
The simulated components of G(t) function at T D 110 K are presented in Fig. 3.2.
In low concentration of krypton (19%), the positive G2(t) function decays fast to
3.4� 10�32 cm within 0.4 ps and then after small dip decays less rapidly to zero
within 70 ps (Fig. 3.2a). The fast decay in short times can be connected with the
ballistic region of argon-krypton dynamics. In high concentration of krypton atoms
(81%), G2(t) function decays even faster to 2.2� 10�32 cm within 0.4 ps and to
zero within 45 ps (Fig. 3.2b). In the low concentration of krypton, the negative
three-body function G3a(t) (two argons and one krypton) rises to zero within 12 ps.
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Fig. 3.1 The instantaneous configuration of argon-krypton mixture between graphite walls at
T D 110.0 K

At t D 0.4 ps, we can observe the small dip. When we look at the second three-
body function G3b(t) (one argon and two krypton atoms), the minimum of first dip
is located at the same value as for G3a(t), but it becomes much deeper and equal
to �2.5� 10�32 cm. The situation is reversed for high concentration of krypton
(81%). The first dip is higher for G3a(t) function and is equal to �2.1� 10�32 cm.
The four-body functions G4(t) (two argons and two kryptons) both in small and
high concentration of krypton have mainly oscillatory character and rise to zero
within 120 ps. Next we have calculated the Fourier transform of G2(t) and G(t)
and compared these two results with bulk argon-krypton mixture spectrum of the
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Fig. 3.2 Interaction-induced dipole moment correlation functions at T D 110 K and concentration
of krypton (a) 19% and (b) 81%
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Fig. 3.3 The total intensity I(	) and two-body I2(	) of confined and bulk argon-krypton mixture
at T D 110.0 K and the concentration of krypton equal to (a) 19% and (b) 81%
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same concentrations (Fig. 3.3). The resulting spectra consist of two peaks; the first
peak is in zero frequency and is responsible for longtime dynamics and the second
one is in the range of 12–200 cm�1 with the maximum at 48 cm�1. The change
of dynamics by confinement in Ar-Kr mixture can be observed in the case of low
krypton concentration (Fig. 3.3a). The location of second maximum in confined
spectrum is shifted toward higher frequencies. The shift is equal to 15 cm�1. The
shift is not visible at high concentration of krypton. Comparing I2(	) with I(	), one
can realize that three- and four-body contributions are responsible for formation
of the second maximum. In Fig. 3.4, we can see the temperature dependence of
interaction-induced spectra. The second maximum grows with the increase of the
temperature from 0.6 at 50 K to 0.9 at 140 K. We can also observe the narrowing
of the second band at high concentration of krypton (Fig. 3.4b). It can be connected
with a reduced mobility of argon atoms in krypton solution. The dynamics of argon
and krypton atoms can also be analyzed by observing the mean square displacement
functions at T D 110 K (Fig. 3.5). The mobility of argon at low concentration in
confined argon-krypton mixture seems to be higher than in bulk argon-krypton of
krypton, but the mobility of krypton is lower in confined space compared to the bulk
system (Fig. 3.5a). At high concentration of krypton, the mobility of both argon and
krypton is higher than in bulk system (Fig. 3.5b). The mean square displacement
function is related with diffusion coefficient by the Einstein formula. In Fig. 3.6, we
see the temperature dependence of diffusion coefficients. The diffusion coefficient
increases with temperature. The increase is slower in the region between 50 and
90 K and faster in the region between 90 and 140 K. The values of diffusion
coefficient are higher for argon atoms than for krypton atoms. The influence of
concentration is visible; low concentration of krypton results in higher values of
diffusion coefficients at temperature range between 50 and 150 K (Fig. 3.6a). This
region of temperature is related to fluid phase of Ar-Kr mixture between graphite
slabs. The structural property of the system was investigated by calculation of
density profile �(z) (Figs. 3.7 and 3.8). We have looked at the probability of finding
argon or krypton atom in the certain location along z-axis perpendicular to the
graphite slabs. The results showed that argon and krypton atoms are not distributed
uniformly in the graphite slot. They create the layered structure that fades in the
inner most part of the slot. The increase of temperature melts the inner most layers.
The layers closest to the graphite surface remain still visible at T D 140 K. The low
concentration of krypton in Ar-Kr mixture gives the most pronounced argon peaks
(Fig. 3.7). The reverse situation is observed at high concentration of krypton atoms;
it means that layers are mainly made of krypton (Fig. 3.8).

3.5 Conclusions

This study shows that the dynamics of argon and krypton atoms in confined
system differs from those in bulk system. We have observed that the interaction-
induced absorption spectrum of confined Ar-Kr mixture is shifted toward the higher
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Fig. 3.4 The total intensity I(	) of confined argon-krypton mixture at three temperatures and the
concentration of krypton equal to (a) 19% and (b) 81%
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Fig. 3.5 The mean square displacement functions of krypton concentration at (a) 19% and (b)
81%
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Fig. 3.6 The temperature dependence of diffusion coefficient (a) 19% Kr (b) 81% Kr
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Fig. 3.7 The z-profile distribution of (a) argon and (b) krypton with concentration of krypton
equal to 19%
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Fig. 3.8 The z-profile distribution of (a) argon and (b) krypton with concentration of krypton
equal to 81%
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frequencies. It can be interpreted that in confined space, the collisions between
atoms occur more often than in bulk system. The higher mobility of argon or krypton
atoms in confined space is also visible in the mean square displacement function. We
have also found that the shape of the spectra depends on many-body contributions
to G(t) function. The structural study shows that in the slot between graphite slabs,
Ar-Kr mixture forms layers parallel to the graphite surface. We have also observed
that these layers are less visible in the inner most part of the slot. The simulations
reported here might boost the future experimental research and theoretical modeling
of the thin layer of noble gas binary mixture confined between graphite slabs.
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Chapter 4
Properties of Cholesterol-Fullerene Binary
Cluster: MD Simulations

Z. Gburski, Violetta Raczyńska, and Przemysław Raczyński

4.1 Introduction

Cholesterol is perceived as a source of cardiovascular diseases which are the
main cause of death and morbidity throughout the world, representing 40% of
the mortality rate in western societies [1]. In 2015, approximately 30% of the
world mortality was attributed to cardiovascular diseases, with atherosclerosis
being the main pathological cause. One of the main risks factors associated with
atherosclerosis is the accumulation of the low-density lipoprotein (LDL) cholesterol
in the intima-media layer of the artery. The endothelial dysfunction causes structural
changes that allow the accumulation and retention of LDL in the arterial intima,
thereby leading to the development of atheromatous plaques.

On the other hand, cholesterol is essential in human organism due to its function
in regulation of the fluidity of the phospholipid bilayer – natural barrier created in
the evolution process to protect the interior of the eukaryotic cell from the outside
environment [2–6].

Nowadays, determination of cholesterol level in human blood is of great
significance in clinical diagnostics [7]. Regular monitoring of the cholesterol level
in human serum demands very fast, economic, and highly selective cholesterol
biosensing for managing the various cardiovascular diseases [8]. Cholesterol may
exhibit interesting properties in other applications. Here we study cholesterol mixed
with one of the carbon nanostructures – C60 fullerene. We placed three, five, and
seven fullerenes between 70 cholesterol molecules to assess the impact of fullerene
on the behavior of cholesterols.
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Unique photophysical and electrochemical properties of C60 fullerene lead to
promising applications in many materials and even in biological sciences [6]. In
nanotechnology and molecular electronics, fullerene derivatives mixed with differ-
ent molecules are being examined for their thermal and electrical conductivities.
Since the fullerene molecules and their derivatives have interesting properties with
potential applications in wide range of areas, there is a general interest in the study
of the interaction of fullerenes and its derivatives with other molecules [7–13].

4.2 Simulation Details

All full-atomistic molecular dynamics simulations [9, 14–17] were performed with
NAMD 2.9.2 simulations code [18, 19], with the all-atom CHARMM force field.
Simulated clusters were visualized in VMD 1.9.2 [20].

The studied systems consisted of 70 cholesterol molecules. Among them three,
five, or seven C60 molecules were placed. Fullerenes were not located in one region
of cluster but were dispersed. To better assess the impact of fullerenes on the cluster
obtained, results were compared with the results acquired for pure cholesterol
cluster.

All simulations were performed in NVT ensemble (constant volume and temper-
ature). First, the systems were equilibrated for 2 ns, and after this initial simulation
for the next 5 ns, the data was collected.

The binary clusters varying in number of fullerenes were studied, each at four
temperatures (T D 290, 300, 310, and 320 K). Between neighboring temperatures
the system was slowly heated and again equilibrated. To ensure sufficient energy
conservation, the integration time step was set to �t D 0.5 fs for all simulation
runs. The standard NAMD integrator (Brünger–Brooks–Karplus algorithm) was
used [21].

All interactions in the simulated systems were described with an adapted form
of CHARMM potential. Atomic charges on cholesterol molecule were taken from
[22].

4.3 Results

Firstly we would like to present snapshots of initial and final configuration of the
cluster with seven fullerenes.

Figure 4.1a shows system before equilibration. It can be seen that fullerenes are
distributed in this way and that they are not near neighbors to the other fullerene
molecules. Figure 4.1b shows that during simulations some of C60 molecules can get
together, being close to the other fullerenes. In the figure a group of five fullerenes
is observed. The interactions between fullerenes are much stronger then fullerene –
cholesterol, it is the reason for clusterization of C60 molecules.
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Fig. 4.1 The configurations of the system with seven cholesterols before equilibration stage (a)
and final, after all simulations (b)

Fig. 4.2 The comparison of the mean square displacement of the center of mass of cholesterol for
the pure (no fullerenes) system (a) and for the system with n D 5 fullerenes (b)

Figure 4.2 shows the comparison of the mean square displacement hˇ̌��!r .t/ˇ̌2i
of the center of mass of cholesterol between the pure cluster (Fig. 4.2a) and cluster
with nD 5 fullerenes (Fig. 4.2b).

First conclusion is that in both systems, the mobility of cholesterols grows with

the heating of the systems. Furthermore, the values of hˇ̌��!r .t/ˇ̌2i for both clusters
show that in systems with fullerenes the mobility of cholesterols is higher.

The obtained values of translational diffusion coefficient D, defined via Einstein
[14] relation as hˇ̌��!r .t/ˇ̌2i � 6Dt, confirm previous observation.

The values of D for all systems and for all temperatures are shown in Fig. 4.3.
It is clearly observed that in pure cholesterol cluster, the mobility of cholesterols
is the lowest. In case of systems with fullerenes, the general tendency is that more
fullerenes means higher mobility of cholesterols. The presence of C60 molecules
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Fig. 4.3 The temperature dependence of diffusion coefficient for all systems studied

causes the cholesterol molecules to surround them and they do not mesh with other
cholesterols in the same way as in the pure system. In this system cholesterols
overlap with others with hydrocarbon tails but the fullerene with its spherical shape
diminishes this process. In consequence the mobility of cholesterols grows. The
described process is magnified when the fullerenes group together because in this
case cholesterols surround a very small fullerene cluster placed between them.

Presence of fullerene molecules has an impact not only on the dynamic of the
cholesterols but also on the second rank order parameter S2 defined as the highest
eigenvalue of order tensor [23]:

Q˛ˇ D 1

N

NX
jD1

	
3

2
bej˛bejˇ � 1

2
ı˛ˇ



; ˛; ˇ D x; y; z;

where Q is a second rank tensor,bej is a unit vector along the molecular long axis, and
ı˛ˇ is the Kronecker delta. Diagonalization of this tensor gives three eigenvalues and
bn is the eigenvector associated with the largest eigenvalue. Thebn vector is usually
called the director of the sample. Value of S2 is usually calculated as:

S2 D hP2 .n � e/i D hP2 .cos 
/i D
�
3

2
cos2
 � 1

2

�
;

where P2 is the second order Legendre polynomial, 
 is the angle between a
molecular axes and the director n, and <> denotes average over ensemble and time.
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Fig. 4.4 The temperature dependence of the second rank order parameter of the system

The obtained values of the second rank order parameter (averaged over time)
are shown in Fig. 4.4. The impact of fullerenes on the values of S2 can be clearly
observed. More C60 molecules in cluster means less order. Fullerenes impact on the
arrangement of cholesterols in the same way as in the case of mobility. Cholesterols
surround particular individual C60 molecules or the groups of these molecules, and
this process diminishes order in the clusters with larger number of fullerenes.

We have also calculated the values of the Lindemann index to find whether the
phase transition occurs at the studied temperature range.

Lindemann index ıL is defined as [24–28]:

ıL D 2

N .N � 1/
NX

i<j

�
hr2iji �

˝
rij
˛2� 1

2

˝
rij
˛ ;

where rij is the distance between the center of mass of ith and jth molecules.
The obtained values of the ıL are shown in Fig. 4.5. The values of ıL grow with

the heating of the clusters, but there is no any significant discontinuity, which could
be an indicator of the phase transition. The conclusion is that no phase transition
occurs in examined binary clusters at the studied temperature range.
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Fig. 4.5 The temperature dependence of Lindemann index for all systems studied

4.4 Conclusions

The properties of binary fullerene–cholesterol cluster have been studied using
molecular dynamic technique. Fullerene molecules are able to get together with
other fullerenes even if they were separated at the initial configuration. After that
fullerenes keep together and cholesterol molecules are not able to separate them.
Cholesterol molecules surround particular fullerenes or groups of fullerenes, and
this behavior has strong impact on their dynamics and other parameters presented
in this work, for example, the values of the second rank order parameter.
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Chapter 5
Thermogravimetric Study of Nano-SnO2
Precursors

Viktor S. Grinevych, Liudmila M. Filevska, Sergij M. Savin,
Valentyn A. Smyntyna, and Bulent Ulug

5.1 Introduction

Adsorption-sensitive thin film elements on the basis of nanoscale oxide materials,
especially nanoscale tin dioxide, are widely used in the modern gas analyzers. Well-
known production methods of nanoscale metal oxide like tin dioxide are liquid
phase chemical methods: sol-gel method, chemical solution deposition, chemical
vapor deposition, etc. [1–3]. One of the main stages in such technologies is the
decomposition of one, thermally unstable, compound to produce tin dioxide as
the final product. The production of such compounds is limited enough. The
limited and contradictory literature data on their physical and chemical prop-
erties determined the necessity to find a suitable precursor for nanosized tin
dioxide production. Previously, authors [4] by means of the method of chemical
precipitation from solution proposed the preparation technique for SnO2 film
production with polyvinyl acetate (PVA) as a structuring additive. The complex
bis(acetylacetonato)dichlorotin (BADCT) was used as a precursor of tin dioxide.
In [5], it was firstly mentioned the fact of obtaining of BADCT (Sn(C5H7O2)2Cl2)
in 1903. Earlier in the literature [5–8], it was reported the BADCT production using
chloroform [5] or dry toluene [8] as solvents. A special feature of our method is
using of water as a solvent.

In [9], it was reported the thin films’ ZrO2 preparation with similar compounds,
namely, zirconium acetylacetonate. Using of BADCT-based complex, prepared by

V.S. Grinevych (�) • L.M. Filevska • S.M. Savin • V.A. Smyntyna
Odessa I.I. Mechnikov National University, Odessa, Ukraine
e-mail: grinevich@onu.edu.ua

B. Ulug
Department of Physics, Faculty of Science, Akdeniz University, Antalya, Turkey
e-mail: bulug@akdeniz.edu.tr

© Springer International Publishing AG 2017
O. Fesenko, L. Yatsenko (eds.), Nanophysics, Nanomaterials, Interface Studies,
and Applications, Springer Proceedings in Physics 195,
DOI 10.1007/978-3-319-56422-7_5

53

mailto:grinevich@onu.edu.ua
mailto:bulug@akdeniz.edu.tr


54 V.S. Grinevych et al.

the authors by the different from the prior method, makes it possible to obtain
transparent thin film of tin dioxide with nanoscale grains [4].

The precursor complexes for comparative studies were prepared by two methods
differing only in the last stage: the drying process. In the Odessa I. I. Mechnikov
National University (ONU), Odessa, Ukraine, the drying was performed in an air
and, in Akdeniz University, Antalya, Turkey, in a vacuum. Presumably, the differ-
ence in the drying process is determined by the preservation of water molecules in
the precursor complex, which, on our opinion, has an impact on the resulting film
structure.

In the presented paper, the precursor complexes were investigated by thermo-
graphic methods (thermogravimetry, TG; derivatography, DTG; differential thermal
analysis, DTA), allowing to investigate in a programmable heating the nature
and thermal parameters of physical and chemical processes in the material. The
relevance of these studies is determined by the specifics of the processes at
the precursor decomposition. This contributes to the creation of a reproducible
technology for nanoscale films of it. The aim of the work was a comparative
thermographic study of complexes, obtained by the two abovementioned methods
thus establishing which one provides a tin dioxide layer of a nanoscale structure.

5.2 Precursor Preparation and Research Methods

Preparation of precursor complexes was carried out in several stages. The first stage
is production of the working solution N 1: 50 ml (0.5 mol) of acetylacetone was
mixed with 250 ml of distilled water and left for 24 h until complete dissolution.
Then N 2 working solution was prepared: 14 ml (0.12 mol) of tin tetrachloride
was added to 100-ml-volume conical flask with the subsequent addition of 50-ml-
cooled (2–5 ıC) distilled water. The heating of the resulting mixture is observed.
In the second stage, the working solutions N 1 and N 2 were mixed in 1.0 l flask
with further addition of 5 ml of 20% aqueous NH3 solution. The resulting mixture
was stirred for 2 h at 40 ıC using a magnetic stirrer. As a result, a dense white
precipitate fell out. Then 600 ml of distilled water was added to this same flask.
After standing for 10–15 min, the supernatant was decanted. The precipitate was
separated by vacuum filtration on a sinter (residual pressure of P D 500 mm Hg),
washed with 100 ml of distilled water, and dried at 20–25 ıC for 3 days. Then it was
washed with benzene and dried for 5–6 h at 60 ıC complex N 1, in air, and complex
N 2, in vacuum.

The resulting product is a fluffy white powder which melts at 200–220 ıC and
ignites spontaneously in air at a temperature 250–270 ıC. Preliminary chemical
analysis (for chlorine and tin) revealed that the resulting compound contains 1.9 of
chlorine atoms and 2.2 water molecules for one tin atom.

Simultaneous thermogravimetric and differential thermal analysis was performed
for the precursor complexes by means of derivatographs (Q-1500 Hungary D
production) for complex N 1 and (Perkin-Elmer 6000) for complex N 2 in air
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and nitrogen at a heating rate of 10 ıC/min. The powder mass loss resulted during
thermogravimetric studies is shown below.

5.3 Experimental Results and Discussion

As soon as tin tetrachloride (SnCl4) and acetylacetone (C5H8O2) were used
for obtaining precursor, this gives the possibility to suppose the presence of
bis(acetylacetonato)dichlorotin and tin tetra acetylacetonate in the precursor. The
presence of chlorine in complex N 1 was determined analytically and was 17.5%.
In [10], it was also confirmed the presence of chlorine in complex number 2 in the
amount of 16.50˙ 0.60%. Such an amount of chlorine in both complexes indicates
a predominant content of BADCT in both of them. The thermal decomposition of
the precursor complex has to include the stages of decomposition specific for its
components.

Figures 5.1 and 5.2 show the results of TG, DTG, and DTA studies of complexes
number 1 and number 2, respectively.

The DTG curve for complex number 1 (Fig. 5.1) clearly shows a peak at 100 ıC,
and the loss of mass on TG curve was 8%. If it is considered that the basic
substance is a precursor complex crystalline BADCT (Sn(C5H7O2)2Cl2•2H2O), then
the calculated percentage of the coordinated water in its structure is of 8.5% order.
As it is shown, the resulting TG value is close to the mass loss calculated for the
coordinated water content, thus indicating the presence of water in complex N 1. In
addition to the evaporation of coordinated water, the evaporation of adsorbed water
may also occur, amount of which is smaller compared with the coordinated one.
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Fig. 5.1 TG, DTG, and DTA results of complex N 1
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Fig. 5.2 TG, DTG, and DTA results of complex N 2

At heating up to 190 ıC on the DTG curve of complex N 2, the change in mass
is less than 4%, thus indicating the much less water molecule presence in complex
N 2. In [10], the quantitative content of hydrogen (3.41%) in complex number 2
corresponds to the anhydrous BADCT. According to other authors [11], water after
200 ıC is almost not detectable in tin compounds, i.e., except for dehydration, other
changes in the phase composition of the material at a temperature below 190 ıC are
unlikely. Consequently, the mass change in complex N 2 up to this temperature is
supposed to be connected with evaporation of adsorbed water.

The DTA curve for complex N 1 (Fig. 5.1) contains the endothermic process
peak at about 240 ıC. According to TG and DTG curves, the process beginning
corresponds to 200 ıC. The absorption but not the release of energy is attributed to
the substance phase transformation (i.e., melting or evaporation of the material). In
the processes of thermal decomposition of the complexes, the flammable release of
energy, not absorption, is observed. The coincidence of DTA and DTG that peaks at
240 ıC shows that there has been not only the melting but the intensive evaporation
of the complex. This assumption is confirmed by the loss of mass, visible on the TG
curve for complex number 1 in the range of 200–240 ıC. For complex N 2 (Fig. 5.2),
the DTA peak at 200–210 ıC is of endothermic type, but significant mass loss is
not observed in this case, i.e., in the specified temperature range, this complex just
melted. The gradual evaporation of complex number 2 occurs at higher temperatures
up to 280 ıC, which is evident due to its mass loss on the TG and DTG curves and
to energy absorption in the DTA curve.

For complex N 1 at 280 ıC and for complex N 2 at a higher temperature
(286 ıC), the exothermal distinct peaks on the DTA curve are accompanied by the
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intensive mass loss, thus indicating that the complexes burned away in the oxygen
of air. Subsequently (280–310 ıC), the DTA curve for complex N 1 exhibits an
endothermic process with a mass loss, which is reflected in the TG and DTG curves
and is associated with intense final reaction product evaporation at the complex
decomposition.

The further study shows another strong exothermic effect: for complex N 1 at
410 ıC and for complex N 2 at 640 ıC. Obviously, the residue of SnO is oxidized up
to SnO2. This is confirmed by the data of [12], where it was shown that the oxidation
of the SnO up to SnO2 takes place before 650 ıC. For complex N 1, this process
occurs at a temperature of 230 ıC lower than for complex N 2. This difference is
explained by the influence of the oxidized SnO particles’ sizes. Complex N 1 is
a hydrated BADCT. Upon separation of water, it is loosened, which promotes the
formation of small mass particles. The further decomposition up to oxide occurs
simultaneously with the evaporation of the gas phase (confirmed by corresponding
changes in the above-described curves: TG, DTA, and DTG). Upon decomposition
of anhydrous N 2, apparently, complex oxide is formed with larger particles’ size
and mass. Therefore, for complex N 1, no residue remains after thermogravimetry,
and for complex N 2, about 10% of the material remains (by the experience of
decomposition studies of acetylacetonates of other metals of group IV [13], the
residue is a tin dioxide). As it can be seen from the TG, DTG, and DTA results of
the study of complex N 1 (Fig. 5.1) at 700 ıC, the weight loss was 100%, i.e., it is
completely evaporated.

The thermogravimetric study results for both complexes are summarized in
Tables 5.1 and 5.2.

Comparative thermogravimetric studies of complex N 2 in air and in nitrogen
were also conducted in the Akdeniz University (Antalya, Turkey). Figure 5.3 shows
the TG, DTG, and DTA results of the thermal decomposition of the product.

The mass loss observed between room temperature and 192 ıC was about 4% and
occurred, as mentioned above, due to the evaporation of adsorbed water. Well-seen
endothermic peak at 204 ıC is associated with the melting point. TG and DTA data
(Fig. 5.3) show the complex structuring connected with oxygen in the temperature

Table 5.1 The thermogravimetry results of complex 1

T, oC TG DTA Possible process

100 Ñ´ Mass loss 8% Coordinated water evaporation
240 Mass loss Endothermic peak Melting and intensive evaporation of

the complex fragments
280 Intensive mass loss Exothermic peak The complex fragments’ reaction with

oxygen
280–310 Mass loss Endothermic process Intensive evaporation of

decomposition products of the
complex fragments

410 Mass loss Exothermic peak effect Oxidation of the complex fragments
(Sn± oxidized to Sn±2)
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Table 5.2 The thermogravimetry results of complex 2

T, oC TG DTA Possible process

Under 192 Mass loss 4% Adsorbed water evaporation
204 Endothermic peak Melting of complex N 2
Over 210 Gradual mass loss Endothermic peak Fragment of the complex

evaporation
277 Intensive mass loss Endothermic peak The complex intensive

evaporation fragment
286 Mass loss Exothermic peak The complex reaction with

oxygen fragments
500 Small mass loss (1.5–2%) Exothermic peak Fragments of the complex

oxidation
620–650 Small mass loss (1.5–2%) Exothermic peak Fragments of the complex

oxidation (Sn± oxidized to
Sn±2)
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Fig. 5.3 The results of DTA (1), DTG (2), and DTG (3) studies of complex N 2. The solid and
dotted curves represent data obtained in nitrogen and in air, respectively

range 192.0–308.5 ıC, one at 277.4 ıC and the other at 286.6 ıC. Comparison
of thermogravimetric curves obtained in oxygen and in air shows the presence of
two competing processes at a temperature of about 277.4 ıC – evaporation and
oxidation of the complex fragments. Evaporation is confirmed by a large value of
the absorbed energy in the DTA curve, registered at this temperature in nitrogen and
a large mass loss (TG curve) also in nitrogen. On the contrary, in air at 277.4 ıC,
both the endothermic DTA peak value and the mass loss are less. Besides that,
the exothermic peak appears in DTA curve at 286.6 ıC in the air indicating the
complex fragments’ reaction with oxygen, before they leave the complex. Thus, the
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Fig. 5.4 AFM images of the surfaces for films obtained from the precursor complexes N 1 (a) and
N 2 (b)

residual mass of fragments studied in the air in the considered temperature interval
is more of the fragments’ residual mass studied in the nitrogen. These witnesses to
the nonvolatility of the reaction products formed in the air due to their comparatively
considerable size.

The residual mass at 308.5 ıC, Fig. 5.3 (in the air), is approximately 14.7%,
which is apparently due to the tin compounds’ presence in the product. A small
exothermic peak at 500 ıC and a strong exothermic peak between 620 and 650 ıC
for the DTA curve measured in air are not observed on the curve measured in
nitrogen. These exothermic peaks observed in the air correspond to a small loss of
mass of the complex (about 1.5–2%) and may occur due to combustion of organic
residues formed during BADCT decomposition. The further temperature increase
does not lead to greater loss of mass.

Due to the method proposed by the authors [4], tin dioxide films were obtained
from two precursor complexes. The surface morphology of SnO2 films prepared
from precursor complexes N 1 (a) and N 2 (b) is shown at Fig. 5.4 using an atomic
force microscope. The image comparison shows that in case of using of a hydrated
precursor (complex N 1), the film with a grain size of 10–20 nm was obtained.
At the same time, the size of films’ grains obtained from complex N 2 (anhydrous
BADCT) is more than 500 nm.

These studies support the preference of using the hydrated precursor complex to
obtain tin dioxide film with a smaller grain size of a nanoscale.
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5.4 Conclusions

TG, DTG, and DTA studies of two sets of precursors allowed to establish and
to compare the main stages of their decomposition: water evaporation, melting,
evaporation of materials, and combustion of the material remnants in oxygen. The
complexes’ decomposition differences are caused by differences in their structure,
namely, in the presence (in complex N 1) or absence (in complex N 2) of coordinated
water molecules. The formation of a crystalline complex in the case of N 1 happened
at the last stage of preparation – the drying step. Air drying facilitated to preserve
the crystalline hydrate complex which is important for the further obtaining of
nanoscale tin dioxide. In the thermal decomposition of the complex, the water in
its structure acts for loosening and subsequent formation of smaller (nanosized)
particles. Therefore, the use of precursor complex containing crystalline hydrate
(N 1) should be preferred in the preparation of nanosized tin dioxide with a well-
developed surface which provides a high sensitivity of its physical parameters to a
changing environment and hence the widespread use as sensitive elements of the
sensors.
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Chapter 6
Modeling Problems of Spin Crossover
Nanocrystals

Iurii Gudyma, Artur Maksymov, and Andrej Bobák

6.1 Introduction

The application of spin-based phenomena is very promising due to their features
like high switching rate, high quantum yield, memory effects that are very useful for
high-performance data processing, recording, and storage systems. The potential of
spin-based phenomena that could be observed in nowadays’ nanomaterials directly
depends on the possibility of relatively easy control of system properties together
with the low energy consumption of final devices. Following the ongoing process
of miniaturization, the development of nanotechnology tends to realize the very
important principle “one molecule – one bit of information”. Obviously this is
the emergence problem of contemporaneous researches of molecular magnetic
materials with the focus on multifunctional properties and low energy consumption.
One of the most perspective molecular magnets, able to satisfy the current needs
in the field of information technology, is spin-crossover compounds. They are the
vivid representatives of molecular magnets in which the molecular bistability is
visible probably in the most spectacular way, especially for iron(II) spin-crossover
systems.
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Before describing the fundamental physical processes that define the behavior
of spin-crossover coordination complexes, it is worth to make a brief review of
the history of spin-crossover phenomenon that helps us to understand better how
the contemporary concepts about spin transition materials were established. The
interconversion of two spin states as a result of variation in temperature was
observed for the first time in the works of Cambi and coworkers in the 1930s
by studying the unusual magnetism of iron(III) derivatives of various dithiocarba-
mates [1, 2]. Their works focused on the study of magnetism of various derivatives
of iron(II) and iron(III), and it was found that in these naturally existing systems,
the spin states were very sensitive to the character of the axial ligands. Later,
in the 1960s, Busch and coworkers reported for the first time the spin-crossover
phenomenon in the synthetic six-coordinated Co(II) complexes [3]. In few years
later, in 1967 König and Madeja [4] realized extensive magnetic and Mössbauer
spectroscopic studies on spin-crossover complexes and gave the explanation of the
nature of spin transition in some of the first iron(II) compounds. The possibility of
spin transition in artificial systems plays a pivotal role for synthesizing the spin-
crossover compounds with necessary properties. The turning point took place in
1984 when Decurtins et al. [5] have discovered that, at cryogenic temperatures,
solid iron (II) spin-crossover systems can be quantitatively trapped in the HS state
by light monochromatic irradiation. This effect is known as light-induced excited
spin-state trapping (LIESST). The considerable contribution in the explanation of
spin-crossover phenomenon has been provided by Hauser in the 1990s. Hauser has
described the fundamental consideration of the occurrence of spin crossover in terms
of ligand field theory (in particular for iron(II) complexes) [6, 7]. The interpretation
of spin-crossover complexes as nonequilibrium magnetic systems with noise has
been done for the first time in 2004 in the paper [8].

The spin-crossover compounds are the class of inorganic coordination complexes
of the chemical elements with d4 � d7 electronic configuration of the outer orbital
which form the ligand environment with first-row transient metal ion centered
in octahedral ligand field. These coordination complexes belong to the bistable
materials due to the existence of stable low-spin (LS) and high-spin (HS) states.
Between the states of spin crossover that are defined by spin configuration of
d-orbital, the transition perturbed by influence of external physical fields could
occur. The transition between the states of spin-crossover compounds may be caused
mainly by the action of external stimuli like temperature, light irradiation, pressure,
(very strong) magnetic fields, and others [9–13]. It leads to the drastic change of
spin-crossover material’s properties which is determined by the electron distribution
on the sublevels of d-orbital for LS and HS states. As already mentioned among
the spin-crossover systems, especial attention deserves the iron(II) spin-crossover
compounds where the changes between the spin configurations are very pronounced
due to maximal difference of magnetic moment between LS and HS states. This is
one of the main reasons why spin-crossover phenomenon is convenient to be studied
with the focus on the ferrous-based compounds.

To understand the mechanism of interconversion between LS and HS configura-
tions, the structural features of spin-crossover complexes and the way of populating
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Fig. 6.1 The illustration of
electron distribution on
d-orbital of iron(II)
spin-crossover complexes

the high-energy levels have to be considered. This typical spin-crossover compound
with sixfold Fe2C ion is characterized by the total spin number S D 0 for the
low-spin state and S D 2 for the high-spin state. For the free iron(II) ion, the
five non-degenerated levels of its d-orbitals are filled up according to Hund’s rule
in such a way that four electrons are unpaired and only two of them form one
pair. In perfectly octahedral coordination complexes, the action of crystal field,
created by nonmetallic ligand environment, on metal ion, provokes the splitting
of its d-orbital into a subset of three orbitals dx; dy, and dz, which are basis of
the irreducible representation t2g sublevel, and a subset of two orbitals dx1 and dy1

which are the basis to the irreducible representation eg sublevel (see Fig. 6.1). The
LS configuration is characterized by a large energy difference between metastable
5T2g and ground state 1A1g; thus the strength of electron-electron repulsion is not
enough to populate eg sublevel. In this case, according to Hund’s rule, the d-
electrons will nicely pair up in the t2g sublevel, resulting in a diamagnetic low-spin
ground state due to spin compensation. In the neighborhood of transition point, the
energy difference between 5T2g and 1A1g states decreases, leading to the equilibrium
between ligand field strength and electron-electron repulsion. In this case, according
to the same Hund’s rule, the d-electrons enter the t2g and eg orbitals, but the
spins are not compensated, which leads to a resultant magnetic moment. For LS
configuration, the metal-ligand bounds are stronger and shorter due to electron
absence on eg sublevels, whereas for HS, the situation is opposite. For this reason, on
the macroscopic scale, the spin transition is accompanied by changes in the volume
of spin-crossover materials.

There are several effective theoretical approaches for description of spin-
crossover transition. The most popular are the thermodynamic approach and
Ising-like cooperative two-level model or mixt of these treatments. Ising-type
model allows intensive use of the Monte Carlo method for advanced numerical
simulation. The spin transition and HS-LS state (principally the ground state)
properties have been previously investigated by means of density functional theory
(DFT), but power DFT calculations have yet to consistently reproduce experimental
data in material science. Nevertheless, the DFT calculations are decisive for proper
descriptions of the electronic structure [14]. One of the first attempts to study the
properties of typical Fe(II) spin-crossover systems has been made, basing on the
Becke three-parameter Lee-Yang-Parr hybrid functionals and taking into account
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the crystal lattice periodicity and the effect of strong correlation on the electronic
structure of the Fe(II) ion [15]. It opens the path for the study of cooperativity,
which is mainly contributed by the magneto-elastic coupling effects. However
the modeling by ab initio quantum chemistry provides complete description of
electronic structure for which it is necessary to consider a set of one-electron
states (basis functions), number of electrons in the system, and nuclear charges. For
the light-induced spin-crossover transition, macroscopic phenomenological model
gives good results. The issues discussed in this chapter are an attempt to review the
theoretical studies of spin-crossover complexes and are mostly based on previous
papers of the authors. The suggested illuminations of the problems represent the
writers’ subjective understanding and are not meant to be exhaustive.

6.2 Thermodynamic Consideration

In 1972, Slichter and Drickamer [16] assumed that the interacting centers have great
influence on the behavior of spin transition. Following the conjecture of König and
Madeja [4] who proposed the possible existence of cooperative phenomenon, they
developed the thermodynamic (macroscopic) model which successfully describes
the effect of an external applied pressure on the spin transition phenomena and
represented the starting point for many macroscopic models attempting to describe
the origin of the interactions (atom-phonon coupling, elastic energy, etc.). This
thermodynamic model is based on Guggenheim theory of regular solutions which
assumes a random distribution of molecules in the material. This comprehensive
model was also able to reproduce hysteresis phenomena accompanying discon-
tinuous spin transitions in spin-crossover materials. Slichter and Drickamer [16]
characterized the spin-crossover material by its Gibbs free energy

G D U C pV � TS: (6.1)

This is some function of the site fraction of converted material as well as the
pressure p and the temperature T where the first two terms represent the enthalpy
of the system. Only two states of transition metal ion and hence of the molecule are
taken into account. If we denote by nL and nH the associated thermally populated
mole fractions of the LS and HS states, respectively, the simple expansion of the
Gibbs free energy of the interacting ions centers up to quadratic term can be then
expressed as

G D N .nLGL C nHGH C � nHnL/ � TSmix; (6.2)

where � is the term of intermolecular interaction and Smix is the mixed entropy of
an ideal mixing solution of LS and HS molecules; GL and GH refer to the Gibbs free
energy per molecule in the LS state and the HS state, respectively. N is the number
of magnetic molecules in the system. Following the developed thermodynamic
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considerations, in 1974, Sorai and Seki [17] made the attempt to explain the first-
order spin-state transitions in spin-crossover materials. Once again, we notice that
this result is written similar to the regular solution theory from the considerations
that the mixing entropy of both HS and LS molecules is presented in the lattice

Smix D kBN fln.N/ � nH ln.NnH/ � .1 � nH/ ln ŒN.1 � nH/�g ; (6.3)

where kB is Boltzmann’s constant. We took into account that nH C nL D 1. The
equilibrium mole fraction is determined by the requirement that @G=@nHjTD0 D 0.
This implies that

nH D 1=.1C exp.�G=.RT///; (6.4)

where �G D GH � GL. The free energy change �G determines the relative
stability of the different spin states. Therefore it is easy to determine the spin
transition temperature. The spin transition temperature is the temperature at which
nH D nL D 1=2. In addition, Sorai and Seki [17] found that the vibrational part
constitutes in general the largest contribution for the total entropy change. Slichter
and Drickamer [16] have shown that the general Eqs. (6.2) and (6.4) may be used to
render the different types of spin transition curves. Notice the cross section through
the true Gibbs free energy surface (thermodynamic potential) is largely applied
to experimental data; therefore this quantity is widely used in modern theoretical
consideration of spin-crossover phenomenon. The example of this cross section is
given in Fig. 6.2.

The theory suggests that the driving force of the spin transition is determined by
intramolecular properties of the spin crossover complexes as well as intermolecular
interactions communicated through the lattice. This is the basic assumption of any
contemporary theory of spin crossover materials.

The effect of hydrostatic pressure on the transition temperature and the hysteresis
widths of first-order spin crossover phase transitions has been studied successfully
basing on the thermodynamic consideration [18]. Quite remarkable is the fact

Fig. 6.2 The schematic
representation of
thermodynamic potential of
spin-crossover complexes on
phase interface

G

ΔG

l
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LS
-h

r
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that the two-step spin crossover is qualitatively predicted by the Bragg-Williams
approximation within the regular solution theory which is successfully developed
in the work of Koudriavtsev [19]. A quantitative description of the two-step spin
crossover was obtained on the basis of the Bragg and Williams approximation
modified by taking into account the effects of the nature of two nearest neighbors
along a normal coordinate.

It is obvious that wide thermodynamic studies are necessary to understand
the mechanism of such an interesting phenomenon as spin crossover in complex
compounds.

6.3 Microscopic Approach

The phase transition in spin-crossover materials within microscopic approach may
be studied by Ising-like model where the magnetic molecules are regarded simply
as two-level units [20, 21]. In the framework of Ising-like model, the characteristic
of LS and HS states of spin-crossover compound is described by a fictitious
variable (Ising spin) s, which takes the values �1 for LS state and C1 for HS
one [22, 23]. The general form of the Ising-like Hamiltonian for spin-crossover
system is described by the next equation

H D �J
X
<ij>

sisj � h
X

i

si: (6.5)

Here h D �� kBT ln.gH=gL/ is the effective “magnetic field,” which represents the
total effect from crystal field induced by ligand environment and external stimuli. J
describes the intermolecular interaction of elastic origin through a phenomenologi-
cal parameter accounting the ferromagnetic coupling (J > 0) between neighboring
spins i and j in Ising form, � is the energy difference between HS and LS states for
an individual spin-crossover molecule, gH=gL is degeneracy ratio of each state, and
hsi D m is fictitious magnetization. The ratio gH=gL may take large value (around
some thousands) due to consideration of degeneracy and density of vibrational
levels in each state. The intermolecular interaction J is given by some short-range
potential, whose explicit form is not considered in the review.

The Hamiltonian (6.5) of spin-1=2 Ising model is a map of reduced spin-1 Ising
model taking into account a single-ion magnetic anisotropy and a quadrupolar (or
biquadratic) coupling of spins

H D �K
X

ij

�2i �
2
j � D

X
i

�2i : (6.6)
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Here spin variable �i takes values ˙1 for HS state and 0 for LS state. The second
term displays the simplest zero-field spin Hamiltonian of transition metal ion with
single-ion anisotropy where D is the anisotropy constant that, for example, results
from spin-orbit interaction which is considered with second-order correction of
perturbation theory. First term corresponds to the cooperative behavior of magnetic
molecular system but has no magnetic nature. This is evidenced by the absence of
the bilinear exchange interaction. It has the form like the biquadratic interaction
part with the coupling constant K. It is considered that it has elastic origin. The
Hamiltonian (6.6) will be mapping into (6.5) up to a constant using the simple
transformation si D 2�2i � 1. It is worth noting that there is no adequate simple
theoretical model of the spin-crossover Prussian blue analogue [24], similar to
that used for the molecular-based magnetic alloy with a structure of Prussian blue
analogues [25].

The effective external field h given above is regarded as identical for all
molecules in the sample and does not depend on time, i.e., it is considered in
framework of zero-order mean field approximation, but instantaneous local thermal
fluctuations provoke deviations from ligand field zero-order approximation. The
instantaneous local random deviations can be treated through random field as a
generalization of a stochastic process. It must be noticed that within the formalism
of random fields it is possible to describe the deviations that differ from thermal
nature (for example, caused by structural, pressure, light irradiation, or any other
kind of physical stimuli that could perturb the so-called external effective magnetic
field from Eq. (6.5)).

It is obvious that the effective field h in the present form describes the zero-order
approximation of the mean-field theory. Therefore the model (6.5) must be improved
for the case with “breathing” crystal field [26]. This means that the external site-
dependent effective field heff

i .t/ varies in time according to the relation

heff
i .t/ D hC i.t/; (6.7)

which leads to the Hamiltonian of the next form:

H D �J
X

ij

sisj �
X

i

Œ� � kT ln.gH=gL/C i.t/� si: (6.8)

From the point of view of Ising model, the term with the stochastic process i.t/
reflects the local random field. It is clear that the random field becomes significant
especially when it is closer to critical temperature.

It is usually assumed that the stochastic process is a white Gaussian one, i.e., it
is defined by two parameters, namely, zero mean and variance:

˝
.t/.t0/

˛ D 2"2ı.t � t0/: (6.9)
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Here, " is the spectral density of stochastic variable .t/, i.e., strength of fluctuations,
and t and t0 are distinct times.

If we are going beyond the simplest case, the more rigorous approach requires
considering at least the correlated in time fluctuations. Following the widely used
description of time-correlated fluctuations as Ornstein-Uhlenbeck (OU) process, the
time autocorrelation function can be expressed in the form

˝
.t/.t0/

˛ D "2

�
exp

	
� t � t0

�



; (6.10)

where � is the autocorrelation time of the stochastic process .t/, i.e., a measure of
its memory in time. The stochastic differential equation that governs the evolutions
of OU process is written as

d.t/

dt
D �.t/

�
C "

�
�.t/; (6.11)

where �.t/ is the independent white-noise source that satisfies the statistical
conditions h�.t/i D 0 and h�.t/�.t0/i D 2ı.t � t0/. The stationary OU process is
frequently used as model of real noisy signal for which the values of .t/ and .t0/
are noticeably correlated at jt � t0j 	 � .

Below we provide the numerical analysis of behavior of temperature transition
curves at various system’s parameters for deterministic effective field and for the
case with fluctuations based on Monte Carlo algorithm with Metropolis transition
probabilities. For simulations we have chosen the crystal field � D 1000, the
degeneracy ratio between HS and LS states as gH=gL D 150, the lattice size L D 40
(starting from this system size the further its increasing gives approximately the
same transition curves for periodic and open boundary conditions [26]), and 5000
Monte Carlo steps. For the provided simulations, the periodic boundary conditions
have been applied.

It is obvious that the hysteretic behavior of the system is directly dependent on
the intermolecular interaction J which is one of the main parameters that defines the
order of phase transition in spin-crossover Ising-like system. In Fig. 6.3 the behavior
of temperature driven transition curves for cooling and heating regimes is shown,
together with spin configurations at critical temperatures, for several intermolecular
interaction values described in the caption.

The analysis of transition curves has been started from threshold value between
non-hysteretic and hysteretic behaviors which corresponds to J D 80. The behavior
of hysteresis width and domain size with increase of intermolecular interaction J in
case of deterministic effective field h is similar to the one from classic Ising model.

In order to analyze the temperature-driven transition for external effective field
with fluctuations, the threshold intermolecular interaction was chosen. At first, a
more simple case with white fluctuations was analyzed. The results are shown in
Fig. 6.4. From the figure, it is seen that the action of fluctuations is similar to the
action of intermolecular interactions J. Besides the appearance and widening of
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(a) (b)

(c)

Fig. 6.3 The behavior of temperature transition curves at the following values of interaction
constant: J D 80 (a), J D 90 (b) and J D 100 (c). The insets show the spin configurations
of the system at critical temperatures

Fig. 6.4 The widening of
hysteresis loop of
spin-crossover system with
fluctuating external field.
Here, the autocorrelation time
is zero, i.e., the white
fluctuations are considered

hysteresis loop, the increasing of the homogeneity of the domains that could be
explained by the respective increasing of the correlation lengths in the lattice is also
observed. However it must be noticed that the decreasing of cooling temperature
and increasing of heating one, which contribute to the widening of hysteresis loop,
are characterized by some asymmetry, and in result, the center of hysteresis is
shifted toward lower temperatures in comparison to the same widening induced by
intermolecular interaction constant, where the hysteresis center remains unchanged.

In real system, we deal with fluctuations of common nature with limited spectral
range. Following the theoretical descriptions of colored fluctuations given above, we
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Fig. 6.5 The destructive
impact of autocorrelation
time � on hysteresis loop.
Here, the noise intensity is
" D 100

have considered that coupling between two consequent time moments is dependent
on initial conditions, i.e., the autocorrelation time � is different from zero. The
resulting temperature transition curves for several fixed values of autocorrelation
time are shown in Fig. 6.5. As one can see, the narrowing of hysteresis loop with
increase of autocorrelation time is observed. It is obvious that the domain sizes,
which define the spatial correlation lengths of Ising lattice, are reduced.

Besides, a compressible model of spin-crossover solids was studied in the
framework of the Ising-like model with two-order parameters, where the effect of
elastic strain on interaction integral is considered [27]. These considerations led
to examination of the relation between the order parameters during temperature
changes.

6.4 The Specific Phenomenological Model

The discovering of LIESST effect by Decurtins et al. [5] has opened a new
way for interpretations of spin-crossover phenomenon under light irradiation. The
phenomenological model is based on competing processes between photoexcitation
and relaxation of HS molecules and describes well the experimental data. In the
simplest case, if we neglect the interaction of spin-crossover molecules, the general
macroscopic master equation describing the system’s evolution including the action
of light intensity is given by [28]

dnH

dOt D I0!nL.Ot/ � kHL.T/nH.Ot/C kLH.T/nL.Ot/: (6.12)

Here I0 is intensity of light irradiation, ! is product of absorption cross-section
with the quantum yield of the system, and kHL and kLH are the rates of spontaneous
transition from HS to LS and LS to HS states, respectively, at constant temperature
T . Equation (6.12) describes the evolution in time Ot of HS fraction nH which is
considered as an order parameter.
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The first term in Eq. (6.12) I0!nL.Ot/ describes the induced photoexcitation of LS
molecules due to absorption of light quanta, the second term kHL.T/nH.Ot/ represents
the spontaneous relaxation of HS molecules, and the third term kLH.T/nL.Ot/
describes the spontaneous transition from LS to HS state. Because the probability
of spontaneous transition is much less in comparison with photo-induced transition,
i.e., kLH.T/nL.Ot/ 
 kHL.T/nH.Ot/; hereinafter the spontaneous LS! HS transition
described by kLH.T/nL.Ot/ is not taken into account.

Therefore, the macroscopic master equation of light-induced system with dimen-
sionless quantities, obtained by substitution t D k1

HLOt and considering that nL D
.1 � nH/, is written by

dnH

dt
D ˇ.1 � nH/ � nH exp.�˛nH/ � fexc � frel � f .nH/: (6.13)

Here the control parameter is ˇ D I0!=k1
HL, the photoexcitation term is fexc D

ˇ.1 � nH/, and the relaxation is frel D nH exp.�˛nH/, where ˛ is self-acceleration
factor of relaxation. The stationary solutions of Eq. (6.13) give the description of
system steady states.

The system dynamics described by the rate Eq. (6.13) can be analyzed in the
framework of dynamic potential based on Lyapunov functions [8]

dnH

dt
D �dU.nH/

dnH
; (6.14)

where U.nH/ D �
R nH

0
f .x/dx is non-equilibrium (dynamic) potential.

The evolution of spin-crossover system perturbed by noise in simplest way can
be described by a one-variable nonlinear Langevin equation, written in terms of
transition rates [8, 29, 30]:

dnH

dt
D f .nH/C .t/; (6.15)

where .t/ indicates the noise induced by the environment and, generally, could
obey the statistical conditions (6.9), (6.10) and (6.11). The Langevin Eq. (6.15) with
additive noise term .t/ describes the dynamics of a system in the presence of an
interaction with environment. This kinetic equation simulates the system dynamics
as a motion of Brownian particle in the phase space. Several particular realizations
of stochastic trajectory for various initial conditions which were chosen uniformly
between interval Œ0I 1� with step 0:2 starting at nH D 0 are shown in Fig. 6.6. The
intensity of light irradiation and self-acceleration factor were chosen as ˇ D 0:0812
and ˛ D 5:14, respectively. The stochastic process .t/ was described as white
Gaussian noise with autocorrelation function (6.9). The value of ˇ which is used
for simulations provides the equal deep of potential wells for LS and HS states.
The trajectories shown in Fig. 6.6 are evolving to the steady values of nH which are
the solutions of kinetic equation (6.15) and correspond to the minima of dynamic
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(a) (b)

(c) (d)

Fig. 6.6 The behavior of particular realizations of stochastic trajectory with different initial
conditions at noiseless case (a) and following fixed noise values: " D 0:02 (b), " D 0:025 (c)
and " D 0:03 (d)

potential (6.14). For convenience, the dynamic potential are shown in Fig. 6.6 too.
If the noise is maintained quite low, the system is living in its stable states (HS and
LS configurations) infinitely long. When the noise achieves some threshold value
(here " D 0:025), the spontaneous transitions between system’s states arise. In this
case, the system’s potential is characterized as bistable one, but the energy which is
brought into the system by external noise is enough to overcome the barrier height
between LS and HS states. This is the main reason for the occurrence of interstate
transitions.

In order to characterize the memory effects of the system under noise action, the
light-induced hysteresis loop for several fixed noise values has been computed. In
Fig. 6.7b, the light-induced hysteresis for noiseless case (black curves) and noise
intensities " D 0:02 (red curve), " D 0:025 (blue curve), and " D 0:03 (green
curve) together with dynamic potential for the same fixed values are shown. The
noiseless hysteresis obtained analytically (black dashed curve) coincides with the
one obtained from numerical simulations (black solid curve).
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(a)
(b)

Fig. 6.7 The behavior of dynamic potential (a) and light-induced hysteresis loop (b) for noiseless
case and several fixed noise values indicated in the text

Fig. 6.8 The widening of
light-induced hysteresis loop
with increase of
autocorrelation time of
additive noise

The increase of noise intensity decreases the barrier height of the potential and
makes its overcoming favorable (see Fig. 6.7a). At the same time, the width of light-
induced hysteresis is decreasing up to its vanishing which is observed at threshold
noise intensity " D 0:025. The further increasing of noise leads to more gradual
light-induced transition of the system in non-hysteretic regime.

Besides the analysis of hysteretic behavior of the system driven by white noise,
we also have analyzed the action of colored noise. For this case, the stochastic
process from Eq. (6.15) has been described by the conditions (6.10) and (6.11). The
resulting transition curves for white noise and two fixed values of autocorrelation
time � D 30 and � D 100 are shown in Fig. 6.8.

6.5 Conclusion

The interaction mechanism leading to the cooperative nature of the LS-HS transition
is not fully examined. A more complete conception of the interactions in crystals,
powders, and solutions is needed. In addition to considering the volume difference
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of the two spin states at zero pressure, it is important to include the compressibility
and the pressure dependence of the compressibility.

Assumption that the ligand field energy depends only on the distance between the
metal ion and ligand donor atoms leads to an oversimplified picture since the effects
of the mutual spatial orientation on the ligand field must be taken into account. The
detailed molecular mechanism of spin-state conversion is still under discussion.

When measuring the properties of nanoparticles, additional studies are desirable
to clarify the unavoidable influence of the surface, size, and environmental distribu-
tion upon the behaviors. The mechanisms of the spin transition at the nanoscale and
in particular the size dependence of the collective behavior are still not completely
understood. Challenges remain in the still-underdeveloped modeling of transition
induced by perturbations other than temperature.

Questionless, a general, appropriate theory should recover not only the con-
versation curve but also the whole profile of heat capacity. Promising theories of
qualitative and quantitative estimates on spin crossover materials should take under
consideration the above features.
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Chapter 7
Characterization of Pet Track Membrane
Parameters

Egor Kaniukov, Alena Shumskaya, Dzmitry Yakimchuk, Artem Kozlovskiy,
Anel Ibrayeva, and Maksim Zdorovets

7.1 Introduction

In recent years, methods of formation and studying track membrane parameters
attract a great attention due to the possibility to use a wide range of materials
(polymers [1, 2], oxides [3, 4]) with different pore geometries (cylinders [5], cones
[6, 7], “cigar-shaped” [8, 9], “bottle-shaped” [2, 5], and “tie-shaped” pores [8]).
Polyethylene terephthalate (PET) is the most commonly used as a material for
membrane, due to it refers to the large-tonnage industrial polymers widespread in
electronics, food, and medical industries.

The range of nano-objects obtained by means of track membranes is intensively
growing due to their advantages [10, 11] that is confirmed by a large number of
works with a detailed research of the track formation mechanisms [12–18], the
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formation of pores with different forms [19–21] and geometry [22–24], as well as
obtaining nanostructures based on them [25–28].

Despite the large number of investigations devoted to the pore formation mecha-
nisms, there are problems related to obtaining pores with desired characteristics for
specific industrial applications, as well as the least expensive method of controlling
template parameters. In this regard, in the work templates based on PET with pore
diameters in the range of 30–130 nm are considered, their parameters are studied
in details by different methods. The advantages and disadvantages of these methods
are analyzed.

7.2 Methods

Twelve micron thick polymeric films based on polyethylene terephthalate (PET)
of the Hostaphan® type manufactured by “Mitsubishi Polyester Film” (Germany)
were used as a material for template matrices. PET films were irradiated at the DC-
60 accelerator [29] with krypton ions with 1.75 MeV/nucleon energy and 109 cm�2

fluence.
Irradiated films for photooxidation of surface polymer layer were exposed to

UV sensitization (UV-C lamp with 253.7 nm wavelength) for 30 min on each side.
Bilateral chemical etching was carried out in 2.2 M NaOH solution at 85 ˙ 0.1 ıC
during etching times up to 70 s. After etching, track membranes were washed in the
neutralization solution (1.0% solution of acetic acid and deionized water) and the
distilled water.

The surface and the side edges of track membranes formed by chemical etching
were investigated using the JEOL-7500F scanning electron microscope (SEM). Side
edges were obtained by cracking polymeric films prefrozen in liquid nitrogen. No
less than 70 pores were measured for each sample to reduce the error associated
with the inaccuracy of measuring of lateral dimensions during SEM research.

The hydrophilicity of track membranes was determined by measuring the contact
angle (
 ) by the sessile drop technique. For this purpose, the 15 �l of working fluid
drop was deposited by a micropipette onto the sample surfaces. The contact angle
was measured by a goniometric method.

Calculation of membrane performance for water and air was carried out accord-
ing to the data obtained using the manometric method of gas and water permeability
on 1 cm2 membranes. The bubble point determination was performed by a partial
membrane immersion in the water so that the upper part of the membrane is
contacted with liquid and the bottom one with the air supplied from the compressed
air source through a pressure regulator.

Conductivity measurements were carried out in a two-chamber conductivity cell,
in which chambers were separated by the track membrane. KCl water solutions
with concentration in the range of 0.01–0.1 mol/l were used as the electrolyte to
determine the specific conductivity.
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The crystallinity degree determination of track membranes was carried out by
X-ray analysis (XRD) at D8 ADVANCE diffractometer using Cu K’ radiation and
graphite monochromator. Diffraction patterns were recorded in the 2
 angular range
of 15ı–150ı with 0.02ı increments for 5 s at each point.

7.3 Results and Discussion

At different stages of the track membrane formation, the crystallinity degree of PET
films has been monitored using X-ray diffraction (Fig. 7.1).

Two major peaks are observed at the XRD spectra: a wide peak at the range of
15–35ı, which is characterized by high intensity, and a small peak at 54ı. Changes
of the small peak intensity (inset in the Fig. 7.1) reflect the PET structure evolution
under various external effects: the peak intensity decreases after irradiation with
krypton ions. This fact indicates the growth of disorder degree of polymer structure.
The track core etching leads the removal of the track high defective core, although
the growth of the peak intensity does not occur due to the dangling bonds formation
on the pore walls.

After pore etching, the morphology of the track membranes has been researched
by SEM. Specific images of the surface and cross sections are shown in Fig. 7.2.
The scan of template surface (Fig. 7.2a) shows that the pores are stochastically dis-
tributed over the surface, and the porosity corresponds to the fluence of irradiation.
Analysis of cross sections (Fig. 7.2b) indicates that the pores have a cylindrical
shape, and the aspect ratio is about 100 and a slight change in diameter along
their length. A detailed analysis of the top (Fig. 7.2c) and the bottom film surface

Fig. 7.1 X-ray diffraction spectra of PET. The inset in the figure: XRD spectra of PET film is prior
to irradiation (1), after irradiation of krypton ions (2), UV sensitizing (3), and etching (4)
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Fig. 7.2 SEM images of PET template obtained by polymer film irradiation with krypton ions
with 1.75 MeV/nucleon energy and 109 cm�2 fluence at the etching time (60 s) in the 2.2 M
NaOH solution at 85 ıC. PET template top (a, c) and bottom surface (d) and its cross section (b)

(Fig. 7.2d) indicates that the difference in pore diameters does not exceed 5–7% at
different sides of the track membrane.

The study of the pore sizes and shapes’ evolution during different etching times
(Fig. 7.3a) has revealed that in the polymer film at small etching times (20 s), there
are small pores with diameters	20 nm, located at a considerable distance from each
other. In this case, a hole within the polymeric matrix is cylindrical even at such
short times etching. Over time, pore diameter is increasing, while average distance
between them is decreasing. Additionally, a pore form also remains cylindrical.

Accordingly, the following scheme-irradiated areas (latent tracks) in PET films
have been modified under the influence of the etching agent. At placing the sample
in an aqueous or aqueous-alcoholic-alkaline solution, there is a rapid bilateral
etching of the track core (diameter 	 10 nm) oriented at 90ı angle to the surface
and its halo (diameter 	 100 nm) with a speed VT and slow layering etching of the
film surfaces with a speed VB [2, 18]. Etching solution diffuses into the formed pore
from where the reaction products are coming into the reaction vessel, mixing with
the original etching solution. By continuing the etching process, the evolution of the
pore form with etched tracks is mainly determined by the etching speed of the intact
polymer VB.
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Fig. 7.3 SEM images of the surface and cross section of the PET template at different etching
times (a). The scale is the same for each row. The dependence of pore diameter (b) and the average
distance between them (a) on the etching time

The pore diameters on the outside and the inside of the track membrane (Fig.
7.3b) and the average distance between them <a > were determined for different
etching times (Fig. 7.3c) by the analysis of SEM images using the “ImageJ” software
package, as had been described in [30]. The research of pore sizes at different
etching stages indicates that a character of the time dependence of the diameters
is close to linear (Fig. 7.3b), and the difference of the diameter values is not more
than 10 nm on the surface and the underside. The average distance between the pores
is monotonically decreasing with the etching time growth, and the individual pores
start overlapping at times about 70 s. The subsequent etching leads the increase of
the events frequency, in which the walls separating the adjacent pores are etched
through to form paired and multiple crossings. Taking into account that the mutual
pore intersection has a significant impact on the membrane strength, chemical
treatment of PET membranes has not been conducted at times over 70 s.

The dependence shown in Fig. 7.3c is well described by the formula< a >D 1

2
p

f

[31], where f is a number of pores per cm2. The simple dependence of values <a>,
which is easily determined on the basis of the pore diameter and the irradiation
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Fig. 7.4 The micrographs illustrating change in contact angle at the different etching time and the
dependence of the contact angle on the etching time

fluence, allows selecting the template parameters before the etching so as to obtain
a matrix with the minimal number of intersecting pores.

The above analysis shows that the REM method allows not only determining the
morphology of the track membranes at various etching stages but also measuring the
pore sizes with a high accuracy. However, a method with the possibility to assess the
qualitative and quantitative parameters of porous matrices in vitro is necessary for
the express analysis of a large membrane area. The simplest method of qualitative
analysis is a method for determining the hydrophilic degree of the track membranes
by measuring the contact angle (
 ) by the sessile drop technique. In this case, the
contact angle is calculated according to the formula:

tg
 D 2h � r
r2 � h2

(7.1)

where, 
 is a contact angle, r is the radius of a contact area of the drop with the
surface, and h is the drop height. Images of the drop, lying on the track membrane
surface at different etching times, and the time dependence of 
 are presented in
Fig. 7.4.

It can be seen that the hydrophilicity of PET track membranes is increasing with
the etching time growth from 20 to 70 s, resulting in decreasing the contact angle. In
this case, the almost linear dependence of 
 on time allows conducting a qualitative
express analysis of track membrane parameters. Unfortunately, the accuracy of this
method is not high.

Practical application of track membranes requires knowledge of the uniformity
degree of pore distribution in size within a porous matrix. Determination of the
maximal pore diameters and their deviation from the mean diameter is possible
by using the bubble point technique. The bubble point technique is that the water
column height is increasing due to the influence of surface tension forces when the
capillary diameter is reducing. The previous liquid level can be returned by applying
pressure equivalent to the water column height in the capillary, that is, the air bubble
will permeate through the pore at a certain pressure under the equality condition of
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Fig. 7.5 Changes in the pore diameter as etching time functions of the track membranes with
109 cm�2 pore density obtained by chemical etching of the irradiated PET films

the bubble diameter to the pore diameter, which in turn allows calculating the size
of the largest pores in the template. At conducting measurements, the air pressure
has gradually raised until occurrence of gas bulk flow (a condition in which the
surface tension is overcome in the large pores due to the additional gas pressure
with the liquid displacement that is accompanied by a sharp increase of the flow
rate). This transitional pressure P called “bubble point” is due to the average value
of the maximal diameter D with ratio which is valid for cylindrical pores (Laplace
equation):

D D 4 � � � .cos 
/ =P; (7.2)

where D is a diameter of a capillary-shaped pore (microns); � is a surface tension
at the liquid-air border (for water 72 dyne/cm); 
 is a contact angle (moment of
passing gas through a capillary means that the contact angle 
 is equal to zero
(cos 
 D 1)); P is a pressure value at moment of the bubble point formation. Pore
diameters determined by the bubble point technique are shown in Fig. 7.5.

Taking into account that the bubble point corresponds to the greatest air flow
through the template pores, the close values of the obtained information to the SEM
results indicate a narrow distribution of pores by diameter.

The performance of track membranes by air has been studied by the manometric
method of the gas permeability at a pressure differential up to 20 kPa. The effective
pore diameter has been calculated according to the formula:

r3 D Q � 3lq
2�

R�T �M ��p � 4n
; (7.3)
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Fig. 7.6 Cell scheme for
measuring the current-voltage
characteristics during the
study of the pore diameter of
track membranes by
conductometric method. In
the figure: (1) track
membrane, (2) U-shaped
tube, and (3) electrodes

where r is a pore radius, Q is an air capacity, l is the film thickness,�p is a pressure
applied, R is the universal gas constant, M is the air molar mass, n is a radiation
density, and T is a temperature.

The membrane performance by water in m3/h • m2 has been determined by
passing deionized water (18 Mohm) through a track membrane sample at a pressure
difference of 15 kPa. Performance Q has been evaluated using the equation:

Q D n � � � r4
8� � l ��p; (7.4)

where � is a dynamic viscosity of fluid. Pore diameters calculated during the
determination of the track membrane performance by air and water are shown in
Fig. 7.5.

Another method to determine the pore diameters, including an etching process,
is the conductometric method. Figure 7.6 is a diagram of conductivity cell, used
during the etching of the irradiated PET films.

The cell looks the U-shaped tube (2) which is filled with an electrolyte solution
from both sides, wherein the track membrane (1) is placed between its two halves.
The gold electrodes are used to create a potential difference between the chambers
(3); the entire system impedance is determined by the voltage drop between them
and the current value in the circuit. Since a track membrane is the insulating layer
between the two chambers, the solution resistance in pores will determine the
resistance of the whole system. The electric resistance of the R solution, filling the
etched volume, is given by:

R D
lZ

0

4

��

dx

d2.x/
(7.5)

where � is a specific solution conductivity, l is a film thickness, and D(x) is a
pore diameter at a distance x from the film surface. The diameter of cylindrical
pores is associated with the electrical solution resistance in the membrane R by the
expression [23]:
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d2 D 4l

��pR
(7.6)

where p is a pore density (the irradiation fluence). The pore diameters obtained by
conductometric method are shown in Fig. 7.5.

Comparison of pore diameter dependencies on etching time obtained by different
methods (Fig. 7.5) indicates that the D values have slight differences which can
be caused by the following reasons. The difference between results of SEM and
other methods used in this study is associated with the fact a limited area has
been examined at analyzing photomicrographs, while using the rest methods, the
calculation has been carried out over the entire sample area. On the other hand,
similar values of SEM, bubble point (maximal pore size in the sample), gas, and
water permeability indicate a high quality of track membranes obtained under the
selected etching conditions.

In Table 7.1 advantages and disadvantages of techniques used in this study
are shown to facilitate comparison of different methods of determination of pore
diameters in track membranes.

Having analyzed the data in the table, it can be seen that the methods have their
own advantages and disadvantages despite all of them allow to determine the pore
parameters. Thus, SEM studies provide the highly accurate measurements of sizes
and shape and give direct information about the surface morphology, although the
method is relatively labor-consuming and does not allow to conduct researches on
large surface areas.

The hydrophilicity of the track membrane determination is the easiest method to
conduct the express analysis in the laboratory, but it has low accuracy and does not
provide direct information about the pore sizes and form, as well as the distribution
character on the surface.

The calculation of the membrane performance for air and water (manometric
method to determine the gas and water permeability) makes it possible to determine
the effective diameter of the pores in the laboratory, as well as to evaluate important
parameters for the practical use of track-etched membranes (performance for the
air and different gases, performance for the water), but it does not provide any
information about the surface morphology.

Determination of the bubble point makes it possible to get data about the maximal
pore diameter, which provides comprehensive information about the quality of track
membranes together with the SEM study, though the method is time-consuming,
that is related to measuring the surface tension of the liquid.

Conductometry provides the possibility to determine the pore diameter by
analyzing the current-voltage characteristics and is the only method that allows
conducting researches during the etching process. At the same time, this process
of determination of the pore parameters is quite time-consuming and gives only the
average value of pore sizes.
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Table 7.1 Comparative analysis of methods to determine the track membrane parameters

Method Advantages Disadvantages

SEM High accuracy; it gives a
direct information about the
surface morphology: allows
determining the size, shape of
pores (the study of chips), as
well as their distribution over
the surface

Requires a sample
preparation and complicated
equipment (SEM
microscope); it is impossible
to conduct researches on
large surface areas

Determination of the
hydrophilicity degree
(measurement of a contact
angle)

The possibility to conduct
express analysis in the
laboratory; no need to use
complicated equipment;
simplicity

Only a qualitative analysis;
absence of the direct data
about pore sizes; evaluation
of pore shapes is impossible

The calculation of the
membrane performance for
air (manometric method of a
gas permeability)

The possibility to determine
the effective pore diameters
in the laboratory and a
membrane performance for
air or various gases

The average value,
complicated equipment

The calculation of the
membrane performance for
water (manometric method of
a water permeability)

The possibility to determine
the effective pore diameters
in the laboratory and a
membrane performance for
water

The evaluation of pore shapes
is impossible, the average
value

Determination of the bubble
point

The possibility to determine
the maximal pore diameter

Time-consuming
measurements related to
determining the surface
tension of the liquid used in
the research

Conductometry The possibility to determine
the pore diameter by
analyzing the voltage
characteristics, as well as
during the etching process
[23]

Time-consuming process,
sophisticated calculation. The
average value for all pores

7.4 Conclusion

The formation of PET track membranes is comprehensively studied. Using XRD
method, the evolution of polymer structures has been shown in various stages of the
track membrane formation: under irradiation, UV sensitization, and etching.

Based on SEM studying the surface and the cross section of track membranes, the
dynamics of changes in the pore shape and sizes has been demonstrated at different
times of the etching. It is shown that pores have a cylindrical shape even at small
pore diameters (small etching times). Etching time growth leads to the increase of
the pore diameter with the simultaneous decrease of the average distance between
them, at this case the pore shape is cylindrical. 110 nm pore diameters are critical at
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109 cm�2 density, because the size growth leads to the overlap of large number of
pores, which affects the mechanical strength of the track membrane.

The study of the track membranes by SEM methods, measuring the contact
angle, determination of the bubble point, conductivity, as well as gas and water
permeability, has found that all of these methods allow us to accurately determine
the pore parameters and revealed to distinguish advantages and disadvantages of the
methods use.

Similar values obtained by different methods indicate the narrow distribution
of pores by diameter. Due to the unique ability to manage the parameters of
porous templates, a high degree of controlling the etching process and narrow
distribution of etching characteristics of individual pores, and also opportunity to
obtain templates with relatively low cost and high quality, track membranes based on
PET are indispensable material for applications such as porous matrices at template
synthesis of various nanostructure types, as filters for fine purification of gases and
liquids, for microfiltration processes to separate viruses and to fractionate colloidal
solutions, and for hemofiltration and plasmapheresis procedures.
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Chapter 8
Current Spin-Orbit-Induced Microwave
Magnetic Dynamics in Layered Nanostructures

A. M. Korostil and M. M. Krupa

8.1 Introduction

There is much current interest in dynamical processes in magnetically ordered
systems both from scientific and technological viewpoints. The special interest
is related to the problem of the intercoupling between a spin-polarized electron
current and the magnetic dynamics in multilayer magnetic nanostructures that can
be exhibited in such phenomena, as magnetic switching and a sustained precession
of magnetic order vectors.

The interrelation between the spin-polarized current and magnetic order vectors
in magnetic multilayer nanostructures [1–3], permitting their mutual control [4],
constitutes the basis of the operation of novel nano-devices [5], some of them with
properties of a magnetic random-access memory (MRAM) [6], magnetic logic,
and coherent microwave radiation sources that present considerable fundamental
and application interest [7, 8]. The operation of these devices can be based on
both the spin-polarized current-induced and the current spin-orbit-induced magnetic
dynamics including magnetic switching and precession [9–11]. Such phenomena
have real potential for application in systems of high-speed magnetic processing
information and high-frequency fine-tuned GHz and THz electromagnetic radiation.

The intercoupling between a spin current and magnetic state in magnetic
nanostructures constitutes the basis of the current-induced manipulation by mag-
netic dynamics and vice versa, i.e., the magnetic state-induced manipulation by
the spin current [12–15]. The spin current can be converted from an incoming
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charge current under internal effective magnetic fields of interactions of a different
origin (including s-d exchange and spin-orbit interactions) with corresponding
features of the action of a spin torque on the magnetic states and their dynamics.
Inducing magnetic dynamics such as the spin torque can cause switching and
precession of the magnetic order vectors (including ferro- and antiferromagnetic
orders) in magnetic nanolayers with ferromagnetic (FM) and antiferromagnetic
(AF) interactions. The frequency of the magnetic dynamics is determined by the
magnitude of magnetic exchange interaction, which is the largest for antiferromag-
netic materials. The prospect of obtaining the technological magnetic nanostructures
with low-threshold incoming currents, low power consumption, and controlled high-
frequency operation is related to utilization of the spin-orbit effects of the spin
polarization and magnetic nanostructures with AF exchange interactions.

Generally, the spin-orbit interaction includes the bulk spin Hall effect (SHE)
[12, 13] of the transverse (relatively to an incoming current) deflection of electrons
with opposite spins in opposite sides and the inverse spin Hall effect (ISHE) of
conversion of a charge current into the transverse spin current. In two-dimensional
structures (instance, interfaces), the spin-orbit interaction can be manifested via
the Rashba spin-orbit effect [14, 15] of the spin splitting of an electron disperse
along an electron wave vector. The impact of the spin current on the magnetic states
realizes via the spin torque T [16–18] consisting of so-called field-like and dumping-
like parts TÍÍ and T?, respectively, which are related to the effects of magnetic
order switching and precession dumping or antidumping. The field-like torque TÍÍ
originates predominantly by the spin-orbit coupling at the interface in combination
with the perturbation of the electron distribution function. The torque T? originates
predominantly by the perturbation of electronic states by the applied electric field.

The current spin-orbit-controlled microwave magnetic dynamics is realized
for nanostructures composed of a heavy metal nanolayer (for instance, Pt, Ta)
possessing the strong enough spin-orbit interaction and the adjacent active magnetic
nanolayer with a strong exchange interaction attaining maximum values of the order
of tens THz in the AF cases. For multisublattice magnetic structures (for instance,
for AF), a general magnetic dynamics is a combined effect of dynamics of each of
the magnetic sublattices coupled by the strong exchange interaction.

The interconnection between the incoming charge current and magnetic dynam-
ics occurs in the mentioned case via the spin current and the spin transfer effect
for each sublattice. In such magnetic systems, the simultaneous action of SHE and
the inverse SHE (of the transverse to spin current charge current) results in the
feedback between the incoming charge current and the magnetic dynamics. This
provides sustained steady-state spin torque magnetic oscillations, convertible via a
magnetoresistance effect into an AC voltage and the current-driven high-frequency
radiation.

The paper is organized as follows. In Sect. 8.2, features of the scattering of spin
currents at the interfaces are studied in multilayer magnetic nanostructures with
heavy metal sublayers. Section 8.3 is devoted to the dynamic feedback between
a magnetization and controlling incoming charge current in ferromagnetic-layered
nanostructures with heavy metal sublayers. The strong spin-orbit interaction, SHE,
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and ISHE can provide the robustness of the magnetization precession converting via
magnetoresistance effects into microwave radiation. In Sect. 8.4, features of spin
pumping and spin transfer torques as two reciprocal phenomena are considered in
AF-based nanostructures. Section 8.5 is devoted to the dynamic feedback between
the controlling charge current and the magnetic dynamics in AF-layered magnetic
nanostructures with heavy metal sublayers. In Sect. 8.6, spin Hall magnetoresistance
effect (SME) of the impact of the magnetization dynamics on the resistance
of the incoming charge current is considered in the bilayer AF nanostructures
with insulating AF layers and adjusted heavy metal sublayers as the result of
simultaneous action of SHE and ISHE.

8.2 Spin and Charge Currents in Magnetic Nanostructures
with Normal Heavy Metal Sublayers

Features of the electron transport in the mentioned magnetic nanostructures are
related to the spin-dependent scattering on interfaces. The electron scattering on
the normal metal (NM)/magnetic metal (M) interface represents the special interest
for magnetic heterostructures with the strong spin-orbital interaction and SHE. In
the ferromagnetic case, by scattering theory [19], the spin current j.NjF/

s through an
NjF interface (on the N side, flowing into F) can be expressed in terms of the F
magnetization M and the (vector) spin accumulation �sN in N:

jsN .m/ D
�
j" � j#

�
m-
1

e
.Grm � .m � �sN/C Gi .m � �sN// (8.1)

where mDM/ÍMÍ, eD � ÍeÍ is the electron charge, and

j".#/ D G".#/
e

Œ.�cN � �cF/˙ .m � �sN � �sF/� (8.2)

is the flow of electrons with spin-up and spin-down along m driven by the difference
between effective charge chemical potentials in N and F (�cN ��cF) and the
difference between spin accumulations at both sides of the interface (m ��sN ��sF).

The spin-dependent conductance at the interface

G".#/ D G0

X
nm

h
ınm � jr".#/

nm
2
i

(8.3)

where G0D e2/¯ is the conductance quantum, related to the spin-dependent reflec-
tion coefficient r".#/

nm corresponding to the electron transition between quantum
states n and m in with spin projections " and #, respectively, in N. Conductance
Gr and Gi in (8.1) are determined as real and imaginary parts of the spin-mixing
conductance
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G"# D G0

X
nm

h
ınm �

�
r"

nm

� �
r#

nm

��i
(8.4)

i.e., Gr(i)DRe(Im)G"# is related to spin-flip electron scattering at the interface.
Due to (8.1), the longitudinal (with respect to the magnetization in F) component

of the spin current (j"� j#)m can flow in a metallic F. At the same time, its
transverse components are absorbed at the interface on the atomic length scale and
act as a torque on the magnetization. The corresponding spin transfer torque (STT)
at the interface is described by the expression

TSTT D ¯
2e

m �
�

m � j.NjF/
s

�
(8.5)

Specially, large STT is realized in the current-in-plane (CIP) configuration with
the spin current generated by the SHE [20–22] in the N layer and converted to a
magnetization torque by the exchange interaction at the interface. This contributes
a so-called “damping-like” torque proportional to Gr with symmetry identical to
the exchange-mediated term. On the other hand, the Rashba spin-orbit effect at the
interface may generate a spin accumulation that acts on the magnetization exerting
a “field-like” torque corresponding to Gi.

8.3 Robustness of Ferromagnetic Dynamics

In ferromagnetic/normal metal heterostructures, the spin pumping and the spin
transfer torque are two reciprocal processes that occur concomitantly. Their inter-
play introduces a dynamic feedback effect interconnecting energy dissipation
channels of both magnetization and current. The solution of the spin diffusion
process in the presence of the SHE in the NM shows that the dynamic feedback
gives rise to a nonlinear magnetic damping that is crucial to sustain uniform steady-
state oscillations of a spin Hall oscillator [23–25].

In ferromagnetic (FM)/normal metal (NM) heterostructures, nonlocal effects
arise because conduction electrons and magnetization reside in different materials
and couple only at the interface. In this regime, spin pumping plays the role of spin
electromotive force, which refers to the generation of spin current from a precession
FM into the NM [25]. The pumped spin current is accompanied by a backflow of
spin current [24, 25], which reacts on the FM through the spin transfer torque (STT).
The combined effect of spin pumping and backflow-induced STT renormalizes the
spin-mixing conductance at the interface [17, 23]. However, in the presence of the
SHE, spin pumping and spin backflow are also connected by the combined effect of
the SHE and its inverse process ISHE, which forms a feedback loop as illustrated in
Fig. 8.1.

This additional feedback mechanism, proportional to the SH angle squared, 
2s ,
is essential to the electron transport in FM/NM heterostructures. Consequently, this
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Fig. 8.1 A FM/NMS bilayer,
spin pumping, and backflow
are connected by the SHE and
its inverse process (ISHE)
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feedback effect is important to the magnetization dynamics. In a reciprocal sense,
if we apply an AC current density to the NM, the SHE will drive the magnetization
precession via the STT, which in turn can pump spin current back into the NM and
renormalize the resistivity by means of the ISHE.

The feedback effect qualitatively modifies the dynamical behavior of an FM/NM
heterostructure. The feedback manifests as a novel nonlinear damping effect in
the magnetization dynamics. It enables uniform auto-oscillations of a spin Hall
oscillator and prevents magnetic switching. The feedback effect gives rise to a spin
Hall magnetoimpedance in the electron transport, which reduces to the observed
SMR in the DC limit.

Consider a FM/NM bilayer structure represented in Fig. 8.1 with the layer
thicknesses are dM and dN , respectively. The coordinate system is chosen such that
the magnetization direction at rest is along x, and the interface normal is along z. It is
assumed that the FM is insulating (e.g., YIG), but the essential physics remains valid
for a conducting FM since the feedback process takes place only on the NM side. In
terms of the electrochemical potential �0/2 and the vector of spin accumulation � in
the NM, the charge and spin current densities Jc

i and Js
.ij/, respectively, are described

by the expression Jc.s/
i.ij/ D � �

2e .@i�0.j/˙ 
 s"ijk@j(k)�k(0)) with the transport direction
i, the spin polarization direction j, the conductivity � , and the electron charge e. In
a given device geometry, only the spin current flowing along z-direction is relevant,
and so �D�(z, t). Correspondingly, the spin (charge) current density reduces to a
vector Jz(c). The electron and spin dynamics in the NM are described by equations

@�

@t
D D

@2�

@z2
� 1

�sf
� (8.6)

Jc D � �
2e


r�0 C 
sz � @�

@z

�
(8.7)
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Js D � �
2e


@�

@z
C 
sz � r�0

�
(8.8)

where D is the diffusion constant and � sf is the spin-flip relaxation time.
To solve the spin accumulation �, we assume that the charge current density Jc is

fixed by external circuit and is uniform in space. Besides that, we have two boundary
conditions Js(dN)D 0 and

Js0 D Gr

e

�
m � .m � �s0/C ¯m �

:
m
�

(8.9)

where �s0D�(0) and Gr is the real part of the areal density of the spin-mixing
conductance and the imaginary part is the real part of the areal density of the spin-
mixing conductance (the imaginary part Gi is neglected since Gr�Gi). In the right-
hand side of (8.9), the first term is the STT and the second term is the spin pumping.
They are two fundamental ingredients bridging the electron (spin) transport in the
NM with the magnetization dynamics of the FM. Due to the conservation of spin
angular momentum, the spin current density Js0 is absorbed by the FM, which is
reflected by the Landau-Lifshitz-Gilbert (LLG) equation

dm
dt
D �Heff �mC ˛0m � dm

dt
C ¯�ex

2eMsdM
Js0 (8.10)

Ms is the saturation magnetization, ˛0 is the Gilbert damping constant, and Heff is
the effective magnetic field.

For typical FMs, the magnetization dynamics is much slower than the spin
relaxation rate in the NM so that !rsf 
 1. In this limit, the spin accumulation
�(z, t) adapts to the instantaneous magnetization orientation and is kept quasi-
equilibrium. As a result, the spin dynamics described by (8.6) reduces to a stationary
spin diffusion process at any specified time. Retaining to second order in 
2s in (8.6)
gives

�.z/ D 2e�

�

˚

sƒ1.z/z � Jc �ƒ2.z/

�
Js0 C 
2s z � .z � Js0/

��
(8.11)

where � D p
D�sf is the spin diffusion length, ƒ1(z)D sinh A(z)/ cosh A(0), and

ƒ2(z)D cosh B(z)/ sinh B(0) with A(z)D (2z� dN)/2� and B(z)D (z� dN)/�. Here,
the t variable in �(z) is suppressed since its time dependence simply originates
from Jc and Js0. The dynamic feedback mechanisms are realized via an effective
magnetization dynamics and an effective electron magneto-transport which are
described by the system (8.6, 8.7, 8.8, 8.9, 8.10, and 8.11) after elimination electron
degrees of freedom (Jc and Js0) and the time derivative of the magnetization,
respectively.

The DC charge current (Jc) applied to normal metal nanolayer (Fig. 8.1), due
to the SHE, induces the total spin current density Js0 flowing across the interface.
The feedback effect is expressed in the intercoupling between the spin current
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density Js0 and the magnetization m(t) without any electron degree of freedom, by
which the LLG (8.10) will no longer involve any electron degrees of freedom. The
combination of (8.9) and (8.11) results in two convoluted relations of Js0 and �s0,
from which the solution for Js0 as a function of Jc, m(t) and its time derivative can
be obtained. Substituting this solution into (8.10) yields the effective magnetization
dynamics

dm
dt
D �Heff �mC !sm � Œ.z � jc/ �m�C �˛0 C ˛sp

�
m � dm

dt
(8.12)

where jc is the unite vector of Jc and

!s D 
sJc
¯�

eMsdM

�Gr tanh dN
2�

� C 2�Gr coth dN
�

(8.13)

is the strength of the STT (driven by Jc) scaled in the frequency dimension. The two
damping coefficients are described by the expression

asp.fb/ D
�
�
2sˇ

�0.1/¯2�
2e2MsdM

�Gr

.� C 2�Grˇ/
1.2/

(8.14)

where ˇD coth(dN /�). Here, ˛sp describes the conventional enhanced damping
from spin pumping with the spin backflow effects taken into account [25]; it is
independent of the SHE. By contrast, the afb term reflects the dynamic feedback
realized by virtue of the combined effect of the SHE and its inverse process as
schematically shown in Fig. 8.1. By virtue of (8.10), this damping term is nonlinear
in m? � the component of M transverse to the effective field Heff – whereas the
Gilbert damping term is linear in m?.

The feedback-induced nonlinear damping effect can be explained in the fol-
lowing way. If the magnetization precession is getting larger, it will trigger a
chain reaction: first, the pumped spin current Js0 increases, and then the spin
diffusion becomes stronger (i.e., j@z�j gets larger). This will necessarily lead to
a larger r�0 in the NM according to (8). Finally, the change of the emf will
feed back into Js0 according to (8.9), preventing its further increase. Therefore, the
growing magnetization precession is inhibited. The entire process realizes a negative
feedback.

8.4 Spin Currents in Antiferromagnetic Nanostructures

The spin pumping and spin transfer torque in antiferromagnetic (AF)-based nanos-
tructures represent the combined effect of their action in each of magnetic sublat-
tices coupled by a strong AF exchange interaction. Magnetization dynamics of these
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coupled sublattices leads to an AF order (l) dynamics manifesting as precession and
switching. Similarly to the magnetization in the ferromagnetic case, the AF order
precession generates the spin pumping current, which via the ISHE in adjacent
nonmagnetic nanolayers can convert into the transverse charge current. Thereby,
in AF nanostructures the influence of the AF dynamics on the charge current occurs
in AF nanostructures [26]. The inverse impact of the charge current on the AF
precession is realized via the SHE effect of the conversion of the charge current
into the transverse spin current, which owing to the exchange interaction exerts the
spin transfer torque on the AF order precession.

Characteristic features of the AF dynamics and its interconnection with the spin
currents in the form of the precession-induced spin pumping and spin transfer torque
are manifested in the AF two-sublattice model with an easy axis directed along
the axis z and magnetization unit vectors m1 and m2. These vectors are driven by
the exchange interaction, the anisotropy, and a magnetic field in the z direction. In
units of frequency, they are represented by !E, !A, and !HD �H0, respectively. The
equations of motion in a free precession approximation are

�
m1 D m1 � Œ!Em2- .!E C !H/ z� ;

�
m2 D m2 � Œ!Em1- .!E � !H/ z� ;

(8.15)

where the effective field causing the magnetization precession in a magnetic
sublattice contains the contribution from the exchange interaction with an adja-
cent magnetic sublattice. In linear response, when m1(2)D ˙ z - m1(2) , ? exp i!t at
Ím?Í
 1, the resonance frequencies are then

! D !H ˙ !R D !H ˙
p
!A .!A ˙ 2!E/ (8.16)

where the two corresponding eigenmodes are characterized by different chiralities.
In the left-handed (right-handed) mode, both m1 and m2 undergo a circular
clockwise (counterclockwise) precession with � phase difference. In the absence
of magnetic field, viz., !HD 0, the two modes are degenerate.

Since without the AF interaction spin current pumped from each of two magnetic
sublattices is proportional to m1(2) � @tm1(2), the total pumped spin current is roughly
proportional to l� @tl, where lD (m1�m2)/2 denotes the staggered field. The
different cone angles 
1 and 
2 of m1 and m2, respectively, result in an induced small
magnetization mD (m1Cm2)/2. These cone angles obey the relation 
2/
1D �,

where � �
�
1Cp!A=!E

�2
.

The spin currents in AF nanostructure determined by mixed scattering channels
associated with different sublattices on a NjAF interface. Typical AF materials are
insulators, and incident electrons from the normal metal cannot penetrate far. Only a
single atomic layer of AF directly connected to N suffices to describe the dominant
contribution to interface scattering. Therefore, the essential physics is captured by
modeling the NjAF interface as being semi-infinite in the transport direction and
infinite in the transverse direction.
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Features of kinetics of the polarized electrons in the considered AF nanostruc-
tures are described by their scattering matrix (S) near interfaces. In the nearest-
neighbor tight-binding model on a cubic lattice, this matrix in a linear in the small
magnetization approximation is described by the general expression

S D S0 C S!�1�0 C�S Œ�3 .l � � /C �0 .m � � /� (8.17)

where �1 , 2 , 3 are pseudospin Pauli matrices for sublattice degree of freedom, � are
the vector of spin Pauli matrices, and �0 and �0 are identity matrices. The last two
terms of (8.17) with a common coefficient �S are spin dependent and represent
umklapp and normal scatterings, respectively. Pumping currents are related to the
coefficients in (8.17) through the spin-mixing conductance G"#DGrC iGi, where

Gj D
�
e2A=¯�2�

“
dkydkz

�
ıj;rj�Sj2 C ıj;i Im

�
S�
0�S

��
; j D .r; i/ ;

where A is the interface cross section and ky and kz are the transverse momenta.
Although the AF resonance frequency reaches the THz region (1 	 10 meV),

the motion of the staggered field remains adiabatic. The spin eigenstates and the
scattering matrix (8.17) adiabatically adapt to the instantaneous configuration of
AFs. Regarding the staggered field l and the magnetization m as two independent
adiabatic parameters [24, 27, 28], the pumped spin current Is with the scattering
matrix can be obtained in the form

Is D e

¯
h
Gr

�
l � :

lCm � :
m
�
� Gi

:
m
i

(8.18)

This expression arises from a coherent sum of two independent spin pumping
contributions by m1 and m2. Due to the mixing of scattering channels from different
magnetic sublattices, the spin-mixing conductance Gr and Gi are different from
those of F. Moreover, AF dynamics is much faster than F that corresponds to a
stronger spin pumping.

By taking a time average of (8.18) over one period of oscillation, only the first
two terms survive and contribute to the DC component of spin current Idc

s . Despite
that ÍmÍ
jl j, the contribution of m� @tm to Idc

s can be comparable to that of l� @tl.
This is because Idc

s is proportional to the precession cone angle 
2 and the cone
angle associated with the staggered field is much smaller than the one associated
with the magnetization, 
 l� 0 but 
m�� /2.

From the sublattice degree of freedom involved in the AF dynamics, it follows a
staggered spin pumping. A staggered spin current represents the imbalance between
the spin current carried by the two sublattices. It has three components I.i/ss (i D 1,
2, 3) associated with three pseudo-spin Pauli matrices, from which after the time
average only the component
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I.3/ss D
¯
e

Gr

�
l � :

mCm � :

l
�
� Gi

:

l (8.19)

survives. Elastic scattering in the normal metal will destroy any staggered spin
accumulation, which decays on the time scale of ¯/t. Therefore, the staggered spin
current is defined within a distance of the mean free path away from the interface.

The reciprocal effect of spin pumping is STT, which describes the back action
that a spin current exerts on the AF. In linear response, an AF is driven by two
thermodynamic forces flD� ıF/ıl and fmD� ıF/ım (energy dimension), where

F D ¯
2

Z
dv

"
!0

a2
m2 C !l

a!H

X
i

.@il/
2-!HH �m

#
(8.20)

is the free energy. Here !0D!AC 2!E and ! l are the homogeneous and inhomo-
geneous exchange frequencies, respectively. Enforced by m � lD 0 and (l)2� 1, the
symmetry allowed dynamics described by the system [25, 26]

¯ �
l D �a3=v� f m � l (8.21a)

¯ �
m D �a3=v� f l � lC f m �m (8.21b)

where v is the system volume. Inserting them into (8.18) gives the response of the
spin current to fm and fl. Invoking the Onsager reciprocity relation, we derive the
response of l and m to a given spin voltage Vs in the normal metal, which are
identified as two STT terms Tl and Tm. To linear order in m

Tl D � a3

ev ŒGrl � .m � Vs/ � Gil � Vs� ;

Tm D � a3

evGrn � .m � Vs/ ;
(8.22)

that treats STTs on the two sublattices as completely independent.
In solving the AF dynamics, it is instructive to eliminate magnetization and

derive a closed equation of motion in terms of l alone [27–30]. In the linear
approximation in Vs, m, and @tl, the effective dynamics is described by the equation

l �
�::

l C ˛!0
:

lC !2Rl?
�
D !0a3Gr

ev
l � l � Vs (8.23)

where ˛ is the Gilbert damping constant and l? are perpendicular components of l
with respect to the easy axis. Since the STT only acts on the interface for a thin AF
film, a possible nonuniform motion of l is disregarded.

At small enough Vs collinear with the easy axis, the solution for a spectrum
of (8.23) characterizes by a negative imaginary part of the frequency ! so that
any perturbed motion will decay exponentially in time and the system is stable.
However, a sufficiently large Vs flips the sign of Im[!], which makes the system
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unstable and marks the onset of uniform AF excitation. The condition Im[!]D 0
determines the threshold spin voltage Vth

s D ˙ .ev ˛ !l/ =
�
a3Gr

�
, where C(�)

corresponds to the excitation of the right-handed (left-handed) mode.

8.5 Dynamic Feedback in Antiferromagnetic/Spin Hall
Structures

In the framework the current-induced dynamics of insulating antiferromagnets in
a spin Hall geometry and sufficiently large in-plane currents perpendicular to the
Néel AF order can trigger spontaneous oscillations at frequencies between the
acoustic and the optical eigenmodes [17, 23, 26]. The direction of the driving current
determines the chirality of the excitation. When the current exceeds a threshold, the
combined effect of current-induced torques and spin pumping introduces a dynamic
feedback that sustains steady-state oscillations with amplitudes controllable via
the applied current. This permits to obtain the SH nano-oscillator with operating
frequencies in THz range.

When an applied STT compensates the magnetic damping, the magnetization
becomes unstable: it either switches to another direction or evolves into a steady-
state oscillation. While the former improves writing operations in magnetic memory
devices, the latter enables sustainable AC signal generation from DC inputs, giving
rise to spin torque oscillators (STOs) [31, 32]. In ferromagnets, currents or magnetic
fields can tune the STO output frequency from the MHz to the GHz regime.

STOs can potentially be operated at much higher THz frequencies when anti-
ferromagnets (AFs) replace ferromagnets. It is possibly owing to the THz range
of the eigenfrequencies of typical AFs and possibility of spontaneous excitations
of an AF by anti-damping STTs. While most AFs are insulators where STTs
cannot be operated by passing through a current, the SHE can produce STTs even
when electrons do not flow through the magnet [31]. Therefore, integrating STOs
with the SHE paves the way toward low-dissipation spin Hall nano-oscillators
(SHNOs) [6].

However, to realize AF-based SHNOs, current-induced excitations should not
grow indefinitely, but instead should evolve into steady-state oscillations and
generate a substantial AC output. Although an AF under the action of an anti-
damping STT does not suffer magnetic switching, its Néel AF vector experi-
ences either no dynamics or a right-angle precession around the direction of
the spin accumulation [18]. Since the oscillation amplitude is not continuously
tunable via the applied current, the device does not meet the requirements of an
SHNO.

Steady-state oscillations are realizable in ferromagnetic STOs for the following
reasons. In a spin valve device, the angle dependence of the Gilbert damping and that
of the anti-damping STT differs. As a result, when the driving current is above the
threshold, there exists a unique angle where the two competing effects compensate.
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Fig. 8.2 An insulating
AF/HM heterostructure. The
applied DC current density Jc

drives the AF via the SHE.
The dynamics of the AF
pumps spin current back into
N, and converts into electric
field via the ISHE, which is
monitored by two voltmeters

Then, a steady-state oscillation is stabilized at that angle. However, this features no
longer active where the SHE creates the anti-damping STT. Therefore, one needs to
introduce alternative mechanisms to prevent a spontaneous excitation from growing
into magnetic switching.

Solution of the mentioned problem is based on the use of a feedback mechanism
[17] that is realizable in an AF/heavy metal heterostructure. The feedback effect
originates from the combined effect of the SHE and its reverse process that connects
the spin pumping with the spin backflow [33, 34], which is independent of the
dipolar interaction. The threshold of spontaneous excitations is determined via
solving the AF order dynamics in the linear response regime. The correlation
between the threshold and a current density is related to the SHE in the heavy
metal. The feedback is indispensable to sustain uniform auto-oscillation properties
of magnetic dynamics of the AF in device geometry in Fig. 8.2 and can be described
in the framework of two-sublattice crystal structure with the magnetizations vectors
m1 and m2.

The magnetic dynamics is characterized by the AF vector lD (m1�m2)/2 and
the small magnetization mD (m1Cm2)/2 and angular frequencies !?, ! ÍÍ, and !E

corresponding to the hard axis, easy plane anisotropy, and the Heisenberg exchange
interaction, respectively. In the macrospin description, the free energy is

F D �¯!3l2 � ¯
X
iD1;2

!i

2

�
.ril/

2 C .rim/
2
�

(8.24)

where !3D!EC!?, !1(2)D!EC! ÍÍ(?), and r1(2)D x(z), which defines thermo-
dynamic forces, ¯fl(m)D � @F/@l(m). The coupled equations of motion are

:

l D f 2 � .m; l/C ˛
�

m � :

lC l � :
m
�
C Tl (8.25)

:
m D f 1 � .m; l/C ˛

�
m � :

mC l � :

l
�
C Tm (8.26)
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where f1(2)D (fm(l)�, fl(m)�), (here the sign “�” denotes the vector multiplication),
˛ is the Gilbert damping constant, and the STTs given (see [13, 21]) by

Tm D l � .!s � l/Cm � .!s �m/ ;
Tl D l � .!s �m/Cm � .!s � l/ :

(8.27)

Here the STT strength is determined via the vector of spin accumulation !s.
The vector decomposition lD xC l? exp i!t in (8.26) results in the eigenfrequency
expression

!˙ D i!E˛ C

!2E!

0 ˙ !E

q
!2? � 4!2s

�1=2
(8.28)

where !0D!?C 2! ÍÍ�˛2, C (�) denotes the optical (acoustic) mode. As !s

increase, the real parts Re[!C] and Re[!�] approach each other until they become
degenerate at !sD!?/2. The imaginary parts Im[!C] and Im[!�] remain degen-
erate and unaffected for !s <!?/2. When !s >!?/2, Im[!C] (Im[!�]) reduces
(grows) rapidly, indicating that the damping is diminished (enhanced) by the STT.

At the threshold [18],

! th
s D

s
!2?
4
C ˛2 �2!jj C !?

�
!E (8.29)

Im[!C] vanishes, which marks the onset of spontaneous excitation of the optical
mode and the breakdown of the linear response approximation. The uniaxial
symmetry enforces that Im[!C] also vanishes for the threshold so that the auto-
oscillation can be triggered by a reversed current as well.

In the absence of the hard axis anisotropy, the threshold (8.29) is linear in ˛, so
the anti-damping effect occurs when the STT is turned on. However, in the general
case where !? > 0, the anti-damping effect appears only when !s >!?/2. Vectors
m1 and m2 always exhibit opposite chiralities, i.e., they rotate counterclockwise
(clockwise). However, at the degenerate point !sD!?/2, the chirality of m1(m2) in
the optical (acoustic) mode reverses. At !s >!?/2, both m1 and m2, hence the Néel
vector l, all acquire the same chirality. At the threshold ! th

s , the excited optical mode
is right handed. If !s changes sign, the optical mode is still excited, but its chirality
becomes left handed. These suggest that the direction of the current determines the
chirality of the excitation.

In the considered two-layered nanostructure, insulating AF/heavy normal metal
(HM) with strong spin-orbit coupling (Fig. 8.2), a current density Jc is applied along
the direction perpendicularly to the AF vector l. The SHE in the HM generates anti-
damping STTs to drive the AF vector dynamics, which in turn pumps spin current
back into the HM. The pumped spin current converts into a charge voltage due to the
inverse SHE. The spin diffusion equation in the presence of the SHE under boundary
conditions involving both spin pumping and STT results in the expression
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Jth
c D ! th

c

dM
�¯� C 2�e2Gr coth dN

�

�
2
s˛3�eGr tanh dN

�

(8.30)

describing the dependence of the a critical current density on the threshold STT
(8.29), the spin Hall angle 
 s, and the areal density of transverse mixing conductance
Gt

r. From (8.30) it is follows that the critical current density Jth
c can be lowered by

reducing (increasing) the thickness of the AF dM (HM dN).
The sustained steady-state oscillation of the AF vector in the mentioned nanos-

tructure can be realized via the dynamic feedback effect. The pumped spin current
from a precessing AF vector into the HM experiences a backflow [33, 34]. In
HMs, however, the spin pumping and the spin backflow are also connected via the
combined effect of the SHE and its inverse process, which feeds the Néel vector
dynamics back into itself. In ferromagnets, such a feedback mechanism manifests
as a nonlinear damping effect in the magnetization dynamics. Similar feedback-
induced damping effect can occur for AFs. In this case, the pumped spin current
into the HM converts into an electric field E due to ISHE. According to Ohm’s law,

Jc D �E � 
s .�=2e/ z � @z�s (8.31)

where �s is the spin accumulation in the HM. At the fixed current density Jc through
external circuits, a change of the electric field E necessarily leads to a change of
the spin accumulation. Subsequently, the change of �s diffuses and generates an
additional spin current, which will finally deliver the influence of spin pumping
back into the AF vector through STTs. Closing such a feedback loop results in a
feedback torque that should be added to (8.27) as

TFB D ˛NL

h
l2z l � :

l � :

lz .z � l/
i

(8.32)

where the feedback coefficient is

aNL D 
2s ˛
3

dM

2¯–e2G2
r coth dN

��
h� C 2�e2Gr coth dN

�

� (8.33)

While the feedback effect seems to be a higher-order effect as aNL is proportional
to 
2s , it can be significantly enhanced by searching for materials with large 
 s. The
feedback-induced nonlinear damping is a critical ingredient because it dramatically
modifies the dynamical behavior of an SHNO using AF.

A salient feature of the considered stable oscillation phase is that the applied
DC current density Jc controls the output power and that the output power is
substantial that is indispensable for an SHNO. In the stable oscillation phase, the
actual frequency output lies between the acoustic and the optical modes. The AC
voltage output is determined by ISHE and the spin pumping. For a fixed Jc the total
electric field ED Jc/� C�E includes a time-varying part
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�E D 
s¯
dN

�eGr tanh dN
2�

h� � 2�e2Gr coth dN
�

�
l � :

l
�
� z (8.34)

A time average of (8.34) results in the effective value of the components Ex and
Ey which are appreciably large in the stable oscillation phase.

8.6 Spin Hall Magnetoresistance in Magnetic Nanostructures

Interconnection between the magnetic dynamics in magnetic layers and the charge
current in the adjacent nonmagnetic heavy metal (HM) nanolayers with the strong
spin-orbit interaction can exhibit via the so-called spin Hall magnetoresistance
effect (SME) [35, 36] of the magnetic-induced change of the charge current. The
impact of the magnetic dynamics on the charge current in nonmagnetic layers is
related to a nonequilibrium proximity effect caused by the simultaneous action of
the SHE and ISHE [37, 38]. The impact of the magnetization on the charge current
occurs via the magnetic-induced variation of the nonequilibrium spin diffusion in
the normal metal layers at the interface, converting by the ISHE into the charge
current. Herewith, the spin diffusion occurs from the dynamic state of the spin
accumulation caused by the interface reflection of the SHE-induced spin current.
The spin diffusion current is in direct dependence on the exchange interaction
between the magnetization and the spin current nearby the interface.

Especially clearly, SME is exhibited in the case of insulating magnetic (IM)
nanolayer (specifically, yttrium iron garnet (YIG)) adjusting to the HM nanolayer
(specifically, Pt) possessing the strong enough spin-orbit interaction. When a charge
current Jc is sent through a Pt nanolayer, a transverse spin current Js is generated by
the SHE following Jc/ � � Js, where � is the polarization direction of the spin
current. Part of this spin current is directed toward the interface as is shown in
Fig. 8.3.

At the interface, the electrons in the Pt will interact with the localized moments
in the YIG. Depending on the magnetization (M) direction of the YIG, electron
spins will be absorbed (M? � ) or reflected (MÍÍ� ). By changing the direction of the
magnetization of the YIG, the polarization direction of the reflected spins and thus
the direction of the additional created charge current can be controlled. A charge
current with a component in the direction perpendicular to Je can also be created,
which generates a transverse voltage.

In a diffusion approximation for both magnetic and HM nanolayers, the spin and
charge currents are expressed in terms of gradients of charge and spin accumulations
(or spin-dependent electrochemical potentials and densities). The charge current
density is the expectation value of the current operator jD e(nvC vn)/2, where e
is the electron charge, n is the electron density, and v is the velocity operator. For a
normal metal with constant density nN and rift velocity vN , jeN D enNvN . The spin
current in the nonrelativistic limit is the second-order tensor
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Fig. 8.3 Schematic of the passage of spin and charge currents at the SME in a YIG/Pt nanostruc-
ture. (a) When the magnetization M YIG is perpendicular to the spin polarization � of the spin
accumulation created in the Pt by the SHE, the spin accumulation will be absorbed (Jabs) by the
localized moments in the YIG. (b) For M parallel to � , the spin accumulation cannot be absorbed,
which results in a reflected spin current back into the Pt, where an additional charge current Jrefl

will be created by the ISHE

 !
j sN D

e

2
h j˝ � C � ˝ j i D � jsx; jsy; jsz

�T
(8.35)

where � is the vector of Pauli spin matrices, ˝ denotes the tensor product, and
< � � � > denotes an expectation value. The row vectors jsiD en(v� iC � iv)/2 are the
spin current densities polarized in the i-direction. In metallic ferromagnets with
homogenous texture, the average spin current is projected along the unit vector of
the magnetization direction m, so the charge current and spin current tensor have
the form

jcF D e
�
n"Fv"F C n#Fv#F

�
;

 !
jsFD jsF ˝m D �j"F-j#F

�˝m;
(8.36)

where jcF is the spin current density direction vector.
In the diffusion approach and the two-channel model, currents close to the

interface of the heterostructure are determined via gradients of the spin-dependent
chemical potentials �−F, j−FD � (�−F/e)r�−F, where −D (",#) represents the
spin direction along of the magnetization and �−F is the spin-dependent con-
ductivity. The charge current jcFD j"FCj#F and the spin current jsFD j"F-j#F

are expressed via charge and spin chemical potentials �cFD (�"FC�#F)/2 and
�sFD (�"F ��#F)/2, respectively. These currents are described by the general
expression [37]

ji D �
�F

e


ıi;cF

	
r�cF C 1

2
Pr�sF



C ıi;sF

	
Pr�cF C 1

2
r�sF


�
; i D .cF; sF/

(8.37)
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where PD (�"F � �#F)/(�"FC �#F). The abovementioned potentials are deter-
mined by the diffusion equations

r2�sF D �sF

�2F
; r2 .�cF C P�sF=2/ D 0 (8.38)

where the spin-flip diffusion length �F D
�
��2

"F C ��2
#F

��1=2
is expressed in terms

of the spin diffusion lengths �&F D
p

D&F�sf ;&F for each spin (�−f , sF is the spin-
dependent spin-flip time). The spin-dependent charge diffusion constant D&F D
�&Fv

2
&F=3 depends on the spin-dependent relaxation time �−F and Fermi velocity

v−. Solutions of (8.38), corresponding to boundary conditions at interface, due to
(8.37) determine the charge and spin currents.

In normal metals, the induced spin accumulations are represented by the
(position-dependent) vector �sN D (�sx,�sy,�sz)T ��cN1, components of which
together with the charge chemical potential obey the diffusion equation system

r2�si D �si

�2
; r2�cN D 0 (8.39)

Without the SHE, charge and spin currents are expressed by the system

jcN D �
�cN

e
r�cN ; jsi D �

�si

e
r�si (8.40)

The spin polarization in the case of the NM layers has arbitrary direction in
contrast to the case of the magnetic layers.

In the considered case of the bilayer nanostructure HM/FI (FI denotes insulating
magnetic) represented in Fig. 8.4, the charge current flow in the metal parallel to the
applied electric field E and the SHE generate a spin accumulation. The generalized
Ohm’s law in this can be represented by the system [19]

Fig. 8.4 The NjFI bilayer
structure with the charge flow
along an electric field E
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jsi D
�N

e
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where �sN D (�sx,�sy,�sz)T ��cN1 is the spin accumulation, i.e., the spin-
dependent chemical potential relative to the charge chemical potential �cN D e®,
�N is the electric conductivity, and “�” denotes the vector product operating on the
gradients of the spin-dependent chemical potentials. The SHE is governed by the
first term in (8.41) that generates the spin currents parallel to the applied electric
field EDExx (Fig. 8.4). The ISHE is governed by the second term in (8.42) that
connects the gradients of the spin accumulations to the charge current density.

According to (8.41) and (8.42), the spin current in N consists of conventional
diffusion and spin Hall drift contributions. The spin current density flowing in the
z-direction is described by the expression

jsz D �
�N

2e
rz�sN � jSH

s0 y (8.43)

where jSH
s0 D 
S�NEx is the bare spin Hall current, i.e., the spin current generated

directly by the SHE. Due to the boundary conditions, jsz(z) is continuous at the
interfaces (zD dN , 0). The spin current density at a vacuum interface (zD dN)
vanishes, while at the magnetic interface (zD 0), it is governed by the spin
accumulation and spin-mixing conductance according to (8.1), jsz(0)D � js(Nj F).
With these boundary conditions, solution of (8.39) for the spin accumulation is
described by the expression

�sN.z/

�0s
D �y

sinh A.z/

sinh A.0/
� 2� cosh B.z/

sinh B.0/
Œm � .m � y/ReC .m � y/ Im� '

�
G"#

�
(8.44)

where A(z) and B(z) were defined in (8.11), ®(z)D z(�N C 2�z coth B(2dN)�1, and
�0s is the spin accumulation at the interface in the absence of spin transfer. By virtue
of (8.44), the spin current in N is described by the expression

jzs.z/

jSH
s0

D y .�1.z/ � 1/ -�2.z/ R '
�
G"#

�
(8.45)

where

�1.z/ D cosh A.z/

cosh A.0/
; �2.z/ D 2� tanh A.0/ sinh B.z/

sinh B.0/
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R denotes the expression emphasized by squared brackets in (8.44). The spin
current at the interface NjF vanishes when the magnetization is along y. The spin
current at the interface and the torque on the magnetization are activated, while
the spin accumulation is dissipated by rotation of the magnetization from y to x.
The x-components of both spin accumulation and spin current vanish when the
magnetization is along x and y and are largest at (xC y)/2.

The ISHE drives a change current in the x - y plane by the diffusion spin current
component flowing along y-direction. The total longitudinal (along x) and transverse
(along y) charge currents [37]

jcx.z/

�NEx
D 1C 
2S Œƒ1.z/C

�
1 � m2

y

�
ƒ2.z/ Re'

�
G"#

��
(8.46)
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�
'
�
G"#

�
(8.47)

describe the magnetization dependence of the charge current.
Averaging (8.46) and (8.47) over the thickness z results in the corresponding

electrical resistances, which in the first-order approximation in 
2S are described by
the expressions

�x D � � 

2
SH tanh A.0/

A.0/

 
1 � �

�
1 � m2
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�
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2
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�
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�y D �

2
S�tanh2A.0/
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�
'
�
G"#

�
(8.49)

Here, when the N layer thickness increases relatively to the spin-flip diffusion
length (�/dN! 0), A(0)! 0 and SME vanishes. Its magnitude is proportional to the
second power of the spin Hall angle and is related to the spin-mixing conductance
at the interface.
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Chapter 9
Localization of Orbitals and Electronic
Properties in Nanodiamonds with Color
Centers: Semiempirical Models

Anatoliy V. Luzanov

9.1 Introduction

Nanodiamonds (ND) and their functionalized analogs have attracted wide interest
during the recent years because of a versatile array of applications of ND particles –
from biomedicine to quantum computing [1–8]. This is especially true for ND
containing color centers, such as nitrogen-vacancy (NV) centers. For instance, the
photostable color centers are considered as promising candidates for qubit (quantum
bit) in future quantum information processing [6–11]. Our own interest in these
objects was stimulated by one earlier paper [12] where the spin properties of the
small clusters with NV color centers were modeled; for further development, see
many other quantum chemical works [13–19]. Particularly, excited states play the
significant role in nanophysics of the paramagnetic nanodiamond color centers [20–
22], and a thorough analysis of these states is an interesting and useful field to study.

The main aim of this chapter is to present, in a wide context, the description of
orbital nature and other important aspects of the excited states in nanodiamonds with
NV defects. For these purposes we employ the previously developed interpretation
tools [23–27] which provide a visual analysis of molecular excited states. We
generalize our recent results on the nanocluster excited states [28–31] and add
supplementary quantification measures which help us to see what happens at the
electronic level when the color center is excited.

The plan of the paper is as follows. In the next section, we describe the quantum
chemical models and computational details used in this work. In Sect 9.3, the
quantification of electron localization is proposed based on the generalized partition
ratio indices. These indices are exploited in studying the orbital localization in Sect.
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9.4. In Sect. 9.5 an effective interpretative scheme for the electronically excited
color centers is provided. Section 9.6 deals with interesting points concerning a
compact description of hole-particle amplitudes related to the lowest transitions.
The peculiarities of modeling triplet-singlet excitations are considered in Sect. 9.7.
The results of computing color center spin properties are displayed in Sect. 9.8, and
the last section summarizes this chapter.

9.2 Models and Computational Details

We will study the ground and excited states of nanoclusters with hundreds of
atoms by using the semiempirical model of CNDO type, namely, the CNDOL2
(or simply, CNDOL) approximation which is well elaborated in refs. [32–34].
It should be stressed that the practically used TDDFT (time-dependent density
functional theory) has its known limitations and inaccuracies (recall Burke’s ironic
and witty remark about DFT: “The good, the bad and the ugly” [35]). It seems that
in practice, the semiempirical approaches, such as CNDOL, are not too inferior to
that of TDDFT. Due to the simplicity of CNDOL, we could program and do most
numerical computations within a mathematica 5.2 environment [36] on a modest
laptop. Specifically, we employed the unrestricted Hartree-Fock (UHF) method
for the ground state and the configurational interaction singles (CIS) model (more
exactly, CIS/UHF) for the lowest excited states. For finding the latter, we have taken
advantage of the conventional Lanczos diagonalization method which is particularly
suitable for dealing with the CIS/UHF matrix algorithm given previously in ref.
[37]; details and modifications will be published elsewhere.

We shall now briefly describe the systems under study. The main molecular
model we study here is the C3v symmetry nanostructure with NV color center
of composition C273H176N�. It was generated from the idealized tetrahedral ND
structure C275H176. The latter was optimized at the semiempirical AM1 method,
and then NV center was made in a usual way (by forming a vacancy in the cluster
center and substituting an adjacent atom with the negative nitrogen ion). By using
UHF/CNDOL for this NV center, we predict the spin-triplet ground state with
symmetry 3A2, as it should be in accordance with experiment and nonempirical
calculations of typical NV centers [10–12].

In a similar way, we constructed two smaller systems C85H76N� and C173H112N�
which served us for comparison with the main nanostructure. In particular, we
obtained the following calculated values of the lowest triplet-triplet 3A2!3E
transition energy (in eV): 2.06, 1.96, and 1.94 for C85H76N�, C173H112N�, and
C273H176N�, respectively. We see that in the case of the last (main) system, we
get almost a limiting value of the transition energy (with accuracy allowed by the
method employed). Seemingly, the study of diamondoids with nearly 300 carbon
atoms is quite sufficient for simulating optical properties of a single-color center in
large nanodiamonds. The basic cause of this is the well-known localized nature of
defect states. We give a detailed description of it in subsequent sections.
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9.3 Main Localization Indices

Before specifying the problems, we provide definitions of the main localization
measures which are used throughout the paper. As usual in quantum mechanics,
the squared expansion coefficients define appropriate probabilities. For instance,
in most one-electron theories, conventional LCAO (linear combination of atomic
orbitals) of all atoms in molecule 1 , 2 , : : : , A , : : : , M, represents molecular
orbital (MO). Then, corresponding sum of squares of LCAO coefficients generates
probability wA of finding the electron (associated with the given MO) at a respective
molecular region A. In what follows, we will use set fwAg which will be assigned
only to the individual atoms of the studied systems. Generally, when considering
electrons in atomic clusters or molecules, we will compute probability sets fwAg
representing other quantum process in the cluster considered (e.g., wA as local
excitation probability). Note for further use that atomic distributions fwAg will be
displayed by colored circles of size proportional to the corresponding wA magnitude.

Given the probability set, it is easy to compute global localization indices which
were designed long ago in [38] for analyzing vibrational modes. This is the so-called
partition relation (PR) index

PR D 1=
X

A

wA
2 (9.1)

and the related inverse partition relation (IPR) index

IPR D
X

A

wA
2 (9.2)

It is not difficult to understand that PR shows how many significant members
appear in fwAg. In passing, note that the similar quantities, termed the collectivity
numbers, were independently proposed in [23, 39] for hole-particle amplitudes of
the abovementioned CIS model.

There are also high-order PR indices which were considered recently in [40]. We
will use the second-order index of the form

PR2 D
 X

A

wA
2

!2
=

 X
A

wA
4

!
(9.3)

that was applied in our works as well [31, 41]. The index provides a more suitable
estimation of the number of the active centers of localization. In the present paper,
we additionally employ a new index � IPR which we identify, up to a factor, with a
standard deviation of IPR itself (for more detail, see [31]). By definition, � IPR as
IPR fluctuation index is of the form
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�IPR D dim
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A
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 X
A

wA
2

!23
5
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(9.4)

with dim being a size of fwAg. The quantity turns out to be very sensitive to
an inhomogeneity in the probability set and serves us as a suitable measure of
localization without inspecting the whole probability array and corresponding visual
images (see the next section). This is a good merit that is especially helpful for
nanoclusters where a great set of large-size state vectors should be inevitably
investigated.

9.4 Orbital Localization

We start with the orbital localization measures. First of all, they are necessary for
analyzing the ground electronic states of molecules or atomic clusters in question.
By working with the triplet (open-shell) ground state at the UHF level, we make the
conventional distinction between ’-orbitals (spin-up orbitals) and “-orbitals (spin-
down orbitals). For our analysis, it means that we must compute indices (9.1), (9.2),
(9.3), and (9.4) for each sort of orbitals. In Figs. 9.1 and 9.2, we display � IPR vs
orbital number j and give the spatial images of HOMO and LUMO localizations
for spin-up and spin-down orbitals. All the images represent here only the most
important NV region including the nitrogen atom and 142 carbon atoms. In the
plots the maximum value of � IPR is marked on the ordinate.

The presented � IPR plots provide a very clear indication that HOMO and LUMO,
i.e., frontier orbitals, are most localized (somewhere). Additionally, from the given
spatial localization images, we simply detect the region where our frontier MOs are
really localized. We observe that ’-HOMO and both “-frontier MOs are strongly
localized in the vacancy vicinity, whereas ’-LUMO is not. These peculiarities
are essential for understanding low-lying excited states we consider later. The

a-HOMO a-LUMO

1 425 847
j

SIPR

1

58

Fig. 9.1 Fluctuation index � IPR, for all ’-MOs (the first panel), and the atomic localization
diagrams for the frontier ’-MOs (the rest panels) in C273H176N�
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b-HOMO b-LUMO

1 425 845
j
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1

88

Fig. 9.2 Fluctuation index � IPR, for all “-MOs (the first panel), and the atomic localization
diagrams for the frontier “-MOs (the rest panels) in C273H176N�

Table 9.1 Generalized
partition ratio index PR2;
fluctuation index � IPR, and
NV center localization L[NV]

for frontier orbitals

’-HOMO ’-LUMO “-HOMO “-LUMO

PR2 3.5 68.8 3.8 3.1
� IPR 57.8 3.3 58.0 88.4
L[NV] (in %) 44 2 52 75

supplementary information is given in Table 9.1. The corresponding data describe
quantitatively the abovementioned differences in ’- and “-MOs. In the table the
index L[NV] gives a direct measure of the orbital localization on four atoms nearest to
the vacancy. Thus, we fully characterize the ’-LUMO as significantly delocalized,
unlike the rest frontier MOs.

The above analysis enables us to understand what can be expected, at least qual-
itatively, for the localization of various physical properties, e.g., optical transitions.
Really, in a simplistic purely orbital model, the lowest excitations are identified
with HOMO! LUMO transitions. Within such a model the conservation of spin
projection is valid, and we obtain two independent triplet-triplet (TT) transitions,
namely, ’-HOMO ! ’-LUMO (or [’]- type) and “-HOMO ! “-LUMO (or
[“]-type). Then, excitation energies are equal to differences of the corresponding
orbital energies (Fock matrix eigenvalues for ’- and “-shells). We will denote
these differences by �˛ and �ˇ for [’]-type and [“]-type, respectively. Specific
computations give the following values (in eV):�˛D 9.51 , and�ˇD 6.67. We see
that �ˇ is markedly lesser than �˛ , so that the lowest transition is of [“]-type. In
such a case, we can suppose that the lowest TT transition is strongly localized in the
vacancy vicinity site because of the localization properties of the “-frontier MOs
(see Fig. 9.2). Now take into account that “-HOMO has a1 symmetry and “-LUMO
has symmetry e. Thus, in agreement with more rigorous theories, the lowest [“]-
excitation should be of symmetry species E.
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9.5 Localization of Excited States

In a more consistent CIS/UHF theory, all [’]- and [“]-transitions are intermixed.
However, owing to their different spatial localization, the mixing is insignificant,
and the final lowest TT excitation retains its [“]-character and symmetry. This
consideration is confirmed by a direct CIS/UHF calculation involving all possible
one-electron [’]- and [“]-transitions (806,448 ones for our main nanocluster).
Indeed, we find that the sum of squares of all (403224) hole-particle “-amplitudes
is equal to 0.981; hole-particle ’-amplitudes make up the remainder (0.019).
Practically the same values are obtained for other, smaller, nanoclusters mentioned
in Sect. 9.2.

Now we examine in more detail the nature of the lowest TT transition 3A2!3E
in C273H176N�. We will use interpretation technique [23, 24] based on a special
set of indices. These are the atomic excitation indices L�

A and charge transfer (CT)
numbers lA ! B where A and B are individual atoms. The number lA ! B can be
viewed as probability of occurrence of the individual CT state : : :AC : : : B- : : : due
to the excitation. The total excitation index L�

A captures all possible CT processes
connected with the given atom A:

L�
A D lA!A C

X
B¤A

. lA!B C lA!B/ =2

In Fig. 9.3 we show the computed atomic distribution
˚
L�

A

�
along with the

diagram of electronic charge differences f�PAg where for the given A, �PA is the
difference between the net charge in the excited state and that in the ground state. We

Fig. 9.3 Atomic distribution,
˚
L�

A

�
, of the lowest TT excitation and the corresponding charge

difference diagram f�PAg
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see that indeed the excitation is preferably localized on four atoms at the vacancy
site, where just the “-frontier MOs are concentrated. Recall that these four atoms
are the substitutional nitrogen atom and three dangling carbon atoms.

We will also give several quantitative results characterizing the excitation:

PR2� D 3:15; ��
IPR D 44:7; L�

ŒNV� D 71% (9.5)

where PR2� and ��
IPR are computed by (9.3) and (9.4). The so-called excitation

radius, R exc, serves as the additional physical characteristics of spreading excita-
tion. Following [26] we define R exc by averaging interatomic distances rAB over
probability set f lA ! B g:

R exc D
X
A;B

rAB lA!B

Our computations give R exc D 2.67 Å that can be compared with the distance
between the dangling carbon atoms r

AA’ D 2.53 Å and with the corresponding

distance r
AA’ D 1:54

p
8=3 D 2.515 Å in the ideal diamondoid. Notice that

for the smaller nanocluster C173H112N�, we obtained a somewhat smaller value
R exc D 2.65 Å. This reflects the expected effect of reducing delocalization due to
decreasing cluster size. Furthermore, individual CT numbers for atoms around the
vacancy provide more information on the character of the excitation. For atoms in
interest (N and three equivalent dangling C atoms), we have the following block of
the CT matrix:

klA!Bk D

��������

0: 0:017 0:017 0:017

0: 0:053 0:050 0:050

0: 0:050 0:053 0:050

0: 0:050 0:050 0:053

��������
(9.6)

We see that the lowest transition has a significant CT character caused by the
interatomic CT processes around the vacancy. The CT processes of the rest of the
atoms are also important. The sum of all lA ! B (A¤B) can be identified with a
total measure of CT character CTtot [27]. In the case considered, we obtain (in %)
CTtot D 83%.

9.6 Natural Hole and Particle Orbitals

For completeness, we briefly discuss a hole-particle structure of our excited
states treated within the CIS approximation. Recall that wave functions j‰�i of
CIS-excited states are superpositions of all hole-particle excitations ji! ai:



122 A.V. Luzanov

j‰�i D
X
iIa
�ai ji! ai (9.7)

Here �ai are hole-particle amplitudes, and ji! ai is the Slater determinant
produced from the initial Hartree-Fock determinant by substituting a “hole” orbital
jii with a “particle” orbital jai. In turn, hole and particle orbitals can be taken as
certain superpositions of occupied and virtual MOs, respectively. In earlier work
[23], we constructed the most concise representation of (9.7) by using a special
diagonalizing procedure of non-Hermitian hole-particle matrix

� Djj �ai jj (9.8)

In modern terminology it corresponds to the so-called singular value decompo-
sition of � . Now this representation of CIS and related amplitudes became very
popular after its rediscovery [42] within the TDDFT approach. By SVD technique
we transform (9.7) to the following form

j‰�i D
X

u

�u ju! u�i (9.9)

where �u are new hole-particle amplitudes (in fact, singular values of � ) and fjuig
and fju�ig comprise new suitable sets of hole and particle orbitals, respectively.
As shown in refs. [23, 39], these sets are but natural orbitals of the CIS-excited
state. It means that the respective one-electron density matrix is diagonal in this
representation. A measure of conciseness of representation (9.9) is just collectivity
number �, that is, a PR index of the form

� D 1=
X

u

.�u/
4 (9.10)

proposed in [39] for probability set f(�u)2g. In other words, � provides the
localization measure in a hole-particle space. Notice that computation on (9.10) can
avoid a direct SVD if using a simple explicit formula in terms of matrix (9.8) [27]:
�D 1/Tr(�C� )2.

Now turn to our problem of 3E excitation. We first give its collectivity measure:
�D 1.09. Practically the same value is obtained for other systems. It means that,
in fact, each of two sublevels of 3E term is mainly formed by single hole-particle
excitation. If needed, the respective singular value spectrum can be obtained in a
usual way. For instance, we have the following main part of singular value spectrum:
f0.979,0.0612,0.045,0.044 : : : g for one of � -matrices for 3E, and practically the
same spectrum for the second � -matrix.

We can also find the overlap between respective natural orbitals of the lowest
excitation and the HOMO and LUMO of the UHF ground state. Let us recall that
[“]-transitions constitute a major contribution to the total excitation. Thus, it is
sufficient to analyze the corresponding natural orbitals of “-type. The computations
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indicate a very high overlap integral of the leading natural hole “-orbital (with
maximal �u) and “-HOMO, namely, the overlap integral is 0.972. The particle
natural orbital (with the same �u) exhibits even greater overlap integral 0.995.

Of course, in a general case, such overlaps can be not so close to unity. But
judging from our experience, the main conclusion that � is only a little more than
1 is typical for lowest excitations in color NV centers and related problems. In
other words, the lowest excitations can be treated as an effective single hole-particle
transition – only one term in Eq. (9.5). This is an important inference from which a
certain simplified technique can be derived. Particularly, we might turn to the earlier
Hartree-Fock-like theories of excited states [43]. They can be easily reformulated
for problems of our type, thus avoiding CIS computations, too complicated for large
nanoclusters. Another, more general approach is to use a multiconfigurational self-
consistent (MCSCF) theory in the CIS/UHF context. A suitable MCSCF matrix
representation from [44] can be used for this purpose. The study in this line is now
in progress.

9.7 Triplet-Singlet Excitations

Usually, spin-triplet states of the ND color centers are of the most interest for
applications. Nevertheless, low-lying spin-singlet states attract attention in its own
right, and many new researches appeared in this field [45–47]. We preliminarily
studied the color center singlet states [28] wherein a special technique which is
known as the spin-flip approach was exploited. The core idea of using spin flips
was conceived by Bethe in his classical model of a 1D antiferromagnetic chain
[48]. In quantum chemistry, the simplified semiempirical studies based on spin-
flip transformations were first given in [49]. The most advanced are the ab initio
approaches proposed in [50]. Here, for our main cluster C273H176N�, we reconsider
the problem of singlet states by using CNDOL approach.

For the singlet states, we will employ the following wave function of CIS-type
(9.7):

j‰�i D
X
iIa
�ai

ˇ̌
i" ! a#

˛
(9.11)

where i" denotes a spin-up occupied (hole) orbital, and a# is a spin-down vacant
(particle) orbital in the reference UHF determinant of the ground triplet state.
Such type of CIS is termed the SF-CIS model [50]. Clearly, elementary hole-
particle transitions ji"! a#i decrease a spin projection of the initial ground state. It
produces a possible superposition of determinants with zero spin projection. Thus,
among variational solutions of the SF-CIS problem, almost spin-pure singlet states
must appear.

For our system with the triplet ground state, the corresponding computational
algorithm [51] gives the lowest transition to 1E symmetry singlet state with
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excitation energy � D 0.85 eV. This value provides only a crude estimate of the
unknown experimental quantity of 3A2!1E transition energy. Existing estimates
of 3E are ranging from 0.42 eV to 0.9 eV (see Table 9.1 in [17]), but the value
near 0.5 eV can be treated as a more reliable. Even though we can hope that the
main physical features of the transition are well captured by the used semiempirical
model. It follows from the results we discuss later.

There is one point that we would like touch upon now and that is a specificity
of singlet states in comparison with triplet states. Indeed, singlet states have no spin
density and no other direct spin properties at all. However, in quantum chemistry
there is a way to consider a counterpart of spin or quasispin effects for singlet states
too. This is the effectively unpaired electron (EUE) theory which appeared in [52];
the state of the art in this field is given in review [41]. Simply speaking, we can
construct the needed counterpart of the spin density by defining a deviation density
matrix, Dodd, by the expression proposed in [52]:

Dodd D 2D � D2

where D is a full one-electron density matrix summed up over spin variables. For the
one-electron models, DoddD 0 for any singlet state, so (9.10) describes a deviation
from the maximal closed-shell picture and thereby can serve as the density matrix of
the effectively unpaired electrons occurring due to electron correlation. In particular,
matrix trace, Tr Dodd, is treated a number of EUE. Somewhat more appropriate
is the modified variant given in [53], where the EUE density matrix is redefined.
This matrix is denoted as DU, and it can be shown that DUD (Dodd)2, and the total
measure of EUE is identified with NUDTr DU. These DU and NU quantities will be
used below.

Now we describe the obtained results. For singlet state 1E, we found that
NUD 2.07, and such NUŠ 2 is a typical value for the low-lying spin-singlet
excitations [41]. It means that this state is the so-called open-shell singlet in which
we have in average two unpaired electron spins. These electrons are distributed
inhomogeneously over the nanocluster, and it can be read off by merely glancing at
Fig.9.4 where the corresponding diagram of atomic contributions

˚
LU

A

�
is presented

Fig. 9.4 Unpaired electron
distribution

˚
LU

A

�
in the

lowest singlet state
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(unpaired electron densities are colored by magenta). We see that the distribution
is of the same type as the

˚
L�

A

�
distribution of the lowest TT transition given in

Fig. 9.3. Localization measures are also close to indices in Eq. (9.5): PR2 D 3.04,
� IPR D 46.0, and LU

ŒNV� D 77%.

9.8 Spin Properties

As a final topic, we briefly address the spin densities and related properties of the
lowest energy states. Studying such properties is an important part of the current
investigations of paramagnetic color centers, particularly for designing quantum
computers based on the nanodiamond NV centers (see, e.g., [54]). The localization
of electronic spins is one of the themes which is discussed frequently. Interestingly,
it was established in past ESR studies [55] that the unpaired electrons are highly
localized around the NV defect. The same picture was reported in the computations
given in [12, 18, 56] and many other works. Even a rather simplified semiempirical
model which was used in [28] produces a similar picture. It is no wonder that
the present computations at a more sophisticated (CNDOL) level also provide a
reasonable description of the spin density distribution. In particular, we obtained that
in the ground triplet state, the spin density Q0

A on atom A is practically the same for
all three ND clusters we are studying here: Q0

dangl D 0:550 for any of three dangling
carbon atoms (in the vacancy vicinity), and Q0

N D 0 (i.e., no spin density on the
nitrogen atom in agreement with [57]). In the excited state, we have Q�

dangl D 0:486,
and a small Q�

N D 0:063 now occurs. It means that near the vacancy, almost 83% of
total spin density is concentrated in case of the 3A2 ground state, and a bit smaller
(76%) in case of 3E state. Independently, the spin localization is characterized by
the PR indices (PR2 is equal to 3.05 for 3A2, and PR2 D 3.11 for 3E). We see that
spin localization characteristics are in fact identical to those given in (9.5).

At this stage it is pertinent to consider again the lowest triplet-singlet excitation
which is also strongly localized in the vacancy vicinity. We would like to clarify
the fine difference between the singlet and triplet excitations which look, however,
very similar in respect to their spatial localization. This clarification can be done by
analyzing the spin correlators. Within the molecular electronic structure theory, they
were introduced long ago by Penney [58], and recently became an important tool of
quantum chemistry machinery [41, 59]. We follow the general consideration given
in [60]. Let KAB be the spin correlator of atoms (sites) A and B, that is,

KAB D hSA � SBi (9.12)

where SA is a local spin operator corresponding to the given atom A, and average
hi in (9.12) is over the state vector in question (CIS/UHF and SF-CIS/UHF wave
functions here). Evidently, KABD 3/4 for one-electron spins A and B (A¤B) which
are exactly aligned parallel to one another, and KABD � 3/4 for the antiparallel spin
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Table 9.2 Spin correlator matrix ÍÍKABÍÍ for atoms near the vacancy (N-atom and three equivalent
dangling C atoms) in the lower-energy states

3A2
3E 1E0

BBB@
1:131 �:001 �:001 �:001
�:001 1:531 :054 :054

�:001 :054 1:531 :054

�:001 :054 :054 1:531

1
CCCA

0
BBB@
1:178 :003 :003 :003

:003 1:479 :041 :041

:003 :041 1:479 :041

:003 :041 :041 1:479

1
CCCA

0
BBB@
1:178 :003 �:002 �:002
�:002 1:489 �:133 �:133
�:002 �:133 1:489 �:133
�:002 �:133 �:133 1:489

1
CCCA

pair (A, B). In molecules, the correlators behave in a more complicated manner.
For the chemically bonded atoms, usually KAB� � 1. Autocorrelator KAA� 1 and
small KAB� 0 are typical of non-neighboring atoms A and B at large distances of
separation. In Table 9.2 we give the corresponding values for the main four atoms of
the vacancy vicinity (their ordering is the same as in [9.6]). We see that in all states,
the nitrogen atom takes no part in spin coupling with the dangling carbon atoms.
In turn, the latter show spin coupling with each other. But this coupling effect is
most significant in the 1E singlet state, and the negative sign of the corresponding
correlators indicates an antiferromagnetic character of spin interactions in this state.

9.9 Conclusion

In this chapter we presented a brief overview and add new results and appropriate
means for a refined theoretical study of the excited states of color centers. We
focused first of all on the localization measures for individual one-electron orbitals
(PR and � IPR indices from Sect. 9.2). It allows us to understand a general orbital
background to a strong localization of the NV color center in the vacancy vicinity. A
more detailed description of excitation is achieved here by invoking the excited state
structural analysis (ESSA) previously proposed for ��� excitations and afterward
extended to more complex problems [27].

By using the ESSA technique, namely, excitation and charge transfer indices,
we provide a rather comprehensive analysis of the lowest TT excitation and show
its essential charge transfer character. At the same time, it was fairly surprising to
find no significant difference between the triplet-triplet and triplet-singlet excitations
treated by ESSA. For this reason we brought into play the atomic spin correlator
technique which was able to reveal a clear antiferromagnetic-type coupling of
dangling carbon atoms in the singlet-excited NV center. At the same time, only
a slight ferromagnetic-type coupling of the same atoms was detected in the triplet-
excited NV center.

Here we were dealing with the nanodiamond NV color centers. However the
same technique of the electronic-excitation visual analysis can be applied to many
other related problems. For instance, the carborundum nanoclusters, including the
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clusters with divacancy, can be considered as new prospective materials for quantum
electronics [61], and in the future we will study them as well.
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Chapter 10
Excitonic Quasimolecules in Nanoheterosystems
Containing Semiconductor and Dielectric
Quantum Dots

Sergey I. Pokutnyi

10.1 Introduction

The idea of superatom was fruitful for the development of nanophysics [1–3]. A
superatom (quasiatomic nanoheterostructures) consists of a spherical quantum dot
(QD) with radius a, the volume of which contains the semiconductor (or dielectric)
material. QD is surrounded by dielectric (semiconductor) matrix [2, 3]. A hole
is localized in the volume of QD, and the electron is localized over a spherical
interface (QD-matrix). In this nanosystem, the lowest electronic level is in matrix,
and the lowest hole level is within volume of QD. A large shift of the valence band
(700 meV) generates the localization of holes in the volume of QD. A significant
shift of the conduction band (about 400 meV) is a potential barrier for electrons [4]
(see Fig. 10.1). The electrons move in the matrix and do not penetrate in the volume
of QD [2–4]. The energy of the Coulomb interaction of electron with hole and the
energy of the polarization interaction of electron with interface (QD-matrix) form
a potential well, in which the electron is localized over the surface of quantum dot.
Certain orbitals, localized to the surrounding quantum dot, correspond to electrons
in superatom [2, 3].

During investigation of the optical characteristics of nanosystems with CdS,
ZnSe, Al2O3, and Ge quantum dots in experimental papers [4–8], it was found
that the electron can be localized above the surface of the QD while the hole here
moves in the volume of the QD. In [4–8], the appearance of superatoms located in
dielectric matrices as cores containing CdS, ZnSe, Al2O3, and Ge quantum dots was
apparently established experimentally for the first time. A substantial increase in the
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Fig. 10.1 Band diagram of the QD-matrix nanoheterostructure. In the nanoheterostructure, the
QD is a potential well for a hole and a barrier for an electron. The energies Ec(1), Ev(1), Ec(2), and
Ev(2) correspond to the positions of the bottom of the conduction band and the top of the valence
band of the matrix and QD, respectively

binding energy of the ground state of an electron in a superatom in comparison with
the binding energy of an exciton in CdS, ZnSe, and Al2O3, and single crystals was
detected in [2, 3, 9, 10].

In [5–8], the optical characteristics of samples of borosilicate glasses doped
with CdS, ZnSe, and Al2O3 at concentrations between x � 0.003% and 1% were
investigated. The average radii ā of CdS and ZnSe QDs were in the range of ā� 2.0–
20 nm. When there were large concentrations of CdS quantum dots in the samples
(from x� 0.6% to x� 1%), a maximum, interpreted on the basis of the appearance
of bonded QD states, was detected in the low-temperature absorption spectra. In
order to explain the optical characteristics of such nanosystems, we proposed a
model of a quasimolecule representing two ZnSe and CdS QDs that form an exciton
quasimolecule as a result of the interaction of electrons and holes [3, 11–14].

It was noted [4, 6] that, at such levels of QD content in the samples, one must
take into account the interaction between charge carriers localized above the QD
surfaces. Therefore, in [11–14], we develop the theory of an exciton quasimolecule
(or biexciton) (formed from spatially separated electrons and holes) in a nanosystem
that consists of ZnSe and CdS QDs synthesized in a borosilicate glassy matrix.
Using the variational method, we obtain the total energy and the binding energy
of the exciton quasimolecule (or biexciton) singlet ground state in such system
as functions of the spacing between the QD surfaces and of the QD radius. We
show that the biexciton formation is of the threshold character and possible in a
nanosystem, in which the spacing between the QD surfaces exceeds a certain critical
spacing. It is established that the spectral shift of the low-temperature luminescence
peak [6] in such a nanosystem is due to quantum confinement of the energy of the
biexciton ground state.

The convergence of two (or more) QDs up to a certain critical value Dc between
surfaces of QD leads to overlapping of electron orbitals of superatoms and the
emergence of exchange interactions [3, 11–14]. In this case, the overlap integral of
the electron wave functions takes a significant value. As a result, the conditions for
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the formation of quasimolecules from QDs can be created [3, 11–14]. One can also
assume that the above conditions of formation of quasimolecules can be provided
by external physical fields. This assumption is evidenced by results of [15, 16],
in which the occurrence of the effective interaction between QDs at considerable
distances under conditions of electromagnetic field was observed experimentally.
In [17], energies of the ground state of “vertical” and “horizontal” located pair of
interacting QDs (“molecules” from two QDs) were determined as a function of the
steepness of the confining potential and the magnetic field strength. The quantum
part of nanocomputer, which was implemented on a pair of QDs (“molecules” from
two QDs) with charge states, is n qubits [18]. The first smoothly working quantum
computer has been on QDs with two electron orbital states as qubits, described by
a pseudospin (½). A single cell was taken as a couple of asymmetric pair QDs with
different sizes and significantly different energies. The electron is injected into the
heterostructure from the channel which occupied the lower level. That is, it was
located in a QD with larger size.

The theory of excitonic quasimolecules (formed of spatially separated electrons
and holes) in nanosystems that consist of semiconductor quantum dots synthesized
in a borosilicate glass matrix is presented. It is shown that exciton quasimolecule
formation is of the threshold character and possible in nanosystem, if the spacing
between the quantum dots surfaces is larger than a certain critical spacing. It was
found that the binding energy of singlet ground state of exciton quasimolecule,
consisting of two semiconductor quantum dots is a significant large value, larger
than the binding energy of the biexciton in a semiconductor single crystal almost
two orders of magnitude. Such quasimolecule exciton is promising to create new
elements of silicon in infrared optoelectronics, including new infrared sensors.

10.2 Binding Energy of Singlet Ground State of Excitonic
Quasimolecule

Consider the model of nanosystems [3, 11–14], containing two superatoms. In this
model, superatoms consist of spherical semiconductor QDs, A and B, synthesized
in a matrix of borosilicate glass with dielectric constant "1. Let the QD radii be a,
the spacing between the spherical QD centers be L, and the spacing between the
spherical QD surfaces be D. Each QD is formed from a semiconductor material
with dielectric constant "2. For simplicity and without loss of generality, we assume
that holes h(A) and h(B) with effective masses mh are localized in centers of QD(A)
and QD(B) and electrons e(1) and e(2) with effective masses m.1/

e are localized near
the spherical surfaces of QD(A) and QD(B), respectively. rA(1) is the distance of
the electron È(1) from the QD(A) center; rB(2) is the distance of the electron È(2)
from the QD(B) center; rA(2) is the distance of the electron È(2) from the QD(A)
center; rB(1) is the distance of the electron È(1) from the QD(B) center; r12 is the
distance between the electron È(1) and È(2); (see Fig. 10.2). The above assumption
is reasonable, since the ratio between the effective masses of electron and hole in
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Fig. 10.2 Schematic representation of a nanosystem consisting of two spherical QDs, QD(A) and
QD(B), of radii a. The holes h(A) and h(B) are located in the QD(A) and QD(B) centers, and the
electrons e(1) and e(2) are localized near the QD(A) and QD(B) surfaces (rA(1) is the distance of
the electron e(1) from the QD(A) center; rB(2) is the distance of the electron e(2) from the QD(B)
center; rA(2) is the distance of the electron e(2) from the QD(A) center; rB(1) is the distance of the
electron e(1) from the QD(B) center; r12 is the spacing between the electrons e(1) and e(2); L is
the spacing between the QD centers; D is the spacing between the QD surfaces; e

0

(1) , e
0

(2) and
h

0

(A) , h
0

(B) are the image charges of the electrons and holes)

the nanosystem is much smaller than unity
��

m.1/
e =mh

�

 1

�
. Let us assume that

there is an infinitely high potential barrier on the spherical QD-matrix interface. In
the nanosystem, the holes do not therefore escape from the volume of the QD while
the electrons do not enter the QD.

In such a model of the nanosystem, we will study the possible formation of an
exciton quasimolecule from spatially confined electrons and holes. The holes are
located at the centers of QD(A) and QD(B), while the electrons are localized close to
the spherical surfaces of QD(A) and QD(B). In terms of the adiabatic approximation
and also in the effective mass approximation, we write the Hamiltonian of such a
quasimolecule in the following form [3, 11]:

bH D bHA.1/ C bHB.2/ C bHint (10.1)

Here bHA.1/ and bHB.2/ are the Hamiltonians of the superatoms. The hole h(A) is at
the center of QD(A) while the electron È(1) is localized above the surface of QD(A);
the hole h(B) is located at the center of QD(B) while the electron e(2) is localized
above the surface of QD(B), respectively. The Hamiltonian of the superatom bHA.1/

will therefore take the following form [3, 11]:

bHA.1/ D � ¯
2

2�
�
.1/

C Ve.1/h.A/
�
rA.1/; rh.A/

�C U
�
rA.1/; rh.A/; a

�

C Ve.1/
�
rA.1/

�C Vh.A/
�
rh.A/

�C Eg;

(10.2)
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In (10.2), the first term is the kinetic energy operator of the exciton; the energy
of Coulomb interaction Ve(1)h(A) between the electron e(1) and the hole h(A) is
described by the formula [2]:

Ve.1/h.A/ D �1
2

	
1

"1
C 1

"2



e2ˇ̌

re.1/ � rh.A/
ˇ̌ (10.3)

The potentials

Vh.A/
�
rh.A/

� D
�
0; rh.A/ � a
1; rh.A/ > a

(10.4)

Ve.1/
�
rA.1/

� D1; re.1/ � a (10.5)

describe the motion of quasiparticles in the nanosystem in the model of an
infinitely deep potential well; and Eg is the band gap in the semiconductor with
the permittivity "2.

In [2], in the context of the modified effective mass method [19], the theory
of an exciton formed from an electron and a hole spatially separated from the
electron was developed (the hole was in motion within the QD and the electron was
localized on the outer side of the spherical QD-matrix interface). In [2], the energy
of the polarization interaction of the electron and hole with the spherical interface
with the relative permittivity ("D ("2/"1)� 1) , U(rA(1), rh(A), a) is represented as the
algebraic sum of the energies of interaction of the hole h(A) and the electron È(1)
with their own (Vh.A/h0.A/;Ve.1/e0.1/) and foreign (Ve.1/h0.A/;Vh.A/e0.1/) images:

U
�
rA.1/; rh.A/; a

� D Vh.A/h0.A/

�
rh.A/; a

�
C Ve.1/e0.1/

�
rA.1/; a

�C Vh.A/e0.1/

�
rh.A/; rA.1/; a

�
C Ve.1/h0.A/

�
rA.1/; rh.A/; a

� (10.6)

Vh.A/h0.A/ D e2ˇ

2"2a
�
 

a2

a2 � r2h.A/
C "

!
; (10.7)

Ve.1/e0.1/ D � e2ˇ

2"1a
� a4

r2A.1/

�
r2A.1/ � a2

� ; (10.8)

Vh.A/e0.1/ D e2ˇ

2"2a
� a2

rA.1/

ˇ̌
ˇrh.A/ �

�
a=rA.1/

�2
rA.1/

ˇ̌
ˇ ; (10.9)

Ve.1/h0.A/ D � e2ˇ

2"1a
� a2

rh.A/

ˇ̌
ˇrA.1/ �

�
a=rh.A/

�2
rh.A/

ˇ̌
ˇ : (10.10)

Here rh(A) is the distance of the hole from the QD(£) center.
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In the quasimolecule Hamiltonian (10.1), bHB.2/ is the Hamiltonian of an exciton
formed from an electron and a hole spaced from the electron (the hole h(B) is located
in the QD(B) center and the electron e(2) is localized above the QD(B) surface). The
Hamiltonian bHB.2/ has a form similar to that of the Hamiltonian bHA.1/ in (10.2):

bHB.2/ D � ¯
2

2�
�.2/ C Ve.2/h.B/

� �
rB.2/; rh.B/

�C U
�
rB.2/; rh.B/; a

� �

C Ve.2/
�
rB.2/

�C Vh.B/
�
rh.B/

�C Eg

(10.11)

The terms entering into the Hamiltonian (10.11) are expressed by formulas
similar to the corresponding formulas in the Hamiltonian (10.2). Let us write the
expression for the Hamiltonian bHint [3, 11]:

bHint D VAB .D; a/C Ve.1/h.B/
�
rB.1/; rh.B/

�C Ve.2/h.A/
�
rA.2/; rh.A/

�C Ve.1/e.2/ .r12/ ;
(10.12)

Here, VAB(D, a) is the energy of the interaction of charge carries (the electrons
e(1) and e(2) and the holes h(A) and h(B)) with polarization fields induced by these
charge carries at the QD(£) and QD(¥) surfaces:

VAB .D; a/ D Vh.A/h.B/ .D; a/C Vh.A/h0.B/ .D; a/

C Vh.A/e0.2/

�
rB.2/; a

�C Ve.1/e0.2/

�
rA.1/; rB.2/; a

�

C Ve.1/h0.B/

�
rB.1/; a

�C Vh.B/h0.A/ .D; a/

C Vh.B/e0.1/

�
rB.1/; a

�C Ve.2/e0.1/

�
rB.2/; rA.1/; a

�
C

C Ve.2/h0.A/

�
rA.2/; a

�
;

(10.13)

Ve(1)h(B) is the energy of interaction of the electron e(1) with the hole h(B); and
Ve(2)h(A) is the energy of interaction of the electron e(2) with the hole h(A). The
aforementioned energies are described by the expressions:

Ve.1/h.B/
�
rB.1/

� D � e2

"1rB.1/
; (10.14)

Ve.2/h.A/
�
rA.2/

� D � e2

"1rA.2/
I (10.15)

The energy of Coulomb interaction between the electrons e(1) and e(2),
Ve(1)e(2)(r12), is determined by the formula:

Ve.1/e.2/ .r12/ D � e2

"1r12
I (10.16)
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and the energy of interaction between the holes h(A) and h(B) is described by the
expression:

Vh.A/h.B/ .D; a/ D � e2

"1 .DC 2a/
(10.17)

According to [2], the major contribution to the energy of the ground state
of the exciton (formed by an electron and a hole spatially separated from
the electron) is made by the average energy of the Coulomb interaction
between the electron and hole

˝
R0
�
rA.1/; Qa

� ˇ̌
Ve.1/h.A/

�
rA.1/

�ˇ̌
R0
�
rA.1/; Qa

�˛
(or˝

R0
�
rB.2/; Qa

� ˇ̌
Ve.2/h.B/

�
rB.2/

�ˇ̌
R0
�
rB.2/; Qa

�˛
on the basis of the Coulomb-shaped

variational wave functions R0(rA(1), a):

R0
�
rA.1/; Qa

� D QAexp
�� N� .Qa/ �rA.1/=a0ex

��
: (10.18)

Here, N� .Qa/ D . Q� .Qa/ =m0/ is the variational parameter ( Q�.a/ is the reduced
exciton effective mass, m0 is the electron mass in vacuum) and the normalization
constant is

QA D ��1=2�a0ex

��3=2 N�3=2exp . N�Qa/
h
2. N�Qa/2 C 2 . N�Qa/C 1

i�1=2
(10.19)

where Qa D �
a=a0ex

�
is the dimensionless QD radius, a0ex D 2"1"2

."1C"2/ � ¯2
�0e2

is the
Bohr radius of a two-dimensional (2D) exciton localized above the planar interface
between a semiconductor with the permittivity "2 and a matrix with the permittivity
"1 (the hole is in motion within the semiconductor, whereas the electron is in the

matrix), e is the electron charge, and �0 D m.1/
e mh=

�
m.1/

e Cmh

�
is the reduced 2D

exciton effective mass.
The abovementioned feature allows us to retain only the energies of the

Coulomb interaction between the electron and hole Ve(1)h(A)(rA(1)) [Eq. (10.3)] and
Ve(2)h(B)(rB(2)) determined by a formula similar to [Eq. (10.3)], correspondingly, in
the Hamiltonians bHA.1/ (2) and bHB.2/ [Eq. (10.14)], and to retain only the energy of
the interaction between the holes h(A) and h(B) Vh(£)h(B)(D, a) [Eq. (10.17)] in the
interaction energy VAB(D, a) [Eq. (10.13)]. At the same time, the energy VAB(D, a)
is determined by the formula [Eq. (10.17)]:

VAB .D; a/ D Vh.A/h.B/ .D; a/ D � e2

"1 .DC 2a/
: (10.20)

With the above assumptions, the superatom Hamiltonians bHA.1/ (10.2) and bHB.2/

(10.11) take the form:

bHA.1/ D � ¯
2

2�
�.1/ C Ve.1/h.A/

�
rA.1/

�C Eg; (10.21)

bHB.2/ D � ¯
2

2�
�.2/ C Ve.2/h.B/

�
rB.2/

�C Eg (10.22)
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In this case, the quasimolecule Hamiltonian bH (10.1) involves the superatom
Hamiltonians bHA.1/ (10.21) and bHB.2/ (10.22) as well as the Hamiltonian bHint

(10.15), in which bHint (10.12), in which the interaction energy VAB(D, a) is
determined by formula (10.20).

On the assumption that the spins of electrons e(1) and e(2) are antiparallel,
we write the normalized wave function of the singlet ground state of the exciton
quasimolecule in the form of a linear combination of wave functions ‰1 (rA(1), rB(2))
and ‰2(rA(2), rB(1)) [11–14]:

‰s
�
rA.1/; rA.2/; rB.1/; rB.2/

� D �2 �1C S2 .D; a/
���1=2

�
‰1
�
rA.1/; rB.2/

�C‰2 �rA.2/; rB.1/
�� (10.23)

Considering that electrons e(1) and e(2) move independently of each other,
we represent wave functions ‰1(rA(1),rB(2)) and ‰2(rA(2),rB(1)) [Eq. (10.23)] as the
product of one-electron variational wave functions ®A(1)(rA(1)) and ®B(2)(rB(2)) and
also ®A(2)(rA(2)) and ®B(1)(rB(1)), respectively [3, 11–14]:

‰1
�
rA.1/; rB.2/

� D 'A.1/
�
rA.1/

�
'B.2/

�
rB.2/

�
; (10.24)

‰2
�
rA.2/; rB.1/

� D 'A.2/
�
rA.2/

�
'B.1/

�
rB.1/

�
: (10.25)

We represent the one-electron wave functions ®A(1)(rA(1)) and ®B(2)(rB(2)) that
describe, correspondingly, the electron e(1) localized above the QD(A) surface
and the electron e(2) localized above the QD(B) surface and the wave functions
®A(2)(rA(2)) and ®B(1)(rB(1)) that describe, correspondingly, the electron e(2) localized
above the QD(A) surface and the electron e(1) localized above the QD(B) surface as
variational Coulomb-shaped wave functions [11]:

'A.1/
�
rA.1/

� D QAexp
�� N� .Qa/ �rA.1/=a0ex

��
; (10.26)

'B.2/
�
rB.2/

� D QAexp
�� N� .Qa/ �rB.2/=a0ex

��
; (10.27)

'A.2/
�
rA.2/

� D QAexp
�� N� .Qa/ �rA.2/=a0ex

��
; (10.28)

'B.1/
�
rB.1/

� D QAexp
�� N� .Qa/ �rB.1/=a0ex

��
: (10.29)

Because of the identity of the electrons, the wave function ‰2(rA(2),rB(1)) (10.25)
is equivalent to the wave function‰1(rA(1),rB(2)) (10.24). In (10.23), the overlapping
integral S(D, a) is determined by the formula

S .D; a/ D
Z

d�1'A.1/
�
rA.1/

�
'B.1/

�
rB.1/

�
(10.30)

where d�1 is the volume element of the electron e(1).
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In the first approximation, the energy of the exciton quasimolecule singlet ground
state is defined by the average value of the Hamiltonian bH (10.1) on the basis of
states described by the zero-approximation wave functions ‰s (10.23) [11]:

E .D; N� .a;D/ ; a/ D
D
‰s

�
rA.1/; rA.2/; rB.1/; rB.2/

ˇ̌
ˇbH
ˇ̌
ˇ‰s

�
rA.1/; rA.2/; rB.1/; rB.2/

�E
:

(10.31)

With the explicit form of the wave functions (10.23), (10.24), (10.25), (10.26),
(10.27), (10.28), and (10.29), the energy functional of the exciton quasimolecule
singlet ground state takes the form

E0
� QD; N� �Qa; QD� ; Qa� D 2Eex .Qa; N� .Qa//

C J
� QD; N� �Qa; QD� ; Qa�C K

� QD; N� �Qa; QD� ; Qa�
1C S2

� QD; N� �Qa; QD� ; Qa� ;
(10.32)

Here, Eex .Qa; N� .Qa// is the energy functional of the exciton ground state (for the
exciton formed from an electron and a hole spatially separated from the electron):

Eex .Qa; N� .Qa// D
D
'A.1/

�
rA.1/

� ˇ̌ˇ bHA.1/

ˇ̌
ˇ'A.1/

�
rA.1/

�E
: (10.33)

The second term in (10.32) is a functional EÅ(D, a) representing the binding
energy of singlet ground state of excitonic quasimolecule. In the functional deter-
mined by formula (10.32), J

� QD; N� �Qa; QD� ; Qa� is determined by the expression here� QD D �D=a0ex

��
.

J
� QD; N� �Qa; QD� Qa� D ˝'A.1/

�
rA.1/

�
'B.2/

�
rB.2/

� j Hintj'A.1/
�
rA.1/

�
'B.2/

�
rB.2/

�˛
:

(10.34)

The functional J
� QD; N� �Qa; QD� ; Qa� (10.34) can be represented as the algebraic sum

of the functionals of the average energies of Coulomb interaction [11].
In the functional described by (10.32), K

� QD; N� �Qa; QD� ; Qa�is determined by the
formula:

K
� QD; N� �Qa; QD� ; Qa� D D'B.1/

�
rB.1/'A.2/

�
rA.2/

� � ˇ̌ˇ bHint

ˇ̌
ˇ'A.1/

�
rA.1/

�
'B.2/

�
rB.2/

�E
:

(10.35)

The functional K
� QD; N� �Qa; QD� ; Qa� (10.35) can be represented as the algebraic sum

of the functionals of the average energies of the exchange interaction [11].
In the case it spins of e(1) and e(2) electrons are parallel than similarly to

the theory of the chemical bond of hydrogen molecule [20] the excitonic quasi-
molecule, consisting of two QDs is not formed [14]. Therefore, we did not consider
this case.
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Within the framework of the variational method at a first approximation, the total
energy of ground singlet state of excitonic quasimolecule is determined by average
value of the Hamiltonian bH (1) for states, which are described by wave functions of
the zero approximation ‰s(rA(1), rA(2), rB(1), rB(2)) (10.23) [14]:

E0 .D; a/ D 2Eex .a/C E .D; a/ ; (10.36)

where EÅ(D, a) is the binding energy of singlet ground state of excitonic quasi-
molecule and the binding energy of Eex(a) of ground state of electron in superatom,
found in [2, 9]. The wave function � s(rA(1), rA(2), rB(1), rB(2)) (10.23) contains wave
functions (10.24), (10.25), (10.26), (10.27), (10.28), and (10.29). The results of a
numerical variational calculation of the binding energy EÅ(D, a) of ground singlet
state of excitonic quasimolecule, containing two CdS QDs with average radii of
Na1 D 4 nm and Na2 D 4:4 nm ("2 D 9.3, effective hole mass in QD (mh/m0) is 5)),
grown in a matrix of borosilicate glass ("1D 2, the electron effective mass in the

matrix
�

m.1/
e =m0

�
is 0.537)), which was investigated in experimental work [5, 6],

are shown in Tables 10.1 and 10.2 [14].
In [5, 6], we studied the optical properties of the samples of borosilicate glass,

doped with CdS with concentrations from x � 0,003% to 1%. The average radius
ā of CdS QDs ranged over ā � 2.0–20 nm. At concentrations CdS QD in the order
of x � 0.6% to x � 1%, the peak, which is (¨ –Eg) � �712 meV, was found in the
absorption spectra of the samples at a temperature of 4 K (where Eg is width band
gap of CdS QD) [6].

The variational method, used for estimation of the binding energy EÅ(D, a) of
ground singlet state of excitonic quasimolecules will be valid if the binding energy
EÅ(D, a) of quasimolecule is small, compared with the binding energy Eex(a) of the
ground state of superatom [11, 14]:

.EB .D; a/ =Eex .a//
 1 (10.37)

Table 10.1 Dependence of the binding energy EB .D; a1/ and also the total energy E0 .D; a1/ of
the singlet ground state of the excitonic quasimolecule, consisting of two CdS QDs with average
radii a1 D 4 nm on the distance D between the surfaces of the QD

a1 nm Eex.a1/ meV D nm EB .D; a1/ meV E0 .D; a1/ meV

4 �320 1.8 0 �640
4 �320 2.2 �27 �667
4 �320 2.6 �28.1 �668.1
4 �320 3 �27.8 �667.8
4 �320 4 �23.2 �663.2
4 �320 6 �9.5 �649.5
4 �320 8.4 0 �640

In this case, the binding energies of an electron in a superatoms are Eex.a1/ Š �320 meV
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Table 10.2 Dependence of the binding energy EB .D; a2/ and also the total energy E0 .D; a2/ of
the singlet ground state of the excitonic quasimolecule, consisting of two CdS QDs with average
radii a2 D 4:4 nm on the distance D between the surfaces of the QD

a2 nm Eex.a2/ meV D nm EB.D; a2/ meV E0.D; a2/ meV

4.4 �344 1.6 0 �688
4.4 �344 2.2 �29.4 �717.4
4.4 �344 2.48 �32.8 �720.8
4.4 �344 2.6 �31.9 �719.9
4.4 �344 3 �28.9 �716.9
4.4 �344 4 �24.4 �712.4
4.4 �344 6 �13.2 701.2
4.4 �344 8 �3.4 �691.4
4.4 �344 9.8 0 �688

In this case, the binding energies of an electron in a superatoms are Eex.a2/ Š �344 meV

Binding energies EB(D, a) of ground singlet state of excitonic quasimolecule,
containing two CdS QDs with average radii of Na1 D 4 nm and Na2 D 4:4 nm,
have a minimum E.1/B .D1; a1/ � �28:1 meV for a distance D1Š 2.6 nm

and E.2/B .D2; a2/ � �32:8 meV for a distance D2Š 2.48 nm E.1/B and E.2/B
correspond to critical temperatures Tc(1) � 326 K and Tc(2) � 380 K (see
Tables 10.1 and 10.2) [14]. Binding energies of the ground state of electron of
superatoms are Eex .Na1/ Š �320 meVand Eex .Na2/ Š �344 meV[9]. In this
case, energies of singlet ground state (10.4) of the excitonic quasimolecule are
E0 .D1; Na1/ � �668:1 meV and E0 .D2; Na2/ � �720:8 meV (see Tables 10.1
and 10.2). From a comparison of the total energy E0 .D; Na2/ of quasimolecule
with a maximum (E – Eg) ��712 meV, we get the value of the distance D3 �
4.0 nm between QDs [14]. Criterion (10.11) of the applicability of variational
estimation of the binding energy EÅ(D, a) of the quasimolecule is implemented as�

E.1/B .D1; a1/ =Eex .a1/
�
;
�

E.2/B .D2; a2/ =Eex .a2/ Š 0:09
�

.

With increasing of QD radius a, the binding energy Eex (a) of the ground
state of electron in a superatom increases [2, 9]. The average size of the state of
electron in the superatom decreases. Therefore the distance, for which the square
of the overlapping integral S(D, a) of the one-electron wave functions, takes on
a maximum value. Also it decreases with increasing of QD radius a, and so the
distance between surfaces of QD D2 is less than D1). As a result, with increasing of
QD radius a, also the maximum value of the binding energy of singlet ground state

of excitonic quasimolecule jEÅ(D, a)j increases (i.e.,
ˇ̌
ˇE.2/B

ˇ̌
ˇ more

ˇ̌
ˇE.1/B

ˇ̌
ˇ). In this

case, criterion (10.11) of the applicability of variational estimation of the binding
energy EÅ(D, a) of the quasimolecule is implemented [14].

Thus, proposed model of excitonic quasimolecule [14] lets us explain the optical
properties of nanosystems, consisting of CdS QDs, grown in a borosilicate glass
matrix [5, 6] and, in particular, the appearance of a peak (E – Eg) � �712 meV in
the absorption spectra of the samples at 4 K.
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It should be noted that the binding energy Eex(a) of the ground state of an electron
in superatom [2, 9] can be applicable only for values of binding energy Eex(a), for
which the inequality

��
Eex.a/ � Eg

�
<< V

�
(10.38)

is correct, where�V is the depth of the potential well for electron and hole in a QD.
In the experimental work [5], it was found that for CdS QDs with radii of a� 20 nm
that�V D 2.5 eV. This condition (10.38) makes it possible to consider the motion of
electron and hole in the superatom, using QD model as an infinitely deep potential
well [2, 9] (see Fig. 10.1).

In the Hamiltonian (10.1) of quasimolecule members, causes of fluctuations of
QD in quasimolecule were not considered. The obtained quasimolecule binding
energies (see Tables 10.1 and 10.2) are significantly higher than typical energy of
QD fluctuations.

From Tables 10.1 and 10.2, it is seen that the excitonic quasimolecule, consisting
of two QD, occurs, starting from the distance between surfaces of QDs D � D.1/

c Š
1:8 nm for QD with a radius of Na1 D 4 nm and D � D.1/

c Š 1:6 nm for QD
with a radius of Na2 D 4:4 nm Œ14�. The formation of such quasimolecule is of
threshold character. It is possible only for nanosystems, containing QD with average
radii of Na1 and Na2, in which the distance D between surfaces of QDs exceeds some
critical distanceD.1/

c . The existence of such critical distance D.1/
c is associated with

dimensional quantum effect, for which a decreasing of distance D between surfaces
of QDs led to decrease in the interaction energies of electrons and holes in the
Hamiltonian (10.1) of quasimolecule which cannot compensate the increase in the
kinetic energy of electrons. With the increase in the distance D between surfaces of
QDs, starting from values D � D.2/

c Š 8:4 nm for QD with a radius of Na1 D 4 nm
and D.2/

c Š 9:8 nmfor QD with a radius of Na2 D 4:4 nm, the excitonic quasimolecule
splits into two superatoms.

Thus, the excitonic quasimolecule of nanosystem may occur when the condition
D.1/

c � D � D.2/
c is realized (see Tables 10.1 and 10.2) [14]. In addition,

quasimolecule can exist only at temperatures below a certain critical temperature,
TÔ(1)� 326 K and TÔ(2)� 380 K. Biexcitons arose in CdS single crystal with a
binding energy EÅ D 0.59 meV [11].

The binding energies E.1/B and E.2/B of excitonic quasimolecule are significant,
exceeding EÅ by almost two orders of magnitude. This effect is a significant increase
in the binding energy of the ground singlet state excitonic quasimolecule due to the
fact that due to the presence in nanoscale interfaces (QD-matrix), the energy of
the exchange interaction of the electrons with the holes (renormalized Coulomb
interaction between electrons and holes) in the excitonic quasimolecule will be
much greater than the energy exchange interaction between electrons and holes
in a single crystal. Apparently the latter fact opens the possibility of observing
such excitonic quasimolecules at room temperature. The energy of the exchange
interaction between electrons and holes mainly contributes to the binding energy
of excitonic quasimolecule, which is significantly greater than that for energy
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of the Coulomb interaction between electrons and holes (i.e., their ratio �0.11).
The estimations of the binding energy jEÅ(D, a)j of the singlet ground state of
quasimolecule are variational and may give low values of the binding energy

jEB(D, a)j and
ˇ̌
ˇE.1/B

ˇ̌
ˇ.

10.3 Conclusion

The binding energies of the exciton quasimolecule consisting of two CdS QDs
acquire an anomalously high value that exceeds the binding energy EB of the
biexciton in CdS by almost two orders of magnitude. This effect is a significant
increase in the binding energy of the ground singlet state excitonic quasimolecule
due to the fact that due to the presence in nanoscale interfaces (QD-matrix), the
energy of the exchange interaction of the electrons with the holes (renormalized
Coulomb interaction between electrons and holes) in the excitonic quasimolecule
will be much greater than the energy exchange interaction between electrons and
holes in a single crystal. Such an effect opens up the possibility of using the exciton
quasimolecules as an active medium in nanolasers emitting in the infrared region
and operating on exciton transitions at room temperatures [22–25] in the elementary
base of quantum nanocomputers [17, 18, 21]. The results presented demonstrate the
fundamental possibility of creating novel quasiatomic nanosystems in the form of
exciton quasimolecules, including natural systems with new physical characteristics
[3, 11–14, 21–25]. On their basis, it is possible to construct new nanosystems
or quasicrystals in which control of the symmetry and lattice constant will make
it possible to realize unique physical effects and phenomena and to create new
principles in materials behavior.

Such quasimolecule exciton is promising to create new elements of silicon in
infrared optoelectronics, including new infrared sensors [21–25].
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Chapter 11
Molecular Dynamics Simulations
of the Formation Processes of Zinc Oxide
Nanoclusters in Oxygen Environment

S.S. Savka, D.I. Popovych, and A.S. Serednytski

11.1 Introduction

The development of nanotechnology has attracted great interest to study the
properties of nanoparticles and their synthesis. Investigation of the nanoparti-
cle will allow to more fully understand the processes of phase transitions and
self-organization in complex disperse systems. Currently, studying of individual
nanoparticles is one of the most rapidly developing areas of research in physics,
chemistry, and engineering. Huge scientific and practical interest in such research
results from the uncommon properties of nanoparticles that are already or will be
widely used in the future for the fabrication of miniature electronic devices, and
production of new materials.

From all metal oxide nanomaterials, which are now widely used, zinc oxide
takes a special place. ZnO is a quite interesting material with a wide range of
technical applications. Zinc oxide is a wide-bandgap semiconductor with bandgap
Eg D 3.37 eV; it is suitable for applications in optoelectronic devices with short
wavelengths, such as UV light-emitting diodes and transparent field-effect transis-
tors. It has several favorable properties, including good transparency, high electron
mobility, wide bandgap, and strong room temperature luminescence. Zinc oxide
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crystallizes in two main structures – hexagonal wurtzite and cubic zincblende, with
lattice constants (a D 3.24992 Å, c D 5.20658 Å) [1]. Nanopowdered zinc oxide
is promising material as a working environment in lasers. Thin films and other
nanostructures based on zinc oxide can be used as sensors of gas and biological
sensors [2].

The shape of nanoparticles depends on the method and conditions of synthesis.
One of the easiest and most popular methods obtaining nanoparticles is gas-
phase evaporation of the solid target material in an inert atmosphere, followed
by condensation on the surface of the substrate. This method has a rather high
efficiency and is widely used in industrial scale. The technology of this method
is quite well designed for production of a large number of powdered nonferrous
metals such as aluminum, copper, antimony, zinc, palladium, and silver. In this
method, the evaporation of material occurs by pulsed laser ablation. In recent years,
pulsed laser ablation (PLA) has become a promising nanocluster synthesis technique
for photonics, electronics, and medicine. We proposed a method of synthesis of
metal oxide nanopowder by pulsed laser ablation of a metal target (Zn, Sn, etc.)
in chemically active environment [3]. Laser impulse heats material of metallic
target to a high temperature, and atoms evaporate into the background gas. Inert
gas contributes reducing of the kinetic energy of evaporated atoms and formation
of nanoclusters. Carefully selecting laser radiation parameters and pressure of
background gas, we can control structure and particle size. Understanding the
physical and chemical processes, which influence on the evolution of nanoparticles
in the presence of gas, is extremely important for the further development of this
technology.

It is known that the properties of nanoparticles are determined by their structure,
and the structure is determined by the process of the growth of nanoparticles.
Depending on technological features of the synthesis of particles, processes of the
formation can vary significantly. Experimental study of the formation mechanisms
of nanoparticles is technically a challenging and time-consuming task because of the
small size of these objects. In conditions of experimental synthesis, sometimes it is
complicated to study in detail the impact of the basic parameters of synthesis on
physical, chemical, and structural properties and outer shape of derived particles.
However, computer modeling is an alternative and promising way to study the
mechanisms of formation of nanoobjects. Using the methods of computer modeling,
we can investigate in detail the processes of synthesis of nanoparticles upon
condensation from the gas phase [4, 5]. In this article we considered processes
of formation of zinc oxide nanoparticles upon condensation from the gas phase
in the oxygen environment by molecular dynamics method. Molecular dynamics
simulation has contributed significantly to enhance the fundamental understanding
of physical and chemical mechanisms at nanoscale. It can be used to study many
important unanswered questions relating to nanoparticles that cannot be directly
addressed by continuum approaches.
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11.2 Model and Method

Simulation of the formation processes of nanoparticles, which reproduces the
synthesis technology process of thermal saturation and condensation with subse-
quent formation of nanoclusters, was carried out by molecular dynamics [6] method
that is based on numerical solution of Newtonian differential equations of motion
for each atom of the system with initial values of speed and coordinates.

mi
d2ri.t/

dt2
D �@U.r.t//

@r.t/
(11.1)

ri.t0/ D ri0 (11.2)

dri.t0/

dt
D vi.t0/ D vi0; (11.3)

where i D 0; : : : ;N, N is the number of atoms in system, mi is mass of i atom,
U.r.t// is potential energy of the system, and ri.t/ is coordinate of i atom.

In classical MD simulations, interactions between atoms are described by empir-
ical force fields which are parameterized based upon spectroscopy measurements
of small molecules and quantum mechanics calculations. So, central element of the
molecular dynamics method is the empirical interatomic potential, through which is
carried out calculation of the interaction forces between the particles. Most often, in
classical molecular dynamics, particles are presented in the form of point masses.
The choice of potential is determined by the character of the problem. Modeling
of nanostructures is completely based on the detailed description of particles,
which is included in their composition. Therefore, the modeling of the formation
of zinc oxide nanoclusters from high-temperature gas phase was conducted using
a reactive force field (ReaxFF) that was developed by David Raymand and
Adri C.T. van Duin [7].

ReaxFF was designed for a wide range of chemical compounds including ZnO.
Common expression for the total energy of the system includes the sum of all
terms that describe individual chemical bonds in materials, thus providing accurate
modeling of chemical processes:

Esystem D Ebond C Eover C Eunder C
CEpen C Econj C Etors C
CEval C Elp C EvdWaals C ECoulomb (11.4)

These partial contributions include bond energies .Ebond/, under-coordination
penalty energies .Eunder/, lone-pair energies .Elp/, over-coordination penalty ener-
gies .Eover/, valence angle energies .Eval/, energy penalty for handling atoms with
two double bonds .Epen/, torsion angle energies .Etors/, conjugated bond energies
.Econj/, and terms to handle nonbonded interactions, namely van der Waals .EvdWaals/
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and Coulomb .ECoulomb/ interactions. All terms except the last two are bond order
dependent, i.e., will contribute more or less depending on the local environment of
each atom [7].

Essentially, the reactive force field is an empirical force field derived from a
quantum mechanics parameterization [8]. The bond order is directly calculated from
an interatomic distance and updated every iteration for all bonded interactions,
including covalent bonds, valence, and torsion angles. In addition, the ReaxFF
describes nonbonded van der Waals and Coulomb interactions. Such interactions are
calculated for all pairs of atoms, and, by incorporating a shielding term, extremely
close-range interactions can be modified. Polarization effects also are considered by
using a geometry-dependent charge distribution derived from an electronegativity
equalization method [9].

For modeling and analysis of the formation processes of ZnO nanoparticles, we
have been used Large-scale Atomic/Molecular Massively Parallel Simulator, which
was developed by a scientific group from Sandia National Laboratories (USA).
Calculations were performed on a computing cluster of the Institute for Applied
Problems of Mechanics and Mathematics, which is based on four Intel Xeon multi-
core processors under operating system Linux ROCKS.

We carried out the research with two initial configurations. The first configu-
ration composed of four hundred atoms of zinc and the same number of oxygen
atoms, and the second one composed of four thousand atoms of zinc and four
thousand oxygen atoms, which were uniformly distributed with periodic boundary
conditions in a region of space with a volume of V D 8000 nm3. Cell size for
these two configurations was the same (200 � 200 � 200Å3); it was done in
order to set two different initial concentrations of atoms (1019, 1020 atoms/cm3).
In order to avoid premature unification of atoms at the very early stages of
evolution, the average interatomic distance was set greater than the potential cutoff
radius.

The direction of the initial velocities was selected randomly. Our system was
cooled with certain fixed speed to the desired final temperature T D 300 K.
Important aspect of the simulation is coupling the system with a heat bath. Since
significant amount of binding energy was being released, when clusters formed,
such coupling is necessary in order to avoid unphysical temperature increases. In
real experiments this coupling is provided by the inert gas atmosphere. In our
computational simulation, the control of temperature was carried out using the
Berendsen thermostat method. This method is widely used for molecular dynamics
simulations of the large number degrees of freedom. To maintain the temperature
system is coupled to an external heat bath with fixed temperature. The velocities are
scaled at each step, such that the rate of change of temperature is proportional to the
difference in temperature.

Throughout the simulation, system snapshots were saved every 0.5 ps. These
images, except visual observation, also had been used to analyze the shape, size,
structure, and number of newly formed nanoparticles. It was believed that atoms
belong to one cluster, when the distance between them is less than 3 Å. In this work
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the CNA method was used to analyze the internal structure of clusters [10]. Analysis
was carried out layer by layer on samples, which have the typical characteristics for
all nanoobjects.

11.3 Results and Discussion

It is known that the properties of nanoparticles are determined by their structural
features, which in its turn are the result of nanoparticle growth. Therefore, we have
thoroughly analyzed the structure, shape, and sizes of the investigated nanoclusters.

It was established that grouping of atoms into nanoclusters was carried out rather
actively in the first moments of time, and it was accompanied by the formation of a
significant number of monomers. At the following moments of time, condensation
of already formed nanoobjects was observed that was accompanied by gradual
decrease of the number of nanoparticles and increase of their size (Figs. 11.1
and 11.2).

The processes of condensation of atoms from the high-temperature gas environ-
ment are divided into several stages: nucleation, surface growth, aggregation and
coagulation, and coalescence and agglomeration. The first stage is the nucleation
process. After termination of this process, the subsequent growth of clusters can
proceed according to various mechanisms. The main mechanisms of this process
are agglomeration and coalescence. During the nucleation process, there is an
association of free atoms into small particles, into so-called dimers and trimers, that
leads to a dramatic increase of particles in the system (Fig. 11.3). With further heat
removal, small clustered fragments begin to form liquid drops with sizes of a few
tens of atoms. This stage is shown in Fig. 11.2b, where a snapshot of trajectory of the
system at time 0.3 ns is given. As a result of spontaneous collisions of these liquid
drops, up to 0.5 ns, there are formed massive amorphous clustered aggregation.

The next stage after a high nucleation process was the stage of surface growth
and coagulation process. At the stage of surface growth, single atoms, dimers, or
trimers of the gas phase are joined to the cluster surface, causing its gradual growth.
The reverse process is also possible – single atoms are evaporated from the surface
of nanocluster. But, mostly, this process was observed in small quantities. It was
caused by the intense heat removal, and at the same time decreasing of energy, that
is required to overcome the potential barrier for breaking out from the surface of the
cluster.

The last stage of the cluster formation was the processes of collision of already
existing clusters on the scenario of agglomeration or coalescence. At agglomeration
scenario, clusters were combined almost with no change of their original shape.
In other words, the result of the agglomeration process was nanoobjects with
different shapes that differ from spherical shape (Fig. 11.4). At coalescence scenario,
nanoparticles merge together and form a single particle with shape that differ from
shape that was before the collision of nanoclusters. Such mechanism is possible on
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Fig. 11.1 Evolution of a system of 400 O atoms and 400 Zn atoms from (a) t D 0 ns, T D 1800K
to (d) t D 5 ns, T D 300K

the not very late stages of synthesis, when the temperature is still enough in order
for nanoclusters to be in a liquid state. In other words, at low cooling rates, the
main growth scenario is agglomeration, and the result was nonspherical shape of
obtained nanoclusters, and at higher cooling rates the main scenario is coalescence,
and clusters, mostly, had a spherical shape. Also, further, a slight change of the
shape of nanoclusters due to changes in the position of individual atoms is possible.
Therefore, a shape of newly created objects directly depends on the mechanism
of the final stage of formation and, hence, on the cooling rate. So, depending on
how quickly the system will be cooled, one or another mechanism will be more
important.
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Fig. 11.2 Evolution of a system of 4000 O atoms and 4000 Zn atoms from (a) t D 0 ns, T D
1800K to (d) t D 5 ns, T D 300K

We had been observed change of the main parameters of the system from
condensation dynamics, setting different initial cooling rate. Depending on the
concentration and cooling rate, it is possible different mechanisms of cluster growth.
To study the influence of cooling rate and concentration of atoms on the physical
parameters of nanoparticles, it was conducted six computer experiments with differ-
ent initial cooling rates (0.0364, 0.0036, 0.0003 ps�1) and initial concentrations of
atoms (1019, 1020 atoms/cm3). From the simulation results follows that the cooling
rate directly affects the number of obtained particles. At reduction of cooling rate in
10 times, the number of obtained nanoparticles decreases approximately in 12 times
(Fig. 11.5). Such dependence is quite logical, as, during slow cooling of the system,
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Fig. 11.3 Changes in the number of monomers in system as a function of time

Fig. 11.4 Snapshot of a
non-spherical cluster

there is enough kinetic energy in order to chaotically move particles, at the same
time, confronted among themselves, forming rather large clusters. These clusters
are composed of hundreds of atoms, and they were created by the union between
smaller clusters. Speaking about the number of obtained nanoparticles depending on
the initial concentration, then obviously, the greater the concentration is, the greater
the number of nanogranules will be.
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Fig. 11.6 Size of the largest cluster as a function of time

Observation on resizing of clusters has shown that the formation of stable cluster
occurs through the formation of metastable cluster with its subsequent stabilization.
In order to analyze the size of the received nanoparticles, we have considered
changing the size of the largest cluster from time (Fig. 11.6). From the figure we
can see that the cluster size increases with time. This is due to the fact that the
potential energy of any cluster is less than the energy in the gas state, and thus,
transition of the system to statistically equilibrium state accompanied by a constant
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Fig. 11.7 Changes in the potential energy of the system as a function of time

reduction of potential energy, and, hence, there is increasing number of bonds in
the system, so that there is a gradual clustering. On the basis of curve of potential
energy of the system from the time (Fig. 11.7), it can be concluded that there is
a separation between nucleation of clusters and their growth. In the first case, the
dependence of the potential energy from time describes exponential dependence,
and in the second, it has a linear dependence. Analyzing the impact of the rate of
condensation on particle size distribution, it can be concluded that by increasing
the cooling rate, in system a quite large number of small particles are formed, the
average size of which does not exceed a few tens of atoms. At lower rate in system,
much less clusters are formed and their average size was several thousand atoms
(Fig. 11.8). This is associated to the fact that at such speeds of heat removal, atoms
are quickly absorbed by nanoclusters, and in case, even, if they evaporate from the
surface of the cluster, they cannot move away from it and again fall in a zone of its
attraction.

Using the CNA method, the internal morphology of obtained nanoclusters was
thoroughly analyzed. During the analysis it was found that created clusters mainly
are formed in three structural phases – amorphous, hexagonal wurtzite, and cubic
zincblende. Based on results that are represented on Fig. 11.9, it can be said that the
most appropriate cooling rate for getting nanoparticles with hexagonal structure is
0.0003 ps�1. From the figure, we can see that at high cooling rates it mainly formed
amorphous particles and with decreasing rate, it increases percentage of clusters
with structure which differs from amorphous. Namely, with decreasing rate in 10
times, percentage not amorphous clusters is increasing in 14 times. This is because
the cooling rate is directly related to a time of simulation, namely, longer time
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Fig. 11.9 Changes in the structure of obtained nanoparticles as a function of cooling rate

corresponds lower rate of condensation, and, so, for such short time, atoms have
not time to form energetically stable and with right internal structure nanoclusters.
Therefore, the final structure of the particles directly depends on the cooling rate,
and by the controlling of it, it is possible to control character of structure of obtained
nanoclusters.
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11.4 Conclusions

In this study, the gas-phase condensation of ZnO nanoclusters was simulated by
method of molecular dynamics using reactive force field. In this simulation, the
process of synthesis of zinc oxide nanoparticles was conducted with three different
cooling rates and two initial concentrations of atoms. It was shown that the structure,
shape, and size of the obtained particles depend on the cooling rate and the
concentration of atoms. During the analysis it was found that the main scenario,
during the transition to lower cooling rates, becomes coalescence of nanoparticles
and that created clusters mainly are formed in three structural phases – amorphous,
hexagonal wurtzite, and cubic zincblende. So, understanding of the features and
growth of nanoparticles can help in the manufacture of nanopowders with fixed
size, shape, and structure and accordingly with fixed physicochemical properties.
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Chapter 12
Microwave Phase-Locking of Weakly Coupled
Spin-Torque Nano-Oscillators: The Case
of Global Coupling

O.R. Sulymenko and O.V. Prokopenko

12.1 Introduction

The spin-transfer torque (STT) effect theoretically predicted by J.C. Slonczewski [1]
and L. Berger [2] provides a new method of generation of microwave oscillations
in nanoscale magnetic systems and can be used for the development of novel
microwave signal sources based on spin-torque nano-oscillators (STNOs) [3–
10]. There are several different types of STNOs including conventional STNOs
thoroughly investigated in early works [3–7], vortex-based STNOs [11, 12], recently
proposed spin orbit STNOs [13], etc.

The typical STNO is a multilayer magnetic structure consists of at least three
layers (the real number of layers in manufactured structures including buffered
layers and multilayers of a synthetic antiferromagnetic layer may be of several
tens). One of these layers serves as a pinned magnetic (or polarizer) layer (PL);
the other magnetic layer is a free magnetic (or analyzer) layer (FL). There is also a
nonmagnetic spacer situated between the magnetic layers. According to the STT
[1, 2], when an electric dc current passes through an STNO, it becomes spin-
polarized in the PL and can transfer the acquired spin angular momentum to the FL.
If the current density is sufficiently high, the spin-polarized current can destabilize
the static equilibrium orientation of magnetization in the thinner (“free”) magnetic
layer of the multilayered structure that gives rise to the magnetization precession in
the FL. The frequency of this current-induced precession is close to the frequency
of the most unstable spin wave mode of the FL, depends on the current magnitude,
and, typically, lies in the microwave range [7].
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The spin-torque nano-oscillators are now considered as promising base elements
for modern electronics; however, their output microwave powers, phase noises,
linewidths, working frequency range, and frequency stability must be improved
if they are to be used for practical applications [9, 13–15]. There are several
approaches to improve work parameters of STNO-based devices: (i) the use of addi-
tional delay circuits, phase-locked loops, or other microwave circuits [8, 15–17]; (ii)
the utilization of complex STNO structures having multiple FLs and/or PLs [18–
22]; (iii) the variation of temperature and other experimental parameters, material
and geometry parameters of STNO structures [23–28]; (iv) the synchronization of
several oscillators one to each other and/or to an external microwave signal [29–
35]. From all the approaches mentioned above, only the last is suitable for the
substantial improvement of STNOs’ working characteristics. It is well known that
synchronizing N oscillators one can increase the output power of the N-oscillator
array by N2 times in comparison to the power of a single oscillator, reduce the
linewidth of the generated signal by N times, improve the stability of the generated
signal frequency [36], etc. However, the synchronization of many STNOs faces
several principal problems: (i) practical realization of STNOs’ synchronization is
quite complicated due to the strongly nonlinear and non-isochronous nature of the
oscillators [7]; (ii) STNO manufacturing technology is not well developed yet and
provide quite large spread of STNO’s working parameters [23, 24]; (iii) the general
theory of STNOs synchronization is not yet completed, only some partial cases of
STNOs synchronization is analyzed [7, 31–34]. All these factors prevent the creation
of effective microwave devices with many synchronized STNOs.

In this paper we report numerical simulation of several STNO synchronizations
(two, three, and five oscillators) with an account of the spread of STNO’s working
parameters caused by the limitations of the STNO manufacturing technology. We
believe that the obtained results might be important for the development and creation
of practical microwave devices with many synchronized STNOs having optimal
working characteristics.

The paper has the following structure. In Sect. 12.2 fundamentals of STNOs are
introduced. In Sect. 12.3 we consider basic physics of STNO synchronization and
introduce different models of STNO synchronization. In Sect. 12.4 we describe our
numerical model of STNO synchronization, present, and discuss the results of our
numerical simulations. Finally, a summary of the obtained results and conclusions
are presented in Sect. 12.5.

12.2 Basic Physics of an STNO

The operation of an STNO is based on the STT [1, 2] effect. According to the
effect a spin-polarized or pure spin dc current passing through a magnetized
ferromagnetic layer can transfer spin angular momentum to this layer and, as
a result, change the orientation of the magnetization vector in the layer. This
phenomenon leads to the magnetization precession with the frequency close to
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the frequency of the ferromagnetic resonance (FMR) in the magnetic layer at
relatively low amplitudes of the current and, therefore, to the microwave oscillations
of the multilayer resistance due to the giant magnetoresistance (GMR) [3, 5] or
tunneling magnetoresistance (TMR) [4, 6] (type of the observed effect depends on
the multilayer structure and properties).

The STNO could be realized in two possible geometries [7, 37]: magnetic nano-
pillar or magnetic nano-contact. In the first case, the FL has finite lateral sizes in
the plane of the layer, so the spin wave modes of the FL excited by the current have
discrete frequencies determined by the finite in-plane sizes of the pillar [7]. In the
case of a nano-contact the FL has the form of a magnetic film, and, therefore, the
magnetic oscillations excited by the current have the form of propagating spin wave
modes in the FL [7].

The typical STNO has the following geometrical parameters: radius of the
structure R 	 10–103 nm (for circular nano-pillars only), thickness of the FL
L 	 1–10 nm, thickness of the PL Lp 	 10–100 nm, and spacer thickness d 	
1–10 nm. The operation efficiency of the STNO strongly depends on the degree of
spin polarization of the current, which is characterized by a dimensionless spin-
polarization efficiency of the PL �. Typical values of � are about 0.2–0.5 for GMR
STNOs and 0.5–0.7 for TMR junctions. The characteristic static resistance of an
STNO Rdc can also vary in a wide range from Rdc 	 1Ohm for GMR STNOs to
Rdc 	 1 kOhm for TMR STNOs, respectively [10].

The dynamics of the magnetization vector M DM.t; r/ in the FL of an STNO in
the presence of spin-polarized current is described by the Landau–Lifshitz–Gilbert
equation [7] with an additional Berger–Slonczewski STT term [1, 2]:

@M
@t
D � ŒBeff �M�C ˛G

M0


M � @M

@t

�

C� Idc.r/
M0

ŒM � ŒM � p�� : (12.1)

The first term in the right-hand side of this equation describes conservative
precession of the magnetization vector M about the direction of the effective
magnetic field Beff. The second term is the dissipative torque which describes energy
dissipation, and the third term is the Berger–Slonczewski STT, which characterizes
interaction of the magnetization M with the spin-polarized current traversing the
FL [7]. The effective magnetic field Beff may have contributions from the Zeeman
energy of magnetization interaction with the external magnetic field, energy of
crystallographic anisotropy, magneto-dipolar energy, energy of inhomogeneous
intra-layer exchange, energy of interaction with the Oersted magnetic field created
by the current, etc. Consequently, the effective field can be written as a sum of these
terms. In (12.1) � D g�B=„ � 2� � 28GHz/T is the modulus of the gyromagnetic
ratio, g is the spectroscopic Lande factor, �B is the Bohr magneton, „ is the reduced
Planck constant, M0 D jMj is the saturation magnetization of the FL, ˛G is the
dimensionless Gilbert damping parameter, � is the spin-torque coefficient, which
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depends on the spin-polarization efficiency � [7, 37], IdcDIdc.r/ is the spin-polarized
current, r is the radius-vector, and p is the unit vector in the direction of the spin
polarization of the current (p coincides with the direction of magnetization of the
PL).

There are several different theoretical approaches to the problem of the excitation
of microwave magnetization oscillations in the FL by a spin-polarized or pure spin
current (for details see [7, 38]). Here we briefly consider only a simple approximate
analytic theory developed by A.N. Slavin and V.S. Tiberkevich [7]. This theory gives
a clear and simple physical picture of the nonlinear dynamical processes taking
place in current-driven STNOs and can give an adequate description of most of the
salient characteristics of real STNOs.

The theory is based on the introduction of the dimensionless complex spin wave
amplitude c � c.t/ in the form [7]:

c D Mx � iMyp
2M0.M0 CMz/

; (12.2)

where Mx, My, and Mz are the components of the magnetization vector M,
respectively, i D p�1. The magnetization vector M can be expressed through the
complex amplitude c as [7]:

M D M0.1 � 2jcj2/zC
M0

p
1 � jcj2 �.xC iy/cC .x � iy/c�� ; (12.3)

where x, y, z are the unit vectors of x; y; z axis, respectively, and c� is the complex-
conjugated value of c. Substituting (12.3) to Eq. (12.1) one can obtain the model
equation for the dimensionless complex spin wave amplitude [7]:

dc

dt
C i!.p; Idc/cC �C.p; Idc/c � ��.p; Idc/c D S.t/ ; (12.4)

where term i!.p; Idc/c describes a conservative magnetization precession in the FL,
term �C.p; Idc/c characterizes damping of magnetization oscillations in the FL, the
last term gives the effect of “negative” damping caused by the STT, and S.t/ is the
“external force” function describing the action of an external signal on STNO. Here
p D jcj2, !.p; Idc/ � !0CN!p is the nonlinear angular frequency of magnetization
precession, !0 is the FMR frequency, N! is the nonlinear frequency shift (	 !M),
!M D ��0M0, �0 is the vacuum permeability, �C.p; Idc/ � � .1C Yp/ is the
nonlinear “positive” damping coefficient in the system with natural damping rate
� D ˛G!0, Y is the nonlinear damping parameter, and ��.p; Idc/ � � Idc.1 � p/ is
the “negative” damping rate caused by the dc current Idc traversing the structure.

The developed theory [7] in the case when the model parameters are known can
be used to predict the behavior of an individual STNO (or an oscillator array) of
any nature under the influence of external signal (for instance, it can be used for
describing the dynamics in vortex-based STNOs [39]).
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12.3 Basic Physics of STNO Synchronization

The synchronization of STNOs raises several problems unusual for the spintron-
ics but well known in the field of nonlinear dynamics [33, 40–43]. The main
difficulty of synchronizing STNOs has been caused by their strongly nonlinear
non-isochronous behavior that in contradiction to the linear and/or isochronous
oscillators substantially complicates the theoretical and experimental investigations
in this area of physics. The other important factor is the limitations of existing
technology of STNO fabrication that does not allow to manufacture STNOs with
almost identical parameters [23, 24, 40]. It was shown [40–43] that in some situation
the spread of STNOs’ working parameters less than 5% could cause the failure of
STNOs synchronization, while the existing manufacturing technology provide the
spread of the oscillators’ parameters of about 5–10%. Regarding to this nowadays
experimental advances toward synchronizing STNOs have been minimal. After
the first observation of phase-locking of two STNOs [29, 30] and developing a
simple theory of mutual phase-locking of STNOs [31, 32], a long enough delay in
achievements was observed. Until 2016 the better achieved experimental result was
the synchronization of four vortex-based STNOs [35]; however, the recent results
obtained in the group of Prof. J. Åkerman have proved the possibility to phase-lock
up to nine spin Hall STNOs [44].

12.3.1 Basic Equations

There can be several approaches to describe mutual phase-locking of STNOs
[33, 34, 42, 43]. Below we use the approach based on the nonlinear auto-oscillator
model (12.4) developed by A.N. Slavin and V.S. Tiberkevich [7]. For the closed
system of N interacting STNOs, the model equation (12.4) transforms to a system
of equations:

dc1
dt
C i!1.p1/c1 C �eff;1.p1/c1 D S1.t/ ;

dc2
dt
C i!2.p2/c2 C �eff;2.p2/c2 D S2.t/ ;

: : : : : :

dcN

dt
C i!N.pN/cN C �eff;N.pN/cN D SN.t/ ; (12.5)

which can be presented in a general form

dci

dt
C i!i.pi/ci C �eff;i.pi/ci D Si.t/ : (12.6)
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Here index i D 1;N labels the parameters relating to i-th STNO. Functions Si.t/
in the right-hand side of these equations characterize “external influences” on the
magnetization dynamics of i-th STNO. In Eqs. (12.5) and (12.6) we also introduce
the effective damping rate �eff;i D �C;i � ��;i of i-th STNO.

Now we assume that “external forces” Si.t/ in (12.6) describe only the influence
of all nano-oscillators except i-th STNO on i-th STNO (there is no self-influence for
any STNOs). We also neglect other types of influence (noises, external microwave
signals, etc.). With these limitations, model equation (12.6) can be written in the
final form [7]:

dci

dt
C i!i.pi/ci C �eff;i.pi/ci D

NX
jD1
j¤i

�i;j eiıi;j cj : (12.7)

Here �i;j is the amplitude of the coupling between i-th and j-th oscillators, and ıi;j

is the coupling phase; index j changes in the same range as the index i, moreover
j ¤ i.

The obtained model equations (12.7) have the closed form and can be used for
the analysis of mutual phase-locking of N STNOs. In the case of uncoupled free-
running STNOs, the solution of Eq. (12.7) can be given as

c0i.t/ D pp0i ei�0i.t/ ; (12.8)

where �0i.t/ D !0i.p0i/tC�0i, p0i and !0i.p0i/ are the dimensionless dimensionless
power of magnetization oscillations and angular frequency of free-running oscilla-
tions of i-th STNO, which correspond to the equilibrium state of the i-th STNO,
respectively.

12.3.2 Power–Phase Model

In the case of small perturbations, the solution of Eq. (12.7) is similar to the
solution (12.8). It can be written in the form for the first time introduced in [45]
and then discussed in articles [7, 46]:

ci.t/ D pp0i Œ1C �i.t/� ei�i.t/ ; (12.9)

where �i.t/ is the small normalized fluctuation deviation of dimensionless magne-
tization power pi.t/ from its equilibrium value p0i, and �i.t/ is the phase of the
magnetization oscillation in i-th STNO. Substituting expression (12.9) in (12.7)
and writing perturbed angular frequency !i.pi/ and perturbed damping rate �eff;i.pi/

as [46]:
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!i.pi/ Ð !i.p0i/C 2p0i

	
d!i.pi/

dpi



; (12.10)

�eff;i.pi/ Ð �eff;i.p0i/C 2p0i

	
d�eff;i.pi/

dpi



; (12.11)

one can get the complex equations for variables �i;j.t/ and �i;j.t/. These equations
can be presented in the following form (here we use the linear approximation and
take into account only the first order small values v �ij or �i;j.t/):

d�i

dt
C 2Gip0i�i D

Re

�
�ij

p
p0jp
p0i

e�i�i ei�j eiˇij

�
; (12.12)

d�i

dt
C !0i � 2Nip0i�i D

Im

�
��ij

p
p0jp
p0i

e�i�i ei�j eiˇij

�
; (12.13)

where

Ni D d!i.p0i/

dpi
; Gi D d�eff;i.p0i/

dpi
; (12.14)

and ˇij is the phase shift of the spin wave (radiated by the j-th STNO) acquired
during its propagation to the i-th STNO.

Introducing extinction coefficient of power fluctuations �i D 2Gip0i and
dimensionless nonlinear frequency shift of i-th STNO, 	i D Ni=Gi, we can obtain
the system of equations [46]:

d�i

dt
C �0i�i D �ij

p
p0jp
p0i

cos.ˇij C �j � �i/ ;

d�i

dt
C !0i � 	i�0i�i D ��ij

p
p0jp
p0i

sin.ˇij C �j � �i/ :

(12.15)

This model is the so-called power–phase model. It explicitly takes into account both
the power fluctuations �i.t/ and the phase �i.t/ of the oscillator. The applicability
condition of this model is j�i.t/j 
 1, i.e., relatively small level of power
fluctuations. This condition is satisfied for typical experiments involving STNOs.
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12.3.3 Phase Model

The power–phase model can be additionally simplified by introducing the “effec-
tive” magnetization oscillation phases ˆi � ˆi.t/ as [46]:

ˆi.t/ D �i.t/C 	i�i.t/ : (12.16)

Effective phase satisfies the equation

dˆi

dt
� !0i D

NX
jD1
j¤i

�i;j sin
�
ˆj �ˆi C ˇi;j

�
; (12.17)

where �i;j is the normalized amplitude of coupling coefficient of j-th STNO with
i-th,

�i;j D �i;j

r
p0j

p0i

q
1C 	2i ;

ˇi;j D ıi;j � arctan 	i is the normalized coupling phase. The phase model (12.17) is
correct if j	i�i.t/j 
 1 for 8i.

This phase model is very popular in the theory of auto-oscillators. When applied
to the problem of phase-locking to an external signal, it becomes the Adler model
[47]; for the case of mutual phase-locking of many oscillators, it is called the
Kuramoto model [48].

12.4 Numerical Simulation of STNOs Synchronization

Our numerical simulations are based on the numerical phase model (12.17), where
we use the global coupling approximation. According to this, we assume that each
STNO interacts with some average microwave signal generated by all other nano-
oscillators. Respectively, the amplitude and phase coefficients of the coupling are
constant:

�i;j D ƒ

N
ˇi;j D ˇ : (12.18)

Taking this into account, the model equation (12.17) takes its final form:

dˆi

dt
� !0i D ƒ

N

NX
jD1
j¤i

sin
�
ˆj �ˆi C ˇ

�
: (12.19)



12 Microwave Phase-Locking of Weakly Coupled Spin-Torque Nano. . . 165

Approach of global coupling describes the systems of coupled oscillators when the
interaction has symmetry [36, 48], such as system of two oscillators, three oscillators
located at the vertices of an equilateral triangle, and for a large number of oscillators
located at the same distance one from each other within the array. The behavior of
oscillators located at the boundary of the oscillator array should be described a little
differently, because in such a case the system is antisymmetric.

Our numerical analysis of mutual phase-locking of N globally coupled STNOs
is based on the numerical solution of Eq. (12.19) for given amplitude ƒ and phase
ˇ of the coupling signal, known STNO’s natural frequencies f0i D !0i=2� and
initial values of the “effective” phases ˆi.0/ in the moment of time t D 0. Solving
the system of Eqs. (12.19) on the time interval Œ0IT� allows us to obtain the time
dependence of the phases ˆi.t/.

In experiments, frequencies f0i of oscillators in an array differ due to uncertainties
in technological process, presence of impurities, etc. Therefore, the free-running
frequencies f0i in Eq. (12.19) should be considered as random quantities having
certain probability distribution P.f0i/ (we assume that probability distribution is the
same for each oscillator). In this paper we analyze the case of nano-oscillators with
Gaussian frequency distribution

PG .fi/ D 1

�f
p
2�

e� 1
2

�
fi�f0
�f

�2
; (12.20)

where f0 is the average value of frequency, and �f is the standard frequency
deviation.

To determine the state of the system (phase-locking is present or not) we estimate
the complex order parameter r [36] using previously calculated generalized phases
ˆi.t/:

r � r.t/ D R.t/ ei‰.t/ D 1

N

NX
iD1

eiˆi.t/ : (12.21)

The amplitude R � R.t/ D jrj of the order parameter characterizes number of
phase-locked oscillators, while the rate of change of the phase ‰ � ‰.t/ gives the
frequency of phase-locked oscillations d‰=dt.

When the system is not synchronized the difference of phase values is not
constant and the amplitude R of the complex order parameter fluctuates. That is why
it is necessary to check time-dependent fluctuations of R over some characteristic
time to see whether the synchronization exists or not.

Characteristic deviation of the complex order parameter �R depends not only
on a number of non-synchronized oscillators NnonSync, but it also depends on the
total number of oscillators N0 in its array. As one can see in Fig. 12.1, the increases
of NnonSync causes the increase of �R, however the increase of N0 causes decrease
of �R.
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Fig. 12.1 Dependence of the number of non-synchronized oscillators NnonSync on its total number
N0 for different relative deviations of the modulus of the order parameter �R (the average values
of �R are color-coded and shown in the figure legend)

In addition with the increase of the number of oscillators in the array N0 the
value of �R decreases for a fixed number of non-synchronized STNOs NnonSync.
This effect can be explained by an increase of signal power, generated by the
oscillators. During the calculations we also found that there was possible a cluster
synchronization scenario, when there were several different groups of phase-locked
nano-oscillators.

12.4.1 Two STNOs

With substitution of phase variables ˆi.t/! ˆi.t/C 2� f0t, ˆj.t/! ˆj.t/C 2� f0t
in (12.19), this equation can be written as:

dˆi

dt
� 2��fi D ƒ

N

NX
jD1
j¤i

sin
�
ˆj �ˆi C ˇ

�
: (12.22)

As one can see this phase transformation does not change the equation that
allows one to replace absolute values of STNOs’ natural frequencies f0i with their
deviations �fi D f0i � f0 relative to some arbitrary frequency f0. This frequency is
convenient to choose as the average value of both natural frequencies of STNOs:
f0 D .f01 C f02/=2. Taking this into account and considering for definition f02 > f01 ,
the system of Eqs. (12.22) takes the form:
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dˆ1
dt
C 2��f D ƒ

2
sin .ˆ2 �ˆ1 C ˇ/ ; (12.23a)

dˆ2
dt
� 2��f D ƒ

2
sin .ˆ1 �ˆ2 C ˇ/ ; (12.23b)

where �f D .f02 � f01/=2.
We use numerical algorithm for the analysis of mutual phase-locking of two

STNOs described as follows:

1. We solve the equations system (12.23) and determine ˆi.t/ for given values of
ƒ, ˇ. We assume that ƒ D 2�f0 , where  varies from 0 to 1 with step 0:01;
ˇ varies from 0 to 2� with step 2�=100. We also use the following parameters:
ˆ1.0/ D 0, ˆ2.0/ is random value between 0 and 2� , f0 D 10GHz, �f varies
from f0=100 to f0=20 with step f0=100.

2. For each simulation we calculate R and �R as time-averaged relative deviation
value from the average value of R for a given  , ˇ (see [49] for details). Using
this parameters we determine the state of the system (synchronization is present
or not).

3. Then we construct the phase diagram in coordinates .; ˇ/ and determine the
conditions of qualitative change of the system’s state.

The results of numerical simulations for two STNOs are presented in Fig. 12.2.
The white areas correspond to the synchronized state of the system, while the
other color-coded areas correspond to the different values of relative deviation of
the complex order parameter �R. The increase of color intensity for the areas in
Fig. 12.2 indicates lesser probability of STNOs synchronization. The presented data
were obtained for the case of STNOs’ frequency distribution (12.20). In order to
get statistically averaged results, we do 100 simulations for each pair of values ƒ
and ˇ and then calculate the average value of �R (for details see [49]). Although
the analysis is performed for a large number of �f values, we reveal that the phase
diagram weakly depends on the exact �f value. Thus, the contour plots in Fig. 12.2
presented only for four values of �f : 100 MHz, 250 MHz, 350 MHz, and 500 MHz.

It can be seen from Fig. 12.2, that the synchronization of two STNOs is most
effective when the coupling amplitude ƒ is larger than the difference of nano-
oscillator’s own frequencies and the coupling phase ˇ differs from .2k C 1/�=2,
where k 2 Z.

12.4.2 Three STNOs

The system of three globally coupled nano-oscillators is described by the equations:

dˆj

dt
� !j D ƒ

3

3X
j¤i

sin
�
ˆj �ˆi C ˇ

�
; (12.24)
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Fig. 12.2 Contour plots of the relative deviation of the complex order parameter �R for different
phases of coupling ˇ and amplitudes of coupling ƒ D 2�f0 for the system of 2 STNOs. The
figures calculated for the different values of �f : 100 MHz, 250 MHz, 350 MHz, 500 MHz. White
regions correspond to the synchronized state of the system

where the phase transformations previously used in (12.22) have no effect. Like
in the case of two coupled STNOs, the oscillator’s frequencies are considered
to be normally distributed by the expression (12.20). The average frequency of
oscillations was chosen to be f0 D 10GHz.

In the case of three coupled STNOs, our numerical algorithm can be described
as follows:

1. We solve the equations system (12.24) and determine ˆi.t/ for chosen values of
ƒ, ˇ, while eigenfrequencies of the oscillators calculated from (12.20), where
f0 D 10GHz, �f is chosen as 100 MHz, 250 MHz, 350 MHz, 500 MHz.

2. For each simulation we calculate time-averaged values of R and�R (see [49] for
details). Using this parameters we determine the state of the system (synchro-
nization is present or not).

3. Then we construct the phase diagram in coordinates .; ˇ/ and determine the
conditions of qualitative change of the system’s state.
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Fig. 12.3 Contour plots of the relative deviation of the complex order parameter �R for different
phases of coupling ˇ and amplitudes of coupling ƒ D 2�f0 for the system of 3 STNOs. The
figures calculated for the different values of �f : 100 MHz, 250 MHz, 350 MHz, 500 MHz. White
regions correspond to the synchronized state of the system

The results shown in Fig. 12.3 indicate that the behavior of the system for the
phase coupling coefficients ˇ close to 0 and/or � is not the same. In the area
ˇ < �=2 the synchronization is robust and can occur at the smaller values of
ƒ, while for the case �=2 < ˇ < 3�=2 the system could be in the frustrated
state. Nevertheless, generally the synchronization scenario for three STNOs remains
similar to the synchronization scenario for two STNOs.

12.4.3 Many STNOs

In this section of the paper, we consider mutual phase-locking of five globally
coupled nano-oscillators. In this case the equation for each STNO has the form

dˆj

dt
� !j D ƒ

5

5X
j¤i

sin
�
ˆj �ˆi C ˇ

�
: (12.25)
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Fig. 12.4 Contour plots of the relative deviation of the complex order parameter �R for different
phases of coupling ˇ and amplitudes of coupling ƒ D 2�f0 for the system of 5 STNOs. The
figures calculated for the different values of �f : 100 MHz, 250 MHz, 350 MHz, 500 MHz. White
regions correspond to the synchronized state of the system

Oscillators’ eigenfrequencies are given by the distribution (12.20). We also use the
numerical algorithm described above in the Sect. 12.4.2.

The simulation results are presented in Fig. 12.4. As one can see in the case of
five STNOs, it appears remarkable reduction of the synchronization area for the
coupling phase ˇ lying in the range Œ�=2I 3�=2�. This effect could be explained by
the frustration of the oscillators system’s state.

12.5 Conclusions

Using numerical simulations we analyzed mutual phase-locking of two, three, and
five globally coupled STNOs in the scope of the phase model. We have shown
that STNOs synchronization is the most effective when the coupling amplitude
ƒ is larger than the characteristic frequency deviations of the oscillators and the
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phase coupling ˇ is close to 0 or 2� . When ˇ lies in range from �=2 to 3�=2,
the state of the oscillators system could be frustrated. And in the case of three and
more STNOs the formation of clusters of synchronized oscillators became possible.
We believe that the obtained results might be important for the development and
creation of practical microwave devices with many synchronized STNOs having
optimal working characteristics. Calculated numerical data can also be used for the
estimation of the phase-locking efficiency for the different numbers of STNOs.
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Chapter 13
Temperature Effect on the Basis States for
Charge Transfer Through a Polypeptide
Fragments of Proteins and on the Nanocurrent
in It

A. D. Suprun and L. V. Shmeleva

13.1 Introduction

Transfer of energy or charge transport in the polypeptide fragments of protein
molecules is increasingly frequently analysed [1] taking into account the actual
structure of these fragments, particularly, finite length of the ˛-spiral section [2], and
other factors, which are inherent in general to the physical objects containing carbon
[3–5]. The processes, which occur in the course of the donor-acceptor electron trans-
fer between organelles of those cells (polypeptide fragments of protein molecules),
particularly, influence of temperature upon these processes, are already sufficiently
investigated [6]. These polypeptide fragments can be used in the nonnative state
in the perspective as nanowires of the semiconductor nature in the nanodevices,
as, for example, in [7–9]. The problem concerning mechanisms of electron transfer
over these organelles in the idealised conditions of zero temperature was analysed
in detail in [10, 11]. Particularly, average-electron structure and average-nuclear
structure of the protein molecule were analysed in detail in article [10]. On the basis
of this analysis in article [11], a check calculation of current density was carried
out at the zero temperature in the conditions of complete absence of the factors,
which violate electrostatic equilibrium of the system and may be interpreted as
external fields. As opposed to article [11], such calculation was carried out in the
present article as well, but it was carried out on the condition that the influence of
the nonzero temperature upon the electron subsystem of the polypeptide fragments
of protein molecules was taken into account. It was shown that at T ¤ 0 various
power-law dependences are realised in practice between the energetic positions of

A.D. Suprun • L.V. Shmeleva (�)
Departments of Theoretical Physics, Faculty of Physics, Taras Shevchenko National University
of Kyiv, Volodymyrska Street, 64/13, Kyiv, 01601, Ukraine
e-mail: LShmel@univ.kiev.ua

© Springer International Publishing AG 2017
O. Fesenko, L. Yatsenko (eds.), Nanophysics, Nanomaterials, Interface Studies,
and Applications, Springer Proceedings in Physics 195,
DOI 10.1007/978-3-319-56422-7_13

175

mailto:LShmel@univ.kiev.ua


176 A.D. Suprun and L.V. Shmeleva

each separate state in the conduction band and the temperature, but all of them are in
proportion to factor 227ı/T. In spite of this fact, all these states taken together ensure
the absence of current in accordance with the abovestated conditions (complete
absence of violation of the electrostatic equilibrium of the system). This proves
compliance to the model adopted for the conductivity of the polypeptide fragment
of the protein molecule in the real conditions T ¤ 0 also. Therefore, it is possible
to use this model for a real protein system not only in respect to the factors, which
may be interpreted as external fields, but in respect to the temperature also.

13.2 Materials and Methods

Description of the electron injection to the conductance band, as the excited state of
the protein molecule, on the condition that T ¤ 0. Functional for a work was found
in article [11]:

E .fag/ D
X
n m

=wn m C
X

n

� QW c c
n n C Dc

n

� � janj2 C 2
X
n m

=M
c c
n m a�

n am (13.1)

in respect of the wave function an, which describes the spatiotemporal distribution
of the excitation and which occurs due to injecting of electron into the polypeptide
fragments of protein molecules. The values wn m; Dc

n; Mc c
n m , and QW c c

n n, which are
included into (13.1), for the type of the system under examination are determined
with the help of the following correlations.

Interatomic interaction energy:

wn m � Kn�m=2 �
X

f

N.T/
f 0

"
Q f f

0;m�n;0 �
X

g

N.T/
g 0 �

f g g f
n m m n=2

#
;

plays the key role in the process of integration of the isolated atoms into
the single interconnected non-excited system. Kn � mD (ze)2/jn�mj is the
direct Coulomb interaction energy between nuclei of atoms. Q f f

0;m�n;0 �˝
'f .r/

ˇ̌
ze2= jr � .m � n/j ˇ̌'f .r/

˛
is the module of the averaged energy (in the

quantum understanding of term “average” by the r variable) for the Coulomb
interaction of the electron in the state f, localised in the neighbourhood of the
atomic position of the lattice n, while the atomic nucleus is in the position m. Factor
�

f g g f
n m m n is determined by the ratio: � f g g f

n m m n � Vf g g f
n m m n � Vf g f g

n m nm. Here

Vf g g f
n m m n �

˝
'f n .r1/ 'g m .r2/

ˇ̌
e2= jr1 � r2j

ˇ̌
'g m .r2/ 'f n .r1/

˛

is the module of the averaged energy (in the quantum understanding of term
“average” by the r1, r2 variables) for the Coulomb interaction between the electrons,
which are in the states f, g and which are localised in the neighbourhood of the
atomic positions of the lattice n, m. Matrix element
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Vf g f g
nmnm �

˝
'f n .r1/ 'g m .r2/

ˇ̌
e2= jr1 � r2j

ˇ̌
'f n .r2/ 'g m .r1/

˛

is the module of the averaged energy (with respect to r1, r2 variables) for the
exchange interaction between the electrons, which are in the states f, g and which are
localised in the neighbourhood of the atomic positions of the lattice n, m. Factors
of the type N.T/

f 0 are actually Fermi-Dirac distributions. They have the following

form for the temperature T < 104K: N.T/
f 0 D

�
1C exp

˚�
Ef � �

�
=kT

���1
, where

� is the chemical potential. As it is known, when µ tends to zero, factors N.T/
f 0

tend to the Heaviside step function: N.T!0/

f 0 ) 

�
� � Ef

�
. This same situation

(µ! 0) was analysed in article [11]. As it was already stated, the goal of this article
was as follows: on the one hand, to take into account the influence of temperature
upon the conductance states, because it is an important factor for the regulatory
influences upon the processes of metabolism. On the other hand, to carry out this
operation in such a way that would be no any violations of main principle: “external
fields are absent – current is absent”. In considered conditions, � is determined by
the following correlation: �D (EÔCE	)/2, where, subscript “c” is used in order to
denote the lowest energy conductance band, while subscript “v” denotes the valence
band, which is the closest to this conductance band. If to substitute this definition
of � into N.T/

f 0 D
�
1C exp

˚�
Ef � �

�
=kT

���1
for the states f D c and f D 	, it is

possible to find (taking into account that EÔ�E	 > 0):

N.T/
c 0 D Œ1C exp f.Ec � E	/ =2kTg��1I

N.T/
	 0 D Œ1C exp f� .Ec � E	/ =2kTg��1:

For all other states, there exist the following high-precision equalities: N.T/
f 0 D 1,

if Ef �EÔ < 0, and N.T/
f 0 D 0, if Ef �E	 > 0. Therefore, on the basis of the general

definition of energy of a non-excited crystal:

E0 � Na

X
f

N.T/
f 0

 
"f C

X
g

N.T/
g 0 �

f g gf
0 0 0 0=2

!
� Na

X
f

N.T/
f 0 Ef ;

where Na is the number of atoms in a polypeptide fragment of the protein molecule;
the energy of separate level (band) in recalculation per a single atom may be
presented in the form as follows: Ef � "f CPg N.T/

g 0 �
f g gf
0 0 0 0=2.

Dc
n � �

P
m.¤n/

h
Q c c

0;m�n;0 �
P

f N.T/
f 0 �

c f f c
n m m n

i
is additional to the interatomic

interaction energy wn m, which is essentially connected with the occurrence of
excitation.

Influence of the external fields (both real and efficient ones) upon the injected
electron is presented by the summand as follows:
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QW c c
n n � h'c n .r/j W .r/ � .1=13/

X
l

�
ze2= jr � lj� j'c n .r/i ; (13.2)

where W(r) is the external field (real), while .1=13/
P

l

�
ze2= jr � lj� is the efficient

external field (which is connected with the amino acid inhomogeneity of the
polypeptide fragment of the protein molecule). If this summand is equal to zero,
then this fact must ensure the absence of current at any temperature. In this case,
the accepted model of the polypeptide fragments of protein molecules may be used
for further forecast calculations in the actual conditions, which are characterised by
availability of the nonzero temperature and external fields (both actual and efficient).

Lastly the matrix element Mc c
n m , which is included to the functional

(13.1), is determined by the following equality:

Mc c
n m�� .1=2/

P
l

h
Q c c

0;l�n;m�n�
P

f N.T/
f 0 �

c f f c
n l l m

i
. As well as Dc

n this is the

additional summand to wn m energy, and it describes the dynamic of excitation,
if it is considered as the quasiparticle, that is, as the object of the classic type.
The matrix element Mc c

n m , being a part of the system energy, is the real factor and
satisfies the condition: Mc c

n m D Mc c
m n . Then it is possible to present functional (13.1)

in the following final form:

E .fag/ DPn m
=wn m CPn

� QW c c
n n C Dc

n

� � janj2

CPn m
=M

c c
n m

�
a�

n am C a�
man

�
:

(13.3)

The above-presented detailing determinations of the values, which are included
into functional (13.3), are necessary for further quantity analysis of the problems
under examination, as well as in order to ensure possibilities for making forecast
conclusions concerning utilisation of the external fields in the regulatory medi-
cal and diagnostic purposes in respect to the polypeptide fragments of protein
molecules.

13.3 Results and Discussion

13.3.1 The Effect of Temperature on the Energy Positions
of the Conduction States of the Polypeptide Fragments
of Protein Molecules

As it was noticed [11], in the approximation of linear elongated polypeptide
nanowires, the spatial variables n , m of the functional (13.3) lose their vector nature,
and the functional (13.3) takes the form
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E .fag/ DPn m
=wn m CPn

� QW c c
n n C

P
m.¤n/ Dc c

n m

�
janj2

CPn m
=M c c

n m

�
a�

n am C a�
man

�
;

(13.4)

where, in particular, the matrix element

Dc
n � �

X
m.¤n/

2
4Q c c

0;m�n;0 �
X

f

N.T/
f 0 �

c f f c
n m m n

3
5 ;

is detailed to the form Dc c
n m D �

�
Q c c
0;m�n;0 �

P
f N.T/

f0 �
c f f c
n m m n

�
. If further taken

into account the real structure of the unit cell (which is actually the average amino
acid residue) and to ignore the effects of nonlinear response [12] of “crystal lattice”
of polypeptide fragment of protein molecule to electron injection, then all matrix
elements will have not just index n (which takes values from 1 to Na, by the number
of atoms in the polypeptide fragment) but will have double index n ,˛, where ˛D 0 ,
1 , 2 , 3 , 4. That is, adopt 5 values according to average number of atoms in the
amino acid residue; herewith nD 1, ... ,N0, where N0DNa/5 is the number of amino
acid residues. Then the functional (13.4) can be reduced to a working form:

E .fag/ D NawCPN0
nD1

hP4
˛D0

� QW˛
n C P˛

� jan˛j2
CM

nP1
˛D0

�
a�

n˛an;˛C1 C a�
n;˛C1an˛

�
CP3

˛D2
�
a�

n;˛�1an;˛C1 C a�
n;˛C1an;˛�1

�
C �a�

n2anC1;0 C a�
nC1;0an2

���
:

(13.5)

Here, indices “c”, which symbolise the conductance band, are discarded and
designations w�w(R0) and M�M(R0), where R0 is the average distance between
neighbouring atoms, can be consistently obtained from the general definitions:

wn m � Kn�m=2 �
X

f

"
N.T/

f 0 Q f f
0;m�n;0 �

X
g

N.T/
f 0 N.T/

g 0 �
f g g f
n m m n=2

#
I (13.6)

Mc c
n m � � .1=2/

X
l

2
4Q c c

0;l�n;m�n �
X

f

N.T/
f 0 �

c f f c
n l l m

3
5;

for the approximation of nearest neighbours and linear elongated polypeptide
fragments of a protein molecule.

For the summand, which represents the field, it is possible to introduce such
a redesignation sequentially from the definition (13.2): QW c c

n˛;n˛ � QW˛
n , and the

coefficients P˛ , with account of the notation D�DÔ Ô(R0) and of the general
definition:
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Dc c
n m D �

0
@Q c c

0;m�n;0 �
X

f

N.T/
f0 �

c f f c
n m m n

1
A; (13.7)

which are given by

P0 � Dc c .R0/ � DIP1 � Dc c .R0/C Dc c .R0/ =2 � 3D=2IP2 � Dc c .R0/ =2

CDc c .R0/ � 3D=2IP3 � Dc c .R0/ =2 � D=2IP4 � Dc c .R0/ =2 � D=2:

Here we also use approximation of nearest neighbours and approximation linear
extended polypeptide fragment of protein molecule.

As a result of the variation of the functional (13.5) under condition QW˛
n D 0 and

of the presentation an˛DA˛ exp(i kR0n), where k, one-dimensional wave vector,
the system of 5 equations for determining of the coefficients A˛ and eigenvalues
x� "/jDj was obtained. This system has a single parameter v�jM/Dj (except of
wave vector k). With the total absence of external fields, this system of 5 equations
did not change formally, and, therefore, the formal condition of its compatibility
remains unchanged:

16x5 C 80x4 C 8 �19 � 10v2� x3 C 8 �17 � 26v2 C 4v3 cos .kR0/
�

x2

C �57 � 164v2 C 32v3 cos .kR0/C 48v4
�

x

C �9 � 40v2 C 8v3 cos .kR0/C 32v4
� D 0:

(13.8)

Detailed graphical and numerical analysis of the Eq. (13.8) is shown in Figs.
13.1 and 13.2, where the relative positions of roots xs(v, k) (sD 0 , 1 , 2 , 3 , 4)
are presented. The dependencies, which are represented in Figs. 13.1 and 13.2, are
quite accurate in quantitative meaning within the range 0 < v < 1, especially near
the default value vD 0.4. This analysis makes it possible to build quite satisfactory,
even in a quantitative meaning, analytical solutions [11]. The results arising from the
condition (13.8) do not formally change their form compared with those obtained
for zero temperature. But now the parameter v�jM/Dj essentially depends on
the temperature. This dependence is determined by the structure of the following
type:

v.T/ D � � �227:45o=T: (13.9)

Here the parameters � and � are positive and close to unit in typical situations
for matrix elements M and D in polypeptide fragments of protein molecules. They
have the following general property within physiologically acceptable temperature
range:

� > �227:45o=T:
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Fig. 13.1 The dependence of
the roots xs(v, k) of Eq. (13.8)
on the dimensionless energy
of resonance exchange
interaction v for the three key
values of the wave vector:
k D 0 solid curves;
jkjR0 D� /2 dashed curves;
jkjR0 D� curves made by a
dotted line
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The numerical value 227.45o is originated from the structure .Ec�E	 /=k
T where the

difference EÔ�E	 for medium-oxygen model of the electronic subsystem is equal
to 0.0196 ÈV [13], and Boltzmann constant k is equal to 8.6173�10�5 ÈV/-.

In analysing (13.9), it is not difficult to see that the factor v(T) has the same
“behaviour” as the temperature. In other words, it increases or decreases along with
the temperature. In this meaning, the dependencies shown in the Fig. 13.1 may be
used for qualitative analysis of the temperature influence upon energy positions of
states of conductivity. However, the analysis of direct quantitative dependencies
of their positions on the temperature within physiologically acceptable range is
definitely advisable from a practical point of view. For such dependency, formula
(13.9) was used in an expression for the roots of Eq. (13.8), which were obtained in
[11], for the most typical values �D 1 and � D 0.8. Herewith:

v.T/ D 1 � 182o=T; (13.10)

and the dependencies of these roots with temperature is as follows
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Fig. 13.2 Dispersive
dependencies of energies
xs(v, k) on the wave vector k
(at v D 0.4): solid curves, the
exact solutions of the Eq.
(13.8); dashed lines,
solutions, constructed by a
formula of [11] for xs(v, k)
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�1C v.T/2 C 3:15 v.T/4 � 0:68v.T/3 cos .kR0/
�3=2C v.T/ � 2:49v.T/2 C 3:10v.T/3 cos .kR0/
� 3=2 � v.T/ � 1:42v.T/2 � 1:90v.T/3 cos .kR0/
� 1=2C v.T/2 � 1:23v.T/4 C 0:35v.T/3 cos .kR0/
� 1=2C v.T/2 C 3:72v.T/4 � 0:87v.T/3 cos .kR0/

1
CCCCCA

(13.11)

These dependencies are shown in Fig. 13.3 for kD 0. As it is seen in Fig.
13.3, all five states of conductivity depend on temperature differently. States x0 and
x1 are almost independent of temperature, while the state x2 shows the strongest
dependence.

Therefore, it is necessary to investigate the question of the properties of current:
on the one side, under conditions of a nonzero temperature and, on the other side,
under conditions of complete absence of external factors that violate electrostatic
balance of the system. It is clear that under such conditions, the current should not
occur at any temperature.

Due to the invariance of condition (13.8), it will not change the real (with
dimension) eigenvalues in the form of energy: "s(T, k)DjD(T)j xs(T, k), as well as
the total energy of protein nanowires, excited by injected electron:

Es .T; k/ D Naw.T/C "s .T; k/ � Naw.T/C jD.T/j xs .T; k/

The energy Es(T, k) can be extended to a complete predicted-estimated level by
means of definitions (13.6) � (13.7). In particular, such an extension is interesting
from the point of view of the temperature influence upon the electronic subsystem
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Fig. 13.3 Dependencies of
dimensionless energies xs

from temperature within
physiologically acceptable
range �23
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and microcurrent of injected electron in complete absence of external fields. But to
analyse the temperature influence upon studied conductance states, it is sufficient to
analyse the difference:

Es .T; k/ � Naw.T/ D "s .T; k/ D jD.T/j xs.T; k/;

as the temperature dependence w(T) is similar for all states, and specific temperature
“behaviour” of conductance states is defined only by the factor:

"s .T; k/ D jD.T/j xs.T; k/:

So now it is enough to consider only the factor jD(T)j in details, because this
factor is general for all five states (13.11). The dependence jD(T)j is defined by the
formula:

jD.T/j D jD0j C sign .D0/ sign .D1/ jD1j 227:45
o

T
; (13.12)

where the parameters D0 and D1 satisfy the condition: jD0j> > jD1j, and sign(x) is
a sign function.
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13.3.2 Current Absence in the Absence of External Fields
at Any Temperature

The current is determined on the basis of the presentation for the injected electrons
as free quasiparticles of classical type in the conduction band of primary structure
of the protein molecules [14–16]. Thus, each of the eigenvalues Es(T, k) takes the
meaning of the classical Hamiltonian dependent on the wave momentum pD¯ k
[12, 16]. Therefore, a standard definition of velocity in spatially one-dimensional
case for solids is used:

Vs .T; k/ D 1

¯
d

dk
ŒEs .T; k/� D 1

¯v.T/
3 jD.T/jR0

0
BBBBB@

0:68

�3:10
1:90

� 0:35
0:87

1
CCCCCA

sin .kR0/;

where the dependencies v(T) and jD(T)j are determined in (13.10) and (13.12),
respectively. Consequently to the definition of current density JD e nV, we will
obtain the following:

Js D ev.T/3 jD.T/jR0
¯N0V0

0
BBBBB@

0:68

�3:10
1:90

� 0:35
0:87

1
CCCCCA

sin .kR0/;

where it was taken into account that for one injecting electron, it must be:
n� 1/N0V0. Here V0 is the effective average volume of amino acid residue, and
N0, as it was already noted, is the number of amino acid residues. As it is seen, each
subband of conductivity (for each value sD 0 , 1 , 2 , 3 , 4) has a strong enough
temperature dependence, and this dependence is determined by the product:

v.T/3 jD.T/j D
	
1 � 182

o

T


3 	
jD0j C sign .D0/ sign .D1/ jD1j 227:45

o

T



:

But, as well as in [11], the total value of current density JD e nV for the whole
conductance band, which is defined by the sum of the individual currents Js, is
equal to zero. This is due to the absence of temperature influence on the set of the
following factors (0.68 � 3.1 1.9 � 0.35 0.87). The sum of these factors is equal
to zero, and this set is determined by general symmetry of amino acid residues and
interactions between atoms, which are formed by these residues.

So, if real external field and the effective field, conditioned by amino acid
heterogeneity, does not influence on the polypeptide fragment of the protein
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molecule, the current does not occur in this system. This result is more fundamental
than that obtained in [11], as it proves that the proposed model provides an absence
of current also at an arbitrary temperature in the complete absence of external fields
(both real and effective).

13.4 Conclusions

The main aim of the study was the calculation of the current density in the complete
absence of violations of electrostatic equilibrium (as in the previous study [11]).
But, unlike [11], this calculation was performed for the temperature not equal to
zero. It was shown that at T¤ 0 and in the absence of any external electrostatic
influence, the current does not occur in the system. That is, the temperature does
not affect the current from an electron, injected during metabolism, if there are no
external electrostatic factors for its occurrence, and just this must be from a physical
point of view.
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Chapter 14
About Possible Mechanisms of Nanoconductivity
in Polyenes Polymers: The Charge Solitons
at Extremely Weak External Fields

S. V. Vasylyuk, A. D. Suprun, and V. N. Yashchuk

14.1 Introduction

Molecular compounds, that have alteration of simple and multiple bonds, are called
linear conjugated systems, in such systems which will be considered in paper, can
be presented by the following formula: [R1 — (CH)m — R2], where R1 and R2 are
terminal groups, superimposed with polymethine chain. These systems are both
electrically neutral and charged positively or negatively [1–2], depending on what is
injected in them – electron or hole. Carbon atom of the methine group (CH) in the
chain is in sp2-hybridized state [1–2].

Linear conjugated systems are being widely investigated in their functions
of single-photon and two-photon exited fluorescent probes, polarity indicators,
materials for three-dimensional record of information, and other fields of organic
chemistry and nonlinear optics [1–4].

We are able to explain such properties of a number of organic compounds as
quasi-metallic conductivity and significant change of the spectral properties of
ionic dyes [1–4], which adsorb and radiate light in the near IR spectral region in
particular, due to the concept of solitons [5–7]. It has been established that injection
of electrons/holes in the conduction band results in the appearance of the soliton
level inside of the forbidden zone and is accompanied by noticeable shifts of the
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top of the valence zone and bottom of the conduction zone: in the case of electron
injection, to the side of the energy attenuation and, in the case of the hole injection,
to the side of its increase [8–13].

Construction of physical models, which describe charge transfer in one-
dimensional condensed systems of the polymer type, was initiated in works of
[6–17]. In particular, one of the models of such a type is a model of conductivity,
based on the concept of the hopping [17–21] in donor-acceptor systems and
zone theory [17–19] in the molecular crystals. However, other soliton models
of conductivity also attract the scientists’ attention: in these models the influence of
the external actions on the solitons appears at autolocalization of excitations with
regard to their dynamics in molecular one-dimensional chains [9–24].

In this paper the model of the charge transfer, based on the concept of solitons,
which adds and develops other models [9–23], is considered. Similarly to [24], this
paper considers (the “slowly changing coefficient” method) the slowing down of
solitons under the action of the friction forces, which act from the side of the chain
molecules. Appearance of charge in a chain results in the alteration of the lengths
of neighboring CC-bonds by the value (as it is shown in investigations [7, 11–13]).
According to A. S. Davydov [11–16], excitation, which consists of the electron
(hole) and encircle deformation of the crystal lattice (or its analogue) and moves
with a constant speed (if the external fields are absent), is accepted to call as electron
(hole) soliton. Hereinafter the term charge soliton or soliton is used [9–27].

14.2 Description of the Geometry

To specify the model, polyene-like polymer chain with alteration of double and
single carbon-carbon bonds, known as conjugate (bonded) pi-electron system, is
considered (see Fig. 14.1). Abscise axis is directed along the chain, and ordinate
axis is orthogonal to it. In such a case, the area of the chain and coordinate area
(x, y) coincide (see Fig. 14.1). Each of two carbon chains differs in the parameter
(index) ˛Df0; 1g. In such a case, x axe (abscise) is considered as it coincides with
the lower chain and corresponds to the value ˛D 0, and the upper chain is associated
with the value ˛D 1 (see Fig. 14.1).

Triangles, shown in Fig. 14.1, are formed by three atoms of carbon. Here d is
the length of the double bond and b is the length of the single bond. It is known

[7, 25–27] that these values are approximately equal: d D 1; 36
o
A, b D 1; 44

o
A, and

d � b D 0; 08 o
A.

Such insignificant difference enables one to use further equilibrium model of the
carbon-carbon chain, in which the lengths of bonds are considered as equal and are

accepted equal to 1; 4
o
A [27]. The accepted method of separation of the lattice cell

is well seen in Fig. 14.1. Here three lattice cells are shown in detail: n� 1, n, and



14 About Possible Mechanisms of Nanoconductivity in Polyenes Polymers. . . 189

Fig. 14.1 Illustration to description of the accepted model of the polyene chain

nC 1. It is seen that each lattice cell contains a couple of carbon atoms or, to be more
precise, a couple of CH-groups, which are referred to as single bond between carbon
atoms. At such a choice of the coordinate system, radius vectors R˛, n for positions
of CH-groups in each chains under conditions of equilibrium are determined by the
formula

R˛n D ex .R0nC ˛b cos /C ey˛d sin'I ˛ D f0I 1g ; (14.1)

where

R0 D d cos' C b cos I (14.2)

As hereinafter the approximation of the nearest neighbors is used, it is necessary
to define the following differences between the vectors:

R1n � R0n D exb cos C eyd sin'I (14.3)

R0;nC1 � R1n D ex .R0 � b cos / � eyd sin'I (14.4)

R1;nC1 � R0n D ex .R0 C b cos /C eyd sin'I (14.5)

R0;nC1 � R0n D R0exI (14.6)

R1;nC1 � R1;n D R0ex: (14.7)
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14.3 Work Statement

To describe the dynamics of the electron, which is injected into polyene chain, the
Hamiltonian is used [28, p. 52], which, with regard to peculiarities of this object,
has a form

E .fag/ D Ec CW.0/ C 1

2

X
˛n

X
ˇm

w˛n;ˇm

.˛n ¤ ˇm/

C 1

2

X
˛n

�
D˛n CW.1/

˛n

� ja˛nj2 C
X
˛n

X
ˇm

M˛n;ˇma�̨
naˇm:

.˛n ¤ ˇm/ (14.8)

It is typical for condensates of the crystalline type with the semiconductor or
dielectric zone structure. The first summand Ec in (14.8) corresponds to the electron
energy of N isolated molecular groups (in the case of polyenes, it will be CH-
groups), to which the energy of the injected electron, that interacts only with the
electrons of such isolated molecular group, is added. W(0) is the energy of interaction
of the external field with the electrons of the valence zone. The energy w˛n,ˇm in
(14.8) plays the main role in the incorporation of the isolated molecular groups
into the united bonded system and determines interaction between them under
conditions of the absence of excitation. Energy D˛n in the Hamiltonian (14.8) by its
physical sense reflects the change in the interaction of the exited molecular group
with non-exited surrounding in comparison with the similar interaction, when all
molecular groups are not exited. The summand W.1/

˛n represents the influence of
the external field on the injected electron. Value a˛ n is, in fact, the wave function
of the variables ˛, n, which determines the distribution in the molecular chain of
the electron, injected in the conduction zone, and ja˛ nj2 is usually interpreted as
the probability of the localization of the electron on the knot with the number
˛ n. At last, the energy M˛n,ˇm, which is included into the Hamiltonian (14.8), is
called as the energy of the resonance exchange interaction. By its physical sense,
it determines not so much additional interaction among molecular groups, as the
dynamics of the considered charge excitation in the polyene chain.

Hereinafter only varying part of the Hamiltonian (14.8) is considered:

�E .fag/ � E .fag/ � Ec �W.0/:
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Under approximation of the nearest neighbors, determined in (14.3)–(14.7), it
takes the form of

�E .fag/D 1
2

X
n

n
w .R1n�R0n/Cw .R0;nC1�R1n/C

h
W.1/
0n CD .R1n�R0n/

i
ja0nj2

C
h
W.1/
1n C D .R0;nC1 � R1n/

i
ja1nj2

CM .R1;nC1 � R0n/
�
a�
0na1;nC1 C a�

1;nC1a0n
�

CM .R0;nC1�R0n/
�
a�
0na0;nC1Ca�

0;nC1a0n
�

CM .R1;nC1�R1n/
�
a�
1na1;nC1Ca�

1;nC1a1n
�

CM .R1n�R0n/
�
a�
0na1nCa�

1na0n
�

C M .R0;nC1�R1n/
�
a�
1na0;nC1 C a�

0;nC1a1n
� o
: (14.9)

In this Hamiltonian, designations of the dependence of energies on vectors
means the compact records of their dependence on the components of these vectors.
Proceeding from the designations (14.1)–(14.7), it is rather obvious that everything
reduces itself to the dependence of energies on values d, b,', . It is seen from Fig.
14.1 that angles  and ' are not independent, but are connected by sinus theorem.
In this sense all energies in the last Hamiltonian in the most general case depend
on three parameters only, d, b,', and taking into account that d� b in fact on two:
b and '. However, hereinafter for preservation of some generality (at least in zero
approximation), we, after all, will take into account values d and b as different ones,
using their approximate equality only in the cases when their relation is comparable
with one, or their difference is comparable with themselves.

Now we must take into account that at the appearance of the injected electron in
the chain, its equilibrium state, which is caused by the requirement of the energy
minimality 1

2

P
˛n

P
ˇm w

�
R˛n � Rˇm

�
(˛n¤ˇm) by the components of the sub-

tractive vectors R˛n �Rˇm, is violated. Hence, now we must perform repeated mini-
mization of energy, already taking into account the existence of the injected electron,
which violates the equilibrium of the system. To do that, in the approximation of the
nearest neighbors, it is possible to consider the parameters d, b,' as distributed by
the space of the polyene change. Then Hamiltonian (14.9) takes the form
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�E .fdg ; fbg ; f'g ; fag/ D 1

2

X
n

n
w .bn; 'n/C w .dn; 'n/

C
h
W.1/
0n C D .bn; 'n/

i
ja0nj2 C

h
W.1/
1n C D .dn; 'n/

i
ja1nj2

CMin
01

�
a�
0na1;n C a�

1;na0n
�CMout

10

�
a�
1na0;nC1 C a�

0;nC1a1n
�

CMout
01

�
a�
0na1;nC1 C a�

1;nC1a0n
�CM0

�
a�
0na0;nC1 C a�

0;nC1a0n
�

C M1

�
a�
1na1;nC1 C a�

1;nC1a1n
� o
: (14.10)

It is taken into account in this presentation that the input of the energy of
the resonant exchange interaction M(R˛n �Rˇm) into the response of the “crystal
lattice” of the considered chain on the electron injection is small enough with regard
to energies w(R˛n �Rˇm) and D(R˛n�Rˇm), so we can neglect by them. As a
result, the last presentation contains matrix elements M(R˛n �Rˇm) in the form
of constants. The explicit form of designations for these constants can be easily
obtained from the comparison of (14.9) and (14.10).

For final definition of the Hamiltonian (14.10), it is necessary to specify energies
W.1/
0n and W.1/

1n , which are connected with the influence of the external field on the
injected electron. Proceeding from the general definition for them [28, p. 51] and
also introducing more compact designations for them, it is possible to obtain

W.1/
0n D �2e .F � R0n/ � W.I/

nI W.1/
1n D �2e .F � R1n/ � W.II/

n

Here F is the vector of the strength of the external electrical field, and values W.I/
n

and W.II/
n , taking into account (14.1) and (14.2), have the following explicit form:

W.I/
n .dn; bn; 'n/ D �nW .dn; bn; 'n/ I (14.11)

W.II/
n .dn; bn; 'n/ D �nW .dn; bn; 'n/ �Wx .dn; 'n/ �Wy .dn; 'n/ : (14.12)

Here W(dn,bn,'n)�Wx(dn, bn,'n)C2eFxbn cos n; Wx(dn, bn,'n)�2eFxdn cos'n;
Wy(dn,bn,'n)� 2eFydn sin'n. Therefore, finally the Hamiltonian (14.10) takes the
form (14.15) with the approximation (14.13) and Taylor minimization series

W .dn;bn;'n/ � Wx .dn; bn; 'n/C 2eFxbn cos n (14.13)

Further this Hamiltonian should be minimized, first of all, by the set of variables
fdg, fbg, f'g that will be done in the following section.
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Taking into account conditions (14.28), (14.29), and (14.30), Equations (14.26)
and (14.27) (with zero approximation in relation to the ratio of energy minimization
fTaylor series formula is too long to show it in this workg), are transformed into
nonlinear Hamiltonian.

To perform the energy minimization (14.13) by the set of variables fdg, fbg, f'g,
first of all represent them in the following form:

dn D dC nI bn D bC �nI 'n D ' C �n: (14.14)

Such representation always admits that changes of the “lattice constants” n,
�n, and angular “lattice constants” �n are considerably less than the corresponding
equilibrium values d, b,'. Substitution of (14.14) in (14.13) and (14.13) in (14.10)
reduces this Hamiltonian to the form

�E .fg ; f�g ; f�g ; fag/ D 1

2

P
n

n
w .bC �n; ' C �n/C w .dC n; ' C �n/

C
h
W.I/

kn .dC n; bC �n; ' C �n/C D .bC �n; ' C �n/
i
ja0nj2

C
h
W.II/

kn .dC n; bC �n; ' C �n/C D .dC n; ' C �n/
i
ja1nj2

CMin
01

�
a�
0na1n C a�

1na0n
�CMout

10

�
a�
1na0;nC1 C a�

0;nC1a1n
�

CMout
01

�
a�
0na1;nC1 C a�

1;nC1a0n
�CM0

�
a�
0na0;nC1 C a�

0;nC1a0n
�

CM1

�
a�
1na1;nC1 C a�

1;nC1a1n
� o
:

(14.15)

Now, taking into consideration the smallness of shifts n, �n, and �n, let us
expand all energies, which contain them, into the Tailor series. In such a case, all
inputs not higher than linear or squared, if the linear is absent, are preserved (which
takes place in the energy w).

Performing after that the operation of minimization according to conditions
@
@n
.�E/ D 0I @

@�n
.�E/ D 0I @

@�n
.�E/ D 0 (14.16), we obtain the set

of three connected linear equations for determination of values n, �n i �n and, after
solving it, obtain (14.16), where

Ÿn D œ.I/n ja0nj2 C �.II/n ja1nj2I ˜n D �.I/n ja0nj2 C œ.II/n ja1nj2I
¦n D �”

h�
�.I/n � �.I/n

�
ja0nj2 C

�
�.II/n � �.II/n

�
ja1nj2

i
; (14.16)
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�.I;II/n D g.I;II/n C f PW.I;II/
knI �.I;II/n D q.I;II/n C h PW.I;II/

knI
v.I;II/n D

PW.I;II/
kn

Rw
k

I � D Rw
k

Rw
˘

I

g.I;II/n D �
PD.I;II/

kn

2 Rwk
C Rw˘ PD.I;II/

?n � Rw? PD.I;II/
kn

2
� Rwk Rw? � Rw2˘

� I q.I;II/n D
Rw˘
�
Rwk PD.I;II/

?n � Rw˘ PD.I;II/
kn

�

2 Rwk
� Rwk Rw? � Rw2˘

� I :
(14.17)

The simplifying designation is also used:

h D 2 Rw? Rwk � Rw2˘
2 Rwk

� Rwk Rw? � Rw2˘
� I f D Rw2˘

2 Rwk
� Rwk Rw? � Rw2˘

� : (14.18)

Substituting values (14.16) into the Hamiltonian, which can be obtained from
(14.15) by expansion of its matrix elements in the Tailor series (it is not presented
here because of its bulkiness), after not complex, but rather awkward transforma-
tions, it is possible to formulate nonlinear Hamiltonian with regard to plurality of
complex conjugate pairs of variables fag:

�E .fag/ D 1

2

P
n

n
M0

�
a�
0na0;nC1 C a�

0;nC1a0n
�CM1

�
a�
1na1;nC1 C a�

1;nC1a1n
�

CMin
01

�
a�
0na1n C a�

1na0n
�CMout

10

�
a�
1na0;nC1 C a�

0;nC1a1n
�

CMout
01

�
a�
0na1;nC1 C a�

1;nC1a0n
� �G.n/

00 ja0nj4 � G.n/
11 ja1nj4

�G.n/
10 ja0nj2 � ja1nj2 �W � n

�
ja0nj2 C ja1nj2

�
� �Wx CWy

� ja1nj2
o
;

(14.19)

where

G.n/
00 D 1

2
Rwk
�
�.I/2n C �.I/2n

� � Rw˘
�
	.I/n �

.I/
n C 	.I/n �

.I/
n

�C 1
2
Rw?	.I/2n C PDk�.I/n

� PD?	.I/n C PW.I/
kn

�
�.I/n C �.I/n

� � PW.I/
?n	

.I/
n I

(14.20)

G.n/
11 D 1

2
Rwk
�
�.II/2n C �.II/2n

� � Rw˘
�
	.II/n �.II/n C 	.II/n �.II/n

�C 1
2
Rw?	.II/2n C PDk�.II/n

� PD?	.II/n C PW.II/
kn

�
�.II/n C �.II/n

� � PW.II/
?n 	

.II/
n I

(14.21)

G.n/
01 D Rwk

�
�.I/n �

.II/
n C�.I/n �

.II/
n

�� Rw˘
�
	.I/n �

.II/
n C 	.II/n �.I/n

� � Rw˘
�
	.II/n �.I/n C	.I/n �

.II/
n

�

CRw?	.I/n 	
.II/
n C PDk

�
�.I/n C �.II/n

� � PD?
�
	.I/n C 	.II/n

�C PW.I/
kn

�
�.II/n C �.II/n

�

� PW.II/
?n 	

.I/
n C PW.II/

kn

�
�.I/n C �.I/n

� � PW.I/
?n	

.II/
n ;

(14.22)
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and also definitions (14.11) and (14.12) for the external electric field are taken into
account.

Proceeding from the definitions (14.17) and (14.18), one can easily reassure
himself that under the absence of the external field (FD 0), the symmetry is
realized at which nonlinearity parameters G.n/

00 and G.n/
11 , first, lose dependence

on n variable and, secondly, coincide. Hence, the equality G00DG11 is fulfilled.
It will be important at consideration of the base properties of the states under
investigation.

14.4 Work System of Equations and Analysis of Its Solution

The Hamiltonian (14.19) can be considered as a form, which by its structure reminds
the classical Hamiltonian form for an arbitrary system of the harmonic oscillators,
formulated in the “normal coordinates” a˛n and “normal impulses” i¯a�̨

n. It can
be done as they satisfy classical Poisson brackets just as it may do canonically
conjugated pair of variables [29, pp. 201–202]. Hence, it is possible to write
Hamilton equation: i¯ @a0n

@t D @�E.fag/
@a�

0n
I i¯ @a1n

@t D @�E.fag/
@a�

1n
substituting which

in (14.19) we obtain the system

i¯@a˛n

@t
D 1

2
M˛ .a˛;nC1 C a˛;n�1/C 1

2

�
Min
01aˇn CMout

˛ˇ aˇ;nC1 CMout
ˇ˛aˇ;n�1

�

� 2G.n/
˛˛ja˛nj2a˛n � G.n/

˛ˇ

ˇ̌
aˇn

ˇ̌2
a˛n � nWa˛n � ı1˛

�
Wx CWy

�
a˛nI

f˛; ˇg D f0I 1g I ˛ ¤ ˇ:

i¯ @a˛n
@t D

1

2
M˛ .a˛;nC1 C a˛;n�1/C 1

2

�
Min
01aˇn CMout

˛ˇ aˇ;nC1 CMout
ˇ˛aˇ;n�1

�

� 2G.n/
˛˛ja˛nj2a˛n � G.n/

˛ˇ

ˇ̌
aˇn

ˇ̌2
a˛n � nWa˛n � ı1˛

�
Wx CWy

�
a˛nI

f˛; ˇg D f0I 1g I ˛ ¤ ˇ:
(14.23)

It is taken into account in this system that for G-factors, the symmetry relation-
ship G.n/

01 � G.n/
10 is fulfilled. We shall search solution of the system (14.23) in the

form

a˛n.t/ D A˛n.t/ exp Œi .p.t/n � �.t//� ; (14.24)

where A˛n(t) is a real function. Then Eq. (14.23), after substitution of (14.24) in it,
division of real and imaginary parts, and introduction of designations,
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v˛ � jM˛ j
¯ I vout

˛ˇ �
ˇ̌
ˇMout

˛ˇ

ˇ̌
ˇ

¯ I vout
ˇ˛ �

ˇ̌
ˇMout

ˇ˛

ˇ̌
ˇ

¯ I vin
01 � jM

in
01j

¯ I �˛ � 1
v˛
I

…˛ � W
jM˛ j I …˛

x � WxjM˛ j I …˛
y � Wy

jM˛ j I g.n/˛˛ � G
.n/
˛˛jM˛ j I g.n/˛ˇ �

G
.n/
˛ˇ

jM˛ j ;

(14.25)

and also using a continual (long-wavelength) approximation A� n(t))A� (t, x),

A�;n˙1.t/ ) A� .t; x˙ 1/ D A� .t; x/ ˙ @A� .t;x/
@x C 1

2

@2A� .t;x/
@x2

reduces itself to the
system:

@A˛
@t
C v˛ sin.p/

@A˛
@x
C 1

2

�
vout
˛ˇ C vout

ˇ˛

�
sin.p/

@Aˇ
@x
C 1

2

�
vout
˛ˇ � vout

ˇ˛

�
sin.p/AˇD0

(14.26)

1

2
cos.p/

@2A˛
@x2
C2g˛˛.x/A

3
˛C

h
�˛

ı
�Ccos.p/Cx

�
…˛��˛ ı

p
�
Cı1˛

�
…˛

xC…˛
y

�i
A˛

C 1

4
�˛

�
vout
˛ˇ C vout

ˇ˛

�
cos.p/

@2Aˇ
@x2
C 1

2
�˛

�
vout
˛ˇ � vout

ˇ˛

�
cos.p/

@Aˇ
@x

C 1

2
�˛

h
vin
01 C

�
vout
˛ˇ C vout

ˇ˛

�
cos.p/

i
Aˇ C g˛ˇ.x/A

2
ˇA˛ D 0:

(14.27)

Here is designated
ı
p � dp

dt and
ı
� � d�

dt . Herewith the first equation has
dimensionality of frequency, and the second one is dimensionless. Hereinafter we

shall consider a problem in zero approximation with regard to the ratio
vout
˛ˇ �vout

ˇ˛

vout
˛ˇ Cvout

ˇ˛

. It

is seen from Eqs. (14.26) and (14.27) that this ratio can play the role of a small
parameter, as for ��bonds, which are typical for polyenes, the level of this ratio is
estimated as the value 0.2˙ 0.05. Restriction by zero approximation here is aimed
at finding of the solution of the system (14.26) and (14.27) in the analytical form
for its further use for improvement of solutions concerning polyenes. In such zero

approximation
�
vout
˛ˇ D vout

ˇ˛

�
, the following designations may be introduced:

vout
˛ˇ D vout

ˇ˛ D v?: (14.28)

As follows from designations for the matrix elements and frequencies, presented
in (14.25), zero approximation (14.28) means the equity of the processes of the
resonance exchange between lattice cells with the numbers n and nC 1 with
simultaneous change of the chain numbers. In this sense condition (14.28) is
reasonably rigid. Besides that, the condition of the equality of the v˛ frequencies
shall be used:

v0 D v1 D vk: (14.29)



14 About Possible Mechanisms of Nanoconductivity in Polyenes Polymers. . . 197

Equality (14.29), by contrast with (14.28), is fulfilled practically precisely,
because frequency factors v˛ are connected with description of the processes of
the resonance exchange along each of two chains, which are physically equivalent
in polyenes. Let us also designate for the uniformity:

vin
01 D vin

?: (14.30)

Taking into account conditions (14.28), (14.29), and (14.30), Eqs. (14.26) and

(14.27) in zero approximation in relation to the ratio
vout
˛ˇ �vout

ˇ˛

vout
˛ˇ Cvout

ˇ˛

take the form of

@A˛
@t
C sin.p/


vk
@A˛
@x
C v?

@Aˇ
@x

�
D 0 (14.31)

1

2
cos.p/


@2A˛
@x2
C �kv?

@2Aˇ
@x2

�
C
�
2g˛˛.x/A

2
˛ C g˛ˇ.x/A

2
ˇ

�
A˛

C
h
�k

ı
� C cos.p/C x

�
… � �k

ı
p
�
C ı1˛

�
…x C…y

�i
A˛

C �k

1

2
vin

? C v? cos.p/

�
Aˇ D 0:

1

2
cos.p/


@2A˛
@x2
C �kv?

@2Aˇ
@x2

�
C
�
2g˛˛.x/A

2
˛ C g˛ˇ.x/A

2
ˇ

�
A˛

C
h
�k

ı
� C cos.p/C x

�
… � �k

ı
p
�
C ı1˛

�
…x C…y

�i
A˛

C �k

1

2
vin

? C v? cos.p/

�
Aˇ D 0: (14.32)

Due to condition (14.29) (more precisely, equality of matrix elements M˛ ,
˛Df0; 1g), the fields …x,…y,… also loss indexes ˛. With regard to the designation
�˛ � 1

v˛
, presented in (14.25), and designation (14.29), designation

�k � 1

vk
(14.33)

is obvious as well. It is seen now that using the parameter �k, which has dimension
of time, it is possible to reduce the last system to the completely dimensionless form,
multiplying Eq. (14.31) by �k, introducing dimensionless time � � t

�
k

, and taking

into account (14.33) in the form �kvkD 1. At such transformation designations
ı
p

and
ı
� should be already understood as dp

d� and d�
d� , respectively, and systems (14.31)

and (14.32) take the form
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@Ai

@�
C ˇ.p/@Ai

@x
C �kv?ˇ.p/

@Aj

@x
D 0I (14.34)

1

2
cos.p/


@2A˛
@x2
C �kv?

@2Aˇ
@x2

�
C
�
2g˛˛.x/A

2
˛ C g˛ˇ.x/A

2
ˇ

�
A˛

C
h
�k

ı
� C cos.p/C x

�
… � �k

ı
p
�
C ı1˛

�
…x C…y

�i
A˛

C �k

1

2
vin

? C v? cos.p/

�
Aˇ D 0: .i ¤ j/ I fi; jg D f0I 1g : (14.35)

In this system, in comparison with (14.31) and (14.32), the following changes
took place. Firstly, Greek indexes are changed by Latin ones, as now the danger to
mix up index i with the imaginary unit is absent, and, secondly, Greek letters are
used for designations of dimensionless velocity:

ˇ.p/ � sin.p/; (14.36)

and dimensionless dynamic mass:

�.p/ � 1

cos.p/
: (14.37)

The following condition is also accepted:

v? D vin
?; (14.38)

nonuse of which results in excess of precision in regard to condition (14.28), which
determines the zero approximation, accepted here.

14.5 Solution and Its Analysis

Analysis of the systems (14.34) and (14.35) should be started from the subsystem
(14.34), which has such an explicit form:

@A0
@�
C ˇ@A0

@x
C �kv?ˇ

@A1
@x
D 0I

@A1
@�
C ˇ@A1

@x
C �kv?ˇ

@A0
@x
D 0:

(14.39)

The general solution of this system is two linear arbitrary functions of the
variable: D x� xc(� ), where xc(� ) is the point of localization of this excitement,
dynamics of which is subjected to determination. In other words,
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Ai .�; x/ � Ai .x � xc .�// � Ai ./ I i D f0I 1g : (14.40)

Substitution of Ai() into the system (14.39) and the requirement of the
compatibility of obtained equations result to obtaining of two values of the

derivative
ı
xc:

ı
xċ D

�
1˙ �kv?

�
ˇ.p/: (14.41)

Accordingly, we have two variables:

˙ D x � xċ .�/ : (14.42)

Using of the eigenvalues of (14.41) in the system, which can be obtained from
(14.39) by substitution of (14.40), with simultaneous change of variable  on the
corresponding variable from (14.42) leads to both equations of this system for each
of branches “˙” coincide, however reproduce a couple of new equations – for each
branch:

@AC
1

@C
D @AC

0

@C
I @A�

1

@�
D �@A�

0

@�
: (14.43)

Here the situation is considered, when each of the branches from (14.43) depends
on its variable only (in the general case, each of branches can have a parametric
dependence on the other variable) in such a manner that

As
i .s/ D Bs

iˆs .s/ I i D f0I 1g I s D f˙g : (14.44)

Using presentation (14.44) in relations (14.43), we can, at least, formulate
the following conditions for both branches: AC

0 .C/ D AC
1 .C/ D ˆC .C/;

A�
0 .�/ D �A�

1 .C/ D ˆ� .�/. Or, in more compact form:

A0̇ .˙/ D ˙A1̇ .˙/ D ˆ˙ .˙/ : (14.45)

In this case relationship (14.45) in fact means the transfer from the initial
branches “0” and “1” to the new branches “C” and “–” (e.g., in the condition of
normalization

P
in jainj2 D 1 as a result of a sequence of transformations from the

initial functions ai n to functions ˆ˙(˙)).
Before starting to consider subsystem (14.35) with due regard for (14.45), let

us return to conditions (14.41). By their form conditions (14.41) are equations of
motion, which determine dynamics of centers of localization of the exited (injected
into conduction zone) electron. In this case the dependence of the mechanically
wave impulse p on time � should be known. Such a dependence can be both specified
directly in the form of function p(� ), or be determined by the dynamical equation
for impulse p, which completes (14.41). Looking back at the subsystem (14.35), one
can immediately notice the following: in the equations of this subsystem, due to the
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factor
�
… � ı

p
�

x, there is a possibility to raise a question about the formulation of

the dynamical equation for the impulse p. There are three possible situations:

1. jˇ(p)j! 0. According to designation (14.36), this condition means also the
condition jpj! 0. And, as follows from (14.37), j�(p)j! 1. In this case the
desired dynamical equation, which complements the equation of motion (14.41),
can be written in the form [28–30]

ı
p D …: (14.46)

In the circumstances, different from the approximation jˇ(p)j! 0, this condition
is physically incorrect, as violates the accordance between the classical description
of this object and its quantum-mechanical description in the form of the subsystem
(14.35). This contradiction makes itself evident in the fact that in the classical
description (14.46), the object is considered as such, which moves in the external
field with the force constant …, whereas in the quantum-mechanical description
(14.35), the main input from the external field, which is determined just by the

factor
�
… � ı

p
�

x, disappears.

2. jˇ(p)j
 1. According to the definition (14.36), in the field of uniqueness of
the function sin.p/

�jpj � �
2

�
, this condition also means the condition jpj
 1.

Dynamical equation, which completes Eq. (14.41), should be already presented
in the symmetrical form:

ı
p D 1

2
… (14.47)

Symmetry of this form is connected with the fact that in the quantum-mechanical

description (14.35), the factor
�
… � ı

p
�

x also takes the form of 1
2
…x. That is,

both descriptions have the same force constant 1
2
…. However, such a choice of the

dynamical equation for the impulse p is correct only in the specified asymptotics
jˇ(p)j
 1, as at the transfer to the variables ˙ D x � xċ , the classical description
(14.41) and (14.47) and quantum-mechanical one (14.35) appear to be formulated
in different coordinate systems. Quantum-mechanical, in the coordinate system,
connected with the point xċ , and the classical one, in the “laboratory” coordinate
system, is connected with the polyene molecule.

3. jˇ(p)j � 1. In this asymptotics it is not possible already to neglect by the fact
that the classical and quantum descriptions are formulated in different coordinate
systems. In this case the forces should have different scales. Hence, analogue

of Eq. (14.47) now should have the form
ı
p D G, and the factor

�
… � ı

p
�

x

the form 1
�

Fx. The mass factor 1
�

arises due to the necessity to formulate Eq.

(14.35) in their own coordinate systems, connected with the points xċ .�/. In
this case the forces F and G satisfy the relationship 1

�
FCG D …. It is clear that

one more relationship is necessary to determine them. This relationship can be
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obtained [28, p. 4.3] already from the solution of the subsystem (14.35). In this
case this solution is constructed in such a manner that the quantum and classical
descriptions were successively coordinated.

14.6 Maximally Feeble Fields: Soliton Solution

Hereinafter only the first situation jˇ(p)j! 0 is considered in detail, for which the
equation of motion (14.46) is fulfilled. In this case the subsystem (14.35) with due
regard for (14.45) and condition, @

@x � @
@

˙

, resolves itself into two equation, the
first of which has a form

1

2�

�
1˙ �kv?

� @2ˆ˙ .˙/
@ 2˙

C �2g00
�
˙ C xċ

�C g01
�
˙ C xċ

��
ˆ3˙ .˙/

C

�C 1

�
˙ �kv?

	
1

2
C 1

�


�
ˆ˙ .˙/ D 0;

and the second one can be reduced to the form

1

2�

�
1˙ �kv?

� @2ˆ˙ .˙/
@2˙

C �2g11
�
˙ C xċ

�C g10
�
˙ C xċ

��
ˆ3˙ .˙/C

C

�C �…x C…y

�C 1

�
˙ �kv?

	
1

2
C 1

�


�
ˆ˙ .˙/ D 0:

In these equations in the factors gij(x), the designation (14.42) is taken into
account, however, in the form

x D ˙ C xċ ; and the designation W � � �ı

(14.48)

and is also introduced.
The parameter � is a dimensionless analog of the frequency constant ! in the

phase of the plane wave: (k � r�!t); however here, due to the presence of the
external field, it can have the dependence on time, and one of the problems of the
construction of the solutions is the identification of this parameter with the classical
Hamiltonian of the considered quasiparticle. In this case it will have the property of
constant (preserves in time) and can be also identified with its eigenvalue.

As it is seen, both solutions for each from the branches “˙” determine one
and the same function, but differ therewith. The second solution has the term
(…xC…y), which is absent in the first equation. Besides, in both equations the
factors in the nonlinear terms at ˆ3˙ .˙/ differ. Such differences are the sequences
of presentation (14.44), (14.45) and approve themselves only under conditions of the
external field switched on. (In general, as follows from definitions (14.11), (14.12),
the external field can always be oriented in such a manner that …xC…yD 0;
however, we will not do that, as such special requirement to the external field is
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a sequence of approximations made earlier) Under this approximation (jˇ(p)j! 0),
the field is vanishingly small in the sense of conditions:…x! 0,…y! 0,…! 0. In
the dimension presentation, according to designations (14.25), (14.11) and (14.12),
such condition (within the accuracy unessential coefficients) can be estimated by
the relationship (eFib/jMj)! 0, iDfx, yg. Here Fi� are the components of the
strength of the external field, b is longitudinal “lattice parameter” of the polymer

chain (in particular, for polyenes here b D 1; 4
o
A is accepted), and jMj� is the

numerical value of the matrix element of the energy of the longitudinal exchange
resonance interaction. As the dimensionless values of the fields cannot exceed
one (in this case the field starts to destroy the material), the condition …i < < 1
corresponds to the concept of vanishingly small fields. If, for the sake of providing
estimations, we particularise this condition with the inequality …i� 10�2, then for
the dimension field we shall have the following: Fi � 10�2 jMj

be . Assuming for

polyenes b D 1; 4 o
A, jMj 	 0.2 eV, we shall have Fi	 107V/m (105V/cm).

In this case in the zero approximation by the external field (or at the field switched
of), both these equations for each branch “˙” coincide and reduce themselves to the
form

1

2�

�
1˙ �kv?

� @2ˆ
˙

.
˙

/
@2

˙

C �2g11
�
˙ C xċ

�C g10
�
˙ C xċ

��
ˆ3˙ .˙/

C

�C �…x C…y

�C 1

�
˙ �kv?

	
1

2
C 1

�


�
ˆ˙ .˙/ D 0:

(14.49)

In this case we designate

g00 � g11 � gkI (14.50)

g00 � g11 � gk: (14.51)

That is under conditions of the absence of the external field or in zero approx-
imation by it, parameters gij, as follows from their definitions (14.20)–(14.22) and
(14.25), do not depend on the variable x D ˙ C xċ (i.e., they are constants) and
coincide by pairs according to definitions (14.50), (14.51).

In the approximation considered (jˇ(p)j! 0, jpj! 0 f…g! 0), the dependence
of � on p is rather weak and can be neglected. In this case the functions ˆ.0/˙ .˙/
do not obtain additional, besides xċ .�/, dependence on � , which is forbidden by
the subsystem (14.39).

Introducing, for simplifications of computations, designations

2gk C g? � g; and also �C 1

�
˙ �kv?


1

2
C 1

�

�
� "˙I (14.52)
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1˙ �kv? � s˙; (14.53)

reduce Eq. (14.49) to the more compact form [30–29]:

s˙
2�

.0/

ˆ00̇ .˙/C g
.0/

ˆ3˙ .˙/C "˙
.0/

ˆ˙ .˙/ D 0: (14.54)

This equation is well known [28, p. 103; 11] as the soliton equation. Its solution
is searched in the form of the substitution:

.0/

ˆ˙ .˙/ D C˙
ch .�˙˙/

: (14.55)

where parameters �˙, "˙, and C˙ are determined from the solution of Eq. (14.54)

and the condition of normalization. The condition of normalization for
.0/

ˆ˙ .˙/ can
be obtained from the general relationship:

X
in

jainj2 D 1 (14.56)

To use it, as was mentioned above, it is necessary to change over from functions
ai n to the solutions (14.45) and simultaneously to change over from the summing
up by branches “0”, “1” to the summing up by the new branches “C”, “–.”

Consecutively using in (14.56) designations (14.24), (14.40), (14.42), (14.45)
(14.24), (14.40), (14.42), and (14.45) and changing over from the summing up
by branches “0”, “1” to summing up by branches “C”, “–,” we shall obtain
1R

�1
ˆ2� .�/ d� C

1R
�1
ˆ2C .C/ dC D 1. Substituting here the explicit form of

the function
.0/

ˆ˙ .˙/ from (14.55) and accomplishing integration, it is possible to

obtain C2
�

�
�

C C2
C

�
C

D 1
2
. It is not difficult to see that this relationship can be satisfied

if to put

C� D cos .�/

r
��
2
I CC D sin .�/

r
�C
2
: (14.57)

where the parameter � changes within the limits from 0 to 2� and still remains
uncertain. Substituting (14.55) into Eq. (14.54) and differencing and taking into
account the linear independence of the functions 1

ch.�
˙


˙

/
and 1

ch3.�
˙


˙

/
, we shall

obtain two more relationships:

"˙ D ��
2˙s˙
2�
I gC2˙ D

�2˙s˙
�

: (14.58)
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Introducing the obvious designation J˙ D
�

sin�
cos�

�
, which enables one to write

(14.57) as the integrated relationship

C˙ D J˙
r
�˙
2

(14.59)

and solving Eq. (14.59) and the second (right) equation in (14.58) relative to C˙
and �˙, finally we find

�˙ D g�

2
� J2˙

s˙
I C˙ D J2˙

r
g�

4s˙
I "˙ D �g2�

8
� J4˙

s˙
; (14.60)

where it is obvious that

Jn
˙ D

�
sinn�

cosn�

�
: (14.61)

14.7 Conclusions

In the first part of the work, the general problem statement on the transfer of charge,
injected into conduction zone of the polyene chain, is performed. The response of
the “crystal lattice” of the crystal chain is taken into account, the system of equations
for description of the charge transfer is obtained, and its solutions in the zero
approximation relative to the case of maximally weak fields and condition (14.28)
are found. These approximations correspond to the transfer by the mechanism of
the charge soliton. It is shown that the accounting of the structural features of the
“lattice” originates from two modes of the excitation. In the second part of this work,
the problems connected with the soliton nanoconductivity of the polymer chain of
the polyene type will be analyzed.
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Chapter 15
Complex Flows of Immiscible Microfluids
and Nanofluids with Velocity Slip Boundary
Conditions

Vitalina Cherevko and Natalya Kizilova

15.1 Introduction

During the last decade, the microfluids (suspensions of microparticles with d D 10–
100 �m) and nanofluids (suspensions of nanoparticles with diameters d D 10–100
�m) have become important components of different microunits for mixing and
purification of the microscopic volumes of technical and biological fluids, biochem-
ical analysis, and medical diagnostics in the lab-on-a-chip flow systems, as well as
efficient nanofluid-based microcoolers/heaters and other devices [1–3]. Numerous
experiments with flows of micro- and nanofluids through the microtubes, ducts,
and channels revealed that the measured pressures, velocities, volumetric flows, and
shear rates had not corresponded to those values computed from classical Poiseuille
and Couette flow solutions in the corresponding geometry with no-slip boundary
conditions (BC) [4]. The most essential differences had been found in the flow
patterns, pressure drops, early transition to turbulence, and higher friction losses
that could be explained by the bigger influence of the wall roughness on the micro-
and nanofluid flows [4, 5]. Therefore, reformulation of the BC problem is needed
for better understanding of the differences between the flows of macroscopic fluids
and micro-/nanofluids.
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Applicability of the slip boundary conditions has already been studied for the
Newtonian fluid flows [6], for macroscopic liquid flows near biological surfaces
and interfaces [7], for walls with special slide coating [8], for penetrable walls [9],
in polymer melts [10], and in turbulent flows with boundary slip [11]. The first
formulation of the nonlinear slip BC has been proposed by Navier in 1873 in the
form

�bT�!n �
�
C �v� D 0 on @�

where @� is the boundary of the flow domain �, �!v and bT are the fluid velocity
and stress tensor,�!n and�!� are normal and tangential unit vectors to the surface, and
� is the “friction” coefficient. Validity of the Navier BC for the fluid flows through
rigid microtubes has been studied in [12].

Nanofluids as suspensions of nanoparticles and polymer molecules exhibit
high thermal and electric conductivity, low specific heat, and unique electromag-
netic properties due to high strength, thermal and electric conductivity of the
nanoparticles, and their magnetic properties [13]. Classical fluid dynamics and
thermomechanical theories developed for the macroscopic systems are not fully
applicable to the suspensions of nanoparticles as well as to uniform fluids at
the micro- and nanoscales. Velocity slip, viscous dissipation, thermal creep, and
non-continuum effects like scattering at the wall, adhesion, and changes in confor-
mations must be taken into account [14–16] as well as electrokinetic phenomena
[17]. For the solid nanoparticles in the concentrated (C > 5%) nanofluids, the shear-
thickening behavior may also lead to the high-pressure gradients for the steady fluid
flow than those predicted by the Poiseuille law [18]. Gas microflows in MEMS
and microfluidic devices can be used for extracting biological samples, cooling
integrated circuits and active control over the aerodynamic forces [19, 20].

The first experimental study conducted for the gas flow in the rectangular glass
channels with hydraulic radius Dh D 45.5–83.1 �m and silicon channels with
Dh D 55.8–72.4 �m of microminiature Joule–Thomson refrigerators revealed that
the friction coefficient is 10–30% higher in silica channels and 3–5 times higher in
glass channels than those predicted by the Moody chart for the friction factor against
the Reynolds number at different relative roughness "/Dh, where " is the roughness
height [21]. In the micro- and nanochannels due to the tremendous increase in the
surface-to-volume ratio, the relative roughness becomes the most influencing factor,
which must be accounted for in the BC via complex geometry of the wall with
roughness, as well as complex interaction of the flow and nanoparticles with the
wall.

Experimental study of the fluid flow (1-,2-propanol and 1-,3-pentanol) through
silicon microchannels with Dh D 5;12;25 �m also demonstrated an increase
in the friction coefficient by 5–30% depending on the temperature within the
limits TD 0� 85ı´ compared to the classical computations on the Navier–Stokes
equations with no-slip boundary conditions [22]. Water flow through rectangular
stainless steel microchannels with Dh D 133–367 �m and width-to-height ratios
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W/H D 0.333–1 has been studied in [23]. The friction factors for both laminar and
turbulent flows have been found deviated from the classical predictions, and the
geometry factor W/H was found to have important effects on the flow. The laminar
to turbulence transition occurred at the critical Reynolds numbers Re* D 200–
700 depending on Dh and W/H. The value Re* becomes lower as the size of the
microchannel decreases. Water flow through the stainless steel and fused silica
circular microtubes with diameters D D 50–254 �m and "/D D 0.69–3.5% at
Re D 100–2000 also exhibited higher friction than those predicted by the classical
fluid dynamics [15]. The difference increased with the decreasing D and increasing
Re values. The flow transition has been observed at Re* D 300–900 depending
on the microtube diameter D D 50–150 �m. For the fluid flows in rectangular
metallic channels with widths W D 150–600 �m and heights H D 22.7–26.3
�m, an approximate 20% increase over the classical theory prediction in the
friction factor at low H/W ratios has been revealed [24]. The water flow through
trapezoidal silicon microchannels with Dh D 51.3–168.9 �m and "/D D 1.76–
2.85% at Re < 1500 demonstrated the friction factor by 8–38% higher than the
classical theory prediction for laminar flows [25].

A good review of literature published between 1983 and 2005 on the experi-
mental studies of the friction coefficient and laminar to turbulence transition Re*

values in the microchannels and tubes of different geometry and materials is given
in [16]. It is shown when "/Dh < 1% the classical computations for the corresponding
Poiseuille and Couette laminar flows remain still valid. A positive deviation of the
friction factor from the conventional theory is observed due to the high roughness
and compressibility effects. For instance, smaller friction factors detected in gas
flows through fused silica microtubes with D D 10–20 �m are produced by
rarefaction effect.

The results of the abovementioned experimental studies confirmed that the
flow resistances are about 10–90% higher than the theoretical values for the
corresponding geometry and material parameters, some of them even by 350% over
the theoretical predictions [16, 21, 26].

For lower Re numbers, the required pressure drop is roughly the same as for the
Poiseuille flow, but at bigger Re, the pressure gradient becomes higher than those
compared to the predicted by the Poiseuille law due to higher friction at the wall
or/and development of turbulence [15]. The dependence of the flow behavior on the
wall material has been shown for the metal, glass, and silica tubes. At the same flow
rate and tube diameter, the fluid flow through the fused silica microtube requires a
higher pressure gradient than through the stainless steel microtube.

15.2 Problem Formulations with Slip Boundary Conditions

The wall roughness may be taken into account by modeling the fluid layer that is in
contact with the wall as flow in the porous medium [27]. This approach was applied
to the macroflows in [28].
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The modified roughness viscosity model has been proposed in [29] for circular
tubes with axisymmetric roughness. Instead of the conventional dynamic viscosity
� in the Navier–Stokes equations, the viscosity �C�R where

�R D A�Re"
r

"

	
1 � exp

	
Re"
Re

r

"



2
(15.1)

is the so-called roughness viscosity, r is the radial coordinate, ReD �uD/�, u is the
average flow velocity, � is the fluid density, Re"D �U"/�, U is the velocity at the
top of the roughness element, and A is the material-dependent constant. Solution of
the steady incompressible Navier–Stokes equations with modified viscosity in the
form (15.1) has been found numerically for the no-slip boundary conditions and
compared to the experimental data in [15].

Another effective viscosity model for concentrated nanofluids has been proposed
in the form [30]

�eff D �bf

1 � ˛�dp=df
��0:3

C1:03
(15.2)

where �bf is the viscosity of the base fluid, dp is the diameter of nanoparticles,
dfD (6Mbf/�NA�bf)1/3 is the base fluid equivalent diameter, C is the nanoparticle
volume fraction, �bf and Mbf are the density at temperature T D 293 K and molecular
weight of the base fluid, and NA is the Avogadro number.

For the concentrated nanofluids, the nonlinear approximation

�eff D �bf
�
1C k1CC k2C

2
�

(15.3)

has also been used. For instance, in [31] k1D 39.1 , k2D 533.9 values have been
accepted.

The effective density of the suspension can be introduced in a usual form
accepted for mixtures [32]:

�eff D �pCC �bf .1 � C/ (15.4)

where �p is the density of particle material: 15.4 may also be generalized for the set
of particles of different densities and concentrations.

Then expressions for the effective heat conductivity k and specific heat cp of the
nanofluid have been derived in the form [33]

k D kbf

�
kp C 2kbf

� � 2C
�
kbf � kp

�
�
kp C 2kbf

�C C
�
kbf � kp

� C kBrownian;

kBrownian D 5 � 104ˇC�bfcbf

s
kBT

dp
f .T;C/ ;

(15.5)
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ceff D �pcpCC �bfcbf .1 � C/

�pCC �bf .1 � C/
; (15.6)

where kp , kbf and cp , cbf are heat conductivity and specific heat of the particles
and base fluid, kB is the Boltzmann constant, ˇ is the constant dependent on the
material, concentration of the particles and temperature, and f (T, C) is the function
determined from experiments.

The heat transfer by the steady laminar nanofluid flow in the 2D microtube
(dD 50�m, LD 250�m) has been studied experimentally for the Al2O3, CuO, SiO2,
and ZnO nanoparticles with dp D 25, 45, 65, and 80 nm and concentrations C D 1–
4% in ethylene glycol as a base fluid [34]. The corresponding steady nonlinear
incompressible 2D Navier–Stokes equations and heat equation have been solved
by finite volume method. It was found that the nanofluid with SiO2 particles had
the highest Nusselt number, followed then by ZnO, CuO, and Al2O3 and lastly by
pure ethylene glycol. The Nusselt number for all cases increased with the Reynolds
number, with volume fraction C of the particles, and with decrease of the particle
diameter dp.

Steady 2D Navier–Stokes equations with no-slip boundary conditions are consid-
ered in most papers on the flows in the microchannels. The roughness is introduced
as small amplitude wall waviness, and the solution is sought as power expansions
over the small parameter "/D [26]. The same approach applied to the macroflows
revealed appearance of the slip flow over the wall with regular [35] and randomly
rough [36] walls. The slip coefficient has been derived by using conformal mapping
techniques [37] and method of matched asymptotic [38]. The numerical results show
that microflows are more complex than macroflows [26], and the pressure drops are
up to 65% higher than those in the classical Poiseuille flow when the roughness "/D
rises to 5%. As it was previously shown in the classic experiments by J. Nikuradse
on rough pipes [39], in the macroflows the same roughness 5% had no influence on
the friction factor [40]. In the microflows apparent fluctuations in flow fields have
been found, and influence of the roughness on the flow profile and the friction factor
was different [26].

The Maxwell first-order slip model [41] of diffusive reflection of the particles
from the rough surface of the isothermal wall within the so-called Knudsen layer is

	
u � uw � 2 � �

�
Kn
@u

@n


ˇ̌
ˇ̌
@�

D 0; (15.7)

where uw is the wall velocity, KnD�/L is the Knudsen number, � is the mean free
path, L is the characteristic length, � is the tangential momentum accommodation
factor (or friction), and � D 1 for purely diffuse reflection, and has been used for
Lattice–Boltzmann simulation of the microchannel flow [14]. In gases the mean free
path is determined by the diameters of particles and their numerical concentration

N (number per unit volume) as follows � D
�p

2N�d2p
��1

[42].



212 V. Cherevko and N. Kizilova

The thickness of the Knudsen layer in the discrete hard sphere model can be
computed as [43]

ı D kBT

�d2pp
; (15.8)

where p is the pressure, while in the continuous media,

ı D �
r

�

2p�
: (15.9)

A modification of (15.7) has been proposed in [44] in the form

	
u � uw � 2 � �

�

Kn

1 � Kn � f .Kn/

@u

@n


ˇ̌
ˇ̌
@�

D 0; (15.10)

where f (Kn) is an empirical parameter to be determined; Íf (Kn)Í < 1.
The model (15.7) can be considered at 0.01 < Kn� 0.1 because at Kn < 0.01, the

no-slip boundary conditions give good results [42, 44]. For the flow regimes with
0.1 < Kn� 1, the second-order slip boundary condition is used in the form proposed
by J.C. Maxwell:

	
u � uw � 2 � �

�
Kn

	
@u

@n
C Kn

2

@2u

@n2



ˇ̌
ˇ̌
@�

D 0 (15.11)

In that way, the boundary condition (15.7) is used for the microchannel flows,
while the condition (15.11) is more exact for the nanochannel flows, as well as flows
of concentrated nanofluids of nanoparticles or fullerenes (C60 or others). Then the
diffusive reflection and free path may be related to the particles. In the general form,
the second-order boundary condition (15.11) has been proposed in the form [45]

	
u � uw � C1Kn

@u

@n
C C2Kn2

@2u

@n2


ˇ̌
ˇ̌
@�

D 0: (15.12)

The term C1Kn in (15.12) is the constant slip length [19] that equals to the
mean free path of the fluid particles. A good review on the experimental data of the
coefficients C1 , 2 is given in [44, page 74]. Summarizing the table, we may accept
C1 2 [1; 1.15], C2 2 [0.5; 1.31] for further computations.

Molecular dynamics simulations revealed that the velocity slip at the wall
decreases with increase of the ratio "/� for both regular and stochastic roughness
[46]. In the transition regime Kn > 0.1, the constitutive laws for the stress tensor,
heat flux vector, and other parameters break down requiring higher-order correcting
terms [47]. When the coupled heat and mass transfer is studied, the Navier–Stokes
and heat balance equations are solved with the modified second-order boundary
conditions in the form
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u � uw � 2 � �

�
Kn
@u

@n
� 3 .� � 1/

2��

Kn2Re

Ec

@T

@s

!ˇ̌
ˇ̌
ˇ
@�

D 0;

	
T � Tw � 2� .2 � Q�/

.� C 1/ Q�
Kn

Pr

@T

@n


ˇ̌
ˇ̌
@�

D 0;

(15.13)

where T and Tw are temperatures in the flow and at the wall, s is the tangential
direction (coordinate), Q� is the energy accommodation coefficient, � DCp/CV is
the ratio of specific heats, Re D �uD/� is the Reynolds number, PrDCp�/k is the
Prandtl number, EcD u2/Cp�T is the Eckert number, k is the heat conductivity,
and �T is the specified temperature difference in the domain. Perfect energy
exchange also corresponds to Q� D 1 when the energy of the reflected (scattered)
particles corresponds to the wall temperature. Thermal and tangential momentum
accommodation coefficients have been measured for different typical gases and
surfaces and were shown to be strongly dependent on the material and surface
state [48]. Their values can be reduced by applying suitable surface preparation
techniques.

For the second-order slip conditions, the effective viscosity has been proposed in
[44] and studied for the Navier–Stokes tube flow [49] in the form:

�eff D �bf

1C ˛Kn
; ˛ D 2˛0

� tan
�
˛1Knˇ

� ; (15.14)

where ˛1D 4 , ˇD 0.4 ,˛0D 64/3�(1� 4/b) , bD � 1.
As it was shown in [50, 51], the experimental data on the isothermal Poiseuille

flows of dilute compressible gases in the microchannels better correspond to the
following velocity slip condition:

	
u � uw C �

�

@

@s
ln �


ˇ̌
ˇ̌
@�

D 0; (15.15)

than to the Maxwell condition (15.13), because the compressible fluid always slips
along the wall in the direction of diminishing density and, hence, for the case of
isothermal flows, in the direction of decreasing pressure [52].

Kinematics of the nanotube’s nanostructure can be modeled by Euler–Bernoulli
plug flow (EBPF) beam theory which was found applicable to the pipe flows when
L/D > 10 [53]. Oscillations of the microtubes conveying nanofluids have been
studied using the EBPF theory with no-slip velocity profiles [54].

Therefore the value "/� can be considered as a criterion for the no-slip boundary
condition acceptance. When "��, the no-slip condition is satisfied; otherwise,
significant slip at the wall is present. As it was shown by comparative numerical
simulations of the micro- and nanochannel flows in different geometries conducted
by molecular dynamics simulations, numerical solutions of the Boltzmann equation,
as well as direct computations on the Navier–Stokes equations, the slip flow
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approach is remarkably robust in the meaning that it is qualitatively accurate and
physically relevant [19]. The classical pressure-driven and shear-driven channel
flows being generalized for the velocity slip and thermal jump BC have the
analytical solutions [19, 44, 55]. It is convenient for the comparative studies by both
experiments and numerical simulations with determination of the model coefficients
in the BC formulations for diluted and concentrated micro- and nanosuspensions.

15.3 Analytical Solutions for the Classical Poiseuille
and Couette Laminar Flows with Second-Order
Velocity Slip Boundary Conditions

The analytical solutions for the Poiseuille flows in the circular pipes and between
the parallel plates and coaxial cylinders [55] and for the Couette flows between the
parallel plates [44] have been obtained for the surfaces with the same roughness. In
this chapter similar solutions as well as a set of new ones are obtained and analyzed
for different surfaces, so the BC (15.12) are accepted in the form

	
u � uw � ˛j

@u

@n
C ˇj

@2u

@n2


ˇ̌
ˇ̌
@�j

D 0; (15.16)

where jD 1,2, ˛jDC1jKnj ,ˇjDC2jKnj
2.

15.3.1 Couette Flow Between the Parallel Plates

The shear-driven laminar flow between the plates yD 0 and yD h moved with

velocities
�!
V 1 D .V1; 0; 0/ and

�!
V 2 D .V2; 0; 0/ accordingly is described by the

velocity distribution v(y)DV1C (V2�V1)y/h with the volumetric rate QCouette D
S
R h
0
v.y/dy D .V1 C V2/ h=2 and constant shear stress �CouetteD�(V2�V1)/h,

where � is the fluid viscosity.
For the micro- and nanoflows, the coefficients in the same linear velocity

distribution determined from (15.16) give the following results

v
slip
Couette.y/ D

V1hC ˛2V1 � ˛1V2
hC ˛2 � ˛1 C V2 � V1

hC ˛2 � ˛1 y;

Qslip
Couette D

.V1 C V2/ h2 C 2h .˛2V1 � ˛1V2/
2 .hC ˛2 � ˛1/ ;

�
slip
Couette D �

V2 � V1
hC ˛2 � ˛1 :

(15.17)
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When ˛1D˛2D 0, (15.17) has the form of classic Couette flow solution; at
˛1D˛2¤ 0 (15.17) gives the expressions presented in [44]; due to the linear
velocity field, the second-order term does not influence the solution. If we assume
V2 > V1 for the sake of definiteness, then (15.17) gives

v
slip
Couette.0/ � V1 D �˛1 .V2 � V1/

hC ˛2 � ˛1 ; v
slip
Couette.h/ � V2 D �˛2 .V2 � V1/

hC ˛2 � ˛1 (15.18)

and both differences in (15.18) are positive when ˛1�˛2 > h, i.e., the difference
in the constant slip lengths of the two plates must exceed the distance between
the plates. This condition is valid for the sufficiently high Knudsen numbers.
In connection with the development of rheology of the micro- and nanofluids,
the correction (15.18) must be accounted for in the viscosity estimations by the
rotational viscosimeters.

Comparison of the micro (slip BC) with macro (no-slip BC) flow gives

Qslip
Couette � QCouette D � .˛1 C ˛2/ .V2 � V1/ h

2 .hC ˛2 � ˛1/ > 0 when ˛1 � ˛2 > h; and

�
slip
Couette � �Couette D �.V2 � V1/ .˛1 � ˛2/

h .hC ˛2 � ˛1/ < 0 when ˛1 < ˛2 or ˛1 � ˛2 > h:

In that way, when ˛1 �˛2 > h, the slip BC flow experiences lower shear rate and
lower apparent viscosity with higher flow rate than the no-slip BC flow.

15.3.2 Couette Flow Between Coaxial Rotating Cylinders

Two coaxial cylinders with axis 0z and radii R1 and R2 rotated at the angular
velocity �1 and �2 (let’s assume �2 >�1) are considered (Fig.15.1). Then the
known solution of the Navier–Stokes equation for the angular velocity v™ of the
fluid at the slip BC is

v™ .r/ D �2R22 ��1R21
R22 � R21

r � .�2 ��1/R21R
2
2

R22 � R21

1

r
;

�rot D �2R22 ��1R21
R22 � R21

C .�2 ��1/R21R
2
2

R22 � R21

1

r2
:

(15.19)

For the micro-/nanofluid flow, the same solution with the BC (15.16) gives
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Fig. 15.1 Couette flow
between two rotating coaxial
cylinders
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v
slip
™ .r/ D �2R42A1 ��1R41A2

R32 .R2 � ˛2/A1 � R31 .R1 � ˛1/A2
r

� �2R31R
4
2 .R1 � ˛1/ ��1R41R

3
2 .R2 � ˛2/

R32 .R2 � ˛2/A1 � R31 .R1 � ˛1/A2

1

r
;

�
slip
rot .r/ D

�2R42A1 ��1R41A2
R32 .R2 � ˛2/A1 � R31 .R1 � ˛1/A2

C �2R31R
4
2 .R1 � ˛1/ ��1R41R

3
2 .R2 � ˛2/

R32 .R2 � ˛2/A1 � R31 .R1 � ˛1/A2

1

r2

(15.20)

where A1;2 D R21:2 C ˛1;2R1;2 � ˇ1;2.
At some sets of the parameters ˛1 ,˛2 ,ˇ1 ,ˇ2, the values

v
slip
™ .R1;2/ D

�1;2R31;2
�
R22;1

�
R22 � R21

�  ˛2;1R2;1 �R21 C R22
�

R32 .R2 � ˛2/A1 � R31 .R1 � ˛1/A2

˙ 2ˇ2;1R21;2
�C 2�2;1R1;2R42;1 .˛1;2R1;2 � ˇ1;2/

R32 .R2 � ˛2/A1 � R31 .R1 � ˛1/A2

will be bigger (vslip
™ .R1;2/ > �1;2R1;2) and the wall shear stress

�
slip
rot .R1;2/ D

�
�2R42A1 ��1R41A2

�
R21;2 C�2R31R

4
2 .R1 � ˛1/ ��1R41R

3
2 .R2 � ˛2/�

R32 .R2 � ˛2/A1 � R31 .R1 � ˛1/A2
�

R21;2

will be smaller than in the corresponding no-slip BC flow. Using this regularity,
the low and high shear stress micro-/nanofluid devices could be designed for the
separated layered or intensive mixing flows between the rotating cylinders when the
condition R2 �R1 < < R1 is not valid.
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Fig. 15.2 Schema of the
laminar flow in an inclined
duct
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15.3.3 Laminar Flow in an Inclined Duct

Laminar vxD v(y) Couette flow in a rectangular duct yD 0 with sufficiently big
length L and width inclined at the angle ® to the horizon (Fig.15.2) is considered.

At the free surface, the kinematic BC is taken in the form

dv.y/

dy

ˇ̌
ˇ̌
yDh

D 0: (15.21)

The velocity, flow rate, and shear stress are determined by the well-known
expressions:

vincl.y/ D �g sin˛

2�
y .2h � y /;

Qincl D �g sin˛

3�
h3;

�incl D �g sin˛.h � y/ D �b

�
1 � y

h

�
; (15.22)

where �bD �gh sin˛ is the shear stress at the bottom of the duct.
For the same solution with velocity slip BC, one can obtain from (15.16) and

(15.21) the following expressions:

v
slip
incl.y/ D

�g sin˛

2�
.2 .˛hC ˇ/C y .2h � y// ;

Qslip
incl D

�g sin˛

�
h

	
˛hC ˇ C h2

3



;

�
slip
incl D �b

�
1 � y

h

�
; (15.23)

where ˛ ,ˇ are the slip coefficients for the bottom.
Comparing (15.22) and (15.23), one may conclude that

v
slip
incl.0/ D �g sin˛

�
.˛hC ˇ/ > 0; vslip

incl.h/ D �g sin˛
2�

�
2 .˛hC ˇ/C h2

�
> vincl.h/;

Qslip
incl > Qincl; �

slip
incl D �incl
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Fig. 15.3 Poiseuille flow
between the parallel plates y

z

0 Xv(y) t (y)

t w

for positive ˛ ,ˇ values. Since in some papers the negative C2 coefficient in (15.12)
has been reported, the comparative results are definitely valid for C1 > C2Kn/h.

15.3.4 Poiseuille Flow Between the Parallel Plates

Laminar flow vxD v(y) between the plates yD ˙ h (Fig.15.3) driven by the pressure
drop �pD pC� p� between the inlet pjx D 0D pC and outlet pjx D LD p� at the no-
slip BC has the following distributions of the flow profiles, volumetric flow rate, and
shear stress.

vparal.y/ D �ph

2�L

2 	
1 �

� y

h

�2

; Qparal D 2

3

�ph3

�L
; �paral D �w

h
y;

(15.24)

where �wD�ph/L is the wall shear stress.
The same parabolic velocity profile at the slip BC (15.16) and different slip

coefficients of the upper and lower plates has the form

v
slip
paral.y/ D

�p

�L

	
h2

2
C ˇ1˛2 � ˇ2˛1 C h .ˇ1 C ˇ2 � 2˛1˛2/C h2 .˛1 C ˛2/

2h � .˛1 � ˛2/

Cˇ1 � ˇ2 � h .˛1 C ˛2/
2h � .˛1 � ˛2/ y � y2

2



;

Qslip
paral D

2

3

�ph

�L

2h3 C 2h2 .˛1 C ˛2/C 3h .ˇ1Cˇ2 � 2˛1˛2/C3 .ˇ1˛2 � ˇ2˛1/
2h � .˛1 � ˛2/ ;

�
slip
paral D

�w

h

	
ˇ1 � ˇ2 � h .˛1 C ˛2/

2h � .˛1 � ˛2/ � y



:

(15.25)

Comparative study of (15.24) and (15.25) revealed that the differences in the
shear rates at no-slip and slip BC are constant and become negative:
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�
slip
paral � �paral D �p

L

ˇ1 � ˇ2 � h .˛1 C ˛2/
2h � .˛1 � ˛2/ < 0

when


˛1 � ˛2 < 2h;

ˇ1 � ˇ2 < h .˛1 C ˛2/ or


˛1 � ˛2 > 2h;

ˇ1 � ˇ2 > h .˛1 C ˛2/ : (15.26)

With the constraint (15.26), the corresponding difference in the flow rates

Qslip
paral � Qparal D 2�ph

�L

ˇ1˛2 � ˇ2˛1 C h .ˇ1 C ˇ2 � 2˛1˛2/C h2 .˛1 C ˛2/
2h � .˛1 � ˛2/

could be either positive or negative, but a wide set of the parameters ˛1 ,˛2 ,ˇ1 ,ˇ2

providing the condition Qslip
paral > Qparal could be chosen among them. In that way, the

shear rate and apparent viscosity could be decreased by the wall slip BC providing
bigger flow rate in the channel flow at the same pressure drop �p. In [44, 55] the
solution of the problem is given for the plates with the same slip coefficients.

15.3.5 Poiseuille Flow in the Circular Tubes

The pressure-driven (�pD pC� p�) axisymmetric (@/@™D 0) laminar flow
vxD v(r) through the tube with axis, radius R, and length L is described by the
following velocity profile, flow rate, and shear stress:

vpois D vmax

	
1 � r2

R2



; Qpois D �p

8�L
�R4; �pois D �wall

r

R
; (15.27)

where vmaxD�pR2/(4�L), �wallD ��pR/2L.
For the micro- and nanofluids with BC (15.16), the same solution has the form

[19, 44, 55]

v
slip
pois.r/ D �pR2

4�L

�
1 � � r

R

�2 C 2ˇ�˛R
R2

�
;

Qslip
pois D �p

8�L�R2
�
R2 C 4 .ˇ � ˛R/

�
;

�
slip
pois D �pois;

(15.28)

where ˛ ,ˇ are the slip coefficients for the circular wall.
Comparison of (15.27) and (15.28) demonstrates that Qslip

pois > Qpois when ˇ/˛ > R
or at the high Knudsen numbers Kn > R �C1/C2. According to the data for C1 , 2

presented in [44], the nanofluid flow benefits of higher efficiency due to bigger flow
rates at the same pressure drop drive the flow. Note that for the microfluids (ˇD 0),
the slip BC flow rate is always lower than the classical flow.
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Fig. 15.4 Schema of the
Poiseuille flow between
coaxial cylinders
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15.3.6 Poiseuille Flow in the Tubes of Elliptic Cross Section

Similar pressure-driven laminar flow through the tube with axis 0z and elliptic cross

section x2

a2
C y2

b2
D 1 with semimajor axes a and b is described by the following

distributions:

vell .x; y/ D Vmax

�
1 � x2

a2
� y2

b2

�
; Qell D �a3b3�p

4�L.a2Cb2/
;

�xz D �p
L

b2x
a2Cb2

; �yz D �p
L

a2y
a2Cb2

;
(15.29)

where Vmax D �p
2�L

a2b2

a2Cb2
.

In this case the solution of the Navier–Stokes equations with the slip BC (15.16)
has the form

v
slip
ell .x; y/ D Vmax

�
1 � x2C2.˛a�ˇ/

a2
� y2C2.˛b�ˇ/

b2

�

Qslip
ell D Qell

�
1C ˇ�˛a

a2
C ˇ�˛b

b2

�
;

(15.30)

while the shear stress field keeps the same form (15.29).
Similar shift of the velocity profile and increase in the volumetric rate will be

obtained when ˇ/˛ > max fa, bg or Kn > max fa, bg �C1/C2.

15.3.7 Poiseuille Flow Between Two Coaxial Circular Tubes

The same pressure-driven flow through the annulus between the concentric tubes
with long axis 0x and radii R1 and R2 is considered (Fig. 15.4).

Classical Navier–Stoke solution for the no-slip boundary conditions at both
circular walls is
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vannul.r/ D �P
4�L

�
R21 � r2 C R22�R21

ln.R2=R1/
ln
�

r
R1

��
;

Qannul D ��p
8�L

	
R42 � R41 � .R

2
2�R21/

2

ln.R2=R1/



;

�annul D �P
4L

�
R22�R21

ln.R2=R1/
1
r � 2r

�
;

(15.31)

The velocity in (15.31) is maximal and shear stress is zero:

vannul D umax � �P

4�L

 
R21 �

R22 � R21
2 ln .R2=R1/

 
1 � ln

.R2=R1/
2 � 1

ln .R2=R1/

!!
; �annul D 0;

at r D r� D
r

R22�R21
2 ln.R2=R1/

(Fig. 15.4).

When the flow is subjected to the slip BC (15.16) with different slip coefficients
at the inner and outer tubes, the solution has the form

v
slip
annul .r/D �P

4�LZ

�
R1
�
R21 � 2˛1R1 C 2ˇ1

�
.R2 ln R2 � ˛2/ � R2

�
R22 � 2˛2R2 C 2ˇ2

�
� .R1 ln R1 � ˛1/

�
R22 � R21 C 2 .˛1R1 � ˛2R2 C ˇ2 � ˇ1/

�
R1R2 ln.r/ � r2

�
;

Qslip
annulD ��p

8�LZ

�
2.R1

�
R21 � 2˛1R1 C 2ˇ1

�
.R2 ln R2 � ˛2/ � R2

�
R22 � 2˛2R2 C 2ˇ2

�
� .R1 ln R1 � ˛1//

�
R22 � R21

�C R1R2
2

�
R22 � R21 C 2 .˛1R1 � ˛2R2 C ˇ2 � ˇ1/

�
� �2R22 ln R2 � 2R21 ln R1 � R22 C R21

� � �R42 � R41
��
;

�
slip
annul D �P

4LZ

�R1R2
r

�
R22 � R21 C 2 .˛1R1 � ˛2R2 C ˇ2 � ˇ1/

� � 2r
�
;

(15.32)

where ZDR1R2 ln(R2/R1)C˛1R2 �˛2R1.
In this case, vslip

annul reaches its maximum at

r D r�� D
r

R22�R21C2.˛1R1�˛2R2Cˇ2�ˇ1/
2.ln.R2=R1/C˛1=R1�˛2=R2/

and r�� > r� or r�� < r� depending on

the slip coefficients ˛1 , 2 ,ˇ1 , 2 and radii R1 , 2. Like in the circular tubes (15.27),
(15.28), one can reach Qslip

annul > Qannul by a proper choice of the walls’ (i.e., slip)
parameters ˛1 ,˛2 ,ˇ1 ,ˇ2 depending on the radii R1 , R2. In [55] the solution (15.32)
is presented in the simplified form at ˛1D˛2 and ˇ1Dˇ2.

15.4 Layered Laminar Flow of Immiscible
Micro-/Nanofluids Between Moving Plates

Shear-driven laminar flow of three liquids with different viscosities �1 , 2 , 3 between
two parallel plates moved with velocities U1 and U2 > U1 (Fig.15.5) is considered.
The thickness of the layers h1, h2 � h1, and h� h2 are assumed to be constant. The
differences in the viscosities can be produced by different concentrations of the
micro-/nanoparticles in the uniform suspension caused by interaction with walls.
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Fig. 15.5 Laminar flow of
three fluids between moving
plates
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Then the layers with �1 and �3 are thin in comparison to the innermost layer of the
fluid with viscosity �2 and can be considered as boundary layers.

The solution of the Navier–Stokes equations in this case is given by linear
function (see Sect. 3.1):

u.j/ D C.j/
1 yC C.j/

2 ; (15.33)

where jD 1 , 2 , 3 and C.j/
1;2 are constants determined from the slip conditions at the

walls
�

u.1/ � ˛1 du.1/

dy C ˇ1 d2u.1/

dy2

�ˇ̌
ˇ
yD0 D U1;�

u.3/ � ˛2 du.3/

dy C ˇ2 d2u.3/

dy2

�ˇ̌
ˇ
yDh
D U2;

(15.34)

and velocity and shear stress continuity conditions at the interfaces

�
u.1/ � u.2/

�ˇ̌
yDh1
D 0;

�
�1

du.1/

dy � �2 du.2/

dy

�ˇ̌
ˇ
yDh1
D 0;

�
u.2/ � u.3/

�ˇ̌
yDh2
D 0;

�
�2

du.2/

dy � �3 du.3/

dy

�ˇ̌
ˇ
yDh2
D 0: (15.35)

Substitution of (15.33) into (15.34) and (15.35) gives the expressions for C.1;2;3/
1;2 ,

and finally the velocities in the non-dimensional form are

V1 D 1
�c
Œ�3 C �2 � �1 C �2 .u � 1/ Y� ;

V2 D 1
�c
Œ�3 C �2u � �1uC �1 .u � 1/ Y� ;

V3 D 1
�c
Œ�3 C �2u � �1 C �1�2 .u � 1/ Y� ;

(15.36)

where V1 , 2 , 3D u(1, 2, 3)/U1, YD y/h are dimensionless coordinates, �cD
l1�2(1� �1)� l2�1(1� �2)C �1C (a1�2� a2�1)Kn, l1 , 2D h1 , 2/h, �1 , 2D�1 , 2/�3,
a1 , 2D˛1 , 2/h, uDU2/U1 > 1, �1D �1l2(1� �2), �2D �2l1(1� �1),
�3D �1(1� a2Kn)C u�2a1.

http://dx.doi.org/10.1007/978-3-319-56422-7_3
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From (15.36) one may compute the flow rate

Q D
h1Z

0

u.1/.y/dyC
h2Z

h1

u.2/.y/dyC
hZ

h2

u.3/.y/dy:

and obtain for the non-dimensional flow rate qDQ/(U1h) the following expression

q D 1
2�
Œ�2 .1 � �1/ .2u � .1 � u/ l1/ l1 � �1 .1 � �2/ .2u � .1 � u/ l2/ l2

C �1 .1C u/C 2 .�2a1u � �1a2/Kn� :
(15.37)

When l1D 0, l2D 1, �1D �2D 1, we have the uniform flow, and (15.36) and
(15.37) coincide with (15.17).

The laminar flow between the parallel plates is the basic model for the rotational
viscosimeters. Let us assume one plate corresponds to a moving wall (U1), while
another experiences the viscous shear stress �3. Then the apparent viscosity can
be computed as �appD h�3/U1 which gives after the substitution of (15.37) the
following dimensional expression

�app D �1�2�3h

h1�2 .�3 � �1/ � h2�1 .�3 � �2/C h�1�3 C .˛1�2 � ˛2�1/�3Kn
:

(15.38)

15.5 Results and Discussions

The velocity profiles are presented schematically in Fig.15.5. Numerical cal-
culations of the flow rate have been carried out at the following values of
the parameters l1 , 2D 0.1 , 0.2 , 0.3, a1 , 2D 0.5 , 1 , 1.5, �1 , 2D 0.25 , 0.5 , 1 , 2 , 4, and
KnD 0.02 , 0.05 , 0.08, 0.2 , 0.5 , 0.8 and flow regimes uD 1 ; 2 ; 5 ; 8. The dependen-
cies of the non-dimensional flow rate q on one of the parameters u , a1 , 2 , �1 , 2 , l1 , 2

while others are kept constant are presented in Fig. 15.6. Here KnD 0.02 , 0.05 , 0.08
correspond to the microfluids and KnD 0.2 , 0.5 , 0.8 for nanofluids.

When the difference between the velocities of the two plates increases, the flow
rate increases proportionally to the Kn number that determines the tangential slip
of the particles (Fig. 15.6a). When U2/U1D 8, the maximal difference in 2 times
is observed for KnD 0.2 and KnD 0.8. When the slip coefficient a2 increases, the
flow rate becomes bigger due to accumulation of the slip at lower, upper, or both
plates (Fig. 15.6b).

The dependence q(�1) (Fig. 15.6c) has been computed at �2D 1, while the
dependence q(�2) (Fig. 15.6d) has been computed at �1D 1. In both cases the two-
layer flow with one boundary layer has been considered. When the viscosity is
bigger in the layer which is in contact with the faster moving plate, the flow rate
decreases. In that way the layer with decreased viscosity serves as a lubrication that
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decreases the resistivity to the flow and therefore increases the flow rate. Anyway,
in the nanofluid flows, the opposite effect is observed (Fig. 15.6c, d at KnD 0.8)
because the terms with Kn in (15.37) become significant. At different sets of the
values u , l1 , 2 , �1 , 2 ,˛1 , 2, the sign @q/@�1 , 2 could be either positive or negative.

The dependencies q(l1 , 2) have been computed at �1D 0.25, �2D 2. When the
thickness of the faster layer with lower viscosity increases, the flow rate also
increases (Fig. 15.6e). When the thickness of the slower layer with high viscosity
increases, the flow rate varies insignificantly (Fig. 15.6f).

The computed apparent viscosity (15.38) differs from the viscosity �2 of the core
fluid �app >�2 when h1�2(�3��1)� h2�1(�3��2)C (˛1�2�˛2�1)�3Kn < 0
and vice versa.

For instance, when �2 <�3 <�1 and ˛1�2 <˛2�1, the accepted formula for the
apparent viscosity will give the overestimated viscosity values; when �2 >�3 >�1

and ˛1�2 >˛2�1, the computed values will be underestimated. In the case presented
in Fig. 15.5, the Magnus forces will decrease/increase concentration of particles in
the lower/upper layer. The case �1 <�2 <�3 corresponds to the velocity distribu-
tions presented in Fig. 15.5; the relationship between �app and �2 will depend on
the whole set of the model parameters. Some computational results are given in Fig.
15.7.

The measured apparent viscosity of the fluid will be overestimated for the
microfluids with Kn� 0.7 at different velocity slip coefficients a1 (curves 1–3 in
Fig.15.7a) and underestimated in the nanofluids with Kn > 0.2 (curves 4–6 in Fig.
15.7a). When �1 < 1 (or �1 <�3), the apparent viscosity is underestimated, while
when �1 >�3, the viscosimeter gives correct values �app��2 for the microfluids
(curves 1–3 in Fig. 15.7b). The obtained results allow correction of the viscosity
measurements of the nanofluids and microfluids in the viscosimeters.
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15.6 Conclusions

A review of the analytical solutions for the pressure-driven Poiseuille flow between
the parallel plates, through the circular and elliptic tubes, and the annulus between
the two coaxial circular tubes, as well as the shear-driven Couette flows between the
moving parallel plates, rotating coaxial cylinders, and inclined duct, is generalized
for the first- and second-order velocity slip BC and different slip coefficients at the
opposite walls. It was found that by a proper choice of the wall coefficients, one can
reach lower shear stress and bigger flow rates at the same pressure drop or shear rate
at the expense of tangential velocity slip in the micro- and nanochannels.

Experimental measurements of viscosities of the microfluids and nanofluids in
viscosimeters are based on accepted formulae that may be erroneous due to velocity
slip BC and concentration phenomena. The Magnus forces may appear due to
rotation of the moving particles as well as their interaction with the walls. Then
the concentrations of the micro- or nanoparticles in the layers which are in contact
with the walls may be bigger or lower than in the core of the flow. As it was shown,
the apparent viscosity computed for the rotational viscosimeter accounting to the
concentration effects could give overestimated and underestimated values of the
viscosity. Using the obtained regularities, the proper conditions of the experiments
can be developed to obtain the values �app��2. The corresponding dependencies
for the capillary viscosimeters can also be computed in the same way for the layered
laminar Poiseuille flows in the tubes, channels, and annulus given in Chap. 3.
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Chapter 16
Optimization of the Parameters of Digital
Holographic Microscope

Yu. Kotsiuba, H. Petrovska, V. M. Fitio, T. Bulavinets, and Ya. V. Bobitski

16.1 Introduction

The modern state of micro- and nanotechnologies requires development of new
approaches and methods in the diagnosis of properties of media and objects
as well as research into processes and structural changes that are taking place
under the influence of external factors. It is known that optical microscopy is the
classical solution to these problems [1]. However, its main drawback is limited
spatial resolution due to the diffraction phenomenon and the inability (or technical
complexity) of the 3D visualization of the microscopic phase.

With the appearance of coherent light sources, coherent-optical methods, includ-
ing methods of holographic interferometry, have become one of the most promising
tools of studying the characteristics of the experimental material properties of
transparent and nontransparent macro- and microobjects [2, 3]. However, appli-
cation of the holographic interferometry for the study of microobjects is only
possible when it is used in combination with classical microscopy. This combination
allows performing qualitative and quantitative diagnosis with high sensitivity and
precision, while achieving the required zoom [4, 5].

Y. Kotsiuba • H. Petrovska • V.M. Fitio • T. Bulavinets (�)
Department of Photonics, Lviv Polytechnic National University, S. Bandery Str., 12, 79013,
Lviv, Ukraine
e-mail: tetiana.o.protalchuk@lpnu.ua

Y.V. Bobitski
Department of Photonics, Lviv Polytechnic National University, S. Bandery Str., 12, 79013,
Lviv, Ukraine

Faculty of Mathematics and Natural Sciences, University of Rzeszow, Pigonia Str.1, 35959,
Rzeszow, Poland

© Springer International Publishing AG 2017
O. Fesenko, L. Yatsenko (eds.), Nanophysics, Nanomaterials, Interface Studies,
and Applications, Springer Proceedings in Physics 195,
DOI 10.1007/978-3-319-56422-7_16

231

mailto:tetiana.o.protalchuk@lpnu.ua


232 Y. Kotsiuba et al.

The appearance of digital recording devices significantly expanded capabili-
ties of the holographic interferometry associated with increasing the information
content and reliability of the experimental data [6–8]. Unlike the conventional
interferometry, which needs two or more coherent phase fields to obtain the
interferogram, digital holographic interferometry (DHI) allows, by calculation,
getting the interferograms of incoherent phase fields, such as fields that existed at
different times and really could not interfere with each other.

Digital double-exposure holographic interferometry allows obtaining phase dif-
ference surface that carries information about changes which occurred with the
test object during the selected period of time. In this case, reconstruction of the
object field and its further imaging are realized through a sequence of mathematical
procedures that includes Fourier or Fresnel transform [9, 10], numerical algorithms
of phase unwrapping, and digital image processing [11].

Digital holographic microscopy (DHM) is the application of DHI to microscopy.
It is different from other microscopy methods in that it does not require focused
recording of an object image. Object wave is projected by the microscope lens onto
the detector plane. During the reconstruction with numerical methods, the focal
length can be selected to obtain a clear object image. Once you’ve processed the
image stack, you can visualize the scene in pseudo-3D. Applying the angular scan
to the object, you get access to the tomographic information [12].

DHM is sensitive to deformation in the submicron range. Besides, it is a noncon-
tact and nondestructive method for studying static and dynamic characteristics of
objects in micro- and nanosystem engineering [13].

This allows creating systems for automatic measuring of thin-film thickness
[14] and rapid nondestructive measurement of the form [15] and the position in
space of the microscopic particle with nanometer resolution. This resolution allows
studying the Brownian motion of particles in water using DHM at 30 fps (frames
per second) [16].

DHM is widely used in biology and medicine [17–19]. The quantitative phase
microscopy (QPM) has recently become a powerful tool in the study of living cells,
which allows a noninvasive study of cellular structure and dynamics of the processes
of separate cells with nanometer sensitivity [20, 21]. The results may be useful for
monitoring specific cellular processes that are important to identify new biomarkers.

The combination of the methods of digital holography and fluorescent analysis
made it possible to create a hybrid digital holographic microscope, with which you
can get both the phase and fluorescent images of the sample [22]. Well known is
its application for the study of cells of living organisms, when information about
the structure of cells is obtained by using phase imaging, and fluorescent imaging
is used for obtaining of the nucleus image. In [22, 23] it is reported about high
reliability and speed of the new microscope and its great advantages over the
common microscope.

As you can see, today the digital holographic microscopy is the most promising
coherent-optical method for studying micro- and nano-objects. Its methods can be
used as the basis for creating a number of measuring devices that provide unique
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opportunities. But the demands imposed on the accuracy of these devices are rather
high. So nowadays, improving the quality of the digital holographic interferogram
is an urgent task [24].

However, despite the intensive development of modern methods of digital
holographic microscopy, it is necessary to adapt holographic optical schemes
depending on the specifics of the objects, optimize experimental conditions, and
coordinate the parameters of digital registration devices with the characteristics of
the optical system. The problems of improving the quality of digital holographic
interferogram and increasing the resolution and sensitivity of measurements are also
relevant.

16.2 Theoretical Description of DHI Method

The implementation of DHI methods is performed in two steps: during the first
step, the digital hologram is recorded using optical scheme; during the second step,
reconstruction of the holographic computer images, information processing, and its
presentation in a user-friendly way are performed [25].

The following parameters of the optical scheme should be selected during the
first step: the angle between the reference and the object beam (
 ), the diameter of
the aperture diaphragm (D), the recording distance (z0) and the linear magnification
(ˇ). The tasks of the next step are performed by programming.

Nowadays a large amount of specialized algorithms is developed in DHI. Below
is an overview of all stages of obtaining and processing digital interferograms as
well as modern methods of improving their quality.

16.2.1 Apparatus Part of DHI

The first step in the creation of DHI measurement systems is the selection of a digital
camera to record digital holograms. Modern manufacturers of industrial digital
cameras offer a range of devices with different functions. The choice of camera and
manufacturer is defined by objectives of the study and functionality of the measuring
system, so the users must choose their own configuration needed for a specific task.
For DHI most important parameters of digital cameras are the size of pixel and the
size of the photosensitive area. For example, camera KAF – 5010 has the following
parameters: pixel size 6 � 6 �m2, the number of pixels 8208 � 6144, frame size
36 � 48 mm2. It may be appropriate for all the needs, both in terms of pixel size and
in terms of the size of the photosensitive area.

As digital cameras have a much lower resolution than the classic photosensitive
materials, in digital holography there are substantial limitations to the angle 
 . In
general, the spatial frequency of the recorded hologram is defined as
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f0 D
2 sin

�


2

�
�

(16.1)

where � is the recording wavelength.
According to the Nyquist criterion [26], the minimal sampling rate must be at

least twice bigger than the initial value f0. On the other hand, a digital camera with
a pixel size �x allows maximal frequency value equal to

fmax D 1

�x
(16.2)

where �x is a digital camera pixel size.
Therefore, for constructing the scheme for DHI, it is necessary to select such an

angle 
 at which frequency f0 is twice less than fmax.

16.2.2 Recording Schemes

As for recording schemes, there are many possible configurations to be used for
research of different types of objects. Depending on the optical recording scheme
used, various mathematical expressions can be applied for reconstruction of the
object field. The most common for DHI are digital Fresnel-Kirchhoff, Fresnel, and
Fourier transforms. However, compared with others fast Fourier transform is faster
and easier in implementation, and therefore it is better to use it in digital holography
[27]. As an example we consider here the scheme for the focused image hologram
recording (see Fig. 16.1).

During the recording of this hologram, the image of the object is projected by the
objective on the recording plane, where it interferes with the reference wave. The

Fig. 16.1 Optical scheme: 1 laser, 2 wedge, 3 object, 4 mirror,5 diaphragm, 6 lens, 7 optical cube,
8 micro objective, 9 CCD
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distribution of the intensity of interference between object and reference waves is
recorded by using CCD or CMOS matrix.

16.2.3 Mathematical Description of DHI Method

Recorded digital hologram is an image having dimension of M � N points.
Depending on the chosen zoom, there is an ability to study micro or macro areas
of the object. The intensity of a digital hologram at each point is determined by the
expression:

I
��!q � D ˇ̌UR

��!q �C US
��!q �ˇ̌2 D jURj2 C jUSj2 C URU�

S C USU�
R ; (16.3)

where US and UR are the complex amplitudes of the object and reference beams,
here:

UR

��!� � D AR

��!� � exp
h
i'R

��!� �i ; (16.4)

where AR and ®R represent the amplitude and phase of the reference beam;�!q .x; y/ stands for the recording plane.
The image of spatial spectrum of digital focused image hologram was obtained

by Fourier transform and shown in Fig. 16.2. There are two spatial components
of the object field (US(k,l)U*

R(k,l) and U*
S(k,l)UR(k,l)) in the spectrum of the

received digital hologram, which are used during the reconstruction of the complex
amplitude. After fast Fourier transform by applying the binary filter, a useful signal
part should be selected.

Fig. 16.2 Spatial spectrum of a hologram (“-1” order of diffraction selected) [28]
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Applying Fourier inverse transform of the selected area, we can obtain complex
amplitude of the object field:

� .x; y/ D F�1 fB .x; y/ � F fI .x; y/gg ; (16.5)

where B(x, y) represents the binary filter and
Ff : : : g is the symbol of the Fourier transform.
It should be noted that the signal selection is performed in the frequency domain

by multiplying the corresponding spectrum by the specially selected binary image.
The shape of useful component is similar to the image of exit pupil of the optical
system. In addition, the distance of such component to the center of spectrum may
vary according to the recording conditions. Therefore, one should select a special
binary image for each case. The method developed in [29] allows automating the
entire process of selecting the required filter to facilitate and speed up the whole
process of the reconstruction of the complex amplitude of the object field. There are
also algorithms, which help to determine the optimal position of the object plane
[12] and to compensate phase aberrations [30] without any information about the
wave vector, focal length, and recording distance.

Digital interferogram is obtained by the direct subtraction of phases:

�' D
�
'S2 � 'S1 ; if 'S2 � 'S1 ;

'S2 � 'S1 C 2�; if 'S2 < 'S1 ;
(16.6)

where the phase is calculated from

'S .x; y/ D arctan
Im Œ� .x; y/�

Re Œ� .x; y/�
: (16.7)

The obtained picture has 2� discontinuities and is sensitive to the direction of
the deformation vector.

16.2.4 Elimination of the Zero Order

The elimination of the zero order can significantly improve the quality of the
restored digital hologram [31]. Nowadays we know several methods of its imple-
mentation, the most popular of them being the method of direct elimination and the
method with a random phase shift.

In the first method [32], digital interferogram I(�!q ), object, and reference waves
are recorded independently. So we can obtain a hologram without useless parts.

I0 ��!q � D I
��!q � � ˇ̌UR

��!q �ˇ̌2 � ˇ̌US
��!q �ˇ̌2 D URU�

S C USU�
R (16.8)
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In practice, the recording of such a hologram, of the reference, and then of the
object waves is carried out sequentially, which generates noise fluctuations in what
is obtained. That’s why a slight trace of the zero order may remain.

The method with a random phase shift [33] can be used as an alternative. If we
add a phase shift ı, whose value is not a multiple of 2� , the intensity of the hologram
will correspond to

I 00 ��!q � D jURj2 C jUSj2 C URU�
S exp Œiı�C USU�

R exp Œ�iı� : (16.9)

By subtracting the result from the initial hologram, we obtain

I
��!q � � I 00 ��!q � D URU�

S exp Œiı�C USU�
R exp Œ�iı� : (16.10)

The exponential factor inside the brackets in (16.10) does not influence the spatial
distribution of the reconstructed image.

The quality of the reconstructed hologram is identical in both methods. However,
in the second method, we need two sequentially recorded images, instead of three.

16.2.5 Filtration of Digital Interferogram

The resulting interferogram is always modulated with speckles. The quality of the
phase distribution depends on several factors such as the environmental influence,
signal to noise ratio, resolution of the recording element, and fringe density. The
task of filtration is to reduce the noise level without degrading the phase jumps.

Nowadays there is a great choice of adaptive and nonadaptive filtering methods.
Various algorithms including median, mean, vector filtration, and multi-looking
processing are used in them. In this article we consider the Fourier filtering method
[34] for getting clean digital interferogram, as this method is the most effective and
simple in implementation. In the proposed method, wrapped phase map is converted
to fringe patterns using both cosine and sine operations. In this process, the high-
frequency 2� phase jumps in the wrapped cosine and phase map are replaced by
low-frequency continuous fringes due to the periodic feature of sine functions. The
resultant fringe patterns f(x, y) and g(x, y) can be expressed as

f .m; n/ D cos Œ�' .m; n/�C r .m; n/
g .m; n/ D sin Œ�' .m; n/�C r0 .m; n/ (16.11)

where r(m,n) and r 0(m,n) correspond to the noise.
When applying a fast Fourier transform to the fringe patterns (here useful signal

part is located in the low-frequency domain of the spectrum), using an appropriate
low-pass filter, and applying Fourier inverse transform to the result, we will get clean
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cosine and sine fringe patterns. Based on the reconstructed parts, a new wrapped
phase map can be reconstructed by the pixel-wise function arctan2 (y, x).

A more detailed review of spatial filtering methods based on statistical analysis
is given in [35, 36]. In addition to spatial filtering improvement, the image quality
in digital holographic interferometry can be achieved with the use of partially
coherent illumination instead of fully coherent light. The relevant theoretical models
to quantify the noise reduction depending on the spatial coherence of light are
presented in [37].

16.2.6 Phase Unwrapping

Next step in the digital processing is elimination of the phase discontinuities (phase
unwrapping). This problem exists in DHI for a long time and today many methods
of its solution are known. The main task of phase unwrapping algorithms is to find
the place in the phase map, where appropriate phase shift is needed. At this moment
we consider Goldstein method [38], method of phase unwrapping via graph cuts
[39], and phase unwrapping method by a shift of the reconstructed field [40].

So using computer processing, we can get high-quality digital interferograms,
despite the small resolution of the digital matrix compared with photosensitive
media used in analog holographic interferometry.

16.3 Results and Discussion

In this section we consider the application of methods intended to improve the
quality of digital interferogram by applying them to interferograms obtained by the
simulation of the recording process. The software was developed in the LabView
13.0 programming environment to carry out simulations. It allows simulation of
digital focused image hologram recording and interferogram forming. The program
allows you to set quantitative and qualitative parameters of deformations, to choose
parameters of hologram recording scheme. To perform the computer processing,
there were realized two methods of eliminating zero order, namely, filtration method
discussed earlier and Goldstein method for phase unwrapping.

16.3.1 Example of the Zero-Order Elimination

The process of improving the quality of digital interferogram starts at the stage of
reconstruction of the digital hologram by eliminating zero order. This procedure
eliminates unnecessary spectrum components of the digital hologram, so the
contrast of the restored object image increases. To demonstrate the influence of
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Fig. 16.3 Digital hologram forming stages: test image (Ã); digital hologram (b); reconstructed
image (c); reconstructed image without zero order (d)

this procedure on the quality of the restored digital hologram, the following option
including both elimination methods was added to the software.

As an example, the image with size 512 � 512 shown in Fig. 16.3a is the object.
With the recording distance z0 D 2000 mm, pixel size �x D 0.00001 mm, and
wavelength � D 0.0006328 mm, we have calculated the digital hologram shown in
Fig. 16.3b. The width of the figure must be less than a quarter of the object plane
so that the reconstructed image might be separated from the parasitic orders [41], so
we added some zeros to form 1024 � 1024 image. An example of the reconstruction
is shown in Fig. 16.2c.

In Fig. 16.3d, one can see that elimination of zero order increases the image
quality.

16.3.2 Example of Filtration in Frequency Domain

To show the quality of the filtration method proposed in the previous section, several
different digital interferograms were formed using the developed software for cases
of transparent and nontransparent objects. However, in this method for each single
digital interferogram, you need to have a special filter, since the shape of the useful
signal depends on the quantitative and qualitative changes in the state of the object.
This issue greatly complicates the work of the whole algorithm. So it was proposed
to use automatic binarization of spatial spectrum image with a choice of threshold
to select the needed component. This solution greatly simplified the work of the
algorithm and allowed better and faster filtering.

For the case of nontransparent objects, the model of a square plate divided
into M � N pixels was used as the object of study. Each pixel “emitted light”
with the magnitude equal to “1,” the phase of each pixel being randomly and
uniformly distributed in the range of [�� ; �]. During the simulation, the “object”
was deformed in different ways.

As a result of the simulation for different types of “object” deformation, we
have received two holograms: in the initial state and after the deformation. Digital
interferograms were calculated using Eq. (16.4) (see Fig. 16.4).
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Fig. 16.4 Digital interferograms of the object deformation

Fig. 16.5 Cosine fringe map obtained from the wrapped phase map (Ã); Fourier spectrum of
cosine fringe maps (b); clean cosine image (c)

As shown in Fig. 16.4, interferograms are modulated with speckles. The filtration
procedure was performed by the method described earlier. A typical rewrapped
fringe pattern is shown in Fig. 16.5. When applying a Fourier two-dimensional
transform to the fringe patterns (Fig. 16.5b shows the Fourier spectrum of the cosine
image), using appropriate low-pass filter, and applying an inverse Fourier transform
to the result, we will get clean cosine and sine fringe patterns (see Fig. 16.5c). Based
on both the reconstructed parts, a new wrapped phase map (see Fig. 16.6) can be
reconstructed with the pixel-wise function arctan2 (y, x).

For the case of transparent objects as the objects of study, there were taken
models of spherical (a) and cylindrical (b) microlenses. The size of raster was
chosen 5 � 5 mm, refracting index was 1.52, and the heights of lenses were 4.2
and 3 �m. As a result of the simulation for different types of “object” deformation,
we have received two holograms: with and without raster included in the object
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Fig. 16.6 Filtered digital interferograms

Fig. 16.7 Digital interferograms of spherical (Ã) and cylindrical (b) optical rasters

beam. As for the previous case, digital interferograms were calculated using Eq.
(16.4) (see Fig. 16.7).

The filtration was performed in the same way as for nontransparent objects.
Examples of the cosine part, its spectrum, and filtered cosine image are shown in
Fig. 16.8. The result of the filtration is shown in Fig. 16.9.

After the filtration done with the help of Goldstein method, we have visualized
the received information in 3D (see Fig. 16.9a, b).

As shown in Figs. 16.6 and 16.9, speckle noise is fully eliminated, so our
filtration method is suitable for different types of the studied object and deformation.
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Fig. 16.8 Cosine fringe map obtained from the wrapped phase map (Ã); Fourier spectrum of
cosine fringe maps (b); clean cosine image (c)

Fig. 16.9 Filtered digital interferograms of spherical (Ã) and cylindrical (b) optical rasters

16.3.3 Drawback of the Filtration Method

Despite all the advantages, the method is not suitable for all possible cases of the
studied object. For example, if there are some deviations in lenses size or refractive
index in raster, the result of filtering will be unsatisfactory (Fig. 16.11b).

It is not possible to perform the unwrapping procedure in this case. Thus other
approaches are needed to use in filtering of sine and cosine components of the
interferogram.

The main drawback of the proposed method is that it is not possible to filter the
interferogram when there occurs less than one whole fringe on it [42]. After filtering
the cosine component of the interferogram (see Fig. 16.12a) by the following
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Fig. 16.10 The result of phase unwrapping for the first (a) and the second (b) digital interferogram

Fig. 16.11 Digital interferogram of the optical raster with deviation in lenses size (Ã); the result
of filtering (b)

method, the picture quality is sure to be distorted (see Fig. 16.12c, d). Apparently,
instead of a half of the fringe, the whole period is formed at the exit. This imposes
significant limitations on the value of the minimum deformation, which can be
measured by DHI. In this case, the sensitivity can be increased by using a larger
photosensitive matrix or laser with a shorter wavelength.

For this case, it was suggested to use a median filter with an appropriately chosen
filtering window. Then the result should be approximated by a certain sine or cosine
function, and the phase distribution should be calculated.

This method can give a two-time increase in the sensitivity.
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Fig. 16.12 Cosine fringe map, with half of the fringe (Ã); spectrum of (a, b); result of the filtration
(c); intensity graph of (c, d) [42]

16.4 Conclusion

It is obvious that improving the quality of digital interferogram is a necessary
condition for reliable results in the study of materials, their properties, and structural
changes, especially when it comes to micro- and nanotechnology. Thus in this
paper we made the review of modern methods of improving the quality of digital
interferograms, including methods of eliminating zero order and filtrating the
resulting hologram phase map. Elimination of zero order can increase the quality of
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Fig. 16.13 An example of approximation application [42]

the reconstructed image still at the stage of the digital hologram reconstruction. The
results showed that the best quality of the reconstructed holograms can be obtained
by using the direct elimination method and the method with random phase shift of
the reference wave.

The method of filtering in the frequency domain using Fourier transform and
binarization of the spectrum image was proposed for filtering digital interferograms.
Some interferograms of typical transparent and nontransparent objects were filtered
to show the capability of our method. Test interferograms were obtained by
simulation with the developed software. As a result, there were complete removals
of speckle noise for the simplest cases, indicating high efficiency of the proposed
method. However, in the case of real periodic structures with certain parameters
deviation, the frequency spectrum becomes more complicated, and the quality of the
interferograms filtered by the proposed method is unsatisfactory. This demonstrates
the need for new approaches and further research to improve the presented method.

Speaking about the research of objects in micro- and nanotechnology, an
important criterion is sensitivity. Therefore, for the filtering method, the maximum
sensitivity has been considered, and the approach for its increase by approximation
with the sine function has been proposed.
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Chapter 17
Computer Simulation of Collision-Induced
Absorption Spectra of Confined Argon-Xenon
Mixture

A. Dawid and Z. Gburski

17.1 Introduction

When two different atoms of noble gas are in the collision state, the short-time
dipole moment is generated. These dipoles are able to absorb the infrared elec-
tromagnetic radiation. This phenomenon should be taken into account when it
comes to design the double glazing windows [1, 2] or new cooling systems for
electronic devices [3]. The collision-induced light absorption (CILA) phenomenon
in noble gases has been studied for a long time, both in the theoretical and
experimental works [4–9]. In the recent years, the computer simulation methods
become valuable for the study of this phenomenon. The first simulations of CILA
spectra concentrated on the small number of noble gas atoms grouped in the form
of clusters [10–12]. The sensitivity of interaction-induced spectra to the phase
transition in small Ar13 cluster has been proved in those studies [8]. By studying
clusters, we can also better understand the origins of collective behavior in bulk
systems [13–17]. Further development of computer technology allowed simulation
of CILA spectra in bulk noble gas samples [18]. The dynamical and structural
properties of noble gas binary mixtures in a confined space become more important
due to its potential applications in nanoelectronic devices, nanoscale molecule
sensors [3], and gas storage containers. The new allotropes of carbon-like fullerene,
graphene, or nanotubes are new promising material in nanoscale electronics. The
adsorption of noble gases on the carbon structures has been simulated by molecular
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dynamics (MD) methods. There are some valuable works about the dynamics of a
thin layer of noble gas atoms adsorbed on fullerene [19–24] and carbon nanotube
[25–28]. The monoatomic thin layer of noble gas atoms between graphite slabs was
also simulated. The interaction-induced light scattering was investigated in these
systems for the various densities and temperatures of noble gases [29–31].

In this work we have concentrated on the system of argon-xenon binary mixture
confined between graphite slabs. We have calculated the temperature dependence
of Ar-Xe CILA spectra. We have also shown how these spectra are related to
other dynamical and structural properties of argon-xenon binary mixture confined
between graphite plates.

17.2 Simulation Protocol

The layer of graphene sheet was created by multiplying the elementary cell in
x and y direction. This cell was constructed from six hexagonal carbon rings with
the distance between near carbon atoms equal to 1.42 Å and the angle between
two vectors drawn from one atom to nearby atoms equals to 120 degrees. The
graphite in our simulations consists of two layers of graphene with the interlayer
distance equal to 3.4 Å. In order to simulate narrow slot between very heavy graphite
walls, we have assumed that carbon atoms are not moving during the simulations.
It approximates bulk sample of graphite sheets. The interaction potential between
noble gases and between noble gases and carbon was taken to be Lennard-Jones
(LJ) potential with the usual form

V
�
rij
� D 4"ij

"	
�ij

rij


12
�
	
�ij

rij


6#
; (17.1)

where rij is the distance between atoms and "ij and � ij are the LJ potential parameters
listed in Table 17.1. The parameters between unlike atoms were calculated using
Lorentz-Berthelot mixing rule [32]. Simulations were performed with the three-
dimensional orthogonal periodic boundary conditions (PBC) using minimum image
convention algorithm. The master simulation cell was of the edge size xD 28.31 Å,
y D 25.73 Å, and z D 60 Å. The potential cutoff distance between all unlike
atoms was set to 20 Å. The size of master cell in z direction and potential cutoff
distance were chosen so to not disturb the dynamics of noble gas atoms by periodic
boundary conditions. In all our simulations, the distances between the slabs were
set to d D 25.2 Å. The system was simulated using classical equations of motion.
The equations were integrated up to 5 ns by the velocity Verlet algorithm [33].
The integration time step used in simulation is 5 fs which ensures total energy
conservation within 0.01%. The average temperature was adjusted as desired by
a process of velocity scaling using Berendsen algorithm [33]. The system was
equilibrated for 5 * 106 MD steps. All simulations have been performed using our
own developed simulation program RIGMD [34].
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Table 17.1 Lennard-Jones
potential parameters

Atom " [meV] � [Å]

Carbon 2.413 3.400
Argon 10.341 3.400
Xenon 22.180 3.924

17.3 General Relations

The mutual distortion of the atomic charge cloud occurs when two dissimilar
rare gas atoms are in the collision state. During this process, a dipole moment is
generated. These dipoles interact with the incident light beam generating absorption
spectrum. The corresponding spectrum lies in the far infrared, typically in the
range 0–250 cm�1. Computationally, the interaction-induced absorption spectrum
is related to the Fourier transform of the time correlation function G(t)

G.t/ D
X˝

�ij.t/ �kl .0/i; (17.2)

where �ij is the dipole moments induced in a pair of dissimilar atoms and the sum is
over all pairs of unlike atoms in the mixture containing cA and cB concentrations
of atoms types A and B, cAC cBD c. The correlation function G(t) of the total
dipole moment � D P

i;j �ijcan be decomposed into pair, triplet, and quadruplet
contributions [35],

G.t/ D G2.t/C G3a.t/C G3b.t/C G4.t/; (17.3)

where eventual irreducible three-body dipole moments have been neglected. In the
following, the two-body dipole moments �ij are identified with dipole functions
available in the literature [9, 36]:

�!� ij D �
�
rij
�bnij; (17.4)

�.r/ D �0e�˛r�ˇ.r�r0/
2 C D7=r; (17.5)

where �0 ,˛ ,ˇ , r0 and D7 are parameters evaluated for different rare gas pairs. The
dynamics of argon or xenon atoms was studied by the mean square displacement
function

MSD.t/ D ˝ˇ̌rij.t/
ˇ̌
2
˛
; (17.6)

where rij is the distance between noble gas atoms.
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17.4 Results

In the argon-xenon mixture we have used 208 argon atoms and 48 xenon atoms
which give 19% concentration of xenon in argon. The density of noble gases mixture
inside the slot was � D 1.604 g/cm2. The initial locations of argon and xenon
atoms between graphite walls were chosen to fulfill its uniform distribution. The
instantaneous configuration of the system is shown in Fig. 17.1. The parameters of
�(r) were estimated using the values of dipole moments between argon and xenon
atoms obtained from ab initio calculations. The CC method was used for exchange-
correlation potential expression with 6-31G(d,p) basis set. This method was chosen
because it gives good results at the higher distances between atoms, covering van

Fig. 17.1 The instantaneous configuration of argon-xenon mixture between graphite walls at
T D 140.0 K
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Fig. 17.2 The interaction-induced dipole moment dependence of the distance between interacting
centers of argon and xenon atoms. The red circles represent quantum mechanical calculations and
solid line represents fitted model

Table 17.2 The DFT
calculated parameters for the
Ar-Xe induced dipole

�0 (Debye) r0 (Å) ˛ (Å�1) ˇ (Å�1) D7 (Debye)

1.425 0.088 �1.01 0.658 132.257

der Waals dispersion potential [37]. All quantum mechanical calculations were done
using GAMESS software [38]. The calculated quantum mechanical data fit well
to Eq. 17.5 (Fig. 17.2). The set of parameters fitted for that equation is shown in
Table 17.2 We have used the parameters to simulate collision-induced absorption
spectra in argon-xenon binary mixture. In order to calculate the spectra, we had to
calculate appropriate correlation functions first. We know that dipole moment cor-
relation function can be decomposed into two-, three-, and four-body contributions
(Eq. 17.3). The two-body contribution functions at three temperatures are shown
in Fig. 17.3. At low temperature T D 80 K, the function decays rapidly within
0.3 ps reaching local minimum and then decays slowly to zero within 500 ps. The
initial rapid decay is caused by ballistic movement of atoms (before any collisions
occur). The slow decay of G2(t) function can be connected with reduced mobility of
argon and xenon atoms. When the temperature increases, the G2(t) function decays
smoothly to zero within 120 ps at T D 140 K and 30 ps at T D 220 K. The initial
ballistic region is invisible. The three-body contribution to the correlation function
is of two kinds. The first situation is when argon is in collision state with two xenon
atoms (Fig. 17.4). The G3a(t) function is at the beginning negative. Once again we
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Fig. 17.3 The two-body correlation function of induced dipole moment between argon and xenon
atoms at three temperatures

Fig. 17.4 The three-body correlation function of induced dipole moment between one argon atom
and two xenon atoms at three temperatures
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Fig. 17.5 The three-body correlation function of induced dipole moment between two argon
atoms and one xenon atom at three temperatures

can distinguish two regions on this plot, the short-time ballistic region with the
minimum at 0.3 ps and smooth long-lasting region. The depth of the first minimum
depends on the temperature. The first dip is getting deeper with the increase of the
temperature. The G3a(t) function at T D 80 K is becoming positive within 13.5 ps,
and functions at T D 140 and 220 K are becoming positive within 4 ps. The function
reaches its maximum at 28 ps and then slowly decays to zero. In the second situation,
one xenon collide with two argon atoms. The G3b(t) functions at T D 80 K and
T D 140 K are negative; only at T D 220 K function becomes positive within 5 ps
(Fig. 17.5). The difference between G3a(t) and G3b(t) comes from the fact of lower
concentration of xenon. Heavy xenon atoms are less mobile than argon atoms. Its
phase is similar to dense fluid. The G4(t) functions have mainly oscillatory character
(Fig. 17.6). The average value of the function is negative for temperatures T D 80 K
and T D 140 K. Only the function at temperature T D 220 K has the positive value.
This situation can be explained by freeing xenon atoms from graphite surfaces.
G3b(t) and G4(t) functions seem to be the xenon atom mobility indicators. The total
collision-induced dipole moment correlation function at three temperatures is shown
in Fig. 17.7. Note the that first dip reaches its higher value at T D 140 K. All total
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Fig. 17.6 The four-body correlation function of induced dipole moment between two argon atoms
and two xenon atom at three temperatures

Fig. 17.7 The total correlation function of induced dipole at three temperatures
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Fig. 17.8 The total intensity I(v) of confined argon-xenon mixture at three temperatures

functions decay to zero within 20 ps. There probably exists the critical temperature
in the system where the ballistic region reaches its higher value. Increasing of
collisions with incompact heavy xenon atoms can be a reason it. The absorption
spectra of binary mixture are calculated as Fourier transform of G(t) functions. The
broadening of spectra is observed with increase of temperature (Fig. 17.8). The
maximum absorption induced by collision of atoms in confined space is observed at
wavenumber 	D 35 cm�1. The amplitude of spectra reaches its higher value at low
temperatures T D 80 K. In our study we also want to confront obtained collision-
induced results with diffusion in the system. The mean square displacement
functions for argon (Fig. 17.9) and xenon (Fig. 17.10) at T D 80 K show that heavy
xenon atoms almost did not move at that temperature. Further investigations by cal-
culation of distribution of xenon atoms between graphite plates in z direction proved
that there are some places where xenon atoms have never been during the simulation
at temperature T D 80 K (Fig. 17.11). It looks that xenon atoms are concentrated
mostly near graphite plates. The light argon atoms are able to penetrate the entire
slot between graphite slabs even at T D 80 K (Fig. 17.12). The calculated z-profile
also showed the layered structure of argon-xenon mixture between graphite walls.
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Fig. 17.9 The mean square displacement functions of argon in Ar-Xe binary mixture confined
between graphite walls at three temperatures

Fig. 17.10 The mean square displacement functions of xenon in Ar-Xe binary mixture confined
between graphite walls at three temperatures
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Fig. 17.11 The z-profile distribution of argon atoms in Ar-Xe binary mixture confined between
graphite walls at three temperatures

Fig. 17.12 The z-profile distribution of xenon atoms in Ar-Xe binary mixture confined between
graphite walls at three temperatures
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17.5 Conclusions

We have observed that the interaction-induced absorption spectrum of confined
Ar-Xe mixture is broadening with the increase of temperature. The difference in
mobility of two constituents of noble gas binary mixture can be seen in collision-
induced dipole moment correlation function. We have found the layered structure
of argon-xenon binary mixture between graphite slabs. The separation of phases in
binary mixture is also visible at low temperatures. The simulations reported here
might encourage the future research of the noble gas mixtures confined between
graphite walls.
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molinter2015 and fulinter2016).
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17. Raczyński P, Dawid A, Gburski Z (2005) Depolarized light scattering in
small fullerene clusters—computer simulation. J Mol Struct 744–747:525–528.
doi:10.1016/j.molstruc.2004.12.064

18. Abdel Kader MS (2008) Collision-induced light scattering spectra and ground state potential
of gaseous xenon. Chem Phys 352:311–319. doi:10.1016/j.chemphys.2008.07.004

19. Dawid A, Dendzik Z, Gburski Z (2004) Molecular dynamics study of ultrathin argon layer
covering fullerene molecule. J Mol Struct 704:173–176. doi:10.1016/j.molstruc.2004.01.065

20. Kachel A, Gburski Z (1997) Chain formation in a model dipolar liquid: computer simulation
study. J Phys-Condens Mat 9:10095–10100. doi:10.1088/0953-8984/9/46/007

21. Dawid A, Gburski Z (2003) Rayleigh light scattering in fullerene covered by a spher-
ical argon film – a molecular dynamics study. J Phys Condens Matter 15:2399–2405.
doi:10.1088/0953-8984/15/14/315

22. Gruszka M, Gburski Z (1992) Interaction-induced light scattering in atomic fluids
— a two-body contribution studied by MD simulations. J Mol Struct 275:129–133.
doi:10.1016/0022-2860(92)80188-N

23. Dawid A, Gburski Z (2003) Interaction-induced light scattering in a fullerene surrounded by
an ultrathin argon “atmosphere”: molecular dynamics simulation. Phys Rev A 68:065202.
doi:10.1103/PhysRevA.68.065202

24. Skrzypek M, Gburski Z (2002) Fullerene cluster between graphite walls – computer simulation.
Europhys Lett 59:305–310. doi:10.1209/epl/i2002-00242-8

25. Dawid A, Gburski Z (2007) Dielectric relaxation of 4-cyano-4-n-pentylbiphenyl (5CB) thin
layer adsorbed on carbon nanotube – MD simulation. J Non-Cryst Solids 353:4339–4343.
doi:10.1016/j.jnoncrysol.2007.02.072

26. Dendzik Z, Kosmider M, Dawid A, Gburski Z (2005) Interaction induced depolarized
light scattering from ultrathin ne film covering single-walled carbon nanotubes of different
chiralities. J Mol Struct 744:577–580. doi:10.1016/j.molstruc.2004.12.049
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Chapter 18
Electromagnetic Modes Inside the Island Kind
2D Photonic Crystal Resonator

E. Ya. Glushko and A. N. Stepanyuk

18.1 Introduction

The existing terminology distinguishes several kinds of photonic structures:
photonic crystals, photonic membranes and photonic crystal resonators. An infinite
2D structure periodically ordered in ZY plane and having also infinite size in
Z direction is called a photonic crystal whereas the photonic crystal resonator has
finite sizes in ZY plane and perfectly smooth boundaries with external medium. This
circumstance generates a clear expressed angular area of total internal reflection
of field inside the resonator for in-plane geometry. In general case, a resonator
has infinite size in X direction. The only way to excite a standing wave inside
exists through the input prisms due to that the external beam may hit into the total
internal reflection area of the resonator. The photonic membrane may be treated as
a thin photonic crystal dividing the external medium into two parts and transmitting
radiation from one medium to another [1]. At the present time the photonic crystals
(PhC) have been widely investigated as perspective objects of optical technologies
in computing, signal processing, telecommunication, sensoring, etc. [2, 3] though in
the main, the 2D PhC is considering only as a perfect reflecting medium surrounding
an optical waveguide. Therefore the conditions of omnidirectional gaps in photonic
spectrum are of interest for the determination of the optimal wavelength range of
optical devices [4–7]. Meanwhile optical properties of photonic crystals may be

E.Y. Glushko (�)
Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, 41 Nauki Prsp,
Kyiv 03028, Ukraine
e-mail: scientist.com_eugene.glushko@mail.com

A.N. Stepanyuk
Kryvyi Rih State Pedagogical University, Gagarin pr., 54, 50086 Kryvyi Rih, Ukraine

© Springer International Publishing AG 2017
O. Fesenko, L. Yatsenko (eds.), Nanophysics, Nanomaterials, Interface Studies,
and Applications, Springer Proceedings in Physics 195,
DOI 10.1007/978-3-319-56422-7_18

263

mailto:scientist.com_eugene.glushko@mail.com


264 E.Y. Glushko and A.N. Stepanyuk

Fig. 18.1 Sketch of the island type binary 13 � 6 period 2D photonic crystal resonator (ICPR).
1 substrate, 2 covering layer, 3 matrix material, 4 accompanying material (shown air wells), 5
input-output waveguides, 
 l, angle of incidence, p-polarized plane wave

important for a wide area of applications in optoelectronic and all-optical devices.
Further development of this area may be related to more detailed consideration
of the influence of a resonator’s finite sizes on the modal structure and features
of field modal distribution inside a finite photonic crystal. A number of FDTD
investigations exist devoted to wave transmission through the infinite 2D PhCr of
various symmetries (see review [8]) whereas resonators of finite sizes need a more
adequate mathematical model. The proposed island 2D resonator is a generalized
kind of the 2D photonic crystal, (Nz, NY ➔1) which, the resonator, has finite sizes
in two directions and perfect external faces (Fig. 18.1). In [8, 9] the properties of
finite resonators were estimated in the framework of perturbation theory. It was
found there that small parameter exists for the problem of captured within the
total internal reflection (TIR) domain electromagnetic field in a finite dielectric
structure with spatially piecewise alternating index of refraction. The condition of
small parameter existence is based on demand electromagnetic energy inside the
resonator which is much more than energy of the mode tails outside the resonator.
Therefore, the number of periods in both directions should be more than 10–12. The
small parameter existence and an appropriate realization of the perturbation theory
were demonstrated in [9, 10] for the case of weak intrinsic optical contrast of the
dielectric photonic structure (see [11]).

In Fig. 18.1, a binary island kind Nz � Ny period photonic crystal resonator
(IPCR) grown on a substrate 1 and consisting of matrix material 3 with refractive
indices n1 pierced with a regular system of wells/bars 4 having refractive indices
n2. If the external covering layer 2 consists of the optically nonlinear material,
an opportunity arises to control the beam entrance angle into the resonator. It is
worth noting that matrix material is topologically connected whereas the embedded
into the matrix ordered bars or wells of a concomitant material are disconnected.
This circumstance is important for the method to calculate field in a finite resonator
developed below.

The resonator in-plane standing modes can be excited by an external source
through the special inputs 5 and may be controlled due to their nonlinear properties.
The photonic modes differ in terms of field density distribution inside the resonator,
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their dependence on frequency and geometry of incidence that may be used in
optical devices to control light energy flows and perform logic operations.

In this work, a binary island kind photonic crystal resonator is investigated
analytically and numerically in the framework of standing wave expansion (SWE)
method. We have calculated parametric dependencies of modes energy for silicon
glass resonator and considered a way to classify the resonator’s eigenstates. The
field distribution inside the resonator is calculated at different parameters, and ways
of use the switching states in optical devices are discussed.

18.2 SWE Theory for Electromagnetic Field in a Finite 2D
Photonic Crystal

The standing wave expansion (SWE) approach is based on the representation of
a 2D eigenstate of a resonator as the expansion in eigenstates produced by two
crossed in Z and Y directions and superposed finite binary 1D photonic crystals.
The eigenvalue problem is analytically solved separately for two probe 1D PhCrs
and resulting 2D basis is generated as a direct production of separated 1D bases
fjs > zg and fjg > yg [6], where s, gD 1, 2, : : :m, correspondingly the 2D basis size is
m2. Due to the rectangular form of the resonator, the incident angles of waves united

in a 2D basis function j s .
1/ g
�

 ’
1

�
> are correlated 
1 D �=2 � 
’

1 , where the

subscript (‘) refers to the optically more dense matrix medium, 
1 is the wave angle
of incidence relatively Z-axis in matrix material. Suppose the materials constituting
the photonic crystal are optically linear, isotropic and nonmagnetic and free charges
are absent, the following equation for electromagnetic field in a continuous medium
with piecewise constant refractive index

1

" .z; y/
�
�!
E C !2

c2

�!
E D 0 (18.1)

can be expanded into the 2D basis j s .
1/ g
�

 ’
1

�
> series. The piecewise constant

dielectric function "(z, y) is factored out through the Laplace operator, therefore
solutions of both probe 1D problems are the plane wave based standing modes.
In the considered case of p-polarization, a convenient basis of functions Msg(z,
y) may be built in several ways: on the magnetic field components, on tangential
components of electric field and on normal components of the electrical induction.
A set of eigenfunctions based on magnetic field was investigated in [8, 9]. Here
we consider the normal components of electrical induction as the modes Msg(z, y)
of initial basis, where s D 1.smax, g D 1.gmax. The physical restrictions demand
the mode to be a continuous function of variables z and y but the derivatives
may have a jump because the standing waves do not convey energy. Below, we
study the rectangular photonic crystal resonator based on a 2D terminated binary
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structure consisting of the topologically connected matrix material and another
one – disconnected material 4 (Fig. 18.1), which looks like a system of rectangular
bars. Therefore the resonator may be divided into ij areas by the number of periods
Nz, Ny in Z and Y directions, where i D 0,1... 2Nz C 2, j D 0,1... 2Ny C 2. The
outside areas are described by indices i D 0, 2Nz C 2, j D 0, 2Ny C 2 and the
solution of (18.1) contains here at least one exponentially decreasing with distance
factor. Inside the IPCR body, the indices i, j run from 1 to Nz C 1 or Ny C 1. Then
a mode in an intrinsic area ij may be presented in a view:

Msg
ij .z; y/ D Azi � sin 
i � "i � cos .kiszC  is/ �

Ayj sin 
j � "j � cos
�
kjgyC  jg

�
;

(18.2)

where "i,j denotes dielectric function in matter of the resonator area i or j. The
amplitudes Azi, Ayj and phases  is,  jg are analytically obtained in the framework
of the 1D problem for two probe crossed photonic crystals inside intrinsic areas
j,i D 1,2... 2N C 1, whereas for outside areas where i D 0 or j D 0 the cosines
should be replaced by exp(�kisz) or exp(�kjgy), correspondingly. The wave front
orientation with respect to OX axes is given by angle 
 i D 
1 or 
2 for odd or even
layers of a probe 1D PhCr with the same materials and appropriate geometry [8].
The angles 
 j presented in Y-part of the basis function are � /2�
1 and � /2�
2 for
odd or even layers, respectively. Here, the index 1 corresponds to matrix material
and index 2 denotes the embedded into the matrix ordered bars of another material.
The indices s, g enumerate eigenstates of two probe 1D problems solved for Z
degrees of freedom at the incident angle 
1 and for Y direction at the incident
angle 
’
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The amplitudes A, B (A* D B in the considered case) are found in the framework
of both probe problems from the system of boundary conditions taken at 2Nz(y) C 1
alternating boundaries [8–10]. Further, the boundary conditions of continuity for
the normal component of electrical induction (mode) at both surfaces of each layer
of the probe 1D PhCr lead to the system of equations for unknown amplitudes. In
matrix view we have the system of equations
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where
_

L;
_

R are binary matrices of boundary conditions of probe problem for a
layered photonic crystal, indices l (i,j D 0) and r (i,j D 2Nz(y) C 2) describe the
external medium and topology demands "l D "r. The set of 1D functions fjs > zg
and fjg > yg should possess the properties of a basis: completeness, orthogonality,
right position and number of nodal points. Nevertheless, we observed the affinity
of the calculated basis expressed in a weak (5%) non-orthogonality between states
of the same parity. We suppose that the 1D basis affinity is caused by dielectric
function jumps at the layer boundaries. Further, using the Gram-Schmidt procedure
of orthogonalization separately for odd and even subgroups of states, the basis is
transformed to the needed orthogonal form.

The expansion of a mode ¢ into the series gives

M� .z; y/ D
X
s;g

h�sg� j s; g > (18.5)

Then, Eq. (18.1) generates the system of equations for expansion amplitudes hsg:
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where q numbers state the 2D basis, Nm D smax�gmax; matrix element <qjk2
sg/"(x,

y)js, g > means the integral is over the resonator and surrounding medium; wave
vector ksg is also a piecewise continuous constant. It should be noted that matrix
elements have the analytical form in our approach because the modes M presented in
formula (18.2) are described by amplitudes Azi(s), Ayj(g) and phases  is,  is found
in two 1D problems for crossed layered structures [8]. These two problems play the
part of a 2D basis generator. The full solution of the IPCR system is given by a
multitude of eigenvalues �q

2 and corresponding standing waves, resonator modes.

˚
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where � enumerates standing waves inside the total internal reflection area of the
resonator and h�m are coefficients of the 2D state � expansion into initial basis js,
g > series.

The developed approach differs from the calculation methods for infinite struc-
tures like the plane wave expansion method (PWEM) due to the essential non-
periodicity of integrals <qjk2

sg/"(x, y)js, g > in (18.6) that leads to additional
4(Nz C 1) (Ny C 1) separate integrals for the total number of ij areas. As a result,
the modes q described by expansion coefficients hq

sg are far from periodicity along
the IPCR body. As an advantage of this method, one can note that the number of
states js, g > taken to form the 2D basis may be essentially less than in the case of
PWEM due to their initial nearness to needed solutions. Especially when it concerns
the local states and low-energetic modes with small number of knot lines. Besides,
the multitude of states js, g > can be formed in accordance with the energy interval
under consideration.

To analyse eigenstates inside the IPCR, we have calculated the 19 � 19-period
(SiO2/SiO2) 2D IPCR consisting of rectangular glass wells with sides bz D 1.0 �m,
by D 1.1 �m and "2 D 2.25 periodically distributed in the optically more dense
glass matrix with dielectric function "1 D 3.61. The optically lesser contrast IPCR
(Fig. 18.2a–c) has the period along Z axis dz. D az C bz D 3.0 �m as well as along
Y axis dy D ay C by D 3.0 �m. The total sizes of the IPCR in this case are 59 � 58.9
� including the covering layer. The optically bigger contrast IPCR (Fig. 18.2d)

Fig. 18.2 Photonic mode distribution patterns for the 19 � 19 period 2D IPCR (left and upper
external parts are cut). SiO2/SiO2 structure bz D 0.5�m, by D 0.6�m, dz. D 2.0�m, dy D 1.8�m.
Modal Msg distribution (a) band mode s D 12, g D 20, 
 l D � /4; (b) local surface mode s D 12,
g D 19, 
 l D � /4; (c) local edge mode, s D 19, g D 19, 
 l D � /4 (lower contrast); (d) local edge
mode, s D 19, g D 19, 
 l D � /4 (higher contrast, bz D 1.0 �m, by D 1.1 �m, dz. D 3.0 �m,
dy D 3.0 �m)
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has the period along Z axis dz. D az C bz D 2.0 �m as well as along Y axis
dyD ayC byD 1.8�m, then we have total sizes of the IPCR 39.5� 35.4� including
the covering layer. The difference in optical contrasts for structures based on the
same materials is explained by wider gaps for this geometry [10]. In Fig. 18.2a,
shown is a typical band mode, energy �sg D 0.333 eV, s D 12, g D 20, uniformly
distributed inside the resonator’s body. The part of field energy outside the IPCR
in mode Msg tails is small in comparison with the bulk part. This circumstance is
the reason of small parameter existence and serves as a base of perturbation theory
for field in a resonator of finite sizes [11]. In Fig. 18.2b, field amplitude distribution
is shown for the local surface mode s D 12, g D 19 with energy �sg D 0.327 eV
which is characterized by dominating density of electromagnetic energy near both
resonator surfaces parallel to OZ axis (Fig. 18.1). The case of edge local modes
is presented in Fig. 18.2c (lower contrast, s D 19, g D 19, �sg D 0.378 eV) and
Fig. 18.2d (higher contrast, s D 19, g D 19, �sg D 0.306 eV). Depending on the
intrinsic optical contrast, the edge-kind local mode concentrates its density mainly
near the edges inside the IPCR.

18.3 Mode Energy Angular Diagram for an Island Resonator

The island kind photonic resonator being principally a finite size object serving
to concentrate the electromagnetic energy inside should be described by a basis
set of 2D eigenfunctions which have finite amplitudes in the resonator’s volume
with decreasing to zero outside the IPCR. The electromagnetic flow of resonance
frequency passes into the IPCR through the input and go out through the output
prism (Fig. 18.1). The gain may be reached due to an appropriate ratio of input-
output sections. One more circumstance is that the IPCR is a convenient system to
operate the separate modes due to distinctive difference in their energies and wave
vectors.

We have calculated the 6 � 7-period (SiO2/SiO2) 2D IPCR consisting of
rectangular glass wells with sides bz D 1.0 �m, by D 2.0 �m and "2 D 2.25
periodically distributed in the optically more dense glass matrix with dielectric
function "1 D 3.24 so that the period along Z axis is dz. D az C bz D 2.5 �m
and along Y axis is dy D ay C by D 3.0 �m. The total sizes of the IPCR are 16 � 22
microns including the covering layer.

The multitude of modes having the given number of nodal lines forms a branch
in the TIR domain (‚TIR, � /2-‚TIR). In Fig. 18.3, 10 lowest mode branches were
calculated for 30 angles 
1 in interval 0.589 < 
1 < 0.982 (14 mode points at

1 D � /4). The basis contained 100 eigenfunctions, smax D gmax D 10. The
branches 1, 2 : : : 10 are highlighted by colour. The inclined arrows show angles of
strengthened Bragg diffraction along the symmetry directions: 0.629, 0.657, 0.695
radians and three symmetrically reflected points with respect to the ¦¯’ direction
(
1 D 0.785). The calculated lowest energy is �min � 0.006 eV (branch 1) and the
maximal energy 0.372 eV is reached by mode of branch 9 at 
1 � 0.973, whereas
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Fig. 18.3 Mode energy angular diagram of the 6 � 7-period (SiO2/SiO2) 2D IPCR. Inset:
rectangular reciprocal lattice cell, symmetry directions: M’, corresponds to 
1 D � /4; M, the
resonator diagonal; M”, elementary cell symmetry direction. Mode energy diagram. 
1, plane wave
incidence angle in the silicon glass matrix material within the TIR domain 0.589 < 
1 < 0.982;
1,2...10, conventional lines (branches) uniting modal points at different 
1 by increased number of
nodal lines; ay D 1.5 �m, az D 1.0 �m, well sizes bz D 1.0 �m, by D 2.0 �m (bar material 4,
Fig. 18.1); dielectric functions "1 D 3.24 (matrix); "2 D 2.25 (bar material 4); inclined arrows show
angles of strengthened Bragg diffraction, vertical arrow, direction ¦¯’. Right panel: generalized
bandgap diagram for ¦¯’ direction (N D 7), first band, seven points, second band, seven points;
gap is between 0.116 and 0.132 eV

in interval (0.922, 0.966) both branches 9 and 10 exceed the interval of calculation
0.4 eV. The calculations show that if Nz and Ny increase then all branches shift down
and density of branches becomes larger. Therefore, the states existing in an infinite
PhCr may be forbidden in a finite resonator.

In some sense the considered IPCR represents a generalization of a partial case of
infinite PhCr when Nz, Ny should tend to infinity. The local density of modal points
along energy axis increases with increasing Nz and Ny and simultaneously the all
modal branches go down. Let us take into account that the number of eigenstates
forming the band varies from 0 to N (number of periods in this direction) for the first
band, from N to 2N for the second and so on. Therefore, to transfer from the modal
branches representation to the conventional description of the bandgap structure we
should step by step select N points

N D Int

	q
N2

z cos2 
1 C N2
y sin2 
1



(18.8)

corresponding to the chosen angle 
1. For the ¦¯’ direction (
1 D � /4) the lowest
p-polarized band of the generalized bandgap diagram is shown at the right side
of Fig. 18.2. As far as the number of states in this direction N D 7, the first
band consists of seven points projected from the ¦¯’ column of mode points
(vertical arrow) to right in order of the mode energy and wave vector growth.
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In a conventional case of an infinite photonic crystal, when the number of periods
along the chosen direction ¦¯’ goes to infinity the number of points forming the
curve also goes to infinity. The second band contains the next 7 modes numbered
from 8 to 14 with energy growth. A partial gap arises between 0.116 and 0.132 eV.
In the case of an infinite resonator, the modes became allocated along the band line
everywhere densely though the point’s density is expressed by the same formula
“crystal size/2�”. Here, we are considering p-polarized modes of the resonator. The
linearly independent set of s-polarized modes form their own structure of branches
and an additional band line arises in the ¦¯’ direction for each band.

If the resonator has the shape of a square and elementary cells are also
squares, the calculated branches became allocated symmetrically as to the bisector

1 D � /4. Besides, due to symmetry the modal branches are doubly degenerated.
The decrease of symmetry leads to splitting of branches like what we can see
for the considered IPCR. The SWE approach gives a smooth transformation of
the considered IPCR (Fig. 18.1) to a structure with extremely increased dÖ when
the system becomes indistinguishable from a layered structure. Since the angular
discreetness of spectrum arises due to the finite size of the resonator, we have got N
angular-dependent mode branches inside every band of states [1, 9, 10].

18.4 Mode Energy Distribution Throughout the Island
Resonator

The classification of the trapped inside the resonator modes is ruled by the Courant
nodal line theorem [12, 13] claiming that for the system defined in the space Rm,
the nodal set of eigenfunctions (modes) of Eq. (18.1) are locally composed of
hypersurfaces of dimensions m�1. In particular, we have for m D 2 a set of nodal
lines which are either closed or having their ends at the definitional domain. Due
to the principally unlimited definitional domain of the problem under consideration,
the nodal lines must be also nonrestricted. Several topology features should be noted
for the modes of a 2D island kind resonator.

• The node lines of a mode reflects symmetry of the system and are divided into
two types: longitudinally (along Z axis) and transversely oriented.

• The node lines of both types are infinite.
• The energy hierarchy of modes correlates with number of node lines within a

given type.
• If one of two modes has one node line more, it has higher energy, ceteris paribus.

The latter statement is the consequence of the easy proven theorem: between
the two nodal lines of a mode one can find a node line of the older mode with
higher energy. The Courant nodal line theorem gives a base to test the results
of calculation both the set of mode branches (eigenvalues) and mode coordinate
dependencies (eigenfunctions). In general, the structure of island resonator modes
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shows the expected similarity to that existing for transverse electromagnetic waves
in rectangular and cylindrical waveguides [14, 15]. In Fig. 18.4a, the classification of
lowest eigenstates in the IPCR is presented. Two factors influence the classification:
number of node lines and correlation between them. The first circumstance leads
to the shell structure of states when a shell unites modes with the same number
of node lines. It is obvious that two types of node lines produce three kinds of
modes: with node lines along Z axis, along Y axis and containing both transverse
and longitudinal node lines. In Fig. 18.4a, the ground state is represented by a mode
without nodal lines, first shell consists of two modes with one node line, second
shell contains three two-node line states and so on. In accordance with the Courant
theorem, every added node line, even of another type, increases energy of state.
Nevertheless in a binary structure with rectangular (non-square) lattice, the modes
containing node lines of one kind may form more or less densely the ladder of
energy levels. In particular, if period dy > dz. then modes with transverse node lines
have softer spectrum. Mixed modes occupy intermediate position. Therefore the
shells have a tilt that makes energy hierarchy of states more complicate like it is
shown in Fig. 18.3a. The discussed above smooth transformation of the IPCR to
a structure with extremely large magnitudes dÖ will express here in an essential
reconstruction of modal structure: the left column remains the same, soft modes
containing transverse node lines become practically indistinguishable from the left
column modes with the same number of longitudinal nodal lines and vanish. As the
result, the 2D energy angular diagram coincides with the spectrum angular diagram
of a layered photonic crystal. The mode amplitudes h�m have a sense of a mode
expansion coefficients in the js, g > basis. Following (18.5) and (18.6), we calculated
the complete eigenvalue problem including both energies and eigenfunctions in
basis smax D gmax D 10. In Fig. 18.4b, spatial distribution for the lowest 6 modes
� D 1,2...6 at 
1 D 0.785 is shown. The calculated energies of states �� are
0.0116 eV, 0.031 eV, 0.040 eV, 0.052 eV, 0.096 eV and 0.112 eV. Though the nodal
lines allocate in accordance with the Courant theorem (arrows), small deviations of
symmetry in the distribution of modal amplitudes arise due to not too high accuracy
of calculations ( 0.01).

To know the distribution of field density in the IPCR may be of importance
in two aspects. First, pumping of a separate mode inside the resonator’s TIR
domain leads to accumulation of energy distributed throughout the IPCR. Therefore
the output beam may be made of much more intensity than the input one. One
more circumstance concerns an opportunity to use the distributed active impurities
matching to a chosen mode.

18.5 Summary

Here the theory of a binary island kind photonic crystal resonator has been
developed in the framework of standing wave expansion method. The 2D basis
formation procedure was implemented with the use of analytically obtained two
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Fig. 18.4 (a) The eigenstates classification in an island kind 2D photonic crystal resonator, lowest
20 modes. Two systems of nodal lines, oriented along Z and Y axis; it is taken that Y direction has
softer spectrum, 1, 2 : : : 5 shells of states; (b) Calculated field amplitude distribution for 6 lowest
p-polarized modes � D 1..6, of the 6 � 7-period (SiO2/SiO2) 2D IPCR (parameters are described
in Fig. 18.3), ICPR mask, white lines, 
1 D � /4

1D basis sets for the two probe 1D structures and Courant’s nodal line theorem
in the process of basis generation. Electromagnetic energy distribution for some
typical band, surface and edge modes of a 19 � 19 period photonic resonator were
calculated. The procedure of the transfer to conventional band structure description
was considered for a 6 � 7 period finite structure was investigated analytically
and numerically. The classification concept of island kind resonator’s modes is
proposed. It worth noting that though the rectangular lattice was considered, the
proposed SWE method for finite resonators may be adapted for any symmetry of
the lattice as well as for any shape of bars in matrix.
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Chapter 19
Dynamic Light Scattering with Nanoparticles:
Setup and Preliminary Results

G. Derkachov, D. Jakubczyk, K. Kolwas, Y. Shopa, and M. Woźniak

19.1 Experimental Method and DLS Setup

Dynamic light scattering (DLS) method for particle size determination is based
on the measurement of scattered light intensity fluctuations on a micro- and
millisecond time scale in a volume containing particles in suspension or solution
[1–3]. The motion of particles is diffusion controlled and is characterized by
the diffusion coefficient D. For noninteracting spherical Brownian particles in
suspension characterized with a low Reynolds number, the Stokes-Einstein equation
holds:

D D kT

6��Rh
; (19.1)

where Rh is the so-called hydrodynamic radius, � is the dynamic viscosity of the
dispersion medium, T is the absolute temperature, and k is the Boltzmann constant.
The obtained optical signal shows random changes due to the Brownian motions of
the particles. This signal can be interpreted in terms of an autocorrelation function
(ACF). Incoming signal is processed in real time with a digital correlator, and the
ACF versus the delay time � is extracted. Time-dependent autocorrelation function
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Institute of Physics, Polish Academy of Sciences, Aleja Lotników 32/46, PL-02668,
Warsaw, Poland
e-mail: derkaczg@ifpan.edu.pl

Y. Shopa (�)
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Fig. 19.1 Schematic diagram of the DLS experimental setup

G.�/, which is measured experimentally, typically is decaying exponentially with a
decay constant �

G.�/ D B0 C B1 exp.�2��/; (19.2)

where B0 and B1 are constants independent of time. In such case, after processing the
experimental data, the diffusion coefficient D can be found from � D Dq2 relation,
where q D 4�

�
n sin.
=2/ is the scattering number, 
 is the angle between the incident

and the scattered light wave vectors, and n is the refractive index. Inserting D into
the Stokes-Einstein equation (19.1) yields the particle size.

The schematic diagram of the experimental setup for DLS measurements is
presented in Fig. 19.1. As the light source we chose 404.5 nm laser with 22 mW
output power, because violet light gives higher scattering intensity than the more
commonly used red. Laser light passes through a 60-mm focal range lens that
focuses the beam into the cell with the investigated liquid placed in the temperature-
stabilized cylindrical jacket. In order to minimize the effect of stray light and
maximize the signal to noise ratio, the scattered light is collected at 
 D 90ı to
the incident beam with a confocal lens system and fed into a photomultiplier tube
(Hamamatsu R649 in a C10372 dedicated housing).

The signal from the photomultiplier is converted with transimpedance preampli-
fier/discriminator (Advanced Research Instruments Corporation, F-100T) to TTL
level 10-ns pulses and sent to real-time correlator (Photocor-FC) built with a
software-configurable FPGA circuits [4]. The DLS setup (with a single photomulti-
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plier) outputs the count rate and the autocorrelation function. The results are stored
in an ASCII data file and analyzed with Alango DynaLS software [5–7].

In order to find ACF reliably, the signal must be measured over a relatively
long time (>60 s). The scattered light intensity (count rate) depends on the number
of particles diffusing within the sample volume. The dark current pulses in our
experiments did not exceed 150 cps level.

19.2 DLS Setup Calibration with Gold and Silicon Dioxide
Nanoparticles

First DLS measurements were performed with ultrapure water suspensions of highly
monodisperse gold and SiO2 spheres with diameters of 30 and 445 nm, respectively.
The samples were loaded into a 3-mL cuvette with 10-mm square cross section.

The measurements of ACF of monodisperse gold particles with a diameter
of 30 nm (given by the manufacturer) show single exponential decay with the
relaxation time 1=2� D �0 D 0:068ms (Fig. 19.2). Using the physical parameters
of the experiment, we obtained the nanoparticles diameter of 30.8 nm, which is
in good agreement with the value given by the manufacturer. DLS measurement
of SiO2 spheres in water gives 1.16 ms and 452 nm, which is also in agreement
with the diameter given by the manufacturer. In case of monodisperse particles, the
hydrodynamic diameter DLS measurement error does not exceed several percent.
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Fig. 19.2 The measured ACF for 30 nm gold (ı) and 445 nm SiO2 (�) particles in water
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The presented measurements indicate that our setup was properly calibrated and
that it should produce reliable results.

19.3 Study of Aqueous Solutions of Sodium Dodecyl Sulfate

Our further studies were focused on sodium dodecyl sulfate (SDS), a synthetic
organic compound with the formula of CH3.CH2/11SO4Na. We have measured
dynamic light scattering on aqueous solutions of SDS as a function of SDS
concentration and temperature. Samples were prepared from commercial SDS
product (Sigma-Aldrich, ACS reagent, �99:0%) with ultrapure water produced in-
lab (Millipore, Simplicity UV) few day before the experiments, with concentrations
of 5, 12, 20, 30, 40, 60, 80, and 100 mM/L. On loading into the cuvette, a 0.2-micron
filter was used. The temperature was stabilized down to˙0:5K in 295–340K range.

In order to calculate Rh from the Stokes-Einstein equation, the refractive index
of dispersion medium/solvent and its viscosity must be known. The refractive index
of 100 mM/L SDS solution differs by less than 0.001 from that of pure water. Thus
for finding q we used the n value for water and its respective temperature dispersion
from [8] and [9]. Considering the low SDS concentration, the dynamic viscosity �
and its temperature dependence were also taken for pure water.

For the SDS solution concentrations used in experiment, the measured scattered
light intensities were exceptionally small: from 5000 to 50,000 cps. In consequence,
obtaining an ACF suitable for interpretation required long accumulation times. We
found that SDS formed relatively very large, non-spherical aggregates in water
[10–12], which manifested in ACF (Fig. 19.3) as a slope around 400 ms. Filtering
did not remove these SDS aggregates. They weakly depended on SDS concen-
tration, while they seemed to diminish with growing temperature. Due to high
non-sphericity calculating of hydrodynamic radius made no sense.
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Fig. 19.3 Results from dynamic light scattering experiments on 12 mM/L SDS solution, which
shows high values of correlation time. The corresponding count rate histogram exhibits a classical
gaussian-like shape
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Fig. 19.5 Count rate monitor for 20 mM/L SDS concentration, at 295.5 K and 8000 s accumula-
tion time

On the other hand, the relaxation time of 	0:3ms would correspond to aggre-
gates of several dozen nanometers in size, which is much larger than the micelle
size [13, 14]. Their size depended on the SDS concentration; however, we did
not observe any phase transition versus the concentration. The corresponding
relaxation time depended on the temperature, but due to the opposite temperature
dependence of D, the aggregate size hardly exhibited any temperature dependence.
Both dependencies – versus concentration and versus temperature – are shown in
Fig. 19.4.

Count rate monitor shown in Fig. 19.5 exhibits short-lasting high-value intensity
deviations from the average scattering intensity of a long measurement. It seems to
indicate the presence of ultra-large aggregates in the SDS solution, which scatter
light very intensively. Such scattering episodes preclude accessing short relaxation
times in the correlation function.
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19.4 First ACF of the Single Droplet

Our ultimate goal is the application of DLS to single, freely suspended multi-
component droplets. Our preliminary experimental results confirm the possibility
of such DLS usage.

We applied the DLS technique to single droplets levitated in an electrodynamic
quadrupole trap. Electrodynamic trapping is a well-established experimental tech-
nique [15–17] using a combination of alternating (AC) and static (DC) electric
fields to constrain particle to a small volume, ideally to a point. The droplet was
illuminated with 458-nm vertically polarized ArC laser light, and the scattered light
was collected around the right angle in the horizontal scattering plane. The droplet
was in the focus of an objective, and the collected light was introduced into an
optical fiber and fed to a photomultiplier. For higher scattered light intensity, the
scattered light might also be collected directly into an optical fiber. Using an optical
fiber for the collection of scattered light (in the Mie regime) has an advantage over
a lens optics [18, 19] since the fiber entrance aperture works as a good spatial filter
and ensures a small area of coherence which is important for ACF quality.

In experiments presented in this work, we used several micron-sized droplets of
pure diethylene glycol in a dry nitrogen atmosphere. An example of ACF obtained
with the described method is presented in Fig. 19.6.

The first results were obtained within a 30-s interval, which was found sufficient
to calculate the ACF. Due to the evaporation of the droplet, there is a decrease of
the scattered light intensity, and the collection interval must be appropriately short
in order to obtain a sensible ACF. However, the amplitude of ACF was very large in
comparison to the results obtained for a bulk solution/suspension in a cuvette.

We expect that, in general, characteristic times found from ACF can be attributed
to different phenomena associated with the droplet, for instance, macro- and
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Fig. 19.6 The measured correlation function for a pure diethylene glycol droplet. Characteristic
times T1 D 8:4ms and T2 D 0:23 s of droplet motion are indicated with arrows
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micromotion of the droplet in the trap and rotations of the droplet. For a droplet
of suspension, the motions of particles inside the droplet should be visible as well,
since their characteristic time is much different from the mentioned above. For a
droplet of a pure liquid (diethylene glycol) and the light collection with the lens,
the micromotion of the droplet with the drive frequency of the trap at 120 Hz was
plainly visible (Fig. 19.6). The second type of droplet motion at 4.3 Hz could be
possibly associated with the secular (macro) motion in the trap.

19.5 Conclusions

The DLS setup was designed, built, and used for studying diverse solutions and
suspensions of nanoparticles. It was tested with bulk gold and silica nanosus-
pensions in a cuvette and produced good results. Next, we tried to apply the
DLS method to sodium dodecyl sulfate solution in cuvette versus temperature and
SDS concentration. We found aggregates of various sizes and probably complex
morphology. However, the interpretation of the results in detail seems hardly
possible. In general, the preliminary results showed that the sensitivity of the DLS
setup is sufficient for detection of light scattered by a single micron-sized droplet.
We started our experiments with droplets of diethylene glycol and obtained an ACF
exhibiting at least two characteristic times, corresponding to motions of the droplet
in the trap. We expect that for a droplet of suspension, there is a possibility to find
characteristic times corresponding to the evolution of suspension in the droplet and
its internal structure.
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Chapter 20
Application of Nanofilled Polymer Coatings
for Increasing Radiation Resistance of Solar
Cells

L. P. Steblenko, A. A. Podolyan, L. N. Yashchenko, D. V. Kalinichenko,
A. N. Kuryliuk, Yu. L. Kobzar, L. £. Voronzova, V. N. Kravchenko,
S. N. Naumenko, and A. N. Krit

20.1 Introduction

Nowadays silicon dominates in solar power engineering since the efficient tech-
niques of manufacturing solar cells (SCs) of it are well-known [1–3]. At the same
time, for the silicon SCs to remain competitive, one should search for the ways of
increasing their long-term stability.

As is known, one of the main functional characteristics of SCs is the carrier
lifetime. It is also known that the concentration of recombination centers deter-
mining the carrier lifetime can change due to a variety of factors. Redistribution
of carrier lifetime determining recombination centers in a Si crystal can be caused
by not only certain treatments (chemicals, radiation, magnetic fields) but also such
processes as impurity gettering and adsorption by the surface as well as deposition
of various coatings. The above-listed treatments and processes are directly related
to SC operation stability.

It should be noted that various antireflection films being deposited on the front
surface of SCs in order to increase the efficiency can also be a high-quality protective
and passivating coating [4], which allows one to reduce the degrading action of an
aggressive environment.
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For the modern solar power engineering, an issue of the day is increasing the
radiation resistance of silicon-based semiconductor devices. Phenomena related to
solar Si (s-Si) device functional parameter degradation can occur in subjecting the
devices to ionizing radiation with both superthreshold and subthreshold energies.
The latter case is most interesting because, on the one hand, it has not been
practically studied yet and, on the other hand, it is important for understanding the
nature of degradation processes under low-energy irradiation.

Gaps in the field of studying the radiation effect on carrier lifetime in SCs point to
the urgency of this problem and to the need for accumulating experimental data on
the ways of preventing SC electrophysical parameter degradation under the action
of ionizing radiation. In this connection, the aim of our work was to investigate the
possibilities of optimal combination of passivating nanofilled polymer coating and
low-energy X-ray irradiation which together reduce degradation of the photovoltage
determining electrophysical parameters of s-Si crystals.

20.2 Experimental

Boron-doped s-Si crystals with specific resistance of 5 ��cm and crystallographic
surface orientation f100g were used.

The coatings on the basis of both unfilled and nanofilled epoxy-urethane
polymers were applied on the surface of the s-Si samples. The synthesis of the
unfilled epoxy-urethane oligomer was carried out through the stage of obtaining
the prepolymer on the basis of toluylenediisocyanate (2,4–2,6 TDI) and poly-
oxypropyleneglycol (POPG MM 1052) with subsequent addition of epoxy oligomer
ED-20. The synthesis of the inorganic component (filler) was carried out by the
reaction of hydrolysis and condensation of tetraethoxysilane (TEOS) directly in the
environment of polyoxypropyleneglycol (nPOPG). The content of the polysiloxane
particles (PSPs) in terms of SiO2 was 0.001, 0.5, and 1.0 wt. %. According to the
small-angle X-ray scattering, the sizes of the synthesized primary PSPs were from
5 to 80 nm. The IR spectroscopy of the obtained structures has shown that the PSPs
formed in nPOPG are associated with POPG by both hydrogen and covalent bonds.

Both types of epoxy-urethane polymers (unfilled and nanofilled) were obtained
by mixing the respective epoxy-urethane oligomers with a hardening agent (iso-
methyltetrahydrophthalic anhydride (iso-MTHPA)) taken in a certain ratio. 2,4,6-
Tris-(N, N-dimethylaminomethyl)phenol (UP-606/2) was used as a hardening
accelerant. The thickness of the coatings deposited on the s-Si surface was 20 �m.

Soft X-rays with the photon energy W D 8 keV (Cu K’ line) and exposure
dose D D 0.3�102 Gy were used in our study. Fast (�1) and slow (�2) photovoltage
decay components were used as a response of “s-Si C uEU” and “s-Si C nEU” to
X-ray irradiation. Photovoltage decay kinetics was studied by means of capacitance
technique [5].
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In studying the aggressive action of irradiation solved was a problem of obtaining
a correlation between the irradiation-stimulated changes in the electrophysical
parameters and the charge state evolution in s-Si crystals.

The charge state of the surface was determined using a technique based on the
local measurements of photovoltage at each point of the sample; these data were
then used to reconstruct the maps of the surface electric potential distribution. To
excite the charge carriers, we used pulses from a LED, with pulse duration of a few
microseconds and the spectral emission peak at 650 nm. This provided generation
of charge carriers on the surface. The photovoltage was generated by applying the
emission of a red LED laser (wavelength of 650 nm, power 7 mW), focused into
a light spot of approx. 100 �m in diameter. The photovoltage signal was scanned
across the surface of the sample with the step size of 100 �m. Thus, the essence
of the method of the surface charge state investigation was to measure the local
kinetics of photovoltage decay and to build the surface potential maps on the basis
of photovoltage decay curves.

The EPR spectra of silicon samples were recorded at room temperature using
a “BRUKER ELEXSYS E580” EPR spectrometer. The microwave frequency was
9.81 GHz, the modulation frequency was 100 kHz, and the microwave power was
varied from 20 to 40 mW. The spectra were recorded in the scanning range of
permanent magnetic field B0 D 3480–3540 Oe.

The ellipsometric measurements of the phase shift � between the p- and s-
components of the polarization vector and the azimuth  of the restored linear
polarization as a function of the angle of incidence ® for the Si samples were carried
out on a standard laser ellipsometer LEF-3 M-1 with an operating wavelength of the
helium-neon laser �D 632.8 nm. From the angular dependences cos� (®) and tg 
(®) determined were the principal angle of incidence ®0 (cos� D0) and tg at that
angle.

20.3 Experimental Results and Discussion

Figure 20.1a, b shows the values of �1 and �2 parameters calculated from the curves
of photovoltage decay recorded just after termination of X-ray treatment and after
a certain period of time. One can see that the values of both components of the
photovoltage decay decrease after X-ray treatment, which indicates the radiation-
stimulated changes in the decay kinetics.

As is known, the fast decay component �1 is determined by the surface electronic
states and thus corresponds to the lifetime of charge carriers at the surface. The slow
decay component �2 is associated with the presence of the near-surface potential
barrier for charge carriers and, in fact, is identified with the carrier lifetime in the
near-surface layer. On this basis, the results of our study indicate a decrease in the
carrier lifetime under X-ray irradiation both at the surface and in the near-surface
layer. This may be due to a significant increase in the number of charged centers
at the surface and in the near-surface region, which act as recombination centers
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Fig. 20.1 The dependence of fast (a) and slow (b) photovoltage decay time constants in s-Si
crystals on the time elapsed after termination of X-ray treatment: �, control samples; •, silicon
samples after X-ray treatment with a dose of D D 3 • 104 Gy

Fig. 20.2 Distribution of surface electrostatic potential in s-Si samples: (a) before X-ray treatment
(control samples); (b) after X-ray treatment (D D 3 � 104 Gy)

and traps. Additional studies of the surface distribution of electrostatic potential
have confirmed this assumption. It has been established that, after X-ray treatment,
the surface regions with a higher potential expand, while the surface regions with
a lower potential shrink in size (Fig. 20.2). The latter indicates that the absolute
value of the surface electrostatic potential increases after X-ray irradiation. So, the
changes in the kinetics of photovoltage decay, which are detected in s-Si crystals
after X-ray treatment, correlate well with the change in the charge state of the
surface and near-surface layers.

Our results agree well with the experimental results and conclusions presented
in [6]. The authors of [6] have investigated the influence of soft X-ray radiation
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with photon energies up to 20 keV on the change of the limiting voltage in MOS
components of integrated circuits. According to [6], X-ray irradiation led to the
accumulation of positive (hole) charge in the bulk of the MOS structure oxide and
stimulated generation of the surface states (SS). A characteristic feature of the
relaxation process which was observed in [6] was a synchronous change of the
charge in the oxide and at the SS. The results obtained in [6] reveal the common
mechanism of generation of radiation-induced electric charge for the SS and for the
space charge. This mechanism is explained by the authors of [6] using the following
reactions:

O3 � Si � Si � Si3 C h! O3 � Si.C/C " Si � Si3; (20.1)

O3 � Si.C/ ˙ Si � Si3 C e! O3 � Si � Si � Si3 (20.2)

The first reaction describes the breakage of strained Si-Si bonds at the Si-SiO2

interface during the capture of radiation-generated holes. This leads to formation of
the SS in the form of dangling bonds (pb-centers) and generation of the positively
charged E’-centers in the oxide. The reverse reaction takes place in case of an
electron tunnel transition from silicon to E’-center followed by restoration of Si-
Si bond. As noted in [6], the tunneling mechanism is confirmed by the logarithmic
dependence of slow relaxation of space charge in the oxide. Approximating the
conclusions of the authors of [6] to our experimental results, we can assume that,
after the X-ray treatment at the Si-SiO2 interface of the studied s-Si crystals (where
SiO2 is a natural oxide which is always present at the silicon surface), the density of
the SS is increased due to the breakage of strained Si-Si bonds and the space charge
is accumulated. The latter affects the processes of recombination and carrier capture
and correspondingly changes the photovoltage decay kinetics, which manifests itself
in a decrease in the fast and slow decay time constants.

Applying the EPR method, the authors of [7] have shown that the radiation
treatment (in particular, ion irradiation) of silicon leads to the formation of defects
in its crystal lattice, which are usually described as certain vacancy-like centers
(VV-centers) or as dangling bonds (D-centers). According to [7], the accumulation
of such defects leads to structure amorphization, the mentioned centers remaining
in amorphous phase as well. The conclusions drawn by the authors of [7] whose
study was focused on the effects of radiation (ion) treatment on the changes of the
defect structure of silicon used for microelectronics have encouraged us to conduct
similar studies on Si crystals used for solar power applications. One of the scientific
problems which required solution was to detect changes in the structural state of
s-Si crystals upon the action of low-energy X-rays and to find a correlation between
changes of the structural and electrophysical parameters.

Our experimental data obtained using the EPR method (Fig. 20.3) indicate that
the low-energy X-ray treatment of s-Si crystals results in increasing the intensity
of the spectral line which characterizes the paramagnetic centers with a g-factor
of 2.0055. These centers correspond to dangling bonds. So, the X-ray irradiation



288 L.P. Steblenko et al.

3280 3300 3320 3340 3360 3380 3400
-8,4x107

-8,1x107

-7,8x107

-7,5x107

-7,2x107

-6,9x107

-6,6x107

-6,3x107

2

1

I , 
re

la
tiv

e 
un

its
, r

el
at

iv
e 

un
its

Н, Е, Е

Fig. 20.3 EPR spectra of s-Si crystals: (1) control samples; (2) samples after X-ray treatment
(D D 3.7•104 Gy)

can lead not only to formation of radiation-induced defects in crystals but also
to breakage of chemical bonds, in particular, to breakage of Si-O-Si bonds in
silicon. A consequence of this can be the formation of radicals of broken bonds
of �Si • type and �SiO • type that resonate as paramagnetic centers, which
is characteristic of broken bonds. We have suggested that, after the s-Si crystals
are X-ray irradiated, there can occur interdefect interactions between the radiation
defects formed during the process of bond breaking (�Si• and �SiO• radicals)
and paramagnetic oxygen atoms which are the main impurity in silicon. These
interdefect interactions may result in the formation of amorphous oxide layer on the
silicon surface. Our assumptions were confirmed by ellipsometric measurements.

The results of our studies presented in Fig. 20.4 indicate that, prior to X-ray
exposure, the thickness of the natural oxide layer on the s-Si surface was 	5 nm
and increased to 	9.5 nm after the X-ray irradiation. The X-ray treatment thereby
induces oxidation processes on the surface of s-Si crystals. It has been found that
these processes lead not only to formation of additional oxide layer at the surface
but also to a decrease in the refractive index of s-Si crystals by a value of 0.03.

Summing up this discussion, we can draw the following conclusion.
The changes in the photovoltage decay kinetics which we observed in s-Si

crystals after termination of X-ray treatment may be attributed to the influence
of two factors, namely, to a change in the charge state of the surface and near-
surface layers and to the surface substructure evolution. These factors of influence
have appeared due to X-ray-induced breakage of stressed Si-Si bonds and due to
formation of an oxide additional to a natural one at the layer surface.

The analysis of the results obtained on investigating the role of radiation
treatment in changing the electrophysical characteristics of “s-Si C nanofilled
polymer coating” structures allowed one to conclude the following:
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Fig. 20.4 Dependence of the restored linear polarization azimuth (tg  ) on the principal angle of
incidence (®0): (1) literature data for the Si-SiO2 system (where SiO2 is a natural oxide film); (2)
control s-Si sample, not treated by X-rays; (3) s-Si sample after X-ray treatment (D D 3�104 Gy)

1. After deposition of nEU coatings on the s-Si surface, the carrier lifetime for
the surface and the near-surface region of the s-Si crystals characterized by
parameters �1 and �2, respectively, exceeds the carrier lifetime measured for “s-
SiC uEU” structures as well as uncoated s-Si crystals (Fig. 20.5). The maximum
difference is herewith observed for the structures with 0.001 and 1.0 wt. % PSP
content in coatings, whereas the minimum difference occurs for structures with
0.5 wt. % PSP content.

2. The character of the dependences of �1 and �2 parameters on the PSP content
in nEU coatings after X-ray treatment is diametrically opposite to that of similar
structures which were not subjected to irradiation (Fig. 20.5).

At minimum (0.001 wt. %) and maximum (1.0 wt. %) PSP contents in nEU
coatings, the values of �1 and �2 in the studied structures just after X-ray treatment
decrease in comparison with the unirradiated structures. At the same time, at
0.5 wt. % PSP content, one can observe irradiation-stimulated rise of �1 and �2

parameters.

3. The character of relaxation curves for “s-SiC uEU” and “s-SiC nEU” measured
for a long period of time (	250 days) after X-ray treatment termination points
to the fact that �1 and �2 parameters in the structures with nEU coatings
after irradiation remain greater compared to those in “s-Si C uEU” structures
during the entire period of observation (Fig. 20.6). The latter indicates a higher
efficiency of nanofilled polymers when they are applied as protective coating for
increasing radiation resistance of solar cells.
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Fig. 20.5 Dependences of fast (�1) (a) and slow (�2) (b) photovoltage decay time constants on
the PSP content in epoxy-urethane matrix measured in the studied structures: control (initial) “s-
Si C nEU” structures (1); “s-Si C nEU” structures subjected to X-ray treatment (2); “s-Si C uEU”
structure (3); “s-Si C uEU” structure subjected to X-ray treatment (4); uncoated s-Si samples after
X-ray treatment (5)
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Fig. 20.6 Dependences of �1 (a) and �2 (b) parameters in nEU structures on time that elapsed
after termination of X-ray treatment: “s-Si C uEU” structures (1, 3); “s-Si C nEU” structures
containing 0.5 wt. % PSP (2, 4);  – uncoated s-Si samples after X-ray treatment

4. The dependences shown in Fig. 20.7 allowed us to analyze the results obtained
from a viewpoint of the efficiency of filled polymers with various PSP contents
and from a viewpoint of reduction of recombination losses induced by X-ray
irradiation. The mentioned analysis points to the fact that, under action of X-
rays, the efficiency of nEU coatings with 1.0 wt. % PSP does not practically
differ from that of uEU coatings (compare dependences 1 and 3 in Fig. 20.6 with
dependences 3 and 6 in Fig. 20.7).

X-ray treatment proves to have a stronger effect on �1 and �2 in nEU coatings
with 0.5 wt. % PSP content than in nEU coatings with 0.001 and 1.0 wt. % PSP
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Fig. 20.7 Dependences of �1 and �2 parameters in “s-Si C nEU” structures (a, b) on time that
elapsed after termination of X-ray treatment: “s-Si C nEU” structures containing 0.5 wt. % PSP (1,
4); “s-Si C nEU” structures containing 0.001 wt. % PSP (2, 5); “s-Si C nEU” structures containing
1.0 wt. % PSP (3, 6);  – uncoated s-Si samples after X-ray treatment

contents. It is found that, under X-ray irradiation, the best passivating functions are
exhibited by nEU coatings with 0.5 wt. % PSP content.

As follows from the results described in the present paper, covering s-Si
crystals with polymer coatings in the form of certain nanocompositions reduces
the processes induced in s-Si crystals under X-ray irradiation to zero as well
as eliminates irradiation-induced degradation owing to the surface passivation.
Differences in the character of passivating functions exhibited by coatings with
different nanofiller (PSPs) contents may be related to both different structural
features of the nanocompositions and different extent of their destruction under X-
ray irradiation. It is not excluded that structure features and destruction peculiarities
of nanofilled polymers affect the adhesive properties of the coatings. Therefore it
determines their ability to efficiently passivate the surface.

20.4 Conclusions

A search for the possibilities of optimal combination of passivating nanofilled
epoxy-urethane coating and soft X-ray irradiation providing a minimum degradation
of functional characteristics of solar Si-based cells is carried out. It is found that
the highest radiation resistance is exhibited by coatings containing a nanofiller
(polysiloxane particles (PSPs)) in the epoxy-urethane matrix in the amount of
0.5 wt. %. So, incorporation of 0.5 wt. % PSPs into a polymer matrix eliminates
radiational damage of s-Si crystals. At the same time, at 0.001 and 1.0 wt. %
PSP contents in polymer matrix in s-Si crystals, quite big recombination losses are
observed after X-ray irradiation.
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Chapter 21
Two-Dimensional Periodic Structures Recorded
in Nanocomposites by Holographic Method:
Features of Formation, Applications

V.O. Hryn, P.V. Yezhov, and T.N. Smirnova

21.1 Introduction

Two-dimensional (2D) photonic crystal structures based on polymers have attracted
much attention of researchers in recent years due to their potential application as a
modern element base of optoelectronics and quantum electronics.

Although the phase contrast of polymer structures is relatively small (�n �
0:04), the resulting group velocity anomaly provides a significant increase in the
local field in such structures. Therefore, 2D structures are most widely studied
as effective cavities for lasers with distributed feedback (DFB) [1–12]. Moreover,
in comparison with 1D cavities, the use of 2D structures with the same contrast
can increase the selectivity of the resonator, reduce the oscillation threshold, and
improve the differential efficiency of DFB laser. Two-dimensional photonic crystals
can also be used as Bragg diffraction elements for optical signal processing, for
example, [13] and photonic crystal sensors [14, 15].

The use of polymer nanocomposites comprising nanoparticles (NPs) of different
nature for manufacturing of photonic crystals can significantly change their proper-
ties. First of all, the refractive index of NPs material (nNP) usually considerably
differs from the refractive index of polymer matrix (nP) that will lead to an
increase in structure contrast. On the other hand, the use of metal, metal oxide, and
semiconductor NPs possessing specific physical properties opens the possibility to
produce photonic crystals with nonlinear optical, plasmonic, fluorescent, and laser
properties that significantly expand the range of photonic crystal applications. Two-
dimensional periodic polymer/metal nanostructures serving as laser cavities can
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significantly reduce the lasing threshold in DFB lasers due to the enhancement of
the pumping radiation caused by the excitation of local surface plasmons [16]. The
exploration of periodically ordered metal microstructures opens new application
possibilities providing the coupling between light waves and surface plasmons.
A properly structured medium can convert an incoming light wave to a surface
plasmon-polariton wave and vice versa that can serve as a powerful basis for
designing new optical diffractive elements with ultrahigh spectral dispersion [17].
In addition, structuring of plasmonic nanocomposites significantly impacts the
decay dynamics of induced changes in the vicinity of surface plasmon absorption
resonance [18, 19]. It was found [19] that the complication of the structure and
increase of its order of symmetry, in a series of 1D–2D structures, result in the
enhancement of induced absorption and increase in the relaxation time of electron
excitation defined by electron thermalization.

Both relief and volume 2D structures are used for a variety of applications. Relief
structures are manufactured with the help of various lithography techniques (UV,
electron beam), nanoimprint, hot embossing, micromolding, reactive ion etching,
and others. These methods include the sequence of operations and in many cases
require a number of wet technological steps typical for photoresist technology.

The cheapest and simple method of 2D and 3D structure formation in the volume
of photosensitive material is one-step holographic lithography method, which allows
to obtain large enough, highly efficient structures of high uniformity with easily
variable period [20–22]. Periodic distribution of the field, forming a structure, is
created as a result of interference of multiple coherent laser beams. An interference
field of desired configuration is obtained from a single laser beam, by splitting it up
into a system of beams and varying their number, direction, phase, and polarization
[22–25]. Diffractive beam splitter or prism system is used for the splitting of the
original laser beam, for example [4, 8, 26, 27].

In this paper we study the peculiarities of 2D structures formation in nanocom-
posites with NPs of different nature, using multibeam recording scheme. We
propose a modified scheme of the interference pattern creation that enables smooth
change of the phase shift between the recording beams and easy change of the field
period. We explore the properties of the structures and possibility of their use in the
DFB lasers.

21.2 Experimental Technique

21.2.1 Materials

We used two types of photopolymerizable compositions for manufacturing of
2D polymer/NPs structures. In the first case, the ex situ synthesized NPs were
introduced into a monomer mixture. Volume structure is formed as a result of
local polymerization and diffusive redistribution of the mixture components in
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interference field [28]. In the second case, the NPs synthesis occurs after the
recording from the metal precursor, spatially distributed in polymer matrix under
interference pattern. We produced periodic structures with LaPO4 and Ag NPs. We
used nanocomposite developed in [29] to manufacture structures with LaPO4 NPs.

The pre-polymer syrup is a homogenous mixture of mono- and multifunctional
acrylate monomers (70:30) isobutyl acrylate (IBA) and pentaerythritol triacrylate
(sartomer SR444). Photoinitiators camphorquinone (5 wt.%) and Michler’s ketone
(1 wt.%) were added to the syrups to provide the sensitivity to 441–488 nm light.
LaPO4 NPs were purchased from Nanogate AG as a white powder. According to
the manufacturer data, the average particle size is of about 7 nm, size distribution
is 15%, and specific gravity is 5 g/cm3. The weight fraction of the inorganic core
(according to TGA) was found to be ca. 83 wt.%. The monomer–NPs nanocompos-
ites were prepared by adding the pentane dispersion of the NPs to the monomer
blend.

Structures with metal NPs can also be manufactured by introducing the ex situ
synthesized NPs into monomer mixture. However, such blends possess high absorp-
tion in visible spectral range that prevents the use of vis-emissive laser sources
for the holographic recording and limits the concentration of NPs in the matrix
material. Besides that, it is always difficult to disperse metal NPs homogeneously
into a polymer matrix or in monomers because of the easy aggregation of the
NPs. Therefore, we have proposed a new method of the formation of periodic
polymer/metal NPs structures [30]. During the first step – photopolymerization
in the interference pattern – a stable volume periodical structure polymer/metal
precursor is formed. Reduction of the precursor and the formation of metal NPs
occur mainly during the stage of photo- or heat-processing. Since the solution of the
precursor, for example, gold or silver, absorbs light in the spectral range <350 nm,
the holographic photopolymerization can be carried out in a vis spectral range.
From the other hand, this method allows increasing the NP concentration in the
final structure compared to the ex situ method for the nanocomposite preparation. In
this case the mixture of triethylene glycol dimethacrylate (70 w.%) and ˛; !-akryl-
bis(propylene glycol)2,4-toluylene diurethane was used as pre-polymer composite.
Solution of AgNO3 in acetonitrile as metal (Ag) precursor was added to the mixture.
Camphorquinone and Michler’s ketone were also used as photoinitiating system.
Manufacturing technology of photopolymerizable compositions and synthesis of Ag
NPs in periodic structures are described in detail in [29, 30].

To obtain a recording layer, liquid mixture was placed between glass substrates,
separated by calibrated spacers with a thickness d D 10–30�m.

21.2.2 System Design

Holographic lithography methods are well developed nowadays. As mentioned
above, a system of prisms or diffraction splitter consisting of a number of diffraction
gratings is used to implement a multibeam recording. Parameters of gratings and
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Fig. 21.1 Experimental setup for four-beam holographic recording of 2D structures: Laser is the
ArC laser, �/2 are the �/2 waveplates, k1, k2 are the collimators, SLM is the spatial light modulator,
A is the analyser, SF is the spatial filter, PS is the laser beam splitter prism system, Mr1�4 are the
mirrors, 
 is the total internal angle, Ph is the photopolymer layer

their relative position are selected so as to provide the necessary quantity and
geometry of the interfering beams [23].

The recording field for hexagonal 2D photonic crystals creation is obtained by
the interference of three (or six) laser beams. The simplest diffraction splitter was
proposed in [8]. It consisted of an opaque mask with three Bragg gratings deployed
by 120° relative to each other. It should be noted that while using a prism or grating
beam splitter, it is quite difficult to change the convergence angles of the interfering
beams or, in other words, parameters of a crystal cell of a photonic crystal. In each
case it is necessary to fabricate a new set of optical elements with the necessary
parameters.

We propose a more flexible recording scheme, in which a spatial light modulator
(SLM) is used for formation of the recording plane waves. This scheme is an
improved modification of the scheme presented in [31]. It allows a rather simple
modification of the crystal-structure parameters of 2D and 3D photonic crystals. An
example of a four-wave recording scheme is shown in Fig. 21.1.

Collimated beam of the recording laser radiation passes through a transmission-
type SLM, which alters the phase distribution in such a way that four waves with
a determined phase shift are created. Analyzer A and five half-wave plates ensure
the operation of SLM in phase mode. A spatial filter SF separates the main order
of SLM. The system of prisms PS, whose number corresponds to the number of
recording waves, directs them to the mirrors M1�4 that form an interference pattern
with the required period.

The same principle can be implemented in the recording scheme with a different
number of waves. The wave vector kj for each j wave lies on a surface of cone with
opening angle 
 and has components kj;X , kj;Y , and kj;Z , where the Z-axis coincides
with the axis of the cone. Interference of waves forms transverse field distribution
in the plane (X,Y) and longitudinal field distribution in the plane (X,Z or Y,Z). By
varying the phase difference between the recording waves with help of an SLM, we
can form crystals with different symmetry and change the period of their structure.
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It should be noted that for a certain fixed ratios of wave phases, we can form
a family of discrete nondiffracting beams [32]. They result from the interference
of plane waves and have no diffraction divergence in the overlap area along the
axis Z. Recording by nondiffracting waves ensures the invariance of the structural
parameters over the depth with high accuracy. Below we consider examples of such
structures.

21.3 Simulation of a Pattern Profile

The distribution of complex field �n;m in plane of interference Ph can be presented
in Cartesian coordinates as:

�n;m.r/ D
nX

jD1
�j � exp

�
i

	
kx;jxC ky;jyC kz;jzC j

˚m

n


�
(21.1)

with

˚m D 2�m; 0 � m � n

2
; m 2 R;

where�j is the amplitude of j-component of field; n is the number of plane waves;
˚m is the total initial phase shift between all participating plane waves; m is the
positive integer; and R is the set of real numbers.

As indicated in [32], m can take integer as well as fractional values and ensures
the calculation of the same absolute phase values ˚m=n for each of the j waves
so that the full phase incursion of all n plane waves ˚m was an integer of �
(˚m D 2�m).

Using (21.1) we calculated the intensity distribution j�n;mj2 in the interference
pattern formed by three, four, and six beams. Figure 21.2 shows the intensity
distribution for the cases (1) �6;0 and �6;3; (2) �4;0 and �4;1. For cases �n;0 the
total initial phase shift ˚m D 0, for �4;1 – ˚m D 2� and for �n;3 – ˚m D 6� . The
results correspond to the structures obtained in [31].

21.4 Results and Discussion

By using the six-beam scheme, we manufactured 2D photonic crystals with
a hexagonal structure (�6;0; �6;3), formed by Ag NPs in the polymer matrix.
Photomicrographs of the crystals are shown in Fig. 21.3a, b. Images were obtained
by focusing on the crystal surface. Figure 21.3c shows real space lattice. Mirror
planes that form gratings with periods shown in the figure are marked here as well.
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Fig. 21.2 Calculated intensity distribution in interference pattern: (1) �6;0 (a) and �6;3 (b); (2)
�4;0 (c) and �4;1 (d) with absolute phase values ˚m=n: 0, � , 0, �=2, respectively

We found that the areas of primary localization of polymer and NPs are
redistributed when changing the phase shift between recording beams. As has been
shown previously [30], Ag NPs are localized in regions corresponding to minima of
the interference field, in which AgNO3 solution diffuses during polymerization of
composite. By comparing the distribution of the field and the picture of the structure,
we found that light areas in the image correspond to field maxima, i.e., to the areas
of preferred polymer concentration, whereas Ag NPs are concentrated in dark areas
of the image. Thus, at a zero phase shift (�6;0), polymer-rich regions form hexagonal
structures, being located in the corners and in the center of hexagons. When the full
phase incursion is 6� (case �6;3), hexagons are formed by the areas enriched with
Ag NPs.

As can be seen from Figs. 21.2b and 21.3b, the polymer phase corresponding to
illuminated areas is also structured and forms hexagons around the areas enriched
with Ag NPs (dark areas in Fig. 21.2b). Since Ag NPs are formed directly in the
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Fig. 21.3 Photomicrographs of 2D photonic crystals with a hexagonal structure formed by Ag
NPs distribution in polymer matrix: �6;0 (a), �6;3 (b); crystal lattice for �6;0 (c) with periods of the
real space lattices �1 =�3 = 3.39�m, �2 = 1.96�m

crystal, the change of a size of the zones of their formation can affect the size and
concentration of NPs and accordingly the dynamics of electronic excitations in Ag
NPs [19]. These issues are the subject of further research.

Two-dimensional photonic crystals polymer/LaPO4 NPs are manufactured using
four-beam recording scheme (�4;0). Atomic force microscope image of the photonic
crystal surface is shown in Fig. 21.4. Similar to a composite with Ag NPs, LaPO4

NPs are also displaced from the polymer phase and diffuse into the regions
corresponding to the minima of interference pattern during recording. As a result,
a horizontal section of 2D crystal is a square lattice formed by polymer zones
and zones enriched by NPs. The surface of the crystal is almost flat; relief height
does not exceed a few nanometers. Depressions correspond to the regions of NPs
primary localization. We used the present 2D crystals with square lattice to achieve
distributed feedback in the DFB laser described below.
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Fig. 21.4 Atom force microscope image of the surface of the Bragg nanocomposite grating
formed by LaPO4 NPs distribution in polymer matrix (a); crystal lattice with periods of the real
space lattices �1 = 0.40�m, �2 = 0.28�m

21.5 DFB Laser Based on 2D Volume Structure

In this section we consider a DFB laser as an example of application of obtained
2D photonic crystals. It consists of a planar waveguide with volume 2D structure
activated by laser dye.

Our studies [33, 34] have shown that the DFB laser based on the volume grating
is the simplest to manufacture and has excellent characteristics: low lasing threshold
and narrow-band illumination with low divergence. For the manufacturing of laser,
we used a nanocomposite with LaPO4 NPs, containing laser dye pyrromethene 567
(Pyr567). Properties of the DFB laser based on a nanocomposite with 1D structure
providing feedback were investigated in [33, 34]. It was found that introduction of
a dye in the nanocomposite does not lead to a reduction of a 1D structure contrast
(n1 value) but only slightly increases the time of grating formation. Our experiments
confirmed that the same situation prevails also when recording 2D structures. In
accordance with the results of [34], the dye concentration was chosen so that optical
density D of the active layer was 0.4 at the laser pumping wavelength.

Figure 21.5a shows the schematic structure of the DFB laser under study,
direction of the optical pumping, and the output of laser emission. Figure 21.5b
shows the absorption and fluorescence spectra of the dye in the nanocomposite film.
The devices were pumped with a frequency-doubled Nd:YAG laser which emits
500 ps long pulses with maximum pulse energy of 30�J at a wavelength of 532 nm.
The pump radiation was directed perpendicularly to the surface of the waveguide
along the Z-axis. The pump beam was shaped as a stripe (approx. (4� 0.5) mm2)
oriented along the grating vector G1 (Y-axis). The laser output from the edge of the
sample was directed into a charge-coupled device spectrometer Horiba Jobin-Yvon
(the spectral resolution is 0.2 nm).
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Fig. 21.5 Sketch of the DFB laser based on 2D crystal with square lattice activated by laser
dye Pyr567 and the geometry of the lasing experiment (a). The spectra (b) of absorbance (1) and
luminescence (2) of Pyr567 in nanocomposite layer

(a) (b)

Fig. 21.6 DFB-laser emission spectra for �1 D 400 nm (a) and 407 nm (b)

The out-coupling of the emission from the volume DFB laser is demonstrated in
Fig. 21.6. It was found that for 2D DFB structures, the lasing emission propagates
inside the substrates and then couples out from substrate edges at the certain angle

out.

Figure 21.6 shows the emission spectrum of the DFB laser. Structure period was
selected so as to ensure lasing in the second order of diffraction at the wavelength
corresponding to the emission spectrum of the dye.

For the structures with �1 = 400 nm, pump stripe was oriented along the Y-
axis; vector E was directed along the X-axis. A narrow peak with a maximum at
606.9 nm was observed in the spectrum of emission coupled out from the end face
perpendicular to the Y-axis. The spectral position and the shape of the emission
band are not changed after rotation of the sample by 90° around the Z-axis. For the
structure with �1 = 407 nm, the wavelength of emission peak was 613.7 nm.

For DFB laser with the optimized parameters nal = 1.517 (the average refractive
index of active waveguide with grating), D Š 0.4, n1 = 0.0098,�= 401, 407 nm, and
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d = 10�m, the following output characteristics were measured: threshold energy
is 0.1�J/pulse (5�J/cm2) and the lasing line width �0.2 nm. It is important to
underline that the shape and the width of the lasing lines remain constant even
at a pump energies 5 times higher than the corresponding threshold ones. For all
measurements the spectral width was kept at the limit of spectrometer resolution.
For comparison we shall point out that for a laser based on 1D grating with
practically the same contrast (n1 = 0.011) and identical other parameters, lasing
threshold was 0.48�J/pulse. Thereby, the use of 2D DFB cavity results in about
5 times reduction of lasing threshold. The far-field beam divergence of the 2D DFB
laser was of about 6 mrad that almost coincides with that obtained for the DFB laser
based on a 1D structure (�5 mrad).

21.6 Conclusions

A modified multibeam scheme of interference field formation was developed. A
spatial light modulator ensures continuous phase shift between the interfering beams
and therefore formation of interference patterns of different geometry. This allowed
simplifying the method of holographic lithography and making it more versatile.

Numerical simulation of the intensity distribution in the interference pattern
formed by three, four, and six laser beams showed that the phase shift between
the interfering beams leads to a change in the structure of the light field.

Two-dimensional photonic crystals based on polymer/NPs were recorded in
the nanocomposites of two types. In the first case, ex situ synthesized NPs were
introduced into the photosensitive nanocomposite. The structure was formed by
polymerization and diffusion redistribution of NPs in periodic light field. We also
obtained 2D structures by in situ synthesis of metal NPs from the metal precursor
spatially distributed in a polymer matrix beforehand. Two-dimensional photonic
crystals of different symmetries (hexagonal, tetragonal) were manufactured. We
demonstrated variations in the localization of polymer- and NP-enriched regions,
when changing the phase shift between recording beams.

Output characteristics of the DFB laser based on the manufactured 2D photonic
crystal structure were investigated. The 2D cavity generated laser emission with the
same spectral bandwidth (�0.2 nm) and divergence (6 mrad), as for a DFB laser with
the corresponding 1D structure. The lasing threshold decreases of about 5 times.

Fabricated 2D photonic crystals are characterized by a high temporal stability of
parameters (not less than 5 years) and are potentially usable as elements of photonic
devices.
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Chapter 22
Spinel Ferrite Nanoparticles: Synthesis, Crystal
Structure, Properties, and Perspective
Applications

Tetiana Tatarchuk, Mohamed Bououdina, J. Judith Vijaya,
and L. John Kennedy

22.1 Introduction

Spinel ferrite nanomaterials (SFNs) have gained huge attention in modern days from
fundamental science point of view owing to their unique properties and promising
applications such as high-density data storage, catalysts, gas sensors, rechargeable
lithium batteries, information storage systems, magnetic bulk cores, magnetic fluids,
microwave absorbers and medical diagnostics and therapy, etc. [1–5]. The funda-
mental understanding of crystal chemistry in SF nanomaterials is very essential, and
the proper choice of synthesis route will determine its well-defined crystal lattice
structure and chemical composition, leading to enhanced/excellent physical and
chemical properties. With the general molecular formula MFe2O4 (where MDMn,
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Fe, Co, Ni, Cu, and Zn), the majority of SFs exhibit superparamagnetic (SPM)
properties at the nanoscale dimensions of diameter below or about 20 nm [1–7].

The metal cations in both sites are distributed based on their affinity to occupy
the positions which in turn are significantly dependent on the stabilization energy,
ionic radii of metal cations, size of interstitial site, synthesis technique, and
their synthesis reaction conditions [1–7]. In addition, the development of suitable
synthesis routes which can control the morphological properties of SFs becomes
much more important, since there is a correlation between the catalytic activity
and the morphological properties, and thus it is revealed that the catalytic activity
of SFs also depends upon the adopted synthesis method. The structural, magnetic,
electronic, and optical properties of SFs are significantly enhanced in the nanoscale
regime with the reduction in crystallite size and increase in specific surface area.
The size and shape of the SFs can modulate their physical and chemical properties,
and consequently extensive researches have been devoted to the fabrication of SFs
with controlled morphological properties.

In the past decade, various methods of synthesizing SFs have been addressed and
reported in the literature, but there is a requirement for the commercially reliable
methods, since every synthesis method has its own advantages and disadvantages.
Henceforth, the design of new synthesis method for SFs which also utilizes less
hazardous and commercially available low-cost precursor materials requires greater
attention.

The present chapter focuses on highlighting the successful synthesis methods
for SFs with few examples and pointing out their advantages and disadvantages.
Meanwhile, particular attention will be given to in-depth understanding of the
spinel crystal structure and its correlation with magnetic/optical properties. Finally,
potential applications of SFs are presented and discussed.

22.2 Synthesis Methods of Spinel Ferrites

22.2.1 Microemulsion Method

This method involves the dispersion of two relatively immiscible liquids which
is thermodynamically feasible and stabilized by added surfactant molecules [8].
The advantages of this method include changing the surfactants and co-surfactant
combination and oil-to-water ratio, and thus the particle size can be controlled [8,
9]. This reaction is known for being eco-friendly and favorable at low temperature
and reuse of surfactants for several cycles during the synthesis and possibility
of commercial production [9]. Nevertheless, the major disadvantage is the poor
crystalline nature of synthesized SFs, requirement of larger amounts of solvents
and high polydispersion due to the slower nucleation rate at low temperature. The
two major classifications of this method are reverse water-in-oil and normal oil-
in-water [8], and some SFs synthesized by this method include Fe2Mn0.5Zn0.5O4,
Ni0.6Fe2.4O4, and Fe3O4 [8, 9].
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22.2.2 Ultrasonic (Sonochemical) Method

The sonochemical route is widely employed nowadays for the synthesis of SFs
due to the facile control of reaction conditions. This method particularly targets
in achieving homogeneous mixing and controlling the particle size distribution.
Therefore, the temperature and the intensity of ultrasonic waves are major factors
which can have a direct impact on the particle size of SFs. During the synthesis,
as a resultant of the ultrasonic wave irradiation, the bubbles are formed in the
reaction medium, and SFs undergo in situ calcination due to the induced high-energy
collisions between the particles [1, 10]. By means of ultrasonication, mixing at the
atomic level can be achieved so that the formation of crystalline phase is possible by
annealing at relatively low temperatures [11]. Some SFs synthesized by this method
include CuFe2O4 and Fe3O4 [10, 11].

22.2.3 Non-hydrolytic Method

The synthesis of SFs via non-hydrolytic process using suitable organic solvents at
elevated temperatures is proved to be an effective method to obtain high-quality
and well-controlled sized nanoparticles [7]. Generally, the inorganic coordina-
tion complexes or organometallic compounds are used as molecular precursors
because they play a key factor in achieving well-crystalline SFs [7]. SFs are com-
monly considered as ternary metal oxides (MFe2O4), and hence in non-hydrolytic
method, two different kinds of molecular precursors have been used. Some of the
reported molecular precursors are manganese(II) acetylacetonate, (Mn(acac)2), and
iron(III) acetylacetonate, (Fe(acac)3). Some SFs synthesized by this method include
CoFe2O4 and MnFe2O4 [12].

22.2.4 Solvothermal Method

The solvothermal method (or hydrothermal if water is solvent) is one of the most
eco-friendly and promising synthesis methods which is available and employs the
usability of aqueous or nonaqueous solvents for a better control on particle size
distribution and morphology [1]. Also, the shape, size, and morphology of SFs were
altered by adjusting the experimental reaction conditions, such as temperature, time,
solvent, precursor materials, and surfactant [1]. Due to its simplicity in procedure,
commercial production of SFs is feasible with enhanced physical and chemical
properties [1, 13–15]. A wide range of SFs have been synthesized, and some
examples are MWCNT/CoFe2O4, Co3O4, Fe3O4, CoFe2O4 [1], Ni–Zn ferrite [13],
MnFe2O4 [14], and metal-doped MgFe2O4 [15].
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22.2.5 Coprecipitation Method

The synthesis of SFs by coprecipitation method is the most convenient, economic,
and less time-consuming, has high mass production, and is frequently employed
among all other methods in order to achieve uniform-sized particles [1]. This
method is also commonly used to synthesize biocompatible SFs, which have
applications in in vivo biomedical field [1]. This method employs the mixing of
aqueous solutions of divalent and trivalent transition metal salts that are uniformly
mixed together in 1:2 mole ratios with continuous and vigorous stirring in an
alkaline medium. The coprecipitation method needs careful monitoring of pH in
order to achieve high-quality SFs [4, 16]. The common disadvantage of this method
is that relatively low crystallinity of synthesized SFs and hence a subsequent
thermal treatment is necessary in order to achieve better crystallinity. This method is
preferred to be the suitable route for synthesizing water-dispersible SFs [16], and a
variety of SFs have been synthesized by coprecipitation method including CoFe2O4

[2, 16], MnFe2O4 [16], Fe3O4 [4, 16], and Sn-doped MnFe2O4 [4].

22.2.6 Sol–gel Method

The sol–gel synthesis method is widely employed for the SFs, in which the metal
alkoxide solution undergoes hydrolysis and condensation polymerization reactions
to produce gels and any volatile impurities are removed by heat treatment after
the synthesis reaction [1]. The advantages of this method include low-cost, simple,
carried out at a relatively low temperature without the need of special equipment,
and achievable of narrow particle size distribution [17–20]. However, particular
care should be taken for a better control of reaction parameters such as stirring
rate, concentration of sol, and annealing temperature [1, 6]. The major limitation of
this method is the lack of purity of the final product, and thus thermal treatment
is required after the synthesis to achieve the high purity [1]. Nevertheless, the
homogeneity, composition control, particle size, and particle distribution can be well
achieved by sol–gel method, and nanocomposites based on SFs dispersed in silica
gel matrix have been synthesized by this method, and some SFs synthesized by this
method are Ni0.4Zn0.6�xCo/MnxFe2O4 [1], CoFe2O4 [2, 17], MnFe2O4 [6], NiFe2O4

[17–19], Pr-substituted Mg–Zn ferrites [18], CuFe2O4 [19], and ZnFe2O4 [20].

22.2.7 Microwave-Assisted Method

The microwave-assisted method is a new technique which emerges rapidly for the
synthesis of SFs. The advantages of this method are generally fast, simple, lower
reaction time, high-energy efficiency, good yield, cost-effective, and appropriate
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dielectric loss of the as-synthesized SFs [20]. Moreover, this method can be
employed to synthesize SFNs on a commercial scale, but a low yield can be obtained
when compared to other methods such as coprecipitation, hydrothermal, or thermal
decomposition methods [1, 20]. In this method, heating energy is internal rather
than external as in the case of conventional combustion reactions, and microwave
energy is utilized for the combustion of precursors to form SFs. Heat generation is
due to the conversion of microwave energy to thermal energy, and the temperature
usually ranges from 100 to 200 ıC for the shorter period of time. The gases produced
during the reaction were eliminated through an exhaust drain connected with Teflon
vessel [1]. Some SFs synthesized by this method are Fe3O4 [1], Co2Fe2O4 [1],
Mn1�xNixFe2O4 [20], and ZnFe2O4 [21].

22.2.8 Mechanical Milling Method

Mechanical milling is a top-down approach method used for the synthesis of
SFs by means of high-energy shaker, planetary ball mill, and sometimes tumbler
mills [1, 22]. Some of the advantages of this method are low-cost, short time,
simple, and large-scale production, and SFs obtained from this method have an
ordered ferromagnetic core and a random shell [1]. The major disadvantage of this
method is frequent contamination by milling tools during longtime milling, which
in turn will change the stoichiometry of the as-obtained SFs [1, 22]. Some SFs
synthesized by this method include CoFe2O4 [1], CuFe2O4 [1], NiFe2O4 [1], and
Ni1�xMnxFe2O4 [22].

22.2.9 Other Methods

Numerous other methods frequently employed for the synthesis of SFs have been
reported in the literature, including combustion [23], reverse micelle [24], spray
pyrolysis [25], electrospinning [26], self-reactive quenching [27], double sintering
ceramics [28], powder metallurgy [29], self-propagating high temperature [30],
thermal decomposition [31], liquid exchange [32], and solid-state reaction [33].

22.3 Crystal Structure and Properties of Spinel Ferrites

Among different magnetic materials, SF nanoparticles have attracted particular
considerations. SFs are a class of compounds of general formula MFe2O4 (where
M D Zn2C, Mg2C, Mn2C, Fe2C, Co2C, Ni2C, Cu2C, (0,5LiCC0,5Fe3C), etc.),
which are of great interest for their remarkable magnetic, catalytic, optical, and
electrical properties [34–37].
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Fig. 22.1 The unit cell of
spinel structure MeFe2O4

In the spinel structure with general formula AB2O4, oxygen atoms form cubic
close packing where A and B cations occupy tetrahedral and octahedral lattice sites.
The crystal structure has a space group Fd3m [38]. The cubic unit cell is formed
by 56 atoms: 32 oxygen anions distributed in a cubic close-packed structure and 24
cations occupying 8 of the 64 available tetrahedral sites (A sites) and 16 of the 32
available octahedral (B sites). Thus, the cell contains eight formula units (Z D 8)
corresponding to

�
Me2C8

�
A

�
Me3C16

�
B

�
O2�
32

�
O. The divalent metal ions commonly

used in ferrites can be classified into those preferring B sites (Co, Fe, Ni, Cr) and
those preferring A sites (Mn, Zn) (Fig. 22.1).

The crystal chemistry of spinels is described by the general formula�
Me2C1�xFe3Cx

�
A

�
Me2Cx Fe3C2�x

�
BO4, where x refers to the inversion parameter or

degree of inversion, and � depends from several factors, such as site preferences of
ions in terms of size, covalent bonding effects, and crystal field stabilization energies
(CFSE). In general, the inversion parameter of a given nanostructured ferrite is quite
different from that of the bulk counterpart and varies with the preparation method.
In the ideal normal structure (x D 0), Me2C cations are found at the A sites, and
Me3C cations are found at the B sites. Whereas in the inverse structure (x D 1),
half Me3C cations are found at the A sites with consequent migration of all the
Me2C cations to the octahedral sites. Spinels can also display a partially inversed
structure, which is described by means of the x-parameter, corresponding to the
occupancy of Me3C cations on the A sites.

In order to accommodate larger cations such as Co, Cu, Mn, Mg, Ni, and Zn,
the lattice has to be expanded. The difference in the expansion of the tetrahedral
and octahedral sites is characterized by a parameter called oxygen parameter or
anion parameter (u). The oxygen parameter (u) is a quantity which represents the
movement of O2� ion due to the substitution of cation at tetrahedral A site. As
u increases, oxygen ions move in such a way that the distance between A and O
ions (RA) is increased while that between B and O ions (RB) is decreased, and
when u parameter decreases, the O2� ions are displaced in such a way that RA
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decreases and RB increases [39]. In all ideal spinels, the parameter u has a value
in the neighborhood of 0.375 (u D 3/8). But in the actual spinel lattice, this ideal
pattern is slightly deformed and usually corresponds to u > 0.375.

The theoretical lattice constant (ath), radius of the ions at octahedral site (rB), and
radius of the ions at tetrahedral site (rA) for spinel systems have been calculated on
the basis of the cation distribution by the next relation [38]:

ath D 8

3
p
3

h
.rA C RO/C

p
3 .rB C RO/

i

rB D a
�
5
8
� u

� � RO rA D a
p
3 .u � 0; 25/ � RO

where RO is the radius of oxygen ion O2� (1.38 Å); rA and rB are the ionic radii of
tetrahedral (A) and octahedral (B) sites, respectively; and u is the anion (oxygen)
parameter.

For example, for Zn1�xCoxFe2O4 system [40], the average cation radii at the
tetrahedral and octahedral sites, rA and rB, were calculated according to the
following cation distribution:

�
Zn2C1�xFe3CxCyCo2Cy

�
A

h
Co2Cx�yFe3C2�x�y

i
B

�
O2�
4

�
O (0 � x � 1, 0 � y � 0,21)
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�
Zn2CA

� � r �Zn2CA

�C C
�
Fe3CA

� � r �Fe3CA

�C C
�
Co2CA

� � r �Co2CA

�

rB D
C
�
Co2CB
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�C C
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2

where C is the ionic concentration at the tetrahedral and octahedral sites;
r
�
Zn2CA

�
; r
�
Fe3CA

�
; r
�
Co2CA

�
are the ionic radii of Zn2C (0.60 Å), Fe3C (0.49 Å), and

Co2C (0.58 Å) ions in the tetrahedral sites, respectively; and r
�
Co2CB

�
; r
�
Fe3CB

�
are

the ionic radii of Co2C (0.745 Å) and Fe3C (0.645 Å) ions in the octahedral sites,
respectively [40].

It can be seen that r(A) decreases while r(B) increases with increasing Co2C
concentration. This is due to the fact that Zn2C ions (0.60 Å) with larger ionic radius
are replaced by Co2C ions (0.58 Å) with smaller ionic radius. Some of Fe3C ions
(0.49 Å) also migrate to (A) sites as a result of the substitution process. However, in
(B) sites, Fe3C ions with smaller ionic radius are replaced by Co2C ions with larger
ionic radius, so the values of radii of octahedral sites will be increased [40].

A recent published paper [39] also reports a decrease in cationic distribution
parameters such as site radii (rA, rB) in the Zn0.85-xNixMg0.05Cu0.1Fe2O4 ferrites
(xD 0.00, 0.17, 0.34, 0.51, and 0.85), prepared by sol–gel auto-combustion method,
with Ni doping. The parameters obtained by cationic distribution are reported. The
cationic distribution can give a better understanding of the magnetic interaction in
spinel ferrites, because there exists a strong correlation between magnetic properties
and cation distribution of spinel ferrite [39].



312 T. Tatarchuk et al.

In addition, the substitution (doping) of rare earth metal ions (Sc3C, Dy3C, Sm3C,
Gd3C, etc.) at Fe3C site significantly affects the structural, microstructural, optical,
electrical, and magnetic properties in the nanostructured ferrites [41]. Both magnetic
and electrical properties of SFs are found to be strongly dependent on their chemical
composition, method of preparation, grain/particle size, and distribution of cation
between two interstitial sites. The structural and the magnetic environments of these
two sites are quite different [41]. The doping of nonmagnetic ions, for example, the
transition metal/rare earth-doped ferrites, has been extensively studied. It was found
that the presence of nonmagnetic ions reduces the magnetic interactions between the
two interstitial sites and leads to a decrease in hyperfine magnetic fields and hence
changes observed in magnetic and electronic properties [41]. Table 22.1 illustrates
some characteristics of selected SFs systems reported in the literature.

It can be seen from Table 22.1 that the decrease in lattice constant in SF
systems can be explained by several mechanisms: (i) ionic radius reduction due
to the fact that the doping cation has a smaller ionic radius compared to that of
being cation; (ii) a possible redistribution of Me2C and Me3C ions within the
tetrahedral/octahedral ionic sites, which will be followed by important changes in
the magnetic properties; (iii) a fraction of Me2C ions occupying the octahedral sites
and forcing Me3C to the tetrahedral sites against their chemical preferences [54].

Thus the cation distribution between tetrahedral (A) and octahedral (B) sites
greatly influences the structural, electrical, optical, and magnetic properties of
SFs [48]. In general, the magnetic behavior of spinel ferrites is dependent on
the physical properties of individual particles and their environments. The most
important physical characteristics include chemical composition, particle size, par-
ticle morphology, intrinsic material parameters (e.g., magnetocrystalline anisotropy,
saturation magnetization, etc.), surfaces/interfaces, and particle size distribution.
Most of these parameters are easily obtained (or are relatively non-important) for
bulk magnetic materials; however, this is not necessarily true for nanoparticles.

The magnetic properties of SFs are classified as intrinsic and extrinsic. Intrin-
sic magnetic parameters depend mainly on the crystal structure and chemical
composition of the material. Examples of intrinsic magnetic properties include
Curie temperature Tc, saturation magnetization Ms, exchange stiffness A, and
magnetocrystalline anisotropy K. On the other hand, extrinsic magnetic parameters
depend upon the microstructure of the material and are naturally affected by
the size and shape of particles. Extrinsic magnetic properties include coercivity
Hc, remanent magnetization Mr, and magnetic susceptibility ¦. The concentration
and types of cations substitution also have very dominant effect on the magnetic
properties. According to the Neel’s two-sublattice model of ferrimagnetism, the
magnetic moment per formula unit is expressed as:

M.X/ D MB.x/ �MA.x/

where MB and MA are the B and A sublattice magnetic moment in �B, respectively.
Actually, the net magnetic moment determines the Ms value.
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Table 22.1 Composition and crystal chemical parameters for several ferrites with a cubic spinel
structure

Compound
Synthesis
method

Lattice
constant (Å) Size, nm Strain, © Ref.

ZnFe2O4 MCM 8.4410 5–15b 0.034 [34]
ZnFe2O4 CCM 8.4429 30–50b 0.038 [34]
ZnFe2O4 HEBM 8.448 9a – [42]
CoFe2O4 MM – 85a – [43]
Co1�xZnxFe2O4(0 � x � 0.5,
L-arginine as a fuel)

MCM 8.3799–
8.3959

45–32a 0.035–
0.043

[44]

Zn1�xCoxFe2O4(x D 0; 0.1; 0.2;
0.3; 0.4; 0.5; 0.6; 0.7; 0.8; 0.9; 1.0)

CM 8.4392–
8.3536

37–25a – [40]

Mn0.5Zn0.5ScyFe2�yO4(y D 0.00,
0.01, 0.03, and 0.05)

SCM 8.434–8431 20–22a

20–23c
– [41]

Mn0.5Zn0,5Fe2O4 SCM 8.4339 25a 0.0009 [45]
Mn1�xZnxFe2O4(x D 0, 0.1, 0.3,
0.5, 0.7, 0.9, 1.0)

SCM 8.432–8.372 25–35 c – [46]

Mn1�xNixFe2O4(x D 0.0, 0.1, 0.2,
0.3, 0.4, 0.5)

MCM 8.477–8.419 – 0.412–
0.200

[20]

CoxNi0.6�xZn0.4Fe2O4(x D 0.0 to
0.6)

PCM 8.3763–
8.4002

– – [47]

MgxZn1�xFe2O4 (x D 0.5, 0.6, 0.7) CM 8.422–8.438 6.3–14.6a 	0.005 [48]
Co1�xZnxFe2O4(0 � x � 0.5, urea
as a fuel)

MCM 8.284–8.356 3.07–11.3a – [49]

Fe3O4 MCM 8.393 25a 0,143 [50]
Fe3O4 SGM 8.3639 8c – [51]
Zn1�xMgxFe2O4 (x D 0.0, 0.1, 0.2,
0.3 0.4, 0.5, 0.6, 0.7, and 0.8)

MCM 8.443–8.427 41.20–
15.87a

0.067–
0.047

[52]

Zn1�xSrxFe2O4(x D 0.0,0.1,0.2,0.3,
0.4, and 0.5)

MCM 8.443–8.451 42 – 25a 0.067–
0.077

[53]

Zn1�xCuxFe2O4(x D 0.0, 0.1, 0.2,
0.3, 0.4, and 0.5)

MCM 8.443–8.413 43–54 a 0.067–
0.056

[54]

Zn1�xNixFe2O4(x D 0.0, 0.1, 0.2,
0.3, 0.4, and 0.5)

MCM – 43–49a – [55]

Zn0.85�xNixMg0.05Cu0.1Fe2O4

(x D 0.00, 0.17, 0.34, 0.51, 0.85)
SGM 8.412–8.352 34–42a – [39]

Li0.5�x/2ZnxFe2.5�x/2O4 (x D 0, 0.1,
0.25, 0.3, 0.5, 0.7, 0.9, 1.0)

SGM 8311–8.423 – – [56]

Mg1�xZnxFeCrO4 (0.0 � x � 1.0) CCM 8.3610–
8.3820

20.1–28.7a – [57]

MnFe2�xMnxO4(x D 0.0, 0.25, 0.5,
1.0)

RMM 8369–8379 23–28a

4–22c
– [58]

NiFe2�xGaxO4(x D 0.0, 0. 2, 0. 4,
0.6, 0.8, 1.0)

SGM 8.3491–
8.3313

13.8–5.5a – [59]

Mn1�xMgxFe2O4 (0.0 � x � 1.0) HTM 8.471–8.443 20–30a – [60]

MCM microwave combustion method, CCM conventional combustion method, SCM solution com-
bustion method, PCM precursor combustion method, CM coprecipitation method, SGMsol–gel
method, MM mechanical milling, HEBM high-energy ball milling, CCM conventional ceramic
method, RMM reverse microemulsion method, HTM hydrothermal method
a, b, and c are sizes from XRD [a], SEM [b], and TEM [c]



314 T. Tatarchuk et al.

Table 22.2 Magnetic properties (magnetization Ms, remanence Mr, and coercivity Hc) and
optical data (band gap) as a function of cation substitution at some SF systems

Magnetic properties
Optical
properties

Compound Ms (emu/g) Hc (Oe) Mr (emu/g)
Band gap
(eV) Ref.

ZnFe2O4-MCM 31.96 119.7 0,5247 2.08 [34]
ZnFe2O4- CCM 149.1 46.96 1.358 2.03 [34]
ZnFe2O4 30 – – 2.13 [42]
CoFe2O4 72.1 1517 37.7 – [43]
Co1�xZnxFe2O4

(0 � x � 0.5)
– – – 1.88–2.10 [44]

Mn1�xNixFe2O4(x D 0.0,
0.1, 0.2, 0.3, 0.4, 0.5)

67.79–35.09 48.25–99.26 11.94–6.425 1.56–1.83 [20]

CoxNi0.6�xZn0.4Fe2O4

(x D 0.0 to 0.6)
63.5–74.8 75–150 8.8–10.2 – [47]

MgxZn1�xFe2O4(x D 0.5,
0.6, 0.7)

38.46–44.03 18.67–23.52 1.303–1.471 – [48]

Co1�xZnxFe2O4(0 � x �
0.5, urea as a fuel)

14.26–29.61 – – 2.56–2.17 [49]

Fe3O4 66.12 65.89 10.2 2.12 [50]
Fe3O4 47 0.655 – – [51]
Zn1�xCoxFe2O4(x D 0.0
to 0.5)

1.638–65.20 5.027–66.36 0.0016–10.862 2.10–1.71 [52]

Zn1�xMgxFe2O4 (x D 0.0,
0.1, 0.2, 0.3 0.4, 0.5, 0.6,
0.7, 0.8)

1.638–64.98 5.027–65.96 0.0016–11.565 2.15–1.42 [61]

Zn1�xSrxFe2O4(x D 0.0,
0.1,0.2, 0.3,0.4, 0.5)

1.638–59.581 5.027–30.152 0.0016–4.6562 2.1–1.72 [53]

Zn1�xCuxFe2O4(x D 0.0,
0.1, 0.2, 0.3, 0.4, 0.5)

1.638–58.58 5.027–29.15 0.0016–4.9361 2.1–1.95 [54]

Zn1�xNixFe2O4(x D 0.0,
0.1, 0.2, 0.3, 0.4, 0.5)

1.681–57.89 5.034–30.14 0.0018–4.8953 2.11–1.96 [55]

Zn0.85�xNixMg0.05Cu0.1

Fe2O4 (x D 0.00, 0.17,
0.34, 0.51, 0.85)

47.63–136.93 0.97–167.5 0.27–11.87 – [39]

MnFe2�xMnxO4(x D 0.0,
0.25, 0.5, 1.0)

16–30 115–223 – – [58]

A few most representative examples of the magnetic SFs with their magnetic and
optical properties are given in Table 22.2.

As can be seen from Table 22.2, there is some correlation between the structural
properties of the materials (difference in the cation sharing at the A and B sites) and
their magnetic results. The magnetic properties of nanoparticles are determined by
their physical structure: the size and shape of the particles, their microstructure, the
chemical phase or phases that are present, the defects, and differences between the
crystal structure of nanoscale phases and their bulk counterparts. For example, the
magnetic properties of zinc ferrite systems are influenced by the preparation route,
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cation distribution, grain size, and sintering conditions [34]. The smaller value of
saturation magnetization in ZnFe2O4-CCM is due to the differences in inversion
parameter, which indicates the distribution of cations between A and B sites of the
spinel lattice [34]. Moreover, the very low values of Hc and Mr indicate that the
ferrites are soft magnets. Magnetic SFs with the same chemical composition often
differ markedly from one another due to a different distribution of ions among the
sublattice (Table 22.2).

For example, zinc ferrite is a normal spinel and nonmagnetic ion Zn2C and
magnetic ion Fe3C are distributed in A and B sites, respectively [18]. But the lower
magnitudes of magnetization and occurrence of a net magnetic moment of the order
of 10.73 emu/g in zinc ferrite (for x D 1) at room temperature in the reference [46]
are indicative of the presence of Zn2C ions on the octahedral sites in nanoregime.
It can alter the cation distribution to a greater extent which is an influential factor
in determining the overall magnetic properties in the nanoregime. The small values
of coercivity indicate that the synthesized ferrites can be used for low- and high-
frequency applications [46].

In Mg–Zn ferrites [48], both Zn2C and Mg2C are diamagnetic, and therefore
the distribution of Fe3C between tetrahedral (A) and octahedral (B) sites will
determine the magnetization. In the present ferrite systems, Zn2C substantially
occupies tetrahedral (A) site, and Mg2C occupies octahedral (B) sites along with
inversion to tetrahedral (A) sites accompanied with an increase of Mg2C ion
concentration leading to the formula unit (Zn1�xMg•Fex�•)[Mgx�•Fe2�xC•]O4.
Therefore the increase of Mg2C in B sites pushes the Fe3C to A sites, thereby
strengthening A–B exchange interaction and finally resulting in the increase of
saturation magnetization [48].

The preparation of ferrite nanoparticles with controlled particle sizes leading to
the appearance of a superparamagnetic behavior remains a challenging task. On the
other hand, the magnetic anisotropy of ferrite nanoparticles can be controlled by
a proper selection of divalent dopants in the spinel structure [48]. When particle
size reaches to a critical size (Dc), in such ferrite nanoparticles, thermal fluctuations
disorganize the magnetic spins in random way like paramagnetic state, and this state
is termed as superparamagnetism. The ferrite nanoparticles with superparamagnetic
behavior are suitable for biomedical applications like targeted drug delivery, cancer
treatment by hyperthermia, etc. [48]. For example, magnetic measurements of
Zn1�xSrxFe2O4 nanoparticles [53] revealed that, at lower Sr concentration (x < 0.2),
the system shows a superparamagnetic behavior, whereas, at higher concentration
(x > 0.2), it becomes ferromagnetic. The samples ZnFe2O4, Zn0.9Mg0.1Fe2O4, and
Zn0.8Mg0.2Fe2O4 [61] with lesser Mg concentration (x D 0.0, 0.1 and 0.2) also
showed superparamagnetic behavior. This indicates that Zn2C ions occupied the
tetrahedral sites and Fe3C ions at the octahedral sites, whereas the dopant Mg2C
ions occupied either octahedral or tetrahedral sites, thus showing superparamagnetic
behavior.

It is known that in SFs, the saturation magnetization depends on the exchange
interaction between the A and B sites, i.e., A–B exchange interaction [39, 40]
(Fig. 22.2). The different types and amount of magnetic or nonmagnetic cationic
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Fig. 22.2 Configuration of the ion pairs in SFs with favorable distances and angles for effective
magnetic interactions

substitution on A and B sites strongly affect the exchange interactions among
them [39]. In ferrites, the exchange interaction occurs by the contribution of
oxygen “anions” which is called superexchange interaction. There are three prob-
able superexchange interactions in the ferrites as follows: A–A, B–B, and A–B
interactions. The inter-sublattice interactions (A–O–B) are much stronger than the
intra-sublattice interactions (A–O–A and B–O–B) in SFs with collinear ferrimag-
netic structure. The inter-sublattice interaction (A–O–B) is accountable for the
discrepancy of initial permeability and Curie temperature of SFs [39].

The bond distances between cations (Me–Me) (b, c, d, e, and f ) and cation–anion
(Me–O) (p, q, r, and s) are estimated using the following relations [40]:
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The overall strength of the magnetic interactions (A–B, B–B, and A–A) depends
upon the bond lengths and bond angles between the cations and cation–anion. The
strength is directly proportional to bond angle but inversely proportional to bond
length. The bond angles (
1, 
2, 
3, 
4, and 
5) between the cations and cation–
anion are estimated using the following relations [40]:


1 D cos�1
	

p2 C q2 � c2

2pq





2 D cos�1
	

p2 C r2 � e2

2pr





3 D cos�1
	
2p2 � b2

2p2






22 Spinel Ferrite Nanoparticles: Synthesis, Crystal Structure, Properties. . . 317


4 D cos�1
	

p2 C s2 � f 2

2ps





5 D cos�1
	

r2 C q2 � d2

2rq




For example, the estimated bond angles for the spinel system Zn1�xCoxFe2O4

[40] indicate that 
1, 
2, and 
5 increase while 
3 and 
4 decrease with increasing
Co2C concentration. The decrease in 
3 and 
4 suggests a strengthening of B–B
interactions, while 
1, 
2, and 
5 increase, which is indicative of weakening A–B
and A–A interactions with decreasing Zn2C concentration. In reference [39], it is
also reported that the magnetic exchange (A–B, A–A, and B–B) strength depends
upon the bond distance and bond angles. The strength varies directly with bond
angle and varies inversely with bond length for the Zn0.85�xNixMg0.05Cu0.1Fe2O4

spinel nanoferrites for different compositions (x D 0.00, 0.17, 0.34, 0.51, 0.85).
Furthermore, ferrites are one of the most promising photocatalysts, with the

characteristic behavior of absorbing visible light, and possess band gap in the
range 1.1–2.5 eV (Table 22.2). The optical properties of ferrite nanoparticles can
be investigated by UV–visible absorption spectroscopy. The band gap energy can
be evaluated from the Eg measurements using Kubelka–Munk (K–M) model, and
the F(R) value is estimated from the following equation:

F.R/ D .1 � R/2=2R

where F(R) is the Kubelka–Munk function and R is the diffuse reflectance. A graph
is plotted between [F(R)h	]2 and h	; the intercept value is the band gap energy.

For example, the estimated values of the band gap of Zn1�xCuxFe2O4 (x D 0.0,
0.1, 0.2, 0.3, 0.4, and 0.5) system are 2.1, 2.07, 2.05, 2.03, 2.0, and 1.95 eV,
respectively [54]. The band gap energy decreases with increasing Cu content, which
may be associated with various parameters including the crystallite size, structural
parameter, carrier concentrations, presence of very small amount of impurities
which are not detectable by XRD and SEM/EDX techniques, and lattice strain.
Interestingly, a possible correlation between the band gap and the lattice parameter
can be highlighted; it was noticed that both values of band gap as well as lattice
parameter decrease with increasing Cu concentration [54].

22.4 Applications

SFs offer numerous applications in wide-range fields, including biomedical, sensors
and biosensors, high-frequency components, low-temperature co-fired ceramic
(LTCC) devices, supercapacitors, microwave absorption, and photocatalytic activity.
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22.4.1 Biomedical

Magnetic nanoparticles possess great potential for innumerable applications like
magnetic carriers in bio-screening, magnetic resonance imaging (MRI), cell sep-
aration, contrast enhancement, tissue repair, cancer treatment and controlled drug
delivery, hyperthermia, and related biomedical areas [62]. SFs have exclusively
gained importance in magnetic hyperthermia applications. Magnetic hyperthermia
treatment is a technique whereby spherically shape-controlled ferrite nanoparticles
are targeted through the bloodstreams which can selectively kill cancer cells and
tumors by raising their temperature in the range 41–46 ıC by noninvasive manner
[63].

Spherical uniform-sized ferrite particles having an average diameter between
50 and 150 nm are used in biomedical applications to achieve high throughput.
This facilitates a uniform immobilization of bio-functional molecules on the shape-
controlled ferrite particles so as to bestow unvarying magnetic, hydrodynamic,
biocompatibility, and colloidal stability properties. Ruthradevi and co-workers [64]
attempted nickel ferrite nanoparticles in calcium phosphate nanostructure exhibiting
ferromagnetic behavior with coercivity of 0.045 T at 5 K and the superparam-
agnetic behavior with zero coercivity at 300 K giving a scope for hyperthermia
treatment. Magnetic fluid obtained by colloidal suspension of manganese/zinc
ferrite nanoparticles (15–17 nm) were stabilized through steric repulsion by coating
with biologically compatible carboxymethyl dextran (CMDx) [65]. Cell viability
measurements showed that the magnetic fluid is nontoxic to MCF-7 and CaCo-2 cell
lines at concentrations of up to 7.5 mg/mL of particle fraction for a contact time of
up to 48 h. The stability and nontoxicity, superparamagnetic behavior, and cytotoxic
effects show a possibility for biomedical applications. Calcium-doped zinc ferrite
within the range of 12–14 nm employed for hemolysis testing demonstrated that
the ferrite material was not cytotoxic when using 10 mg of ferrite/mL of solution.
Accordingly Zn0.50Ca0.50Fe2O4 was found to be a potential material for cancer
treatment by magnetic hyperthermia therapy [63]. Likewise, many spherical-shaped,
uniform-sized, and colloidal stable dispersions employing ferrite particles showcase
as promising magnetic carriers for biomedical applications.

22.4.2 Sensors and Biosensors

Ferrite nanoparticles are widely used as sensor materials for detecting different
analytes at the trace levels. CoFe2O4 plays an important role in the fabrication of gas
sensors. A simple conductometric sensor has been fabricated using samarium (Sm)-
doped cobalt ferrite for the detection of hydrogen leaks [66]. Cobalt–manganese
ferrite appears to be quite suitable for an application as CO2 gas sensors [67].
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Ferrites have also proved as excellent materials for electrochemical biosensor
because of their sensing accuracy, low detection levels of the analyte, and quick
analysis time. Some of the examples include Fe3O4, ”-Fe2O3, CoFe2O4, MnFe2O4,
and ZnFe2O4. Among these, gold (Au)-coated Fe3O4 nanoparticle-based biosensors
are widely studied and used for detection of a number of biochemical moieties [8].
Nanostructured ZnFe2O4 ionic liquid carbon paste electrode sensor exhibited low
interfacial resistance and fast electron transfer capacity, high sensitivity to trace
level, good detection limits, and excellent reproducibility for the determination of 5-
fluorourcile anticancer drug and real pharmaceutical and human urine samples even
at trace level [68].

22.4.3 High-Frequency Components

MFe2O4 (M D Mn, Fe, Co, etc.) spinels have attracted much consideration
in the recent years in applications such as computers, communications, office
automation, remote monitoring, audio and video equipment, household appliances,
and industrial automation technology. At present, electronic industries are in need
of magnetic materials especially ferrite-based compounds. Nevertheless, with the
arrival of high-frequency applications, the regular techniques of reducing eddy
current losses, using iron cores which are in practice, become less efficient and
not cost-effective. Moreover, the existing switched mode power supplies industries
required even low energy losses in power conversion with maintenance of adequate
initial permeability. Manganese–zinc ferrite with low magnetic loss, high saturation
magnetization, high permeability, and high magnetic domain relaxation frequency
was achieved. This type of ferrite material finds use in electronic and electrical
industries especially for manufacturing deflection yoke rings, memory chips, mag-
netic recording heads, transformers, transducers, and other devices [69].

22.4.4 LTCC Devices

By the advent of miniaturization of electronic products, the low temperature co-fired
ceramic (LTCC) materials and chip devices have gained importance due to their
small volume and mass. NiCuZn ferrite and M-type barium ferrite play a dominant
role in the manufacture of components in miniature form. These ferrites led to
surface mounting devices and are used as multilayer chip inductor and wire wound
chip inductor. Specifically, NiCuZn ferrites are best suited magnetic materials
for capacitors, transformers, microwave gyromagnetic devices, and components
in electronic products like cell phones, video cameras [70], laptops, and wireless
communication systems [71, 72].
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22.4.5 Supercapacitors

CoFe2O4, SnFe2O4, and many other metal ferrites have been largely used for charge
storage applications. Recently, doped manganese ferrite nanoparticles chemically
anchored on graphene nanosheets exhibited an enhanced capacitive performance
as compared to individual components due to the synergistic effect of faradic
behavior and electric double layer capacitance. The ferrites in various morphologies
have influence in varying the surface area of the material leading to different
supercapacitance values. The higher the surface area, the higher the charge storage
capacity becomes. The ferrites are observed to have a specific capacitance value
around 50–400 F/g. The fascinating electrochemical activity of several ferrite
nanocomposites makes them a potential candidate for supercapacitor applications
[73–75].

22.4.6 Microwave Absorption

In the day-to-day life applications, radio broadcasting, satellite communications,
radars, GPS, cell phones, and wireless networks operate at microwave frequency
range 1–18GHz. The efficiency of these systems can be severely affected by
unwanted reflections or emissions in addition to associated health risks. In this
context, ferrites play a predominant role in reflection suppression or damping of
free space electromagnetic waves [76].

Various compounds mainly based on planar M-, W-, Y-, Z-, and U-type
hexagonal ferrite structures are extensively employed as electromagnetic (EM)
wave absorbers. Some of the widely discussed materials are lithium–zinc ferrite
doped with La and Mg, SrFe12O19/TiO2 nanocomposites, doped barium ferrite,
Ce-substituted barium ferrite, nickel- and zinc-substituted strontium hexaferrite,
MnFe2O4/wax, RGO/MnFe2O4/wax, and the RGO/MnFe2O4/PVDF; these are
some of the most excellent wave absorbing ferrites in the microwave frequency
range of 8–12 GHz (X band). All the above materials have been evaluated with
a minimum reflection loss observed at the studied frequency range. In addition,
similar substituted hexagonal ferrites are also tested for broadband absorption
between 12 and 30 GHz and thus suiting application in RADAR absorption [77–
81].

22.4.7 Photocatalytic Activity

Ferrites are one of the most promising photocatalysts, with the characteristic
behavior of absorbing visible light, and possess a band gap in the range 1.1–2.3 eV.
Besides, ferrites overcome the technical problem of separation and reuse as they
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are magnetically separable. The spinel structure of metal ferrites provides extra
catalytic reaction sites resulting in enhanced photocatalytic degradation efficiency.
Ferrites possess important photocatalytic properties for many industrial processes,
including the oxidative dehydrogenation of hydrocarbons; photo-Fenton-like pro-
cess; decomposition of alcohols and hydrogen peroxide; the treatment of exhaust
gases; the oxidation of compounds such as CO, H2, CH4, and chlorobenzene;
the hydroxylation of phenol; alkylation reactions; the hydrodesulphurization of
crude petroleum; the catalytic combustion of methane; degradation of toxic dyes;
elimination of contaminants from water and air; odor control; bacterial inactivation;
water splitting to produce H2; the inactivation of cancer cells; and many others.
Numerous studies have focused on potential ferrite catalyst such as meso-CuFe2O4,
meso-CoFe2O4, GO-NiFe2O4, BiFeO3, ZnFe2O4, Fe3O4, MnFe2O4 with activated
carbon, BaFe2O4, BaFeO3�x, ZnFe2O4–graphene, mesoporous-ZnFe2O4, CuFe2O4,
CoFe2O4, MnFe2O4, NiFe2O4 CoFe2O4–graphene, SrFe12O19, etc. Utilizing ferrite-
based photocatalytic studies for wider applications promotes sustainable eco-
friendly and cleaner technologies [44, 82, 83].

22.5 Conclusions

In this chapter, synthesis methods, crystal structure, properties, and perspective
applications of SFs are summarized. Magnetic spinel nanoparticles gained a lot
of interest due to their ability to be manipulated upon application of an external
magnetic field and thereby can be utilized as gas sensors, catalysts, photocatalysts,
adsorbents, electronic devices, etc. The specific focus was on the methods of
preparation (microemulsion, ultrasonic, non-hydrolytic, solvothermal, coprecipita-
tion, sol–gel, microwave-assisted, mechanical milling, etc.), the crystal structure,
magnetic and optical properties, and different application of SFs. The influence of
the synthesis method on the ferrite particle size was also described. The crystal
structure, cationic distribution, and exchange interaction between the magnetic ions
are responsible for the magnetic behavior in SFs. Finally, it can be concluded that
SFs are suitable materials for many technological applications.
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Chapter 23
Study of MAX Phase-Based Compacts Obtained
by Shock-Wave Loading Method

Larysa Sudnik, Aleksey Luchenok, Yuliya Kaladkevich, Victor Tkachuk,
Tatiana Prikhna, and Artem Kozyrev

23.1 Introduction

Interest to the MAX phases (ternary compounds with general formula MnC1AXn,
where M is early-transition metal, A is element of A group, X is carbon or nitrogen)
[1] is determined by combining the properties of metal and ceramic, what makes
these materials promising for use in mechanical engineering, energetic, and aviation
industry [2]. MAX phases have both metallic and ceramic properties due to their
nanolaminate structure of elementary crystal lattice, where layers of octahedral
M6X are alternate with atoms of A element. In results, MAX phases have low
density, high heat resistance, resistance to oxidation, high thermal and electrical
conductivity, and the toughness at high temperature [3, 4].

Nonporous material with high volume of MAX phase may be obtained by
compacting MAX phase powder by shock-wave loading method.

Shock-wave loading method is impact of explosion energy on materials through
any obstacle. Traditional technique of explosive compression is based on shock-
wave loading of prepared samples by planar or cylindrical configuration. The
mechanism of this method is activation of the powder grains and subsequently
milling them during the loading. This increases the crystal lattice defects, the surface
area of the powder, and the area of contact between the grains. All these lead to the
activation of the sintering of material [5].

In this paper, we evaluated the possibility of using this technique for compacting
powders of the MAX phases Ti2AlC and Ti3AlC2.
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23.2 Methodology of the Experiments

MAX phase-based materials of Ti-Al-C system were synthesized at the Institute
for Superhard Materials from mixture of the powders TiC/TiH2/Al in ratio 2/2/1.25
for Ti2AlC and 2/1/1.25 for Ti3AlC2. Excessive amounts of aluminum were 25%,
because Al evaporates at high temperature. All samples were obtained by free
sintering method in vacuum at 1350 ı´ and different duration of the synthesis
process. Ti2AlC and Ti3AlC2 powders were carried out on a planar configuration
(Fig. 23.1) by using a pulse industrial explosive.

The process of compacting involves three steps. At first, the powder is dried and
homogenized. Then material is placed in shaping elements in the container between
plates of base and punch (steel sheets 2 and 8 mm). This equipment is placed on sand
base, explosive charge is set on top (ammonite 6GV), height of charge is 32 mm,
and weight is 4 kg. After charge, detonation compressing the material by a shock
wave occurs. Parameters of loading were detonation velocity D D 4 � 103 m/s and
pressure pD 2.5–3.5 GPa. Obtained compacts were treated at 950 ı´ for 90 min.

Phase composition of compacts was analyzed by X-ray (CuK’ emitting in the
range of angles 2‚ 18–88ı). Data processing was carried out using full-profile
Rietveld method. Measurement error for this system was 3%.

Density and porosity of the samples were determined by hydrostatic weighing
method. Calculation was carried out based on the results of quantitative X-ray
analysis. In calculating, such values of theoretical density were used: Ti2AlC,
4.10 g/cm3; Ti3AlC2, 4.24 g/cm3; TiC, 4.93 g/cm3; and Al2O3, 3.98 g/cm3.

Fig. 23.1 Scheme of the
shock-wave compression
(planar configuration)
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Microhardness measurements were carried out using a Vickers indenter on PMT-
3 at loading 1.96 N (200 g).

Microhardness was calculated by Eq. (23.1):

H� D 1854�P

C2
� 10 (23.1)

where:
°� is microhardness, MPa.
P is loading on indenter, g.
´ is indention diagonal, �m.

Microhardness was measured on the surface, which was in contact with the base
plate.

23.3 Experimental Data and Discussion of the Results

Six compacts of MAX phase of the system Ti-Al-C were obtained by compacting
the powders during shock-wave loading. Two of them were Ti2AlC, and four were
Ti3AlC2. The samples were flat cylinders, with a diameter of 30 mm and a height of
5 mm (Fig. 23.2). One of the tasks of the study was to obtain compacts with high
volume of MAX phase. Comparative analysis of phase composition of materials
before and after compacting was carried out. Results of X-ray analysis are shown in
Table 23.1.

Fig. 23.2 Compacts of MAX phases after shock-wave loading
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Table 23.1 Characteristics of the materials before and after compacting

The phase composition, wt.%
Sample

MAX phase
formula

Time of
synthesis, min

Stage of
compacting Ti2AlC Ti3AlC2 TiC Al2O3 Impurities

1 Ti2AlC 30 Before 86 – 11 – (Ti4N3) 3
After 97 – 3 – –

2 Ti2AlC 120 Before 97 – 3 – –
After 96 – 4 – –

3 Ti3AlC2 30 Before – 98 2 – –
After 17 79 3 1 –

4 Ti3AlC2 30 Before – 94 6 – –
After – 92 6 2 –

5 Ti3AlC2 30 Before – 96 4 – –
After – 90 6 4 –

6 Ti3AlC2 180 Before – 64 36 – –
After 3 54 43 – –

High amount of Ti2AlC was found in samples 1 and 2. In sample 1, during
compacting, the amount of MAX phase increases from 86 to 97 wt.%, and the
amount of titanium carbide decreases from 11 to 3 wt.%. In sample 2, changes
of phase composition were in the range of 1%. Impurities of Ti4N3 are present in
sample 1 due to the presence of impurities in starting materials.

In samples 3, 4, and 5, before compacting, content of Ti3AlC2 was in the range
90–98 wt.%. In sample 6, content of Ti3AlC2 was 64 wt.%. It may be due to the
synthesis conditions (synthesis time was 180 min for sample 6, whereas synthesis
time for samples 3, 4, and 5 was only 30 min). During loading, decrease in amount
of MAX phase occurred. In samples 4 and 5, change of content was 2–6 wt.%.
But in sample 3, content of Ti3AlC2 was decreased from 98 to 79 wt.%. 17 wt.%
Ti2AlC was observed in this sample after compacting. The observed phenomenon
is probably due to the use of different titanium carbide as starting powder.

Samples 1 and 3 were compacted from powders with carbon-deficient titanium
carbide. The material has a high content of MAX phase, but demonstrates low
stability of phase composition. Activation of powder grains during shock-wave
loading leads to rearrangement of the atoms in the crystal lattice, achieving
equilibrium composition. In the case of sample 1, this phenomenon has positive
effect and is accompanied by an increase of amount of Ti2AlC phase of 11 wt.%. In
sample 3, on the contrary, it leads to a decreased amount of phase Ti3AlC2 due to
the decomposition. Results of investigation of phase composition, density, porosity,
and microhardness of obtained compacts are shown in Table 23.2.

Analysis of the density and porosity of the compacts showed that theoretical
density has not been achieved. Densities of samples 1 and 2 were 3.36 and
3.40 g/cm3, respectively, but theoretical density for Ti2AlC is 4.10 g/cm3. Thus,
porosity of samples 1 and 2 was about 18%. Densities for samples 3, 4, and 5 was
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Table 23.2 Characteristics of MAX phase compacts

Sample Ti2AlC Ti3AlC2 TiC Al2O3 � , g/cm3 P, % H�, MPa

1 97 – 3 – 3.36 18.4 547
2 96 – 4 – 3.40 17.6 605
3 17 79 3 1 3.67 13.3 619
4 – 92 6 2 3.70 13.3 605
5 – 90 6 4 3.67 13.6 456
6 3 54 43 – 3.59 18.7 690
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Fig. 23.3 Change microhardness over the surface (sample 5)

in the range from 3.67 to 3.70 g/cm3, whereas theoretical density for Ti3AlC2 is
4.24 g/cm3. Porosity of these three samples is less than samples 1 and 2 and was
13.3–13.6%.

Thus, we can say that a relatively effective compression is observed only for
materials based on Ti3AlC2. The exception was sample 6, where porosity was
18.7%. Probably this phenomenon is a consequence of significant amount of
titanium carbide. It increases during compacting due to decomposition of Ti3AlC2.

All samples were characterized by approximately the same mean values of
microhardness, which were low than literature data. Microhardness of compacts
was in the range from 450 to 690 MPa. It was observed that when compared to
microhardness, values were different between maximum and minimum values for
samples 1, 3, and 6 (45, 55, and 40%, respectively). Sample 5 was characterized with
most uniform distribution of microhardness over surface (Fig. 23.3). The difference
between maximum and minimum values was 23% (442–570 MPa).

Also, it was noted that samples with porosity 	18% (samples 1, 2, and 6) have
uneven distribution of microhardness over surface. MAX phase structural type 211
prevails in samples 1 and 2 (97 and 96 wt.%, respectively). In sample 6, significant
amount of titanium carbide (almost 43 wt.%) were present, but this did not caused
increase of microhardness in relatively other samples.
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Fig. 23.4 Change microhardness over the depth (sample 4)

The depth distribution of microhardness at loading 200 g for sample 4 is shown
in Fig. 23.4. Measuring was carried out in eight points with steps 0.5 mm and depth
4 mm. The average microhardness value was 801 MPa.

23.4 Conclusion

As can be seen, the method of the shock-wave loading can be used for compacting
materials based on Ti-Al-C system MAX phases. Study of phase composition of
materials showed that destruction of MAX phase during loading doesn’t occur.
However, ratio of titanium and carbon play important role in starting powder of
titanium carbide. Deficient in carbon during loading, occurs formation phase Ti2AlC
as the closer on stoichiometry in the case of material synthesis from titanium
carbide.

A relatively effective compression was achieved only to materials based on phase
structural type 312. However, this consolidation was uneven. Harder area was in the
depth of the sample, whereas the layer near the surface was characterized by high
porosity.

Powder of Ti2AlC at the same conditions of compacting was compressed worse,
and obtained materials have strong homogeneity. Probably it was due to the
insufficient pressure and short time of shock-wave action on compacted materials.
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24.1 Introduction

Photovoltaics is intensively developed as an alternative renewable energy source
and may replace conventional energy sources based on fossil fuels in the nearest
future [1–3]. For further development and worldwide market growth of photovoltaic
power generation, a cost reduction of the PV systems is one of the major issues [4,
5]. Among the approaches followed in thin film photovoltaics, solar cells based
on hydrogenated amorphous (a-Si:H) or microcrystalline (pc-Si:H) silicon offer
specific advantages. Earlier and recent studies indicate a substantial cost reduction
potential [6] compared to the conventional crystalline silicon wafer technology. The
low material costs and proven manufacturability of a-Si:H solar modules make
them ideally suited for low-cost application on large scale. An integral part of
these devices are the transparent conductive oxide (TCO) layers used as a front
electrode and as part of the back side reflector. When applied at the front side, the
TCO has to possess a high transparency in the spectral region, where the solar cell
is operating, a high electrical conductivity, and a surface structure, which leads
to sufficient scattering of the incoming light into the silicon absorber layer [7].
The scattering at interfaces between neighboring layers with different refractive
indices and subsequent trapping of the incident light within the silicon absorber
is crucial for all thin film silicon solar cells to gain high efficiency. For amorphous
or microcrystalline cells, light scattering is usually achieved by nanotexturing the
front TCO electrodes (with a typical root mean square surface roughness of 40–
150 nm) and/or nanotextured back reflectors. In the ideal case, these rough layers
can introduce nearly completely diffuse transmission or reflection of light, leading
to very effective light trapping. TCO is also used between silicon and the metallic
contact as a part of the back reflector to improve its optical properties and to act as a
diffusion barrier [8]. Furthermore, applied in a-Si:H/pc-Si:H “micromorph” tandem
solar cells, TCO can be used as an intermediate reflector between top and bottom
cell to increase the current in the thin amorphous silicon top cell [6, 8, 9]. As a result
the thickness of the a-Si:H top cell can be decreased to improve the stability of the
cell against light-induced degradation. Finally, nano-rough TCO front contacts act
as an efficient antireflection coating due to the refractive index grading at the rough
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TCO/Si interface. In summary, TCOs play an important role in thin film silicon solar
cell structure and have a decisive influence on the efficiencies presently achievable
in state-of-the art amorphous, microcrystalline, or micromorph solar cells [10].

Basic types of photovoltaic cells, such as crystalline, microcrystalline, and
amorphous silicon based [11], were already examined and optimized in many
aspects. At the same time, a necessity appears to search for new solutions to rising
efficiency of solar cells. One of the most promising directions for optimization of
the cells is the surface texturization. The Bragg reflection is connected with planar,
untexturized surface, which restricts penetration of photons into p-n junction. Vice
versa, the texturization provides trapping the solar light inside the cell structure,
catching the photons, and, as a result, increasing the conversion of solar energy.

Zinc oxide is a wide-bandgap semiconductor of the II–VI semiconductor groups
with n-type conductivity. It is considered as one of the best materials as a texture on
silicon cells [12, 13], due to its chemical and thermal stability, large exciton binding
energy (60 meV), and large bandgap energy at room temperature of about 3.37 eV
[14, 15]. The most used methods for obtaining thin films of zinc oxide are chemical
vapor deposition (CVD) or physical vapor deposition (PVD) [16, 17].

In present work pulsed laser deposition (PLD) method was used to improve
the standard Si photovoltaic devices by ZnO thin films due to wide variation of
technological capabilities [18].

24.2 Experimental

The modular platform of PREVAC company was used for deposition of thin films
of zinc oxide (Fig. 24.1). There are five main components of the platform: (1)
processing chamber PVD, (2) processing chamber PLD, (3) distribution chamber
(UFO) connected with sluice to contain the samples and deliver them to PLD and
PVD chambers, (4) sluice chamber, and (5) storing chamber. From the beginning
of the experiment, the samples were cut and fitted to sample holder. Then,
substrate was cleaned and degreased physically and chemically to improve adhesive
parameters of samples and to avoid falling apart the deposited films. Each sample
was placed in holder disposed in load sluice. Finally, the appropriate experiment
conditions (laser power and temperature of substrate) were set on the control panel.
The process of thin ZnO film growth on silicon substrate and ITO/glass is realized
by PLD method.

The most important factors influencing the properties of thin films obtained by
PLD technique are temperature of substrate, power of laser, and time of deposition.
Zinc oxide thin films were grown at various substrate temperatures Ts in the range
between 25 and 300 ıC using pulse laser YAG:Nd3C of 532 nm wavelength (second
harmonics) with impulse time of 6 ns and fluence of 16 J/cm2. The laser beam was
focused on the pressed ZnO powder target using a quartz lens with focal distance
of 600 mm. The pressure in the processing chamber was about 10�8 mbar. The
technological parameters of obtained samples are presented in Table 24.1.
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Fig. 24.1 The modular platform for thin film deposition

Table 24.1 Technological parameters of manufactured samples

Sample
Sample
code

Vacuum
p, mbar

Fluence,
J/cm2 Substrate

Substrate
temperature
Tp, ıC

Time of
manufacturing
t, min

P1 16-01-26 1.29 � 10�8 11 Si 25 20
P2 PLD-200A 16-02-01 1.16 � 10�8 11 Si 200 20
P3 PLD- 200B 16-03-10 1.16 � 10�8 16 Si 200 20
P4 PLD-300 16-03-15 1.16 � 10�8 16 Si 300 20

Structural parameters and cross section of samples were characterized by
scanning electron microscopy (SEM) Vega3 Tescan. The cross-sectional study was
carried out on the structures with the substrate temperature of 200 and 300 ıC.

To measure current-voltage characteristic (CVC) of cell, each sample was
connected by soldering with silver wires. Samples were soldered by standard
soldering station. Characterization of samples was made using solar simulator
at standard conditions. CVC measurements were carried out in dark and light
conditions. Illumination was obtained using halogen lamp with power density of
850 W/m2.
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24.3 Results

24.3.1 Morphology

Figure 24.2 shows SEM images of surface of ZnO/Si structure. Sample P1 (Fig.
24.2a) was deposited on the silicon substrate at 25 ıC, and its surface had been
modified into pyramid-like surface. It is observed that condensation of ZnO layers
has got the biggest intensity on the tops of pyramids. For sample P2 (Fig. 24.2b)
obtained at 200 ıC, we can see the homogenous structure with a small amount
of spherical precipitates. There are a few precipitates with a size of 400 nm on
the surface. It is interesting to note the presence of nanowire-like element with a
diameter of 150 nm and length of 500 nm (Fig. 24.2c). For sample P3 (Fig. 24.2d),

Fig. 24.2 Morphology of ZnO/Si thin films for samples: (a) P1 PLD, (b) and (c) P2 PLD-200A,
(d) P3 PLD-200B, and (e) P4 PLD-300
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Fig. 24.2 (continued)

the increase of fluence from 11 to 16 J/cm2 leads to a big amount of defects with
irregular shapes. Sample P4 (Fig. 24.2d) is characterized by regular surface with a
small amount of spherical precipitates, with a size up to 250 nm. It can be concluded
that increasing the substrate temperature significantly affects the surface structure,
reducing the number of defects and making the surface more uniform.

On cross-sectional morphology of sample P3 (Fig. 24.3), we observed the
condensed film in planar mode. It has the layered structure with clearly visible phase
boundaries. Interlayers located closer to the substrate are characterized by bigger
amount of defects. For sample P4 (Fig. 24.4), columnar type of growth oriented in
c direction of hexagonal structure of wurtzite is noticed. In this case, type of growth
is oriented by temperature of the substrate.
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Fig. 24.3 Cross-sectional morphology of P2 PLD-200A sample

Fig. 24.4 Cross-sectional morphology of P4 PLD-300 sample with two magnifications

24.3.2 Current-Voltage Characteristics

Figure 24.5 shows current-voltage characteristics for the ZnO/Si samples measured
under the illumination of 850 W/m2. In the case of sample P1, we observed
classical plot for light conditions. For the P2 sample with ZnO film deposited
in temperature 200 ıC, the change of characteristics is observed. It is noticed
that current increases rapidly in reverse bias. What is more, in the forward bias,
change of the current is also visible. Intensity of current through the junction at
light conditions increases much rapidly than intensity of current in the junction
investigated in dark conditions. For the P3 sample, cleaning of the surface in the
vacuum conditions with halogen lamp was not accomplished. CVCs in the reverse
bias are similar to the characteristics of cell without ZnO deposition. Decreasing of
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Fig. 24.5 Current-voltage characteristics for samples P1 (a), P2 (b), P3 (c), and P4 (d) measured
in the dark and under illumination and current density for all samples under illumination (e, f)

the energy parameters of junction is clearly visible. For sample P4 with zinc oxide
film deposited at 300 ıC, the CVCs are similar to the P2 sample characteristics,
although the current flowing through the junction in the reverse bias increases slowly
than in the case of P2 sample.
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Table 24.2 PV properties of obtained solar cell samples

Sample Voc, V Jsc, A JSC/cm2, A/cm2 FF, % �, %

P1 PLD 0.53240 0.01700 0.06389 42 16
P2 PLD-200A 0.50536 0.00933 0.07177 38 17
P3 PLD-200B 0.62576 0.01055 0.01665 15 14
P4 PLD-300 0.50514 0.01350 0.09027 36 19
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Fig. 24.6 Power corresponding to appropriate voltage of cell

24.3.3 Maximal Powers and Efficiency

On the chart, power generated by unit of surface for each sample is presented.
The photovoltaic parameters obtained from the fit are summarized in Table 24.2.
Notable differences are clearly visible for each of the case, for example, for the P3
sample, decreasing of generated power is noticed. Maximal value of power density
is observed for the junction with film deposited with 300 ıC temperature of substrate
and can be observed on Fig. 24.6. Appointed efficiencies are 16% for P1, 17% for
P2 PLD-200A, 14% for P3 PLD-200B, and 19% for P4 PLD-300.

24.4 Conclusion

The thin films of zinc oxide were obtained on the standard silicon cells. Different
types of ZnO layer growth were observed depending on deposition parameters.
Two types of growth were indicated: planar and columnar mode. Based on
voltage-current characteristics generated per unit by the individual structures, the
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improvement of photovoltaic efficiency for samples P4 PLD-300 and P2 PLD-200A
was noticed. For the P3 PLD-200B sample, efficiency decreased distinctly. It was
found that increasing of efficiency is connected with columnar type of growth. Layer
with this structure is characterized by lower reflectance and acts as fiber, causing
the increasing of the amount of photons reaching the active region of p-n junction
of silicon cells. For the samples with planar type of thin ZnO film growth, it was
observed that power generated in cells highly decreased. It is caused by decreasing
of the amount of absorbed photons as a result of increasing of reflectance for this
layer.
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Chapter 25
Influence of Growth Condition and Thermal
Treatment of Thin Copper Oxide Films
Obtained by Magnetron Sputtering on Their
Transmission Spectra

G. Wisz, P. Potera, Ł. Głowa, and M. Kaczor

25.1 Introduction

At present intensive research is under way on developing technology that makes
it possible to produce low-cost solar panels for the mass market. The research
has been focused on about 10 chemical compounds, of which the most promising
is cuprous oxide (II) – Cu2O. Cuprous oxide (II) (Cu2O) has occasionally been
investigated as a possible nontoxic, earth-abundant photovoltaic material with a high
absorption coefficient in the visible region and large exciton binding energy [1, 2].
A photovoltaic effect was observed, for example, for ZnO/Cu2O, Ga2O3/Cu2O,
and TiO2/Cu2O structures [3]. However, relatively few attempts have been made
to fabricate photovoltaic cells with cuprous oxide. The optimization of Cu2O solar
cells is slowed down by the lack of clear understanding of its electronic and
thermodynamic properties and by the difficulties in the doping process.

It is commonly known that conditions of growth and thermal treatment after
growth can affect the physicochemical properties of thin layers [4]. One of the
characteristic parameters of films is their transmission, which describes their optical
quality. Copper oxide is a semiconductor that shows varying optical behavior
because of the stoichiometric deviations arising from the methods of its preparation
and its parameters [5]. It has been reported that many of the methods of growing a
copper oxide layer result in a combined growth of Cu2O and CuO [5].

In this work, the results of research on the dependence of the transmission
spectrum of copper oxide thin films on glass versus conditions of growth and heating
in air will be presented.
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25.2 Experimental Setup

Copper oxide thin films on a glass substrate were obtained in a mixed argon–oxygen
atmosphere by magnetron sputtering using a modular PREVAC platform at Rzeszow
University.

Thin films of copper oxide were deposited on microscope glass substrates
(25�25�0.1 mm). The distance between the source and substrate was 2.6 cm. The
starting materials were a solid copper target (99.995% purity) and two gases, oxygen
(reactive gas) and argon (sputtering gas). The deposition chamber was evacuated to
a base pressure of 5 � 10�6 mbar. The pressure during deposition was maintained
at 5.5 � 10�3 mbar. Sputtering was done for 10 min. Copper oxide thin films were
prepared under various oxygen flow rates (sample 3: 4 cm3/s; samples 1 and 2:
8 cm3/s), while the other deposition parameters, such as power (sample 2: 55 W;
sample 1 and 3: 70 W), substrate temperature (297 K), argon flow rates (4 cm3/s),
and sputtering pressure, were held constant. The flow of oxygen into the deposition
chamber was monitored using mass flow controllers and gas regulators interfaced to
a computer.

The transmission spectra of thin films were recorded using a CARY 5000
spectrophotometer immediately after growth and 6 months after growth. After an
additional 6 months following growth the samples were annealed in air for 30 min
in temperatures of 150 ıC, 300 ıC, and 450 ıC. After each annealing step, the
transmission spectra were obtained.

25.3 Results

The transmission of samples (Figs. 25.1, 25.2, and 25.3) depended strongly on
growth conditions (oxygen flow, power of deposition). The samples had an average
optical transparency of 50–85% in the region from 800 to 1100 nm. This indicates
a low amount of impurities and a few lattice defects in the obtained films. Also, the
flat range of the transmission curves without interference fringes emphasized the
surface uniformity with a small crystallite size. In addition, the lack of interference
fringes in the transmission spectra was due to surface roughness, tower height, and
scattering at the grain boundaries.

For the same gas flow and different power (samples 1 and 2) very different
transmission spectra were obtained (Figs. 25.1 and 25.2). At a higher deposition
power (70 W) the minimum transmission near 750 nm was observed, but at a lower
power (55 W), only a slight decrease in transmission above 900 nm was detected. A
similar situation was observed for sample growth at the same deposition power and
different gas flows (samples 1 and 3). For smaller flow the minimum transmission
was not observed (Figs. 25.1 and 25.3). The change in optical transmittance with
an increase in oxygen flow rate during deposition was also observed in [6] at a
sputtering power of 200 W.
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Fig. 25.1 Transmission spectra of the sample No 1

Fig. 25.2 Transmission spectra of the sample No 2

For all samples we observed that changes in transmission with time. The
transmissions measured immediately after growth and 6 months after growth (e.g.,
right before annealing) were different; for samples 1 and 2 the average transmission
value increased slightly with time, but for sample 3 the opposite effect was observed.
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Fig. 25.3 Transmission spectra of the sample No 3

Samples were annealed at temperatures of 150, 300, and 450 ıC for 30 min.
The transmission spectra changed for all samples. For sample 1 a slight increase
in transmission at 150 ıC was observed and a decrease at 300 and 450 ıC took
place. A particularly strong change was observed at 450 ıC. For sample 2, an
increase in transmission was observed only at 300 ıC (Fig. 25.2), but for sample
3 an increase of transmission took place with a partial decrease only below 800 nm
at an annealing temperature of 450 ıC (Fig. 25.3). A decrease in transmission with
annealing temperature was also observed for copper oxide thin film prepared by
chemical deposition [7].

The absorption edge of the samples can be approximated by a Tauc relation [8]:

˛h# D B
�
h# � Eg

��
;

where Eg is the optical band gap, h is Planck’s constant, 	 is the frequency of
incident photons, B is a constant, and � is the index, which can have different values
(2, 3, ½, and 1/3) denoting indirect allowed, indirect forbidden, direct allowed, and
direct forbidden transitions, respectively. In our case, the approximation at � D 1/2
was satisfactory for all samples, which corresponded with direct allowed transitions.

For direct transition, the optical band gap energy of films was determined using
the equation [8]

.˛h	/2 D A
�
h	 � Eg

�
:
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Table 25.1 The Eg and Eu values for investigated samples

Sample 1 Sample 2 Sample 3
Tauc Eg, eV Eu, eV Eg, eV Eu, eV Eg, eV Eu, eV

As-grown 2.44 0.67 2.07 1.07 2.23 –
After 6 months (immediately before
annealing) 2.46 1.00 2.05 1.21 2.18 –
Annealing at 150 ıC 2.46 0.98 1.87 0.92 2.23 –
Annealing at 300 ıC 2.46 0.88 1.97 1.37 2.20 –
Annealing at 450 ıC 1.77 0.42 1.93 1.22 2.11 –

The band gap values for all samples and annealing temperatures are given in
Table 25.1.

According to the literature, cupric oxide (CuO) has a band gap of 1.21–2.1 eV
and cuprous oxide (Cu2O) has a band gap of approximately 2.2–2.9 eV [9]. Our
results are in good agreement with the value for cuprous oxide.

The energy gap value decreases with decreases in power or oxygen flow.
Annealing did not change this tendency. Additionally, a strong decrease in Eg values
compared with the values obtained for samples before annealing was observed for
annealing at 450 ıC. This suggests that at this temperature, the production of cupric
oxide is more effective than at lower temperatures. It was early observed that the
kinetics of CuO formation is much slower than that of Cu2O [6], which gives an
advantage to the Cu2O phase in comparison to the CuO phase. At 450 ıC,substantial
oxidation of Cu2O takes place, and the creation of CuO is more effective than at
lower temperatures.

The incorporation of impurities into a semiconductor often reveals the formation
of band tailing in the band gap, interactions with phonons, and the presence of a tail
absorption profile that follows the empirical Urbach law [10]:

8<
:
˛ .h	/ D ˛0e

hv
EU

EU D ˛ .h	/
h

dŒ˛.h	/�
dŒh	�

i�1 D h
�

d
d	 .ln˛ .h	//

��1
:

The absorption tails can be observed also for disordered systems, for example,
glasses. In our experiment, absorption tails were observed for samples 1 and 2, but
for sample 3 none was observed. The approximate values of the Urbach energy
for samples 1 and 2 are given in Table 1. The Urbach energy strongly depends on
time—growth with time. For sample 1 the Urbach energy strongly decreased with
annealing temperature, but for sample 2, a lowering of Eu values from baseline at
150ıC and an increase at 300 and 450ıC were observed.
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25.4 Conclusion

The transmission spectra of copper oxide film obtained by magnetron sputtering
depend on growth conditions (oxygen content, power of deposition) and changes
during annealing with annealing temperatures. The absorption spectra of layers
change over time. Growth and annealing conditions affect the value of the optical
energy band gap and the Urbach energy.
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Chapter 26
Structural, Catalytic, and Thermal Properties
of Stainless Steel with Nanoscale Metal
Surface Layer

V. Honcharov, V. Zazhigalov, Z. Sawlowicz, R. Socha, and J. Gurgol

26.1 Introduction

Modern catalyst systems should have the high activity, selectivity, mechanical
strength, thermal stability, and so on. One of the directions providing these
requirements is the creation of catalytic systems with a low content of active
elements (their nanolayers) deposited on supports.

Analysis of the literature [1–6] demonstrates that the use of different metal
structures, metal foams, sheets, fibers, foils, etc. as the supports, is the most
promising pathway for catalyst preparation. Catalytic systems based on metallic
supports have high strength, heat resistance, and thermal and electrical conductivity.
These facts determine the possibility of their use as neutralizer combustion engine
gas, oxidation catalysts of hydrocarbon, hydrogen generation catalyst, components
of thermal power plants, etc. Various methods are used for catalyst production on
metal supports. Broad prospects have ion-plasma methods [4, 7–11]. In particular,
the technology of ionic implantation has significant advantages [12–15]. Ionic
implantation, due to local influence and high controllability of process, permits to

V. Honcharov (�)
Institute of Chemical Technology, V. Dal’ East-Ukrainian National University, Rubizhne, Ukraine
e-mail: gonch_vit@rambler.ru

V. Zazhigalov
Institute for Sorption and Problems of Endoecology, National Academy of Sciences of Ukraine,
Kyiv, Ukraine
e-mail: zazhigal@ispe.kiev.ua

Z. Sawlowicz
Jagellonian University, Krakow, Poland

R. Socha • J. Gurgol
J. Haber Institute of Catalysis and Surface Chemistry, PAS, Krakow, Poland

© Springer International Publishing AG 2017
O. Fesenko, L. Yatsenko (eds.), Nanophysics, Nanomaterials, Interface Studies,
and Applications, Springer Proceedings in Physics 195,
DOI 10.1007/978-3-319-56422-7_26

355

mailto:gonch_vit@rambler.ru
mailto:zazhigal@ispe.kiev.ua


356 V. Honcharov et al.

obtain nanolayers of active components, to reduce the costs of the catalyst, and to
increase the level of compatibility of components by forming the intermediate layer
with the introduction of metal ions in the support [16–18]. It is necessary to note that
this method practically was not used in catalyst preparation. Therefore, the studies
of the application of ionic implantation in supported metal-based catalyst synthesis
are very topical.

26.2 The Experimental Part

The low-temperature ionic implantation method was used for preparation of
nanocomposites on the base of stainless steel with a low content of active
components. The essence of this method is to introduce metal ions accelerated
to an energy of 20–40 keV in an electrically conductive support (Fig. 26.1).

The composites containing Al, Ni, Cr, Ti, Mo, and Zr based on stainless steel foil
(SSF) were prepared in the installation of low-temperature implantation (Fig. 26.2)
with one- or two-element (step-by-step) deposition. The implantation dose was
D� 5 • 1017 cm�2, which corresponds to the penetration of target ions to a depth of
support on the order of hundreds of nanometers. The synthesized composites were
studied by means of traditional XRD and XRD of thin films, SEM, AFM, and XPS
methods.

The temperature of the composite surface at their heating by electric current
was determined. The catalytic properties of the samples in hydrogen production
from ethanol were determined in traditional catalytic reactor (with reaction mixture
heating) and in reactor with catalyst heating by electric current only.

Fig. 26.1 Scheme of ionic
implantation
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Fig. 26.2 Installation of the
ionic implantation

26.3 Results and Discussion

The results of XRD study of the prepared composites show the presence of austenite
phase, characteristic for the stainless steel support (SS) only (Fig. 26.3). So,
the metal implantation procedure does not lead to the formation of metal or its
compound crystalline phase.

The results obtained with the help of XRD of thin films method (Fig. 26.4) also
showed the absence of crystalline phases and introduced implants, which can be
connected with their amorphous state, and the presence of the austenite phase only
belong to the original support. It should be noted that the secondary implantation
(first aluminum and then nickel) also is not accompanied by the change of the
structural state of the composite surface.

The data obtained by SEM method (Figs. 26.5 and 26.6, cross section of the
samples) show the formation of implant (e.g., Al) surface layer as a result of
implantation with the thickness of this cover near 100 nm.

The AFM data demonstrate that the ionic bombardment essentially changes
the support surface morphology. The surface roughness increases after the metal
implantation. This parameter depends on the implanted metal nature and presence
of the first introduced metal layer (Fig. 26.7).

The fact of sample roughness increase after implantation determines the possibil-
ity of the use of traditional impregnation method for additional deposition of other
metals (e.g., Pd, Pt, etc.) effective in environment protection processes.

The formation of MeNx (BE D 116.3 eV for Al/SS or 854.9 eV for Ni/Al/SS),
MeOxNy (BE D 122.4 eV or 8723.4 eV, correspondingly), and MeOx (BE D
119.1 eV or 869.1 eV, correspondingly) compounds on the surface layer of
synthesized composites was established by XPS method (Fig. 26.8).

It was established that at the heating of the prepared composites by electric
current, the temperature of their surface has higher values than in the case of
industrial electric heating element or initial support (SS) use (Fig. 26.9).
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Fig. 26.5 The data of SEM
(cross section) of initial
sample (SS)

Fig. 26.6 The data of SEM
(cross section) of composite
with supported Al

Fig. 26.7 Surface morphology of the samples by AFM data: (a) SS, (b) Mo/SS, (c) Ni/SS, and (d)
Ni/Al/SS
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Fig. 26.8 The XPS spectra of the synthesized composites with different implants

The obtained results show the perspective of development of new electric heating
elements on the base of these synthesized composites and the possibility of their use
in nontraditional catalysis with electric heating of the catalyst, only.

The high effectivity of the synthesized implanted samples in hydrogen pro-
duction from ethanol (Fig. 26.10) at reaction realization in traditional conditions
(heating of reaction mixture) was shown. At same time, the use of nontraditional
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Fig. 26.8 (continued)
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Fig. 26.9 Temperature on the implanted sample surface at their heating by electric current; ♦ SS;
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technology of this process (with electric heating of the catalyst only) permits to the
essential increase of the catalytic activity and realizes the energy saving.

It was determined that prepared composites demonstrate high activity and
selectivity to acetaldehyde in the reaction of ethanol selective oxidation by air
(Fig. 26.11). The parameters of this reaction depend on implant nature. Composite
Mo/SS is more active and selective.
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Fig. 26.10 Ethanol
transformation to hydrogen in
traditional reactor (1, 3, 5)
with reaction mixture heating
and nontraditional reactor (2,
4, 6) with catalyst heating by
electric current only. 1 and 2,
SS; 3 and 4, Ni/SS; 5 and 6,
Ti/SS
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Fig. 26.11 Catalytic activity (1, Mo/SS; 2, Ni/SS; 3, Ti/SS) and selectivity (4, Mo/SS; 5, Ni/SS;
6, Ti/SS) of the composites in ethanol oxidation vs reaction temperature

Table 26.1 The rate
constants (Kd 104) of safranin
T photocatalytic
decomposition

Ti/SS after treatment at temperature TiO2 P-25
200 C 400 C 600 C

0.8 4.3 6.2 5.4

Photocatalytic activity of the samples Ti/SS after air thermal treatment at
different temperature was determined in the dye safranin T decomposition in
water according to the protocol [19]. The rate constants (Kd) were compared
with the activity of traditional photocatalyst TiO2 P-25 (Degussa). The obtained
results (Table 26.1) show the synthesized Ti/SS composite after thermal treatment
demonstrates more activity than known catalyst TiO2.
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Table 26.2 Strength of
surface for composites (GPa)

Composites SS Al/SS Ti/SS Mo/SS

Strength 1.7 5.7 5.3 6.8

The presented results in Table 26.2 demonstrate the process of metal implantation
on stainless steel surface accompanied by increase of the strength of surface in
comparison with initial support.

26.4 Conclusions

It was established that implantation of the metal on stainless steel leads to formation
of X-ray amorphous layer of implant with the thickness near to 100 nm. The implant
in surface layer exists in the form of oxide, nitride, and oxynitride compounds.
The increase of the roughness of the stainless steel after implantation permits to
use obtained composite as support for deposition of other metals by traditional
impregnation. The ionic implantation permits to obtain materials with high thermal
and mechanical characteristics. The synthesized materials demonstrate high electric
conductivity, and their surface temperature at electric current heating exceeds the
temperature obtaining on industrial heating element. High activity of synthesized
composites in ethanol decomposition to hydrogen, ethanol selective oxidation to
acetaldehyde, and dye photodecomposition in water was shown. The possibility
of energy-saving catalytic technology was based on direct heating of the catalyst
(composite) by electric current.
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Chapter 27
Thermal Effects at Nano-sized Pattern
Formation in Surface Layers

Dmitrii O. Kharchenko and Vasyl O. Kharchenko

27.1 Introduction

Nano-sized patterning in thin films attains an increasing interest from theoretical
and practical viewpoints due to usage of nano-sized objects in new electronic
devices and, generally, in optoelectronics. During the last few decades, it was
shown experimentally and by theoretical modeling that nano-sized objects can
be produced at vapor or ion-beam deposition [1–4], ion-beam sputtering [5–9],
pulsed laser irradiation [10–12], and molecular beam epitaxy [13–19]. It was shown
that the continuous approach related to reaction-diffusion models is able to study
dynamics of formation of spatial objects on wide range of time scales and considers
dynamics of pattern formation on length scales from nano- to micrometers (see, e.g.,
Refs. [20–28]).

By studying processes of nano-sized pattern formation at deposition from
gaseous phase, one usually assumes that a temperature of the surface remains a
constant during adsorption/desorption processes. From a physical viewpoint, one
should take into account energetic exchanges during adsorption/desorption pro-
cesses. It leads to local change in temperature of the surface. These effects result in
temperature field patterning at formation of spatial structures of adsorbate [17, 29].
Therefore, distribution of temperature field over the surface in above microscopic
processes can affect on formation of islands of adsorbate and, hence, influence
the dynamics of patterning. A description of these processes allows to understand
pattern formation processes in adsorptive layers in details.
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In problems related to studying formation of nano-sized clusters of point defects
at irradiation of metallic foils, the related dynamical models incorporate the defect
ensemble environment changes (emergence of uncompensated stresses caused by
defect formation, local temperature variations in processes of defect formation,
their interactions, and rearrangement). It was shown that dynamics of point defect
concentration interacting with a deformation of the stretched surface layer can be
described by nonlinear equation of reaction-diffusion kind, where no sputtering
and erosion of the surface is assumed [30–33]. During the system evolution, self-
organization of ensemble of defects can be seen through spatiotemporal instabilities
leading to pattern formation, oscillatory dynamics of main variables, and change
in geometrical characteristics of point defects patterns. Experimental observations
of self-organization of point defects in solids with spatiotemporal oscillations of
point defect concentration illustrate void size oscillations observed in irradiated
nickel samples [34]; temperature oscillations of crystals CH4 were reported in
Ref. [35]; periodic variations of microhardness of Nimonic 90 with � -precipitates
with radiation dose growth were discussed in Ref. [36]; periodic variation of
electric resistivity of irradiated copper and aluminum was shown in Refs. [37–39].
Therefore, coupling of defect concentration and temperature of a surface layer
leading to energetic exchange effects should be considered in order to get detail
description of the above phenomena.

In this work we are aimed to describe influence of local changes in the
temperature field onto self-organization processes accompanied by formation of
adsorbate islands during vapor deposition and at defect clusters formation during
irradiation of thin metallic foils. We introduce, initially, a general approach used
in our study. Application of this approach is provided by considering temperature
effects at adsorbate islands formation and vacancy clusters patterning. Here we
discuss delaying and oscillatory dynamics of pattern formation caused by energetic
exchanges emergent at microscopic processes, where needed estimation and com-
parison with experiments and real system behavior are given.

27.2 Generalized Model for Patterning

In the framework of mesoscopic approach used to study pattern formation phenom-
ena, one deals with spatially inhomogeneous scalar fields such as local concentra-
tion, local coverage of the surface, etc. Dynamics of the scalar field c D c.r; t/ in
time t (r is the spatial coordinate), as usual, is governed by the reaction-diffusion
equation of the form

@tc D f .c/ � r � J: (27.1)

The form of the reaction term f .c/ corresponding to local dynamics is described
usually by special kind of system and quasi-chemical reactions or related birth
and death processes. The diffusion flux J representing the mass transport is



27 Thermal Effects at Nano-sized Pattern Formation 367

defined by the linear Onsager theory, where one can write J D �Lr.�=T/,
where L is the kinetic coefficient, T is the temperature, and � D ıF=ıc is
some kind of chemical potential obtained through the free energy F ; r �
@r. By taking into account that temperature is changed locally, one gets J D
�LT�1 �@c�jT rcC @T�jc rT � �T�1rT

�
.

By taking into account that local change in the temperature occurs in time
in spatially extended systems (at annihilation/recombination of point defects in
crystalline matrix, in adsorption/desorption processes), one should take into account
dynamics of the temperature field T D T.r; t/ described by general equation of the
form

@tT D �.T0 � T/C ��T C G .c;T/: (27.2)

Here � and � relate to heat transfer coefficient and thermal conductivity, respec-
tively; T0 is temperature of the bath. The term G .c;T/ describes other sources and
mechanisms responsible for local variations of the temperature.

Therefore, a model to study pattern formation with temperature variations is
described by the system of two Eqs. (27.1) and (27.2). Formally, this system is con-
structed by using mesoscopic level of description. At the same time, by introducing
microscopic interaction mechanisms of mobile species characterized by the scalar
field c.r; t/ and accounting the corresponding energetic effects, one can study for-
mation of spatial patterns on nano-scale and reproduce local temperature variations
in the corresponding processes of pattern formation. Next, we consider two typical
cases, where microscopic processes of particle interactions change the local temper-
ature of the system leading to patterning of the temperature field. These two cases
correspond to the formation of nano-sized islands of adsorbate at vapor deposition
and emergence of nano-clusters of point defects at irradiation of thin foils.

27.3 Adsorptive Layer Temperature Variations at Vapor
Deposition

Let us consider temperature effects in processes of formation of nano-sized islands
of adatoms at vapor deposition. To study an influence of local temperature changes
onto nano-sized pattern formation at condensation from gaseous phase, we consider
dynamics of local coverage c.r; t/ in two-dimensional system. It is assumed that
particles (atoms/molecules of one sort) can be adsorbed by the substrate (become
adatoms), can desorb back into gaseous phase from a substrate, interact among
themselves, and diffuse along a substrate. Dynamics of adsorbate concentration
(coverage) is described by Eq. (27.1).

The adsorption rate, i.e., the probability of the arrival of an atom/molecule from
the gas phase at a given vacant site of the lattice .1 � c/ is $a D kaP, where
ka is the sticking coefficient and P is the partial pressure of the gaseous phase.
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Hence, adsorption processes are defined as: kaP.1� c/. The desorption rate, i.e., the
probability per unit time that an atom/molecule leaves its site r and goes into the gas
phase, is kd D k0d exp.U.r/=T/, where k0d is the desorption rate for noninteracting
particles (atoms/molecules) which relates to the lifetime scale of adatoms �d D
Œk0d�

�1. We admit that only substratum-mediated interactions are possible, where
U.r/ is the interaction potential. Therefore, the desorption processes are defined by
a contribution �kdc. Adsorption and desorption are equilibrium reactions related
to exchange of particles between the substrate and a large gas reservoir. In such
closed system short time instabilities resulting in formation of transient patterns
only can be observed. At large time intervals, such system will tend to have thermal
equilibrium with uniform adsorbate coverage. Transient patterns are stabilized by
nonequilibrium quasi-chemical reactions responsible for dimers formation in the
form �krc2, where kr is the corresponding rate constant [40]. These dimers, formed
on the substrate, are stable, and therefore, they reduce free cites for adsorption.
By combining all above components, one gets f .c/ D kaP.1 � c/ � kdc � krc2 in
Eq. (27.1).

The corresponding diffusion flux is defined in the standard way, where free en-
ergy of the system is of the form FDR drfTŒc.r/ ln.c.r//C.1�c.r// ln.1�c.r//�g �R

dr
R

dr0c.r/u.r � r0/c.r0/. Here �u.r/ is the binary attraction potential for
two adsorbate particles separated by the distance r; it is of symmetrical
form, i.e.,

R
drr2nC1u.r/ D 0, n D 1; : : : ;1. Following Ref. [23] as a

simple approximation for the interaction potential, we choose the Gaussian

profile u.r/ D 2%=

q
4�r20e

�r2=4r20 , where % is the interaction strength and
r0 is the interaction radius. Assuming that the coverage c does not vary
significantly within the interaction radius, one can expand the corresponding
integral in series up to the second order. In such a case we arrive at F DR

dr
˚� %

2
c2 C T Œc ln cC .1 � c/ ln.1 � c/� � %

2
c.1C r20r2/2c

�
. The diffusion flux

takes the form J D �Drc C D%T�1M.c/
�rcCrL c � cT�1rT

�
, where

M.c/ D c.1 � c/ takes into account that the flow of adsorbate is possible only
onto free sites.

The temperature of the growing surface can be changed locally at adsorp-
tion/desorption processes: when atom becomes adatom, the temperature of the
surface increases locally, and it decreases when the desorption of adatom occurs. By
using above mechanisms for the temperature variations, one can write an evolution
equation for the temperature field in the form

C�@tT D ��0
h
.T � T0/C ��T C �@tc: (27.3)

Here C is the specific heat, � is the density, �0 is the heat transfer coefficient, h is
the thickness of the film, � is the thermal conductivity, and � is the reheat efficiency.
The first term in the right-hand side in Eq. (27.3) corresponds to the relaxation of
the surface temperature toward equilibrium value T0. The second term corresponds
to the standard diffusion, and the last term relates with the local heating/cooling of
the surface during adsorption/desorption processes.
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Therefore, one gets the model of two close loop equations describing reaction-
diffusion dynamics of the coverage and coverage temperature. Next, it will be more
convenient to measure time in units kd and introduce the diffusion length Ld �p

D=kd and dimensionless quantities 
 D T=T0, " D %=T0, ˛ � kap=kd, ˇ �
kr=kd, 	 D kdC�h=�0, �0 D �h=�0, �0 D �h=�0T0. Next, we drop primes for
convenience. In our consideration we pay attention onto competition between the
local temperature relaxation and energy release due to an adsorbate concentration
increase. Main parameters controlling above processes are 	, �; the quantity 	=�
relates to specific physical systems.

Considering homogeneous system in stationary regime, we obtain a phase
diagram ˛."�1/ related to the phase diagram in plane temperature–pressure ("�1 /
T , ˛ / p) shown in Fig. 27.1a. Inside the bounded domain, the system is bistable.
An increase in the rate ˇ leads to reducing the bistability domain. Under the
bistability domain, the monostable system is in the low-density state, whereas above
the bounded domain, the high-density state is realized. Hence, at constant pressure
(fixed ˛) with an increase in equilibrium temperature T0, one has the first-order
phase transition from the high-density state toward the low-density state. At constant
temperature T0, an increase in pressure leads to the first-order phase transition from
the low-density state toward the high-density state. The corresponding dependencies
of the stationary coverage cst on "�1 and ˛ are shown in Fig. 27.1a in top and bottom
insertions, respectively. Considering stability of the system to inhomogeneous
perturbations, we obtain a stability diagram shown in Fig. 27.1b. It is seen that an
increase in the rate ˇ extends the domain of patterning (cf. solid and dash curves). In
the case of small ˇ and fixed "�1

f < "�1
0 with an increase in adsorption coefficient ˛,

one has following changes of the surface morphology (see solid curve in Fig. 27.1b):
(i) at small ˛ 2 Œ0; ˛1/ the uniform low-density state is realized; (ii) if condition
˛1 < ˛ < ˛2 holds, then stable adsorbate structures appear; (iii) at ˛ > ˛2 the
high-density state with uniform distribution of the coverage field is realized. For the
limit of constant temperature, the domain of spatially modulated phases is larger
comparing to the actual system (cf. solid and dot curves in Fig. 27.1b). This effect
is caused by the last term in the total adsorbate flux leading to stabilization of the
system. It should be noted that neither thermal conductivity �, reheat efficiency �,
nor relaxation time for the temperature field 	 does influence onto dependencies
˛."�1/ in the linear stability analysis.

According to linear stability analysis, one can choose the system parameters
to analyze dynamics of adsorbate temperature field numerically. In our study all
numerical simulations were done on the triangular lattice of the size L D 12:8Ld

with periodical boundary conditions. In the case of hexagonal symmetry, there are
three wave vectors separated by 2�=3 angles. This simulation procedure allows
one to describe a formation of islands with more symmetrical shape, comparing to
ones on square lattice (see discussion in Refs. [41–43]). Therefore, interactions of
islands occur preferably in directions of these wave vectors according to the position
of nearest neighbors on the lattice. We will fix adsorption coefficient ˛ D 0:1,
interaction energy of adsorbate " D 3:0, rate of stable dimers formation ˇ D 0:1,
thermal conductivity � D 10 and vary relaxation time for the temperature field 	,
and reheat efficiency �; r0 D 0:25.
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Fig. 27.1 (a) Phase diagram for homogeneous system. Binodals are shown by solid (for ˇ D 0:1)
and dash (for ˇ D 0:2) curves. Dependencies of stationary coverage cst."

�1/ and cst.˛/ are shown
in insertions. (b) Stability diagram at different values of nonequilibrium chemical reactions rate ˇ

To study dynamics of the adsorbate clusters formation, we consider main
statistical moments, hc.r; t/i, h
.r; t/i, and corresponding dispersions h.ıc.r; t//2i,
h.ı
.r; t//2i which can be considered as the corresponding order parameters for
patterning of the related fields. Temporal dependencies of hci, h
i, h.ıc/2i and
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h.ı
/2i are shown in Fig. 27.2 at different values of relaxation time 	 of temperature
field and reheat efficiency �. From obtained numerical results it follows, that both 	
and � do not influence the averaged coverage hc.t/i shown in insertion in Fig. 27.2a
for the case 	 D 0:1 and � D 0:1. The averaged coverage grows in time until
it attains the stationary value. The averaged surface temperature increases until it
reaches the maximal value and than decreases to the stationary value. It follows that
the averaged surface temperature h
i depends on both 	 and � at initial stages of the
system evolution.
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Fig. 27.2 (Color online) Evolution of: (a) the averaged temperature h
i (the averaged coverage
hci is shown in insertion and does not depend essentially on both � and 	); (b) order parameter
h.ıc/2i; (c) dispersion of the temperature field h.ı
/2i. (d)Snapshots of the system evolution
(coverage is shown in the left panel; temperature is shown in the right panel) at 	 D 0:1 and
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Fig. 27.2 (continued)

Considering transient dynamics of h
.t/i it follows that with an increase in the
reheat efficiency � the maximal value of the averaged surface temperature increases
(see solid, dot and dash curves for small 	; dash-dot and dash-dot-dot curves for
elevated 	). An increase in 	 leads to a decrease in the maximal value of h
i.
Moreover, at elevated 	 surface temperature reaches its maximum later than at small
	. The transient regime of h
.t/i to the stationary value is characterized by the step-
like form (see marked region in Fig. 27.2a). After the step the averaged surface
temperature monotonically tends to 
st D 1 depending on reheat efficiency � but
not relaxation time 	. Considering dynamics of the order parameter h.ıc/2i shown
in Fig. 27.2b it follows that at t > tc interactions of adatoms lead to formation of
separated adatom clusters. At further system evolution the order parameter h.ıc/2i
increases, small islands disappear and large ones grow in time. At large times h.ıc/2i
takes constant value indicating a realization of stationary pattern. From Fig. 27.2b
it follows, that with an increase in reheat efficiency � the critical time tc increases
meaning a delay in the ordering processes. An increase in the relaxation time 	
at fixed � acts in opposing manner. In the stationary limit both � and 	 do not
affect the order parameter h.ıc/2i (see insertion in Fig. 27.2b). From the obtained
numerical data for the dispersion of the temperature field shown in Fig. 27.2c it
follows, that in the time interval t 2 Œ0; tc/ one has h.ı
/2i ' 0 and, therefore,
temperature does not essentially differ at any point of the surface. Starting from the
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threshold t D tc the quantity h.ı
/2i starts to grow. It means that it is possible to
distinguish domains characterized by elevated and lower temperature. At the time
instant t D tm a dispersion of the temperature field takes the maximal value and next
it decreases toward zero. Hence, one can conclude that the ordering processes of the
temperature field are reentrant. They are realized in a narrow time interval, when
adsorbate structures are form and reorganize. It follows, that an increase in � leads
to delay of the ordering processes and increases the maximal value of the quantity
h.ı
/2i; relaxation time 	 acts in opposing manner.

Snapshots of the system evolution at time domain corresponding to the marked
region in Fig. 27.2a are shown in Fig. 27.2d (see dash curve in Fig. 27.2a–c). It is
seen, that at time instant t < tc no spatial instabilities on both coverage and temper-
ature fields are realized. Both fields are homogeneously distributed (see snapshots at
t D 13:0). With an increase in exposing time self-organization processes start to play
a major role and at t D tc with tc ' 13:6 one observes small clusters of adsorbate
(see panel c.r/). These clusters are hotter than substrate (see distribution of the
temperature field in the right column in Fig. 27.2d at t D 13:6). At the time instant
t D tm, with tm ' 13:7, mean size of adsorbate islands grows and the temperature
of adsorbate clusters increases comparing to the substrate temperature. With further
exposing the temperature of the surface layer becomes homogeneously distributed.
Therefore, both reheat efficiency � and relaxation time of the temperature field 	
govern transient dynamics of pattern formation at vapor deposition.

Evolution of the averaged linear size hRi of adsorbate spherical islands in units
of diffusion length, and the averaged number of adsorbate clusters hNi at different
values of � and 	 are shown in Fig. 27.3a, b, respectively. From obtained results it
follows, that both dependencies hR.t/i and hN.t/i can be divided into two stages: (i)
islands formation and (ii) coarsening. It is seen that the adsorbate islands formation
stage is characterized by the power-law dependence hRi 	 t0:82 independently on
both � and 	. At the same time the averaged number of adsorbate clusters here
falls down in the power-law form hNi 	 t�1:44. It follows that an increase in �
leads to a decrease in a linear size and to an increase in a number of islands; 	
acts in opposing manner. In the stationary limit both these parameters do not affect
crucially the averaged liner size of adsorbate islands hRi ' 0:53Ld and their number
hNi ' 70. Previously it was shown that the linear size of spherical adsorbate
islands depends on adsorption coefficient, nonequilibrium chemical reaction rate,
and adatom interaction strength [42].

Finally, let us study distributions f .R/ at different values of � and 	 in the
stationary limit shown in Fig. 27.4. By using fitting procedure, we have found
that: (i) at �=	 
 1 (
 D const) the stationary distribution is characterized by
the Lorentzian; (ii) if �=	 < 1 (adsorption/desorption processes weakly influence
surface temperature), then the distribution of adsorbate clusters becomes broadened
(see filled circles and diamonds); (iii) if relation �=	 � 1 holds (reheat of
the surface leads to reorganization of adsorbate islands), then the distribution of
adsorbate islands over sizes corresponds to Gaussian distribution (see filled and
empty triangles).
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Fig. 27.3 (Color online) Evolution of (a) the averaged linear size (radius) hRi of adsorbate
spherical islands in units of diffusion length; (b) the averaged number of adsorbate clusters hNi at
different values of � and 	

To estimate linear size of adsorbate islands, we consider a prototype system
Ge=Si.100/, where the activation energy of adatom formation is Ea D 0:6 eV,
Ed D 1:3 eV is the activation energy for desorption, ED D 0:65 eV is the activation
energy for diffusion, and ! D 1012 s�1 is the lattice oscillation frequency. Using
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Fig. 27.4 (Color online) Stationary distributions of adsorbate islands sizes at t D 1000 and
different � and 	

lattice constant a D 5:6 � 10�10 m for Ge and taking adatom interaction energy
% � 0:27 eV at temperature T0 D 773K, one gets: �d D !�1eEd=T0 � 3 � 10�4 s,
D D a2!e�ED=T0 � 1:8�10�9 m2=s, Ld D 7:4�10�8 m. According to obtained data
for the mean linear size (radius) of adsorbate islands, we get hRi ' 0:53Ld ' 40 nm.

27.4 Temperature Effects at Point Defects Patterning

In this section we pay attention on studying influence of local temperature variation
onto formation of nano-sized clusters of point defects. By considering point defect
rearrangement in a surface layer of irradiated thin foils of the thickness 	0.5�m
in an environment characterized by a constant temperature T0, one deals with
concentrations cv;i.r; t/ of vacancies v and interstitials i obeying following set of
equations

@tcv;i D K � ˇvcv;i � ˛cicv � r � Jv;i: (27.4)

Here K is the defect production rate; ˇi;v D �dDi;v is the inverse lifetime of defects
of i=v type defined through the dislocation density �d, and diffusion coefficient
Di;v , c0v is the equilibrium vacancy concentration; ˛ D 4�r0.Di C Dv/=� is the
recombination rate defined through the atomic volume � and the interaction radius
r0 taken as initial vacancy loop radius. As far as Di=Dv � 1, therefore, one can
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exclude fast variable ci by assuming @tci ' 0. By taking into account homogeneous
distribution of interstitials, one can neglect contribution of Ji and exclude interstitial
concentration adiabatically.

Defects production leads to deformation of the surface layer depending on the
defect concentration [31]. It causes deformation-induced motion of defects resulting
in determination of the diffusion flux of vacancies in the form Jv D �Dvrcv C
	
2d�

�1
jj cvDvT�1 �rL cv �L cvT�1rT

�
. Here 
d � �K is the strain potential of

defect; K is the elasticity modulus; L � .1 C l2jj�/; 	 2 Œ0; 1=2� is the Poisson

ratio (	 ' 0:3 for metals); c2jj D �jj=� is the bending stiffness; � is the density;
�jj is the tensile isotropic stress in the defect-enriched surface layer of the height h;
ljj D h=2

p
3. The first part in the vacancy flux is responsible for free diffusion; the

second one relates to deformation-induced transport.
Due to defect rearrangement, one gets the sample temperature change due to

heating, production of defects, and their annihilation (a range of ionizing particles
is smaller than thickness of the sample). A local increase in the sample temperature
results in defects annealing. It leads to defect energy release into a heat increasing
the temperature of the sample. As a result a number of defects decreases with
increasing the heat transfer. Next, the sample cools, heat transfer decreases, and
new defects accumulate. A repetition of this scenario leads to self-oscillations of
the sample temperature and point defects concentration. According to above shown
mechanisms of temperature change, one can write an evolution equation for the
temperature of a sample in the form:

C�@tT D ��T � �0
h
.T � T0/C (EfK C Ef Œˇv.cv � c0v/C ˛cicv�; (27.5)

where ( � 1 is the ratio of energy of irradiation which transforms into heating
and energy of irradiation which transforms into defect generation; Ef is the energy
of defect formation; the last term defines energy release when defects are captured
by dislocations and due to recombination with interstitials. Here we assume that
a substrate for the layer location does not affect the irradiation influence, or its
influence on substrate is negligibly small and is not considered. This assumption is
valid only if the thickness of foils is larger than the ionization depth (low intensities
of laser pulses or low energy of bombarding particles).

According to the relation Di=Dv � 1, one can use � � ˛=ˇi as a temperature-
independent scaling quantity. Measuring time in units of vacancy lifetime �d �
.�dD0

v/
�1, spatial coordinate in units LD � .�d/

�1=2, one can introduce dimension-
less quantities t0 � t=�d, r0 � r=LD, ` � ljj=LD, % � 	
2d =��jjT0, ‚ � T=T0,
P � �K �d, � � C�h=�d�0, � � �h=L2D�0, $ � Ef h=T0��d�0, " � Ev=T0.
To study the much more realistic system, we use the typical set of the system
parameters: K 	 10�3 dpa/s, T0 2 Œ300; 900�K, LD ' 10�7 m, �d ' 10�6 s,
Ef D 1:6 eV, � D 100, � D 1, ` D 0:7, ( D 7, $ D 0:1, and � ' 108.

In linear stability analysis by considering K and T0 as independent parame-
ters, one can obtain phase diagram illustrating domain, where short-time spatial
instabilities emerge in the vicinity of the homogeneous stationary state cst (see
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Fig. 27.5 (a) Phase diagram for linear stability analysis. Domain of oscillatory dynamics is above
the solid curve. (b) Dependencies of period of patterns calculated at different T0

Fig. 27.5a). According to obtained results one finds that oscillatory dynamics is
realized at values of K and T0 lying above the solid line. This oscillatory dynamics
corresponds to pattern selection processes, when during the system evolution it
selects among others only pattern characterized by most unstable mode. According
to obtained data for the most unstable mode, one can estimate period of patterns
r0 (see Fig. 27.5b). It is seen that with an increase in the rate K the period of
patterns slightly increases. Exposing (irradiating) the target at elevated environment
temperature T0, one can generate patterns with larger period.

In numerical simulations we study the system on a quadratic grid L � L with
L ' 9:2LD and periodic boundary conditions. Typical patterns of both defect
concentration field and temperature of the target at different times are shown in
Fig. 27.6a, b at K D 3�10�3 dpa/s and K D 5�10�3 dpa/s, respectively. It is well
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Fig. 27.6 Snapshots of vacancy concentration field c=cst and temperature field ‚ at T0 D 500 K:
(a) K D 3 � 10�3 dpa=s; (b) K D 5 � 10�3 dpa=s

seen that during the system evolution, one can observe formation of vacancy patterns
with nonuniform distribution of the temperature field. The local temperature is
larger in domains with vacancy clusters. Comparing patterns at different damage
rates, one finds that morphology of patterns depends essentially on the damage rate
K . At lower K one gets dot-like patterns, where vacancies are concentrated in
spherical clusters forming voids/holes on the surface of the target. Increasing the
damage rate, one induces a formation of nonequilibrium vacancies able to form
elongated clusters transformed into ripples. Analysis of the obtained patterns and
the corresponding protocols for mean vacancy concentrations, mean temperature,
and the corresponding dispersions allows one to elucidate that obtained numerical
results for point defect patterning are well related to well-known theoretical and
experimental studies concerning this problem (see, for example, Refs. [44–47]).

In order to illustrate spatial oscillations indicating pattern selection processes, let
us consider a structure function as a Fourier transform of a two-point correlation
function. In our computations we use spherically averaged structure function
Sc.k; t/. Its dependence at fixed time moments at different damage rates is shown in
Fig. 27.7a. Here one can see the main peak at small wave-number k related to period
of spatial patterns and weak oscillations at large k (see insertion in Fig. 27.7a). These
oscillations mean that the system selects structures with different lengths (spherical
and non-spherical structures). At large time interval these oscillations disappear
and only major peak remains. It means that structures with fixed length scale are
selected. At the top of Fig. 27.7a typical snapshots of the defect concentration
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Fig. 27.7 (a) Structure function Sc.k/ illustrating pattern selection processes. Curves are obtained
at T0 D 500K and K D 3 � 10�3 dpa=s, t D 800 (line with empty squares), K D 5 � 10�3 dpa/s,
t D 300 (line with filled circles). Corresponding configurations of vacancy concentration are shown
at the top. (b) Evolution of the mean radius hRi of spherical vacancy clusters (filled squares) with
the corresponding number of clusters (empty squares) at K D 3 � 10�3 dpa/s and T0 D 500K

field at different damage rate are shown. From the obtained results it follows
that pattern selection processes are well related to dynamics of the sample
temperature coupled with the defect concentration. In our previous studies it was
shown that these processes in systems with constant temperature were related
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to finite propagation speed of atomic disturbances, i.e., when diffusion flux is
a time-dependent quantity [48–51]. Described oscillations of the mean vacancy
concentration and temperature of the studied system were studied previously in a
homogeneous limit [52]. Experimental results concerning oscillations of resistivity
related to mean vacancy concentration in a copper samples irradiated with electrons
were discussed in Ref. [53]. Our numerical data relate quantitatively well to the
abovementioned theoretical and experimental results.

Finally, let us study dynamics of a mean radius of vacancy islands hR.t/i and their
number N.t/ shown in Fig. 27.7b. According to obtained data, a behavior of both
hR.t/i and N.t/ illustrates that pattern formation starts from organization of small
amount of vacancy clusters having large characteristic lengths. These initial clusters
are of elongated form. During the system evolution these structures break into small
ones: some of them dissolve, some new clusters can emerge due to interactions in
supersaturated vacancy ensemble. With an increase in the irradiation dose, most of
the clusters become identical and are characterized by the constant averaged radius
at large time scales. This stationary averaged radius is less than diffusion length LD.
To estimate hRi we take LD ' .�d/

�1=2 with �d ' 1014 � 1012 m�2. It gives typical
size of vacancy clusters hRi ' 0:3LD ' 30� 300 nm; the related distance between
them is around diffusion length. Dynamics of hRi is accompanied by an increase
in the number of islands toward the corresponding stationary value. Considering
dependencies hR.t/i and N.t/ in detail, one finds oscillatory behavior of the mean
radius and number of islands. Obtained oscillatory behavior of vacancy cluster
size qualitatively relates to well-known experimental observation of vacancy cluster
oscillations in nickel samples irradiated with self-ions discussed in Refs. [53, 54].

27.5 Conclusions

We have considered effects of temperature influence onto dynamics of patterning
with formation of nano-sized objects during vapor deposition and particle irradiation
of thin foils. It was shown that local variations in the temperature field are able to
change dynamics leading to delaying pattern formation processes and emergence of
oscillatory behavior of observable quantities.

By considering adsorptive system where local changes in the surface layer
temperature are caused by adsorption/desorption processes, we have found a domain
of reduced pressure of gaseous phase and equilibrium temperature, when first-
order phase transitions type of gas–solid can be realized. We have shown that
local changes in surface temperature lead to shrink the domain of main system
parameters, when pattern formation is possible. By using numerical simulations, we
have shown that a competition between temperature relaxation and reheat processes
affects the behavior of the system at stages of adsorbate islands formation: increase
in reheat efficiency leads to delay in ordering processes; relaxation time of surface
temperature acts in opposing manner. At narrow time interval, when adsorbate
islands start to organize, their temperature increases comparing to the substrate, that
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leads to pattern formation in temperature field. A competition between relaxation
and reheat processes defines the form of adsorbate sizes distribution. Estimation of
the linear size of stationary adsorbate islands gives typical size of islands '40 nm.

By considering spatiotemporal evolution of both vacancy concentration and
temperature of irradiated surface layer by high-energy particles, it was shown that
pattern selection processes are realized due to coupling between defect concentra-
tion and surface layer temperature. It was found that pattern selection processes
are accompanied by decaying oscillatory dynamics of dispersions of both vacancy
concentration and temperature. We have shown that morphology of vacancy islands
emergent due to generation of nonequilibrium defects and nonlinear dynamics of
the system can be controlled by positive feedback of the surface layer temperature,
defect production rate, and environment temperature. At low defect production
rate, spherical vacancy islands (holes) are realized, whereas at elevated defects
rate, elongated patterns (type of ripples) emerge. Using typical data for bcc metals
irradiated by self-ions (with damage rate '10�3 dpa/s), it was shown that the
averaged size of vacancy islands varies in the interval 30�300 nm depending on
the defect production rate.

We expect that our nontrivial findings can be used to manufacture surface nano-
sized structures at vapor deposition, irradiation by laser pulses, or particle irradiation
and will stimulate further theoretical and experimental studies of nano-sized pattern
formation.
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Chapter 28
The Effect of the Fermi Velocity
on the Conductivity of the
Graphene-Superconductive Graphene Junction

A. M. Korol, S. I. Litvynchuk, N. V. Medvid, and V. M. Isai

28.1 Introduction

In recent years, much attention has been paid to the study of graphene and various
graphene-based structures. This is due to nontrivial properties of graphene, such
as a linear dispersion law for the quasiparticles, whose behavior at low energies
is described by an equation similar to the Dirac-Weyl one, unusual quantum
Hall effect, the property of chirality, the Klein tunneling, high mobility, ballistic
transport, etc. [1, 2]. It should also be borne in mind that graphene is a promising
material in modern electronics in terms of replacing the silicon technology, the
development of which has reached its limit, for the graphene one. One of the priority
directions is to study the various possibilities of controlling the energy spectrum of
the graphene-based structures.

Recently one new method for this purpose was proposed. The Fermi velocity
of charge carriers in these structures is made to vary in space by some special
techniques, e.g., by placing a grounded metal plane close to graphene sheet
(which makes electron-electron interactions weaker and thereby modifies the Fermi
velocity), by the appropriate doping, imprinting on graphene a lateral superlattice
with hexagonal symmetry. The electron wave propagation in the graphene-based
structures with the tunable Fermi velocity was investigated in [3–11] including
the effect of the magnetic and the electric field. At the same time, the pristine
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graphene can also be induced by the external forces to become the supercon-
ducting material, for example, superconductivity can be induced in a graphene
layer in the presence of a superconducting electrode near it due to the proximity
effect. That’s why a lot of works were devoted to exploring of the properties
of such structures as the graphene-superconductive graphene, graphene–insulator-
superconductive graphene, and graphene-based Josephson junctions. However, the
effect of tuning of the Fermi velocity on the characteristics of these contacts has
not been investigated so far. Motivated by these circumstances, in this paper we
consider the normal graphene-superconductive graphene (NG-SG) contact with
various values of the Fermi velocity and analyze its transmission properties.

28.2 Model and Formulae

Let the normal and the superconductive parts of the junction studied be placed along
the 0x axis so that their interface locates at a point xD 0. The superconducting order
parameter has the form

�.x/ D �Sei').x/ (28.1)

where ' is the superconductive phase and )(x) is the Heaviside unit step function.
The eigenfunctions which describe the quasiparticle in this system are subjected to
the Dirac–Bogolyubov–de Jennes equation


H � U.x/ �.x/
��.x/ �H C U.x/

�
�.x/ D E�.x/ (28.2)

where HD � ihvF(� x@xC � y@y) is the Dirac Hamiltonian, U the external electro-
static potential applied to the superconducting region, vF the Fermi velocity, and
� x, � y Pauli matrices for the pseudospin. The solution of Eq. (28.2) is the four-
component electron and hole spinors which are of the following form:
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(28.3)

In SG region
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Units -h D v0 D 1 are adopted, v0 being the Fermi velocity in the pristine
graphene.

The coefficients in (28.3 and 28.4) can be found by applying the following
appropriate boundary conditions on the wave functions:

p
vFN�N .x D 0/ D pvFS�S .x D 0/ (28.5)

As a result we obtain for the coefficients of the Andreev and normal reflections,
respectively,

ra .E; )N ;EFN ;U/ D v.E/u.E/e�i'A5 .)N ;EFN ;U/A6 .)N ;EFN ;U/

B .E; )N ;EFN ;U/
(28.6)

rn .E; )N ;EFN ;U/

D A7 .)N ;EFN ;U/

"
A7 .)N ;EFN ;U/ u.E/2 C A8 .)N ;EFN ;U/ v.E/
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B .E; )N ;EFN ;U/

#
� 1
(28.7)

where we account for the condition
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Angles of incidence of the quasiparticle wave on the normal and the supercon-
ductive regions of the junction considered are associated by the following condition

kN sin)N D kS sin)S
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The conductivity G of the junction investigated can be found due to known
Blonder-Tinkham-Klapvijk formalism [12] which expresses G in terms of
ra and rn:

G .E;EFN ;U/ D G0

Z �
2

0

h
1C jra .E; )N ;EFN ;U/j2

�jrn .E; )N ;EFN ;U/j2
i

cos .)N/ d)N

(28.9)

where G0 is the ballistic conductivity of the normal graphene [13]. Equation (28.9)
yields the conductivity of the structure under consideration for arbitrary parameter
values.

28.3 Results and Discussion

Figure 28.1 shows the dependence of the normalized (dimensionless) conductivity

G� DG/G0 on the dimensionless energy of quasiparticles E0 D E
.
�S

in the

case in which a normal part of the considered contact is the gapless graphene
(�N D 0). Curves 1, 2, and 3 correspond to the values of the Fermi velocity
in the superconductor vFSD 1 ; 1 , 5 ; 2. (We put the angle of incidence of the
quasiparticle wave on the normal region to be equal to  /6 throughout the text,
the superconductive parameter �SD 0.0025). Curve 1 shows that the calculations
of our work are in agreement with the results of previous studies [13, 14] according
to which conductivity G� is not dependent on energy E in the range where it does
not exceed the size of the superconducting gap. However, we see that in the case of
different values of the Fermi velocity vFN and vFS, the dependence of conductivity
on the excitation energy of quasiparticles in the above energy range 0 < E <�S takes
place. This result is qualitatively different from that obtained in papers [13, 14], and
it shows that the value of the conductivity of the system under investigation depends
on energy E throughout its whole range.

The larger is the difference between the Fermi velocities in the normal and
the superconductor areas, the more substantial effect on the conductivity we
observe (compare curves 2 and 3 in Fig. 28.1). For all the cases considered in
which vFS¤ vFN , the magnitude of conductivity has a peak-like maximum at a point
ED�S; the maximum value of G� grows with vFS decreasing (if vFS > vFN).

Consider further the results obtained for contacts: the gapped normal graphene-
superconducting graphene. First of all, note that the conductivity of this system G�

reveals a complicated dependence on its parameters, and the results of calculation
of G� essentially depend on the interplay between the parameters such as the
Fermi velocity in the normal and the superconducting regions (ratio vFN /vFS), the
magnitude of a gap in the normal area �N , an external electrostatic potential U, and
the Fermi energy EF. As for the case of�ND0; the larger the difference between the
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Fermi velocities in the normal and the superconductor areas, the more substantial
the effect on the conductivity we observed.

Note also that the examined characteristics of the NS contact containing the
gapped graphene in the N region have some quality differences from the case of
a contact with the gapless graphene. So in the former case, there is a significant
functional dependence of conductivity on the potential U, as well as on the Fermi
level EF, while the conductivity of the system which includes the gapless graphene
is independent of variables U and EF. Because of this, in particular, in subsequent
figures, we present the results of our calculations for two different values of U,
namely, U1D 0 and U2 D 100.

Figure 28.2 shows the dependence of the normal, of the Andreev reflection, and
of the dimensionless conductivity G� on the excitation energy E for NS contact
for the following parameters: Fermi velocity in N region vFN D 1, the gap width
in N region �N D 1, and curves 1 and 2 in the figures corresponding to values of
potential U: U1D 0 and U2D 100. It is evident that the functions ra(E) and rn(E),
i.e., the rates of the Andreev and the normal reflection, respectively, have the peak-
like extremes at a point ED�S, which is equal to the width of the superconducting
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gap. It is true for arbitrary values of the potential U. However, the behavior of
the Andreev and the normal reflection rates has the opposite character, namely, the
function ra(E) increases with energy E from zero and reaches a maximum at a point
ED�S; instead the function rn(E) decreases with E increasing, reaches a minimum
value at a point ED�S, and then grows. The value of conductivity G� (E) is mainly
determined by the Andreev reflection process and the shape of the corresponding
curve is similar to that of the function ra(E). We would like to emphasize here two
important facts: (1) conductivity depends on the potential U (unlike for the case
where �N D 0 , vFSD 1); (2) increasing in potential U leads to higher values of the
conductivity unlike for the case of identical values Fermi velocity in N and S contact
regions (vFSD vFN D 1,�N ¤ 0). This behavior is due to the process of the Andreev
reflection. Note also that the conductance increases with decreasing of the Fermi
velocity in the superconducting region vFS.
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Figure 28.3 presents the same functions as in Fig. 28.2 but for the case of the
bigger gap in the normal region �N D 2. For larger values of �N , there is an
interesting result: the conductivity reveals the non-monotonic dependence on the
Fermi velocity values in the superconductors region vFS. In this case, contrary to the
case of smaller values �N , the conductivity increases with increasing vFS and then
reaches its maximum at the value vFS which is approximately equal to 1.6, then G�

is reduced. This behavior of the conductivity as a function of the Fermi velocity is
again due to the process of Andreev reflection.

Figures 28.4 and 28.5 illustrates the dependence of the Andreev, of the normal
reflections, and of the conductivity on the Fermi energy EF for the following values
of the parameters involved: �N D 1 , vFSD2.
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The main features of these relationships are as follows:

1. Unlike for the case of�N D 0 , vFSD 1, these functions depend essentially on the
Fermi level EF.

2. Decreasing in EF leads to the increased conductivity and not to its decrease as
for the case vFSD 1,�N ¤ 0.

3. Functions ra(E
0

) , rn(E
0

) , G� (E
0

) become practically independent on U for suffi-
ciently large values of EF.

28.4 Conclusions

We consider the nanoscale structure: the superconducting graphene in contact with
the normal graphene and two options are considered – cases of the gapped and the
gapless graphene. It is believed that the Fermi velocity value in the superconducting
graphene may differ from that in the pristine graphene.
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With the help the Blonder-Tinkham-Klapwijk formalism, the conductivity G is
calculated taking into account the fact that the external potential U is applied to the
superconducting part of the given structure. The coefficients of both the normal and
the Andreev reflection are evaluated within the framework of the Dirac-Bogoliubov-
de Gennes equations.

It is shown that the determining factor in the formation of the conductivity is the
process of the Andreev reflection. A characteristic feature of the G(E) dependence
is the presence of a peak at a point ED�S, �S being the superconducting energy
gap in graphene. The value of the maximum (peak), value of G(E), and the G(E)
curve steepness essentially depend on the value of the Fermi velocity vF. The
dependence of the conductivity on the potential U as well as on the Fermi level
EF is analyzed. The obtained results may be useful for applications in the graphene-
based electronics.
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Chapter 29
On the Possibility of Carbon Atoms’ Drift
to the Surface of a FCC Iron Nanocluster
Through Tetrahedral Interstice

A.V. Nedolya and N.V. Bondarenko

List of Abbreviations

COIS Central octahedral interstitial site
FCC Face-centered cubic
MM Molecular mechanic
PB Potential barrier
TIS Tetrahedral interstitial site

29.1 Introduction

Usually, the nanostructured materials and nanoparticles are created from traditional
metal alloys under the influence of the extreme conditions: extrusion, multiple phase
transitions, laser surface treatment, metal particles deposition from the vapor phase,
etc. [1–3]. As a result, the metastable phases can be obtained because of the high-
cooling rate, high degrees of deformation, or both [4–6].

In any case, the obtained nanostructures are quasi-stable and change their
properties over time [7–9].

The study of the metastable nanostructures and nanoclusters can help solve the
problem of their stabilization using the atoms of other types. Also, it is possible to
control the properties of nanoparticles by changing the spatial configuration of other
type of atoms.
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29.2 Method

For the study, we chose a FCC Fe-Ni-C nanocluster containing 15 atoms. We
assumed that such a cluster forms randomly at initial time and contains one carbon
atom and one nickel atom, that substitutes iron atom. The system was considered
to be quasi-stable and quasi-isolated, that is why it was only statics that we took
into account when estimating energy changes using molecular mechanic method
(MMC algorithm) [10–12]. We chose the FCC cluster because all the atoms in it
are located on the surface or form the surface, which simplified interpretation of
calculation results.

We performed an evaluation of energy empirically using the solution of the
Newton system of equations:

mi
d2�!ri .t/

dt2
D �@U

��!ri ; : : : ;
�!rn
�

@�!ri

C�!Fex
i ; (29.1)

where Lennard-Jones potential was:

U
�
rij
� D 4"kl

X
i<j

"	
�kl

rij


12
�
	
�kl

rij


6#
(29.2)

and where ("kl D p"kk"ll – the bond energy and �kl D �kkC�ll
2

– the measure
of the atomic size, were calculated using Lorenz-Berthelot mixing rule of atoms
of k-th and l-th classes) [13–15]; Fex

i – the force that determines intermolecular
interactions; ri and rj – the coordinates of the interacting atoms rij D

ˇ̌�!ri � �!rj

ˇ̌
:

Due to the fact that the energy in such calculations is determined up to a constant,
we calculated the energy difference between the position of atom of carbon inside
of the nanocluster (octahedral interstice) and the current position during its drift to
the surface:

�u D u.L/ � u.0/; (29.3)

where L is a length of the carbon atom path, u – specific potential energy. Position
of the carbon atom in the central octahedral interstitial site (COIS) of a cluster was
chosen as null (0) of the path length (L), conforming to central symmetry of the
nanocluster.

We considered the movement of carbon atom as similar to the drift to surface due
to the influence of surface energy nanocluster. We examined every possible position
of nickel atom, which replaced the iron atom, as an analog of random diffused jumps
of nickel atom. Also we selected the temperature of T D 300 K and the distances
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Fig. 29.1 Change of specific energy iron FCC nanocluster depending on the distance between
atoms (from 2.8 to 4.0 Å)

Fig. 29.2 Numbering
scheme of nickel atom
positions in iron nanocluster

between atoms of 3.6 Å (angstroms), because the optimal interatomic distances of
Fe-Ni-C nanocluster was chosen for simulation in which height of a potential barrier
was maximal and FCC nanocluster was the most stable (see Fig. 29.1) [16–18]. We
numbered their positions for convenience (see Fig. 29.2). In such a system, any
changes of energy can be made only by changing positions of impurity atoms.
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Fig. 29.3 The scheme of carbon atom’s drift (a) and specific energy change of the iron nanocluster

(b): green arrow – the direction <022>, orange arrows – <
�

111> plus <222>

29.3 Result and Discussion

29.3.1 The Case of One Ni Atom

Nanocluster’s energy was calculated based on the location of the carbon atom,
taking into account the nickel atom’s position. We chose two directions of a carbon

atom drift to the surface: direction <022> (green arrow) and the way <
�
111> plus

<222> (orange arrows) for calculation, which formed a triangle (Fig. 29.3a). Choice

of the way <
�
111> plus <222> was associated with the fact that it was able to pass

through the tetrahedral interstice (TIS). Both directions were energetically favorable
for a carbon atom, because the cluster energy was almost twice smaller when the
carbon atom was on the surface (L D 1.8) compared to its position in the central
octahedral interstice (LD 0), due to influence of the surface as indicated in Fig. 29.4.
However, in case when the carbon atom drifted toward <022> direction, the potential

barrier (�) was higher than two potential barriers (�1, �2) in <
�
111> plus <222>

directions (see Fig. 29.3b). We had calculated the energy of a FCC nanocluster of
iron at all possible position of a nickel atom, in order to determine its effect on the
potential barriers height (see Table 29.1).

If the lowest potential barrier was in the direction of <022> when the nickel atom

held positions 1 and 4, in the case of drift toward <
�
111> plus <222> the potential

barrier’s configuration was more complex.
There are three potential barriers’ ratios which a carbon atom can overcome using

a tetrahedral interstice to reach the surface: (a) �1 � �2; (b) �1 > �2 and (c)
�1 < �2 (see Fig. 29.4).

Both of potential barriers with accuracy of 5% had an equal height when
they corresponded to 11, 12, and 14 positions of nickel atom (see Fig. 29.5,
green). In these cases, the heights of potential barriers on the way to the surface
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Fig. 29.4 Change of specific energy of the iron nanocluster depending on the position of nickel
atom

Fig. 29.5 Scheme the nickel
atom’s positions that affect
the height of potential barriers
the tetrahedral interstice

through tetrahedral interstice were 13–18% less than in the direction <022> (see
Table 29.1a). Energy depth of tetrahedral interstices did not exceed 40 meV/atom
or 11% between the maximum and the minimum. This position was the most stable
of the three cases, although it was considerably unstable in comparison to the case
when a carbon atom occupied the octahedral interstice.

In the second case (b), which included the majority of positions of a nickel atom
(1/9, 13), the first barrier was higher than the second potential barrier (see Fig. 29.5,
blue hatch). This created an energy condition for carbon atom to drift to the surface
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in order to reduce the nanocluster energy. The energy advantage was from 14 to 20%
in comparison to the direction <222>. For the carbon atom, the most energetically
favorable was position 1 of a nickel atom.

There was a case where the height of the second potential barrier of tetrahedral
interstice was larger than the first barrier’s by 10% (see Fig. 29.5 orange). In our
opinion, although this height was significantly lower than the potential barrier of an
octahedral interstice (by 29%), the carbon atom drift to the surface through TIS was
not energetically favorable, because conditions for returning of a carbon atom to the
central octahedral interstice were created.

29.3.2 The Case of Two Ni Atoms

In case when the FCC nanocluster contains two atoms of nickel, energy picture
becomes more complex as shown on Table 29.2a, b.

Table 29.2a contains all possible positions of the pair of Ni atoms where the
potential barriers of tetrahedral interstice have the same height�u1 ��u2 (accurate
to 5%). Table 29.2b contains all possible positions of the pair of Ni atoms where the
first potential barrier of tetrahedral interstice is higher than the second �u1 > �u2

(accurate to 5%). These are the best configurations of nickel atoms when the drift of
carbon atom to the surface through tetrahedral interstice is more favorable.

The third case is given in Table 29.2b, and it collects all possible configurations of
nickel atoms in which the second potential barrier is higher than the first barrier. In
this case, the condition for a return of carbon atom to the central octahedral interstice
has been formed.

29.4 Conclusions

Thus, there are two ways for carbon atom to drift to the surface of the iron FCC
nanocluster: short direction of <022> with high potential barrier and long direction

<
�
111> plus <222>, which potential barrier is lower by 13–29%. The carbon atom

position in tetrahedral interstice is unstable, so it can be considered as a transit way
of the carbon atom to the surface of the nanocluster.

The position of nickel atom affects the height of potential barriers and determines
which of the two potential barriers of the tetrahedral interstice is higher. This
can be considered as a method to control the interstitial atom’s motion using the
substitutional atom in nanocluster.
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Chapter 30
Nanostructuring Surfaces of HgCdTe
by Ion Bombardment

A. B. Smirnov and R. K. Savkina

30.1 Introduction

A wide spectrum of topological features of a semiconductor surface can be
developed by ion bombardment [1]. It is known that low-energy ion processing
(from hundreds of eV to tens of keV) creates peculiar surface morphologies, such
as nanoripples and nanodots, ranging from random to regular structures, whose
electronic and optical properties are different from those of bulk materials and
might find technological application for nanophotonics and nanoscale magnetism.
For example, the implantation of ions of magnetic (or nonmagnetic) metals makes
it possible to synthesize nanostructured layers exhibiting both diamagnetic and
superparamagnetic, or even ferromagnetic, properties in a thin subsurface layer of
an irradiated matrix [2].

Roles of implantation parameters such as ion energy, fluence, and angle of the
ion beam incidence are observed to be significant to optimize the evolution of such
nanostructures. In particular, the length scales of nanoripples are found to be mainly
dependent on ion energy [3]. It was shown that normal-incidence (NI) ion beam
can result in the formation of nanoscale objects on the surface of both elemental
(Si [4, 5], Ge [5, 6]) and compound semiconductor (GaSb [7, 8]). At the same time,
well-ordered hexagonal arrays of InP nanodots [9] and well-aligned ripple structures
on the surface of a single crystal of 3C-SiC [10] were created by oblique-incidence
(OI) ion bombardment. It should be also noted that ripples formed by OI processing
of binary compounds can have a much higher degree of order than those formed by
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bombardment of elemental materials [11]. In other words, interest in developing
techniques for fabricating nanostructured semiconductor surfaces having varied
textures is increasing.

Most commonly irradiation-driven surface nanostructuration is understood
as interplay between surface reorganization processes such as roughening and
smoothening due to erosion and diffusion correspondingly. The widely accepted
Bradley–Harper theory [12] explains pattern formation by the curvature dependence
of the sputtering yield. An alternative approach is based on the theory (R. Cuerno
[13] and S. Norris [14]) of the stress relaxation. In particular, R. Cuerno and
coauthors show that nonuniform generation of stress across the damaged amorphous
layer induced by their radiation is a key factor behind the range of experimental
observations. Thus, the formulation of the generalized mechanisms of the ion
nanostructuring of solid (in particular, semiconductor) surface faces with certain
difficulties and requires further research.

The present investigation has been carried out on HgCdTe (MCT) alloys because
MCT is one of the basic semiconductors for photon detectors from near IR
(wavelength œ 	 1.5 �m) to long IR (œ 	 20 �m) and is used in large-scale arrays
with silicon CMOS readouts. Sub-terahertz radiation detectors based on HgCdTe
semiconductor are discussed also [15]. Ion implantation of MCT structures is the
commonly used method for the fabrication of the IR devices. The advantages of
this technique in producing a uniform and shallow junction are recognized. An
implant, getting into the epitaxial layer, initiates an active restructuring of the defect
structure of MCT, which change the epilayer carrier type. As a result, n-on-p (boron-
implanted) [16] and p-on-n (arsenic-implanted) [17] photodiodes are fabricated. At
the same time, it is well known that ion implantation induces mechanical stress in
MCT layers, which is a matter of paramount importance for solid-state devices, and
has been exploited to improve their electrical and optical properties. It was shown
that implantation-induced stress is an important factor influencing the depth of p–n
junctions in MCT-based structures [18].

This work aimed at studying the investigation of nanostructuring surfaces
of a ternary chalcogenide semiconductor compound Hg1-xCdxTe/Cd1-yZnyTe
(xD 0.223, yD 0.04) performed using the processing with BC and AgC ions. Effect
of stress on defect transformation in BC and AgC implanted HgCdTe/CdZnTe
structure will be discussed.

30.2 Experiment

30.2.1 Materials

Materials used in this study were p-Hg1-xCdxTe (x 	 0.223) epilayers grown on
[111]-oriented semi-insulating Cd1-yZnyTe (y D 0.04) substrates from a Te-rich
solution at 450 ıC by liquid-phase epitaxy. Specimens 1 � 1 cm in size were cut
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for measurements from wafers. An optical microscope was used to determine the
thickness of grown layers, which was about 17 �m.

30.2.2 Ion Beam Processing of HgCdTe

The working surface of structures investigated (on the side of the MCT layer) was
implanted with the boron BC and silver AgC ions. The implantation has been carried
out by means of a Vezuvii-5 implanter allowing to work in the energy range from
100 up to 140 keV with normal- and oblique-incidence ion bombardment. To avoid
the oxidation of the distorted layer [19], the specimens were annealed in the chamber
at excess argon pressure four bars in the argon atmosphere at temperatures of 75 ıC
for 5 h.

The mathematical simulation of the process of ion implantation with the use of
the software package TRIM_2008 allowed the parameters of the radiation-induced
disordering region of MCT to be determined. The energy and dose of implanted ions
as well as parameters of the MCT region subjected to the ion-induced disordering
are presented in Table 30.1.

Usually, p–n junctions have been produced on a MCT substrate by ion bombard-
ment with beam fluence ranging from 1013 ions/cm2 to 1015 ions/cm2 and ion energy
ranging from 100 keV to 300 keV. At that, appearance of the extended defects in
addition to the point defects occurs at a higher dose [20]. Therefore, a low dose
(	1013 cm�2) has been chosen. At such dose, the near-surface region of the MCT
target becomes saturated with point defects only. In particular, there are vacancies
and mercury interstitial sites.

Another feature of MCT solid solution is the weakness of the Hg–Te bond
compared to the Cd–Te bond resulted in the greater ion sputter yield of HgTe
to CdTe. The enthalpy of Hg–Te bond formation is about 0.33 eV and for the
Cd–Te bond – 	1.044 eV [21]. It causes Hg to have large relative ion sputter

Table 30.1 Parameters of the MCT region subjected to the ion-induced disordering

Type of implanted ions and Ion
beam incidence angle 
 , ı

BC, 0 AgC, 0 AgC, 0 AgC, 45

Energy of implanted ions, keV 100 100 140 140
Dose of implanted ions, Ôm�2 3 � 1013 3 � 1013 4.8 � 1013 4.8 � 1013

Projected range Rp, �m 0.22 0.0365 0.045 0.04
Straggling �Rp, �m 0.17 0.024 0.028 0.0186
Maximal mechanical stresses ¢ , Pa 1.4 � 103 2.2 � 105 2.9 � 105 1.28 � 105

Maximum doping Cmax, m�3 9.5 � 1023 5 � 1024 5.25 � 1024 3.38 � 1024

Vacancy concentration Cv, N/Å
ion The coefficient of crystal
lattice contraction ˇ, m3

20
3.51 � 10�31

4.5
1.25 � 10�32

4.67
1.25 � 10�32

4.68
1.25 � 10�32
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yields compared to the other elements and, most likely, plays a dominant role in
the preferential sputtering of Te in HgCdTe [22].

30.2.3 Material Characterization

All processed surfaces were examined after ion bombardment using atomic force
microscopy (Digital Instruments NanoScope IIIa operating in the tapping mode).
The surface morphology of the MCT samples investigated was characterized by a
scanning electron microscope (SEM) (MIRA3 TESCAN). The optical characteris-
tics were studied by ellipsometry. The measurements were performed on a laser
(œ D 632.8 nm) photoelectric compensation null ellipsometer (LEF 3G-1). The
ellipsometric parameters � and § were determined from the results of multi-angle
measurements in a range of incidence angle ¥D 50/75ı.

The structural characterization of the MCT samples was performed by X-ray
diffraction (XRD) using a Panalytical X’Pert Pro triple-axis X-ray diffractometer.
X-rays were generated from copper linear fine-focus X-ray tube. The CuK’1 line
with a wavelength of 0.15418 nm was selected using a four-bounce (440) Ge
monochromator. The experimental schemes allowed two cross sections of reciprocal
lattice sites to be obtained: normally (¨-scanning) and in parallel (¨/2™-scanning)
to the diffraction vector.

30.3 Results and Discussions

30.3.1 Surface Topometry Investigation

It was found that the ion bombardment of the samples investigated has resulted in
the essential change of the physical and structural properties of MCT surface. The
character of implantation-induced changes depended both on the type of implanted
ions and on the implantation parameters such as ion energy, fluence, and angle
of the ion beam incidence. Note that the high-energy ion processing of ternary
compound was carried out, whereas the structures obtained were similar to those
that are formed by ion sputtering on elemental and binary semiconductors.

It was found that in the range of nanoscale, arrays of holes and mounds are
generated on a (111) MCT surface as a result of the normal-incidence ion bombard-
ment. Nano-objects on the surface of semiconductor films were researched within
the atomic force and scanning electron microscopy methods. We also constructed
the histograms which present the superposition of the distribution functions of
lateral dimensions in the X � Y plane. The most probable size of nano-objects was
determined as the position of the major maximum in the distribution histogram.
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Fig. 30.1 Typical SEM images of a (111) MCT surface generated as a result of the normal-
incidence ion bombardment with boron (a) and silver (b) ions with 100 keV

SEM image of a periodic height modulation induced on a (111) MCT surface
by 100 keV BC and AgC ions is shown in Fig. 30.1a, b. AFM results of the
initial specimen topometry (Fig. 30.2a) show that the surface plane is densely and
regularly packed with round-shaped grains with preferred size of 25 nm in diameter.
This means that the studied epitaxial film is characterized by a considerable
nonequilibrium resource. As a rule, this state is concentrated in mechanical stresses
of the local character (grains–pores), which is confirmed by the presence of a
network of quasipores 3.5–10 nm in depth and 50–160 nm in diameter. The root-
mean-square (RMS) roughness parameter for 1 � 1 �m2 initial surface fragments
was in the energy range 2.45–3.34 nm.

After the double implantation with silver ions at NI regime (Fig. 30.2f), the MCT
surface undergoes an essential transformation. RMS parameter reduced to 2.17 nm
at the initial value 3.34 nm. The quasipores are almost unobservable, the grain
boundaries are strongly smeared, and some grains, keeping their sizes in variable,
form chains with channels between them.

Figure 30.2b shows AFM reconstruction of periodic height modulations
(“nanohole” pattern) induced on a (111) MCT surface with 100 keV NI BC ion
processing. After low-temperature annealing, MCT surface became denser. The
study of the microhardness with the use of a Shimadzu HMV-2000 pointed to
increase of its value to 12%. The ordered grid of quasipores is not observed (see
Fig. 30.2c). At the same time, some grains become consolidated.

NI AgC ion bombardment gives rise to emergence of a uniform array of nano-
islands 5–25 nm in height and with a base diameter of 13–35 nm (see Fig. 30.2d).
With increasing fluence from 3 � 1013 cm�2 to 4.8 � 1013 cm�2 and at OI regime,
the diameter of nano-islands is found to increase, and the conjoined structure has
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Fig. 30.2 AFM images of a (111) MCT surface generated as a result of the ion bombardment with
BC and AgC ions: (a) typical virgin surface, (b) BC (
 D 0ı, 100 keV, 3 � 1013 cm�2), (c) BC

(
 D 0ı and postimplantation annealing, 100 keV, 3 � 1013 cm�2), (d) AgC (
 D 0ı, 100 keV,
3 � 1013 cm�2), (e) AgC (
 D 45ı, 140 keV, 4.8 � 1013 cm�2), (f) AgC (
 D 0ı, 140 keV, two
doses of 4.8 � 1013 cm�2). Inset: Fourier transforms of AFM images

been formed as shown in Fig. 30.2e. The size distribution histogram for nano-
objects on the specimen surface irradiated at OI regime has a linear section (on
the logarithmic scale). The presence of such a section means that the structures with
fractal geometry are formed on the surface of a semiconductor compound epitaxial
film [23].

The corresponding 2D fast Fourier transformation (FFT) has been depicted
in insets of Fig. 30.2. They reveal that there is no signature of ordering of
nanostructures over the surfaces for all regimes.

Thus, it was found that in the range of nanoscale, arrays of holes and mounds on
(111) MCT surface have been fabricated using 100–140 keV BC and AgC ion beam
irradiation. In addition, after NI irradiation with AgC ions, a uniform array of nano-
islands 5–25 nm in height was obtained, while the topometry investigation after OI
irradiation with AgC ions points to the nanostructures with fractal geometry.

30.3.2 Subsurface Region Investigation

The optical characteristics of the subsurface region of implanted MCT samples were
carried out by ellipsometry. It was observed the formation of the complex optical
system [24] after NI ion bombardment and annealing. In particular, a two-layer
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model of the refracting system, namely, damaged layer on MCT/substrate, was
engaged for samples processed with BC ions. For the samples implanted with
AgC, the interpretation of the ellipsometry measurements became possible only
by introducing an additional layer, which is associated with a specific character of
damage in the MCT matrix induced by silver ions. The values of refractive indexes
(n) and extinction coefficients (k) in the damaged layers turned out anomalously
small [25] with respect to the corresponding value for MCT (n D 3.87, k D 1.1).
The thickness of a damaged layer determined from the results of ellipsometry
measurements was about 0.38 �m for boron and 0.1 �m for silver implanted
samples. These findings are consistent with the simulation of the implantation
process using the TRIM_2008 program package which allowed us to state that
the introduced impurity is mainly localized in the subsurface region of MCT [25].
Damages revealed in the near-surface region of MCT form a layer not thicker
than 	0.4 �m and 	0.1 �m in the case of implantation with boron and silver,
respectively.

30.3.3 XRD Investigation

X-ray rocking curves (RC) obtained in the coherent-scattering region from the
symmetrical ¨/2™-scanning for MCT-based structures before and after implantation
point out to the compression of the boron implanted MCT and tension of the silver
implanted MCT layers.

The structural properties of the MCT epilayers were also investigated using X-ray
high-resolution reciprocal space mapping (HR-RSM). The maps are a bonded set of
scans perpendicular (qx) and parallel (qz) to the diffraction vector. The observed
distribution of the intensity along axis qz indicates the existence in the initial
material of some structural heterogeneity caused by the existence of the vacancies
(qz < 0) and interstitials (qz > 0) (Fig. 30.3a). The micro-defect system in the initial
material is apparently compensated that is confirmed by the symmetric form of the
initial RC and RSM. Implantation with boron results in insignificant changes in the
RSMs. At the same time, two-dimensional RSMs of the intensity distribution around
(111) sites for the MCT layer implanted by silver ions have shown following results
depicted in Fig. 30.3b–d.

First of all, the formation of the significant halo in the central part of the
map of the implanted sample (Fig. 30.3b–d) indicates the increase in the MCT
film imperfection after the implantation performed. After processing both with NI
(Fig. 30.3c) and with OI (Fig. 30.3d) geometry, the significant increase in the half-
width of the ¨-scan (qx direction) in the central part of the RSMs is observed.
It can mean the formation of misorientation-type defects as a result of the ion
bombardment. Moreover, the appearance of asymmetry in the qz direction points
out to the initiation of the tensile deformation in the samples investigated after AgC
implantation.
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Fig. 30.3 Reciprocal space maps of MCT-based heterostructure obtained from the combined ¨
and (¨–2™) scans using high-resolution modules: (a) before implantation, (b) AgC (
 D 0ı,
140 keV, two doses of 4.8 � 1013 cm�2), (c) AgC (
 D 0ı, 100 keV, 3 � 1013 cm�2), (d) AgC

(
 D 45ı, 140 keV, 4.8 � 1013 cm�2)

It should be also noted that peculiarity at qz < 0 on the reciprocal space map
of MCT-based heterostructure (Fig. 30.3d) can mean the formation of the new
phase. XRD investigation in the grazing-incidence (GI) scheme has confirmed the
formation of the new phase after NI [26] and OI [27] silver implantation. This is
the polycrystalline phase of the MCT (ICDD PDF 00-051-1122) and (111) Ag2O
phase (ICDD PDF 00-041-1104) in the near-surface region. The GI diffractograms
have been collected by irradiating the samples at an incident angle (
 inc) of 1

ı

. The
penetration depth at this incidence angle was 	 400 nm.

30.3.4 MCT Nanostructuring Mechanism Discussion

Thus, the experimental study demonstrates the nanostructurization as well as change
of the chemical composition on the MCT surface after NI and OI ion beam
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irradiation. As discussed in the introduction, a lot of experimental as well as
theoretical efforts have been devoted to understand the mechanism of nanoscale
structure formation on surfaces subjected to energetic ion bombardment. According
to the Bradley–Harper theory [12], pattern formation is related to the curvature
dependence of the sputtering yield. At that, if a binary compound is subjected to
the ion beam processing, one of the components is preferentially sputtered, yielding
a thin surface layer of altered stoichiometry. For example, due to preferential
sputtering of As from GaAs during ion beam processing, its surface is enriched
by Ga [28].

The two main physical mechanisms to explain preferential sputtering effects
in alloy systems are differences in the masses of the atoms in the sample, so-
called mass effects, and differences in the surface binding energies between
atoms, so-called bonding effects. In the case of MCT ternary compound under
ion bombardment, Hg, the heaviest element, is preferentially sputtered in both
HgCdTe and HgTe [22] so mass effects were not the dominant preferential sputter
mechanism. Thus, for MCT alloy sputtered surfaces must be depleted in Hg and
enhanced in Te and Cd through the weakness of the Hg–Te bond compared to the
Cd–Te bond. However, this scenario conflicts with the results of X-ray diffraction
analysis of MCT films with the composition 0.23 irradiated with 100 keV silver
ions [26], which proved the formation of polycrystalline MCT layer with x D 0.2
on the surface. According to Sigmund theory [29], the sputtering yield for MCT
is about 11, and effective sputtering depth is about 14 Å. In conformity with our
experimental results, RMS parameter undergoes changes during ion processing in
the range of the sputtering depth, and significant erosion is observed after double
impact with 140 keV only.

At the same time, knowing that the deformation accumulation is found to
lead to the topological instability of the irradiated surface and being based on
our investigations, we can assume that the deformation fields appearing upon
implantation of the MCT-based structures are a significant factor of the observed
transformation of its surface.

The magnitude of mechanical stresses created in the MCT layer after implanta-
tion can be determined from the relation [30]:
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where 	 is Poisson’s ratio, E is the Young modulus, z is the coordinate, ˚ is a
fluence, Rp is the projected range, CV(z) is the distribution profile of an impurity
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introduced into the target, and CV(z, 
 ) is the distribution profile of an impurity
for OI regime of the ion bombardment. The coefficient of MCT crystal lattice
contraction by the introduced implant, ˇ, was determined using the results of X-
ray diffraction studies of samples investigated [25]. The mechanical stresses that
arise in the near-surface layer of an epitaxial MCT layer attain the maximal value
of 1.4 � 103 Pa for boron and (2.2–2.9) � 105 Pa for silver implanted structure (see
Table 30.1).

As we know, the deformation sign is dependent on the ratio of ionic radii of the
matrix atoms and introduced impurity [18]. Implantation with ions of small radius
(such as BC, rB 	 0.97

0

Å) stimulates the compression of the damaged layer, whereas
the implantation with ions of radius comparable with that of Hg (in our case, these
are AgC ions, rAg 	 1.44

0

Å, rHg 	 1.55
0

Å) gives rise to tensile stress in the damaged
layer, as confirmed by the X-ray diffraction data obtained in this work and in our
previous work [25–27]. As a result, each of the local volumes (blocks) of the crystal
undergoes an action of forces from the neighboring blocks, and their resulting force
and its impulse will not be zero because of fluctuations. When the stress will be
higher than the ultimate strength of MCT, the action of the forces can bring about
the rotation of small crystalline blocks and the structuring of the material.

30.4 Conclusions

In conclusion, the evolution of surface morphology of (111) Hg1–xCdxTe
(Ø 	 0.223) epilayers due to ion irradiation in the energy range 100–140 keV was
studied. Modification of this ternary compound was performed using the method of
normal- (
 D 0ı) and oblique-incidence (
 D 45ı) ion bombardment. The character
of implantation-induced changes depended both on the type of implanted ions and
on the implantation parameters such as ion energy, fluence, and angle of the ion
beam incidence. Note that the high-energy ion processing of ternary compound was
carried out, whereas the structures obtained were similar to those that are formed
by ion sputtering on elemental and binary semiconductors.

We have shown that in the range of nanoscale, arrays of holes and mounds on
(111) MCT surface have been fabricated using BC and AgC ion beam irradiation,
respectively. In addition, after NI irradiation with AgC ions, a uniform array of
nano-islands 5–25 nm in height was obtained, while the topometry investigation
after OI irradiation with AgC ions points to the structures with fractal geometry.

The deformation fields appearing upon implantation of the studied heterostruc-
ture are a significant factor of the observed transformation of its surface. It was
found that processing of MCT films with ions of different radii (BC and AgC)
leads to the formation of surface layers which are significantly different in thickness
(400 nm and 100 nm, respectively), as well as with maximum mechanical stresses
that differ by two orders of magnitude (1.4 � 103 Pa and 2.2 � 105 Pa, respectively).
XRD investigations point out to the compression of the boron implanted MCT
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and tension of the silver implanted MCT layers. It was supposed that nano-relief
character induced by ion beam irradiation of the MCT depends on the sign of the
surface layer deformation.

The observed effect of nanostructuring can be useful from the viewpoint of
developing a new class of electro-optical facility based on MCT that possesses a
necessary combination of optical, electro-physical, and photoelectric properties. It
was found also a surprising sensitivity of MCT-based heterostructures for sub-THz
radiation after the oblique-incidence (45ı) bombardment with silver ions (140 keV)
[15]. The signal was detected without antenna and amplification, and NEP at
� � 140 GHz and 296 K reaches 4.5 10�8 W/Hz1/2.
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Chapter 31
The Plasmon-Polariton Mirroring Due to Strong
Fluctuations of the Surface Impedance

Yu.V. Tarasov, O.V. Usatenko, and D.A. Iakushev

31.1 Introduction

The complexity of electromagnetic phenomena in the study of surface polariton
waves has led in due time to the need for determining some simple parameters
that would allow for easy modeling, calculations, and design of electromagnetic
(EM) devices. Among these simple and reliable parameters, the impedance is most
commonly used. It allows to greatly simplify the solution of the problem and
circumvents the necessity to study the solution of electrodynamic equations directly
in a metal. A brief review of the work on the development of the impedance concept,
different from that of Leontovich, can be found in paper [1].

Regardless of the method of solving the problem—either accurately taking into
account the surface topography or modeling it through an impedance condition—
there appears a need to study an integral equation describing the PPW scattering
processes. In particular, the integral equation arises from the use of the Leontovich
boundary condition (functional equation) after substituting the solution of the
Helmholtz equation in the form of an expansion into eigenwaves (in the simplest
case, plane waves) and switching to the momentum representation, see Eq. (31.11)
below or the paper by Depine [2].

In the present study, we examine plasmon-polariton scattering by a metal strip of
a finite width L with fluctuating impedance (see Fig. 31.1). The wave vector of the
plasmon-polariton lies in the plane of the metal and is directed perpendicular to the
scattering section of the surface. The radiation arising due to the fluctuations of the
surface impedance is considered with the account of the absorption due to the finite
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Fig. 31.1 The geometry of the PPW scattering on a flat boundary with the surface impedance
randomly modulated over a segment of finite length L

conductivity of the metal. For the analysis of the problem, we apply a standard
approach consisting in the analysis of the integral equation for the scattered field
expressed through the Fourier components of the EM field on the metal surface.
The main difficulty in solving this equation is associated with the presence of the
integral term, which is usually considered as a small perturbation, in powers of
which the solution is sought. We propose and justify the criterion for the evaluation
of the PPW scattering intensity, which is the Hilbert norm of the mixing operator
for the intermediate scattering states. A rough qualitative assessment of the norm is
that it is proportional to the mean square fluctuation of the impedance and inversely
proportional to its real part (the accurate estimate is given by expression (31.20)).
We calculated the scattered radiation pattern and showed that for the weak scattering
the radiated energy is proportional to the Fourier transform of the binary correlation
function of the impedance, the argument of which is equal to the difference between
the wave number of the surface polariton and the projection of the wave vector of the
scattered field harmonic directed toward the observation point. This dependence has
an obvious resemblance to the angular dependence of the field scattered by reflective
gratings, where Wood found the anomalies [3].

We pay special attention to another limiting case, where the integral term in the
master equation is major compared to those outside the integral. We show that with
increasing the metal conductance, the fraction of the field scattered into vacuum
increases compared to the PPW ohmic losses in the metal. Simultaneously, the
contribution of the integral term grows with respect to that of the nonintegral term.
For strong impedance fluctuations, the scattered field becomes almost deterministic
in nature, and in the limit, when the dissipation of charge carriers in the metal
completely vanishes, the PPW is totally reflected backward by the surface region
containing the fluctuating impedance. Thus, we show that in the model of perfectly
conductive metal the integral term is the primary one, and the starting point for
solving any equation containing inhomogeneity should be the solution of the integral
rather than algebraic equation. In other words, in the model of a dissipation-
free metal, the standard plasmon-polariton solution is unstable with respect to
infinitesimal perturbations.
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31.2 Problem Statement

Let us consider the two-dimensional problem of scattering of a surface plasmon-
polariton wave excited by a certain source (e.g., a slit [4, 5]) on the impedance
boundary between a metal and vacuum. A finite section of the boundary is assumed
to have random impedance. We assume also that the impedance depends on one
coordinate only and describe it with a function consisting of two complex terms:

Zs.x/ D (0 C (.x/ ; (31.1)

of which the first term, (0, is constant, while the second term, (.x/, is a random
function of the x-coordinate. This function is assumed to have nonzero value solely
in the interval L W x 2 Œ�L=2;L=2� and to have zero average value within this
interval, h(.x/i D 0.

The surface plasmon-polariton is a p-polarized (TM) wave with the only nonzero
component of the magnetic field Hy � H.r/ that satisfies Helmholtz equation:

�
�C k2

�
H.r/ D 0 ; (31.2a)

and boundary condition

	
@H

@z
C ik

�
(0 C (.x/

�
H


 ˇ̌ˇ̌
ˇ
zD0
D 0 : (31.2b)

Symbol� in (31.2a) denotes the (two-dimensional) Laplace operator; k D !=c and
r D .x; z/ are the wave number and two-dimensional radius-vector, respectively.
Due to the complexity of random function (.x/, we set its binary correlation
properties by Eq. (31.13) below.

For the coordinate-independent surface impedance, problem (31.2) is easily
solved and provided Im (0 < 0 has, in general, two solutions of the following form:

H.˙/
SPP.r/ DA.˙/ exp .˙ikSPPx � i(0kz/ ; (31.3)

kSPP Dk
q
1 � (20 :

We are interested in polaritons propagating quasi-freely along the interface between
two media for distances much greater than their wavelength. As it follows from
Eq. (31.3), for this the following inequality should hold:

(0
0 
 j(00

0 j : (31.4)

For real metals, the imaginary part of the impedance is negative, and its absolute
value does not exceed unity (see, e.g., Ref. [6]). The attenuation length of PPW due
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to the dissipation in the metal half-space under condition (31.4) is represented by
the following formula:

L.SPP/

dis D
ˇ̌
k00

SPP

ˇ̌�1 D
q
1C (00

0
2

k(0
0j(00

0 j
: (31.5)

Assuming that all the conditions necessary for the existence of a quasi-free
PPW in the case of a homogeneous impedance ((.x/ � 0) are fulfilled, we seek
a solution of the problem (31.2) as a sum of certain unperturbed plasmon-polariton-
type solution H0.r/ and “scattered” field h.r/:

H.r/ D H0.r/C h.r/ : (31.6)

It is convenient to model the solution H0.r/ in the form commonly adopted for one-
dimensional scattering problems. In the region x < �L=2, we take it in the form of
a sum of a plasmon-polariton incident from the left, which has the unit amplitude
at the left point of the segment L, and the reflected PPW, which propagates and is
dissipatively attenuated in the opposite direction:

H.l/
0 .r/ D exp

�
ikSPP

�
xC L=2

� � i(0kz
�C r� exp

��ikSPP
�
xC L=2

� � i(0kz
�
:

(31.7a)

To the right of L, we choose the unperturbed field H0.r/ in the form of transmitted
PPW only:

H.r/
0 .r/ D tC exp

�
ikSPP

�
x � L=2

� � i(0kz
�
: (31.7b)

And finally, in the intermediate region x 2 L, we set the unperturbed field in the
form of a superposition of the field transmitted through the left boundary of L and
the PPW reflected from its right boundary:

H.in/
0 .r/ Dt� exp

�
ikSPP

�
xC L=2

� � i(0kz
�

C rC exp
��ikSPP

�
x � L=2

� � i(0kz
�
: (31.7c)

Note here an excessive amount of arbitrary constants in the “seed” solutions (31.7).
Below we impose two additional conditions (in the form of continuity of the y-
components of the scattered magnetic field), which eliminate this redundancy.

The scattered field h.r/ from representation (31.6) satisfies Helmholtz equa-
tion (31.2a), but with the boundary condition on the surface z D 0, which is different
from the condition (31.2b), viz.,
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�
xC L=2
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��ikSPP
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Moreover, since in the regions jxj > L=2 condition (31.8) allows for the wave
equation solution in the form of surface polaritons only, and such solutions have
already been taken into account in Eq. (31.7), we can assume that in these areas the
function h.r/ is identically equal to zero at z D 0. As for the conditions which the
scattered field should satisfy in the region z > 0, given the finite size of the surface
section considered as the source of this field, we assume that at large distances the
field h.r/ fulfills the radiation conditions.

The choice of the unperturbed solution for the Helmholtz equation in the form of
the set of functions (31.7) associated with different sections of the x-axis allows us to
couple the elements of the scattering matrix of a plasmon-polariton with its radiation
in vacuum and dissipation in the conductive substrate. The dissipative losses are
incorporated into the imaginary part of the surface plasmon wave number, kSPP. As
for the radiation losses, they are determined by the harmonics of the field h.r/which
leak into the upper half-space. If the field h.r/ is found, then by joining the values
of the total field at the metal-vacuum interface at the inner side of the end points
of the segment L with the plasmon-polariton solutions (31.7) taken along the same
border at points x D ˙.L=2C 0/, we obtain the following set of equations relating
the scattering coefficients r˙ and t˙:

1C r� D t� C rCeikSPPL C h.�L=2; 0/ ; (31.9a)

tC D t�eikSPPL C rC C h.L=2; 0/ : (31.9b)

From these equations it follows that the scattering coefficients of the “unperturbed”
PPW appearing in Eq. (31.7) are directly related to the yet unknown scattered field
h.r/, so they should be determined self-consistently.

31.3 General Solution for the Scattered Field

To find the field h.r/, we do not restrict ourselves to specific regions on the x-axis
and consider the perturbed section of the conductor as a source of the field for the
entire upper half-space. Let us seek for the scattered field in the form of an integral:

h.r/ D
1Z

�1

dq

2�
eR.q/ exp

h
iqxC i

�
k2 � q2

�1=2
z
i
; (31.10)
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which satisfies by construction both the wave equation in free space and the
radiation conditions at infinity. To determine the scattering amplitude eR.q/, we use
boundary condition (31.8) making its Fourier transform with respect to x. In this
way we arrive at the following integral equation:

h
(0 C

p
1 � .q=k/2

i eR.q/C
1Z

�1

dq0

2�
eR.q0/e(.q � q0/ D

� eikSPPL=2
h
t�e(�q � kSPP

�C rCe(�qC kSPP
�i
: (31.11)

If the real part of the surface impedance is not equal to zero ((0
0 ¤ 0), the

expression in the square brackets on the left-hand side of Eq. (31.11) does not vanish
on the real frequency axis. By dividing both sides of the equation by this factor, we
can rewrite it in the form of the standard Fredholm integral equation of the second
kind [7]:

eR.q/C
1Z

�1

dq0

2�
L.q; q0/eR.q0/ D �eikSPPL=2

�
t�L.q; kSPP/C rCL.q;�kSPP/

�
:

(31.12a)

The kernel of the integral operator on the left-hand side of Eq. (31.12a) has the form

L.q; q0/ D
h
(0 C

p
1 � .q=k/2

i�1e(.q � q0/ : (31.12b)

With our assumptions, it is the Hilbert-Schmidt kernel, which ensures the unique-
ness of the solution of Eq. (31.12a).

In what follows, we are interested not in the actual field h.r/, which is, due to the
problem statement, a random function of the coordinates, but only in its statistical
moments. In the general case, we assume that function (.x/ is complex-valued and
set its average value equal to zero,

˝
(.x/

˛ D 0, while its binary correlation functions
will be taken in the form

˝
(.x/(.x0/

˛ D „2W.x � x0/ ; (31.13a)
˝
(.x/�(.x0/

˛ D j„j2W.x � x0/ : (31.13b)

The angle brackets
˝
: : :
˛

here and below denote statistical averaging over the
realizations of random function (.x/. Complex parameter „ D �R C i�I appearing
in Eq. (31.13) is called the (complex) variance of this function. The real parameters
�R;I denote the variances of real and imaginary parts of the impedance, respectively.
Function W.x/ is assumed to be real, even, and normalized to unity at the maximum
located at x D 0, and sufficiently rapidly decaying to negligible values at the interval
j�xj 	 rc (correlation radius).
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Equation (31.12a) can be formally solved with the use of the operator approach.
With Fredholm operator OL, the kernel of which is represented by Eq. (31.12b), the
solution of Eq. (31.12a) can be written as

eR.q/ D �eikSPPL=2hqj�O1C OL��1 ht� OLjkSPPiC rC OLj�kSPPi
i
: (31.14)

Here we use Dirac notation for the matrix elements of the operator through bra-
and ket-vectors. Operator OL appearing in Eq. (31.14), in its turn, is represented as a
product of two operators, OL D OG.CP/ O(L, where the operator factors OG.CP/ and O(L are
given by matrix elements:

hqj OG.CP/jq0i D
h
(0 C

p
1 � .q=k/2

i�1
2�ı.q � q0/ ; (31.15a)

hqj O(Ljq0i De(.q � q0/ : (31.15b)

The first of the above operators, OG.CP/, is the propagator of a certain wave excitation
which will be denoted as a composite plasmon in what follows (the reader can
find justification of this term in Ref. [8]). The second factor, O(L, will be called the
operator of the impedance perturbation.

Scattering amplitude (31.14) is written as a linear combination of matrix
elements of a certain complex-valued operator:

OT D �O1C OL��1 OL : (31.16)

These matrix elements play the role of the propagators of the initial states described
by vectors j˙ kSPPi into the final state of scattering, which corresponds to vector
jqi. In this notation, the operator OL introduced in Eq. (31.12b) can be interpreted as
the operator of onefold scattering of the mode with an arbitrary x-component of the
momentum from its “initial” state corresponding to the right mode index into the
“final” (left) mode determined by propagator (31.15a). It is natural to associate the
intensity of the scattering with the operator OL norm. Depending on the value of this
norm, we will define and consider the limiting cases of weak and strong inter-mode
scattering below.

We define the norm of the operator OL in a standard way, in terms of the vector
norm defined in corresponding Banach space:

k OL'k2 D� OL'; OL'� D
1“

�1

d�1d�2
.2�/2

e'�.�1/e'.�2/

�
1Z

�1
dx
“

L

dx1dx2hxj OLjx1i�hxj OLjx2ie�i�1x1Ci�2x2 : (31.17)
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Here ' stands for a normalized trial function from the respective functional space.
We assume that characteristic “microscopic” scales of spatial variation of this
function are small as compared with length L, or at least do not exceed this length
by order of magnitude. Given this assumption, it follows immediately that Fourier
transforms of the trial functions alter significantly at characteristic scales large (or,
at least, of the same order) in comparison with 1=L, which is the characteristic width
of prelimit ı-functions arising when correlation relations (31.13) are translated
to momentum representation. Then, equality (31.17) is reduced to the following
approximate form:

˝k OL'k2˛ � j„j2
1Z

�1

d�

2�

ˇ̌
ˇ(0 Cp1 � .�=k/2

ˇ̌
ˇ�2

1Z

�1

d�1
2�

ˇ̌e'.�1/ˇ̌2eW.� � �1/ :
(31.18)

The factors in the integral over �1 in Eq. (31.18), both
ˇ̌e'.�1/ˇ̌2 and eW.� � �1/,

have some scales of variation (localization). For function e'.�/ these may be 1=L,
1=L.SPP/

dis and 1=L.loc/, where under L.loc/ we mean the length of one-dimensional
Anderson localization, which coincides, by the order of magnitude, with the extinc-
tion length. All the above scales are small compared with the inverse correlation
length 1=rc. This suggests that one can calculate the integral over �1 in Eq. (31.18)
by taking correlation function eW out of this integral at point �1 D 0. We thus arrive
at equality:

˝k OLk2˛ D j„j2
1Z

�1

d�

2�

ˇ̌
ˇ(0 Cp1 � .�=k/2

ˇ̌
ˇ�2 eW.�/ ; (31.19)

where function eW.�/, based on the above made assumptions, may be taken out
of the integral over � at the maximum points of the first integrand factor, viz., at
�˙ D ˙k0

SPP. As a result, we obtain the following expression for the operator OL
norm squared:

˝k OLk2˛ � j„j2 kj(00
0 j

(0
0

q
1C (00

0
2
� 1
2

X
˙
eW.˙k0

SPP/ : (31.20)

31.4 Weak Inter-mode Scattering

In the parameter range where the inequality holds

˝k OLk2˛
 1 ; (31.21)
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Fig. 31.2 Radiation patterns for k OLk � 1 at different values of the real part of the surface
impedance. Curve 1—(0

0 D 0; 1; curve 2—(0

0 D 0; 07; curve 3—(0

0 D 0; 04; curve 4—(0

0 D 0; 01.
Other parameters are identical for all the diagrams: (00

0 D �0; 25; „ D 0; 125; krc D 0; 5; kL D 7

the scattering will be considered as weak. Expanding the inverse operator on the
right-hand side of Eq. (31.14) into the operator power series and retaining only
the first term of this series, we can write the scattering amplitude in the following
approximate form:

eR.q/ � �eikSPPL=2hqj
�

t� OLjkSPPiC rC OLj�kSPPi
�
: (31.22)

Obviously, in Eq. (31.22) only onefold scattering through composite plasmons is
taken into account.

The result obtained thereby consists in that the parent plasmon-polariton incident
onto the surface region with modulated impedance passes through this region being
scattered into the bulk modes relatively weakly. In this work, we do not dwell on
this limiting case, referring the interested reader to paper [8]. We only provide here
in Fig. 31.2 the radiation diagram obtained in that paper. Note especially that if
the dissipation in the metallic part of the considered medium is gradually reduced,
the PPW scattering into the upper (dielectric) half-space in the form of spatial
harmonics quasi-isotropically distributed over the angle variable increases, while
it does not undergo essential variation within the plane of the primordial PPW
propagation.

31.5 Strong Mixing of Scattered Modes

The scattering cannot be considered as weak, and, correspondingly, one cannot limit
oneself to single scattering, if the norm of the operator OL becomes of the order of
unity or a fortiori when it exceeds it. We will consider the case where the inequality
holds
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˝k OLk2˛� 1 (31.23)

as the limit of strong inter-mode scattering. If the above inequality is satisfied,
expression (31.14) for the scattering amplitude can be rearranged by simple
algebraic manipulation with operator (31.16) and converted to the following
approximate (in parameter k OLk�1) form:

eR.q/ D �eikSPPL=2hqj�O1C OL��1 ht� OLjkSPPiC rC OLj� kSPPi
i

D �eikSPPL=2
h
hqjO1 � �O1C OL��1i ht�jkSPPiC rCj� kSPPi

i

� �eikSPPL=2
n
t��L.q � kSPP/C rC�L.qC kSPP/

� hqj OL�1ht�jkSPPiC rCj� kSPPi
io
: (31.24)

From Eq. (31.24), in the leading approximation in k OLk�1 
 1 the scattered
field is

h.0/.r/ D� eikSPPL=2

1Z

�1

dq

2�

h
t��L.q � kSPP/C rC�L.qC kSPP/

i

� exp
�

iqxC i
p

k2 � q2z
�
: (31.25)

Setting z D 0 in Eq. (31.25), we immediately obtain the value of the scattered field
at the metal-insulator interface inside segment L:

h.0/.x; 0/ � �eikSPPL=2
�
t�eikSPPx C rCe�ikSPPx

�
.x 2 L/ : (31.26)

Matching the values of this field with the zero values outside segment L, we obtain
a set of two equations for determining the coefficients t� and rC. If the lower
medium is dissipative and the wave number kSPP is, accordingly, complex, the
system has only the trivial solution, t� D rC D 0. Instead, if we assume zero
dissipation, a nontrivial solution with arbitrary t� D ˙rC becomes possible. In
this case the polariton propagation parameter is quantized through the condition
kSPPL D n� , which corresponds to the formation of a resonator (standing waves)
inside disordered segment of the interface. Formally, the resonant reflection occurs
due to the mismatch of the wave states within the “disordered” segment and outside
it [9]. But regardless of whether or not there is dissipation in the conductor, in both
cases the matching conditions (31.9) lead to the equations

1C r� D 0 ; tC D 0 ; (31.27)
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meaning that in the leading approximation in the inverse norm of the operator L,
the segment of the boundary with the perturbed impedance acts as an almost perfect
reflector for the incident PPW.

In the region kz � 1, where it does not altogether make sense to talk about
plasmon-polaritons, the scattered field can be calculated with asymptotic accuracy
far away from the scattering source, i. e., the segment of the perturbed boundary.
Assuming that inequality jrj D px2 C z2 � L is fulfilled and using the stationary
phase method, we arrive at the following formula for the scattered field in the
Fraunhofer zone:

h.0/.r/ � � sin�

r
2�k

R
exp

h
i .kRC kSPPL=2 � �=4/

i

�
h
t��L.q0 � kSPP/C rC�L.q0 C kSPP/

i
: (31.28)

Here, q0 D kx=R D k cos� is the stationary phase point. Since accounting
for even weak dissipation in the conductor leads to the vanishing coefficients
t� and rC, the field (31.28), which forms the scattering diagram, is zero in the
leading approximation. The suppression of the leaking waves, in conjunction with
Eq. (31.27), leads to an effectively one-dimensional scattering of surface polaritons
in an open and essentially non-1D system. Yet, one should keep in mind that
this effect can only occur under strong scattering of the PPW, which actually
corresponds to inequality:

j„j2k2L.SPP/

dis
eW.k0

SPP/� 1 : (31.29)

This relation is certainly satisfied in the dissipation-free limit, since in this case
L.SPP/

dis !1.

31.6 Discussion

To conclude, in this study a detailed theory of the scattering of plasmon-polariton
waves by a segment of the metal-dielectric (vacuum) interface with randomly
distributed surface impedance is developed. The applied operator approach made
it possible to analyze the scattered fields for any scattering intensity, from weak
scattering, commonly considered in the other theories, to extremely strong scatter-
ing. To estimate the level of scattering we proposed and justified a suitable criterion
based on the Hilbert norm of the mixing operator for the intermediate scattering
states—composite polaritons. The term composite refers to the mixed states, which
represent a weighted sum of true surface polaritons and specific bulk (quasi-Norton)
waves responsible for the energy leakage into the dielectric upon scattering of the
PPW by the defective segment of the interface.
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Under conditions when the plasmon-polariton scattering is regarded as weak,
which is only possible in the case of a sufficiently high level of dissipation in the
conductor, the main result of the scattering, except for the dissipative loss, is the
radiation of some fraction of PPW energy from the surface of the conductor into
the bulk of the dielectric. We have succeeded in calculating the radiation pattern
and shown that the radiated energy is proportional to the Fourier transform of the
binary correlation function of the impedance, which is taken at a point equal to the
difference between the wave number of the surface polariton and the projection on
the boundary plane of the wave vector of quasi-Norton harmonics directed toward
the (remote) position of the detector (see Ref. [8] for details). This dependence
has an obvious resemblance to the angular dependence of the fields scattered by
reflective gratings, in which Wood [3] once discovered the anomalies in the form of
reflection resonances and the origin of which has been later explained by Fano [11].
The role of such resonances in the PPW scattering by an interface segment with
random impedance should be played by the maxima of the impedance correlation
function. For generic random processes such maxima are usually located near zero
argument of the correlation function, and the abovementioned difference between
the wave numbers typically does not coincide with them.

If the parameters of the impedance and the plasmon-polariton wave are such that
the scattering is not weak but rather is strong (in the sense of inequality (31.29)), the
result of the scattering is reduced to almost mirror reflection of the incident surface
polariton and the suppression of the quasi-Norton (bulk) component of its radiation.
It should be noted that the PPW scattering can become strong not only through an
increase in the impedance variance but also due to the reduction in the dissipative
loss in the underlying conductor. The norm of the mixing operator for the scattered
modes is inversely proportional to the dissipative part of the impedance and can
become arbitrarily large even for small but finite values of its reactive component.
The situation here is reminiscent of that occurring at normal incidence of a plane
wave on a semi-bounded one-dimensional disordered medium, in which, due to
the Anderson (interference) localization of states, further penetration of the field
becomes impossible. The incident wave is completely (yet again, in the absence of
dissipative losses) reflected in backward direction.

Meanwhile, the propagation medium we have chosen for analysis is not one-
dimensional. Moreover, the system considered here is non-Hermitian, and in such
systems the Anderson localization is known to be, as a rule, rather weak. The
effective “one-dimensionalization” of the system and, as a consequence, the absence
of waves leaking to the upper half-space arise in our case as a result of wave
interference upon their multiple scattering on the impedance fluctuations. In view
of this, the fact that the effectiveness of the interference, along with the intensity
of the scattering, reduces with the increase in the dissipation within the conducting
substrate seems to be completely natural.
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The fact that under strong scattering the plasmon-polariton energy leakage into
the bulk of the dielectric is suppressed should, of course, play a positive role in
plasmonics. Purposeful turning the obstacles along the propagation path of the
surface wave into reflectors allows to effectively control its propagation direction,
hence creating open-type surface waveguides.
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Chapter 32
Influence of Solution pH on the Nanostructure
of Adsorption Layer of Selected Ionic Polyamino
Acids and Their Copolymers at the Solid-Liquid
Interface

Małgorzata Wiśniewska, Iwona Ostolska, and Agnieszka Nosal-Wiercińska

32.1 Introduction

Adsorption of polymer macromolecules at the solid-liquid interface is a very
sophisticated process [1–3]. The polymer chains’ arrangement depends on various
factors which can be derived into three main groups. The first one includes the
parameters associated with the adsorbent such as surface active group quantity,
presence of net impurities, and pore size characteristics. The next group contains
the factors directly related to the adsorbed species, mainly the adsorbate molecule
structure. The last class refers to the adsorption process parameters. Thus, one
can distinguish the temperature, solution strength, background electrolyte type, pH
changes, and presence of additional substances (e.g., surfactants) [4–10].

The aqueous suspensions of metal oxide nanoparticles are extensively used
in medicine [11–13]. Rapid development of nanotechnology contributes to the
essential growth of inorganic substance utilization especially in the diagnostic and
therapeutic applications. The main areas of usage include enhancing the contrast
imaging technique in magnetic resonance imaging systems, controlled drugs release
systems and radioisotopes therapy with the assisted magnetic field [14, 15]. Depend-
ing on the specific purpose as well as to prevent the immune response, the solid
particle surface is modified by coating with a suitable polymer layer. Moreover, the
presence of the adsorbed macromolecules on the solid surface enhances the system
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wettability and stabilizes dispersion. In addition, functionalization of nanoparticles
with the biocompatible molecules minimizes biofouling and nonspecific aggre-
gation under physiological conditions. Modification of nanoparticles by proper
polymer adsorption allows for biological active attachment to the previously formed
coating layer [2, 16].

Polyamino acids are classified as synthetic polymers whose chain structure
is very similar to natural proteins. Despite artificial origins, they reveal several
interesting features. First of all, the polyamino acid macromolecules are fully
biodegradable which is an important advantage with respect to the medical applica-
tions. Furthermore, these macromolecular compounds are nontoxic and exhibit high
intrinsic stability through the presence of the amine bonds between the structural
units. Modification of the side chain introducing different alkyl substituents linked
with ester or amide bonds allows to obtain polymers characterized by a wide range
of properties. It is possible to get the linear structure of hydrophilic macromolecule
of ionic (or nonionic) character adopting the random coil conformation in the
solution. On the other hand, the use of different reactants leads to production
of hydrophobic substances dissolving only in nonpolar organic liquids whose
macromolecules can form domains structurally similar to the liquid crystal. Due
to the chemical and structural similarity to proteins, polyamino acids are often used
as a simple model for more complex naturally occurring biopolymers [17–21].

Searching for new materials has led to the increased interest in the copolymers
consisting of two (or more) types of monomers. These compounds have significantly
different properties compared with the corresponding homopolymers. Due to the
presence of different ionic or polar nature fragments, copolymers can variously
interact with the solid surface molecules or drugs. With the ability to modify the
amphiphilic mechanical and physical properties of block copolymers by precisely
adjusting the amount of the appended segments or blocks, these materials have
been successfully used in medical, pharmaceutical, and medical engineering. One
of the best known groups of compounds includes copolymers having the structure
of macromolecules of a nonionic block poly(ethylene glycol) [22–24].

Due to the differences in the ionic character of copolymer constituents and affin-
ity for the solid surface, the polymer adsorption film structure is strongly influenced
by the solution pH. Therefore the aim of the present study is determination of
adsorption behavior of simple polyamino acid and their copolymers in the systems
containing the colloidal solid particles dispersed in the aqueous solution of different
pH values. Comparison of the obtained data allows to define precisely the polymer
binding mechanism. Moreover, the application of the electrokinetic measurements
(surface charge density and zeta potential tests) enables the macromolecule layer
nanostructure arrangement. In addition, the stability studies using the turbidimetric
method result in the calculation of the average aggregates size parameter. Analysis
of the aforementioned factors as well as the Turbiscan Stability Index leads to the
determination of the solution pH impact on the suspension stability.
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32.2 Materials

Chromium (III) oxide (Cr2O3) (POCh Gliwice) was used as an adsorbent. The
Cr2O3-specific surface area determined by the BET method was found to be
7.12 m2/g (Micromeritics ASAP 2405 analyzer). The point of charge (pHpzc) and
the isoelectric point (pHiep) were 7.6 and 6, respectively [25]. The average Cr2O3

particles size (dynamic light scattering, Zetasizer 3000, Malvern) was 265 nm. The
diameters are calculated on the basis of the Brownian motions. The detector (at the
angle of 90ı) analyzes the scattered light fluctuations intensity. The dependency
between the size and the particle velocity is given by the Stokes-Einstein equation:

r D kT

6��D
(32.1)

where r, the radius of the spherical particle; k, the Boltzmann’s constant; T, the
absolute temperature; �, the dynamic viscosity; D, the diffusion coefficient.

As macromolecular compounds, two classes of polymers were applied (all from
Alamanda Polymers, USA). Two of them are poly(L- lysine hydrochloride) –
denoted as LYS and poly(L-aspartic acid sodium salt) – ASP which are simple
polyamino acids. The second group consists of the symmetric triblock copolymers:
poly(L-lysine hydrochloride)–block–poly(ethylene glycol)–block–poly(L-lysine
hydrochloride), designated as LPL, and poly(L-aspartic acid sodium salt)–block–
poly(ethylene glycol)–block–poly(L-aspartic acid sodium salt) – APA.

The polydispersity index (PDI) which is a measure of the molecular weight
distribution in the polymer is in the range from 1.02 to 1.1. Therefore polymers
exhibit a uniform chain length. The polydispersity index is measured by the gel
permeation chromatography (GPC) in DMF with 0.1 M LiBr at 60 ıC; a calibration
curve constructed from narrow polydispersity PEG standards is used. The average
molecular weight is provided by the proton NMR spectroscopy using the amino
acid repeating unit to the incorporated initiator peaks integration ratio. The average
molecular weights of the respective copolymer structural units are presented in
Table 32.1. The structural units’ molecular weight was selected in such a way
as to provide almost the same total molecular weight of all homopolymers and
copolymers. The dissociation constant value (pKa) determined by the potentiometric
titration was equal to 10.55 [26]. All measurements were performed in the pH range
3–10 at room temperature (�25 ıC). NaCl of the concentration 0.01 mol/dm3 was
used as a background electrolyte.
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Table 32.1 Average size of
aggregates formed in the
absence and presence of
selected polymers

Average aggregate’s size [�m]
pH 3 pH 4 pH 7.6 pH 10

Cr2O3 0.077 0.0592 0.0509 0.575
ASP 0.0726 – 0.085 0.0745
APA 0.581 – 0.579 0.5
LYS – 0.106 0.125 0.135
LPL – 0.485 0.223 0.133

The aggregate size’s for LYS/Cr2O3 and
LPL/Cr2O3 at pH 3 and ASP/Cr2O3 and
APA/Cr2O3 at pH 4 were not calculated

32.3 Experimental Methods

32.3.1 Stability Tests

Stability measurements were conducted using a turbidimeter Turbiscan LabExpert
connected to the cooling module TLab Cooler. This device possesses an electro-
luminescence diode which emits a collimated light beam (� D 880 nm), passing
through the studied suspension and two synchronized detectors. The transmission
detector records the light passing through the sample at the angle of 0ı in relation
to the incident light direction. The second one is the backscattering detector which
registers the light scattered at the angle of 135ı. The obtained results are presented
in the form of transmissions and backscattering curves as a function of time. The
analysis of the turbidimetric data allows for the assessment of processes dynamics
occurring in the sample during the measurement. Moreover, due to the specialized
computer software connected with Turbiscan, it was possible to calculate the
TSI parameter (Turbiscan Stability Index) that is very useful in the evaluation of
colloidal system stability.

32.3.2 Potentiometric Titration

In order to obtain the potentiometric curves in the absence of the polymer, 50 cm3

of the supported electrolyte and 0.2 cm3 of 0.1 mol/dm3 HCl were placed into the
thermostated Teflon vessel containing 50 cm3 of supporting electrolyte solution or
polymer solution with a fixed concentration. A thermostated Teflon vessel with a
stirrer, an automatic burette (Dosimat 765, Methrom), glass and calomel electrodes
(Beckman Instruments), and the pH meter PHM 240 (Radiometer) were the parts
of the measurement set. The process was controlled by a computer. The initial pH
value was in the range of 3–3.5. After reaching the equilibrium, 1.5 g of Cr2O3

was added. The obtained suspension was titrated by NaOH at a concentration of
0.1 mole/dm3. The surface charge density of the adsorbent was calculated using the
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“Titr_v3” program written by W. Janusz. The tests were performed three times; the
measurement uncertainty was at the level of 2%.

Surface charge density of silicon dioxide was determined by potentiometric
titration [27]. The surface charge density was calculated from the dependence
between the volume of base added to the suspension in order to obtain the desired
pH value:

�0 D �VcF

mS
(32.2)

where �V, the difference between the volume of base added to the suspension to
obtain the desired pH of the solution; c, the molar concentration of base; F, the
Faraday constant (9.648� 104 C/mol); m, the mass of the metal oxide; S, the specific
surface area of applied metal oxide.

32.3.3 Electrokinetic Potential Measurements

The zeta potential measurements were made using Zetasizer Nano ZS (Malvern).
To obtain a solid suspension in the background electrolyte solution, 0.06 g of
Cr2O3 was added to a 100 cm3 beaker containing a suitable amount of NaCl. The
suspension was further sonicated for 3 min, and the test pH was fixed. The zeta
potential measurements were carried out up to pH 10. The samples with polymers
were prepared in the same way; the polymer concentration range was 0.1–1 ppm.
The electrokinetic potential values were calculated using the Henry equation. Each
average value is the result of eight repetitions. The measurement error did not
exceed 3%.

32.3.4 Adsorption Measurements

Adsorption measurements were conducted by the static method. The polymer con-
centration after the adsorption process was estimated using the UV-Vis spectrometer
(Cary 100, Varian) at a wavelength of 210 nm. This wavelength was chosen after
the UV-Vis absorption tests. The peptide bonds began to absorb at 280 nm and
were most sensitive in the range of 210–230 nm. However, in that region, a severe
interference from the absorption of OH� ions was observed. Thus 210 nm was
picked and the absorption of “blank” samples without polymers at the same pH was
subtracted. A linear calibration curve was obtained from the standard solution, and
it was used to determine the unknown polymer concentrations in the supernatants
[10]. In order to eliminate the interferences originating from the hydroxyl ions, the
calibration curves were made as a function of the solution pH. A suitable amount of
Cr2O3 was added into the Erlenmeyer flasks containing 10 cm3 of polymer solution
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with fixed concentrations. After adjusting the appropriate pH values, the samples
were shaken in water bath (OLS 200, Grant) for 24 h in order to obtain the polymer
adsorption equilibrium. Then the sediments were centrifuged twice (MPW-223e,
Centrifuge), and 5 cm3 of the polymer solution was taken for the spectrophotometric
analysis. Each average value is the result of five repetitions. The measurement error
did not exceed 5%.

32.4 Results and Discussion

The adsorption data are presented in Figs. 32.1 and 32.2. As one can see in
both cases, the polymer adsorbed amount significantly depends on the solution
pH value. In order to better understand the binding process of the selected ionic
polyamino acids, it is necessary to explain the solution pH impact on the polymer
functional groups dissociation degree (˛). Thus, on account of the ’ value changes
the polymer macromolecules can adopt various conformations both in the solution
and at the solid surface. For the carboxylic groups located in the ASP and APA
chains structure, the dissociation constant (pKa) is equal to 3.73. As a consequence,
the increasing of the solution pH above the mentioned value leads to the rapid
dissociation of this moiety. In addition, the polyamino acid chains’ arrangement
varies from coiled under acidic conditions to highly extended at pH 10. The contrary
situation takes place in the case of polylysine containing the primary amino groups
(pKb D 10.55). This type of the polymer functional group becomes protonated
at pH 3 causing macromolecules stretching. The lysine unit dissociation degree
gradually decreases with the solution pH growth providing the more compact
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Fig. 32.1 Adsorbed amount of the anionic homopolymer and block copolymer as a function of
the solution pH and the polymer concentration
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Fig. 32.2 Adsorbed amount of the cationic homopolymer and block copolymer as a function of
the solution pH and the polymer concentration

polymer chains conformation. Furthermore, the alternation of the functional groups
ionic nature contributes to the marked changes in the macromolecular compound
binding mechanism. It is worth noting that the surface active group ionization varies
with the increasing solution pH. The point of zero charge for the Cr2O3 particles in
the presence of NaCl at a concentration 0.01 mole/dm3 (as a background electrolyte)
is equal to 7.6 which means that the concentrations of positively and negatively
charged surface groups are identical.

Analysis of the adsorption data obtained for the anionic homopolymer and block
copolymer (Figs. 32.1 and 32.2) indicates that the quantity of the macromolecules
bound to the solid surface depends not only on the solution pH, but it is determined
by the polymer chain structure. For the ASP and APA substances containing
the carboxylic groups, the adsorption maximum is reached at pH 3. Under these
conditions, the solid surface active groups are mainly positively charged. Hence the
attractive coulombic forces between the dissociated polymer functional moieties
and the Cr2O3 surface are responsible for macromolecule binding. The growth
of adsorbed amount noticed for the APA block copolymer in comparison to the
homopolymer can be related to two effects. First of all, the PEG unit present in the
copolymer macromolecule interacts with the solid particles via the hydrogen bonds
leading to the adsorption rise. Secondly, two ASP fragments belonging to the APA
macromolecule are more effectively bound forming an adsorption layer rich in loops
and tails in relation to the one long polyamino acid chain in ASP.

At higher pH (7.6 and 10), the APA copolymer adsorption drops distinctly
with regard to the simple polymer. In both cases, the dissociation degree of the
carboxylic groups is almost 100% contributing to the increase in the electrostatic
repulsive forces between the suspension constituents. Moreover, the highly extended
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macromolecule conformation hinders the hydrogen bridge formation. It should be
also noted that the PEG chains exhibit lower affinity for the solid surface under basic
pH conditions. As a consequence, the nonionic unit located in the APA copolymer
macromolecules becomes directed toward the bulk solution forming the long loop
acting like the steric hindrance.

The opposite dependency comes from the adsorption data collected from the
systems containing the polylysine or its triblock copolymer (Fig. 32.2). The
adsorption minimum for both analyzed polymers is reached at pH 4. This is a
consequence of the electrostatic repulsion interactions between the totally ionized
amino groups and the positively charged Cr2O3 surface. It is worth noting that
for more acidic solution, the LYS or LPL adsorption is not observed. Under these
circumstances, the hydrogen bridges are driving force for the polymer binding. The
solution pH increase up to 7.6 leads to the attractive force appearance between the
CrO� active sites and polylysine chains. As at pH 10, the higher value for polymer
macromolecules concentrated on the solid surface is measured in the samples
containing the LPL triblock copolymer. This results from the different polymer
conformation. The simple polyamino acid chains adopt more flat arrangement at
the solid–liquid interface. Displacing the PEG fragment toward bulk solution (as it
takes place in the case of LPL) contributes to more effective polylysine units binding
through the electrostatic interactions with the –CrO� surface groups. Comparison
of the data obtained for the samples including the anionic polymers at pH 3 and the
systems with polylysine (or LPL) under basic conditions leads to the conclusion that
the existence of two smaller polyamino acid blocks in macromolecule facilitates the
polymer adsorption on the Cr2O3 surface.

In order to prepare a comprehensive analysis of the polymer film nanostructure,
the measurements involving the electrokinetic test were carried out. As follows from
the results presented in Figs. 32.3, 32.4, 32.5, and 32.6, the addition of the tested
polymers evidently influences both surface charge density (�0) and zeta potential (()
curves course. Changes in the density of the solid particle surface active groups in
the absence and presence of the polymer molecules are related to the amount of the
charges accumulated in the layer close to the adsorbent surface. In turn, comparison
of the electrokinetic potential values (measured for the samples before and after the
macromolecular compound adsorption process) enables the estimation of polymeric
chains spatial arrangement in the solid diffusion layer.

Experimental data referred to the samples containing the anionic polymers (Figs.
32.3 and 32.4) point out that the introduction of any analyzed polymeric species
results in the obtained parameter reduction. In the case of the surface charge density,
adsorption of the triblock copolymer contributes to the �0 drop up to pH 10 in
comparison to the Cr2O3 particles dispersed in the ASP solution. At pH 3, the main
reason for such a behavior is larger number of the –COO� groups belonging to the
APA macromolecules located in the solid surface layer. Another conclusion that
might be drawn during analyzing these results is that the adsorbed polyaspartic
blocks from the copolymer chains adopt a more coiled conformation under acidic
conditions. Moreover, the slipping plane offset by the spatially extended simple
polyamino acid macromolecules induces the distinct decrease in the zeta potential
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Fig. 32.4 Zeta potential obtained for the Cr2O3 suspensions in the absence and presence of the
anionic polymers (Cpolymer D 1 ppm)

values (as regards to the suspension containing APA at pH 3) which confirms this
thesis. In the neutral and basic solutions, the arrangement of the triblock copolymer
chains associated to the Cr2O3 surface is responsible for the higher surface
charge density reduction. The electrostatic repulsion existence between the almost
identically charged adsorbent and macromolecules favors the flatter polymer chains
conformation. Furthermore, the loss of affinity for the surface by the nonionic PEG
units causes the Cr2O3 active centers blockade. This phenomenon is also clearly
visible in the form of the higher absolute zeta potential value in comparison to those
for the polyaspartic acid homopolymer (through the pH range from 7.6 to 10).

The electrokinetic data obtained for the systems containing the cationic
polyamino acid (LYS) or triblock copolymer (LPL) adsorbed on the Cr2O3 surface
are shown in Figs. 32.5 and 32.6. It is worth noting that the presence of the positively
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charged polymeric species leads to the decrease in the density of the solid surface
charges and simultaneously contributes to the zeta potential growth (compared to the
values measured for the adsorbent particles dispersed in the supporting electrolyte).
In the first case, the reason responsible for such a behavior is the negative charge
induction on account of the interactions between the amino moieties and the –CrOH
surface centers. As a result of the proton disconnection, the negative –CrO� groups
are formed on the adsorbent surface. As regards to the electrokinetic potential, the (
values increase comes from the protonated polylysine functional groups occurrence
in the diffusion part of the electrical double layer.

At pH 4, the adsorption of both polymers is very similar. Hence, the differences
observed in the electrokinetic results follow from distinct conformation of the
macromolecules accumulated on the Cr2O3 surface. The lower absolute value of
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the surface charge calculated for LPL can be explained as a result of adsorption due
to the hydrogen bridges formation by the nonionic PEG fragment. Moreover, the
spatially extended polyamino acid blocks directed toward the bulk solution prove
the more effective slipping plane shifting in relation to the simple homopolymer
causing the zeta potential drop. Increasing the solution pH accompanies the larger
number of macromolecules adsorbed at the solid–liquid interface, however the
quantity of polymer chains linked to the adsorbent surface is considerably higher
for the symmetric triblock copolymer. Reasons for such a behavior may be found
in the electrokinetic attractive forces present in the measuring system. Under these
conditions, the adsorption layer formed in the presence of the LPL copolymer is
characterized by numerous loops and tails, while the LYS macromolecules adopt
more flat conformation. A larger number of the amino groups located on the solid
surface favors the formation of the negative charges contributing to the surface
charge density decrease. Simultaneously, the existence of nanostructure rich in the
structures directed toward aqueous phase proves the effective solid particle slipping
plane shifting evidences as the zeta potential drop.

Determination of the TSI (Turbiscan Stability Index) parameter is a convenient
method used to the colloidal suspension stability investigation. Analysis of the TSI
values and the average size of aggregates and their average velocity (Fig. 32.7,
Table 32.1) indicates that the Cr2O3 suspensions are relatively unstable throughout
measured pH range, except pH 3 where the solid particles are stabilized by the
positively charged surface groups. At point of zero charge, the Cr2O3 stability in the
background electrolyte is the lowest. It is clearly reasonable because of the larger
number of the electrostatic interactions providing to the sample aggregation. In
alkaline conditions, stability of the Cr2O3 dispersed in the NaCl solution is slightly
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Fig. 32.7 TSI values for the chromium (III) oxide suspension in the absence and presence of
selected polymers (Cpolymer D 100 ppm). The TSI values for the LYS/Cr2O3 and LPL/Cr2O3 at
pH 3 and ASP/Cr2O3 and APA/Cr2O3 at pH 4 were not measured
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improved due to the growth of repulsion forces between identically charged surface
groups located on the different particles surface.

Another conclusion that can be drawn from this data concerns impact of the
polymer chains structure on the sample stability. At pH 3, introduction of the anionic
polymers to the solid suspension causes the considerable sample stability decrease.
The highest solid particle coverage noted under these circumstances contributes to
the surface charge neutralization and favors the sedimentation process occurrence.
As one can see, larger aggregates are formed in the presence of the APA triblock
copolymer. This comes from the presence of two polyaspartic acid blocks enabling
the polymer bridges’ formation between the adjacent particles which explains the
higher polymer adsorption. In the case of ASP, the lower zeta potential values
evidence both the larger number of negative charges accumulated in the solid
diffusion layer and the greater contribution originating from slipping plane offset.
At pHpzc and in alkaline solution, the addition of the anionic polymers improves
the sample stability in comparison to the Cr2O3 suspended in NaCl. Reason can
be found in effect related to the electrosteric repulsion increase caused by the
spatially extended polymer macromolecules adsorbed on the Cr2O3 surface. The
simple polyamino acid acts as a definitely better stabilizer in relation to the APA
block copolymer (average aggregate size equal to 0.085 and 0.0745 �m at pH 7.6
and 10, correspondingly). This arises from the hydrogen bond formation ability
characteristic for the nonionic PEG fragment stretched toward the aqueous solution.

Regardless the solution pH, the cation polymer adsorption process significantly
improved the samples stability (compared to the samples in the background
electrolyte). At pH 4, reason for such a situation can be found in the adjacent solid
particles’ electrostatic repulsion on account of presence of the totally protonated
amino groups belonging to the polylysine chains of highly extended conformation.
Similarly as in the acidic solution, at higher pH conditions, the least aggregation is
observed for the homopolymer regardless its lowest adsorption. The zeta potential
and �0 values measured for that system evidence the large number of the polymer
functional groups accumulated on the solid surface. The slight increase in the
TSI for Cr2O3/LYS suspension at pH 10 results from drop of the amino groups’
dissociation degree. The neutralization of the particles’ surface charge due to the
adsorption of macromolecules characterized by the coiled conformation provides to
the particles attraction growth. The considerably less stable sample was obtained
after the addition of the LPL triblock copolymer. In this case, larger aggregates
are formed on account of the symmetrical macromolecules structure – each of the
polyamino acid block can adsorb on the different Cr2O3 particles. Moreover, in
alkaline medium, the PEG chains lose the affinity for the solid surface, and they are
extended toward the bulk solution where they can form the hydrogen bonds with the
polylysine segments accumulated on the adjacent particles.
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Chapter 33
Grain Size Effect on Crystal Microstructure
of the Nanoparticle TbMnO3 Manganite

Wiesława Bażela, Marcin Dul, Andrzej Szytuła, and Volodymyr Dyakonov

33.1 Introduction

Physical properties of the RMnO3 manganites, where R is the rare earth atom, have
been in recent years a subject of intensive investigations because their magnetic
properties are dependent on the radius of the rare earth elements R (see Fig. 33.1 in
Ref. [1, 2]). Also the grain size strongly influences the physical properties. As the
grain size becomes comparable to the critical length scales, interesting mechanical,
optical, electric, and magnetic properties occur that are significantly different from
those of the bulk materials.

The explanation of the complex magnetic interactions and correlation of the
magnetic, structural, and electron properties of the RMnO3 manganites is then of
fundamental interest [3]. Especially TbMnO3 has been attracted a lot of attention in
recent years because of its strong coupling between ferroelectricity and magnetism
[4]. Additional data concerning the magnetic ordering, particularly in the Mn
sublattice, were reported in the few papers [5–8]. Results of these investigations
indicate complex-modulated magnetic ordering.
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Fig. 33.1 Sinusoidal magnetic ordering in Mn sublattice, violet (CxAz mode, kx D 0.282(1)), and
in Tb sublattice, black (FyAz mode, kx D 0.423(1)), for the polycrystalline TbMnO3 sample

Discussed in this paper, the TbMnO3 compound crystallizes in the orthorhombi-
cally distorted perovskite crystal structure (space group Pnma, No. 62).

Low-temperature neutron diffraction data indicate that the magnetic ordering of
Mn and Tb sublattice for polycrystalline TbMnO3 is sinusoidal modulated described
by the propagation vector kD (kx,0,0). The magnetic moments in the Mn sublattice
order below 41 K, while in Tb they order below 9 K. The Mn magnetic moments,
parallel to the a-axis, form a collinear incommensurate structure of Cx mode. At
T D 16 K, a noncollinear magnetic structure described by CxAz mode with the Mn
moment in the a-c plane was observed (see Fig. 33.1). The Tb sublattice exhibits the
antiferromagnetic incommensurate ordering of the FyAz type at T D 5 K. The Tb
magnetic structure is described by the propagation vector k D (kx,0,0) where kx is
equal to 0.423(1) (Fig. 33.1). At the same temperature, the Mn moments still form
the CxAz structure described by propagation vector k D (kx,0,0) where kx is equal
to 0.282(1) [9–11].

For the nano-800 and nano-850 samples below TN, the Mn moments form a
collinear incommensurate magnetic structure of Cx type described by the propa-
gation vector kD (kx, 0, 0) (see Fig. 33.2).

Magnetic structures of the polycrystalline and nanoparticle TbMnO3 compounds
are incommensurate in comparison with the crystal one. The periods of modulation
of the magnetic structure are equal to 3.54a (Mn sublattice) and 2.36a (Tb
sublattice) for the polycrystalline sample and 3.06a (Mn) and 2.25a (Tb) for the
nano-samples, respectively (Figs. 33.1 and 33.2).

The nanomaterials of TbMnO3 are also antiferromagnets. The grain size slightly
changes the Néel temperatures and sine-modulated magnetic ordering. In the case
of TbMnO3, an increase of the values of kx components for both sublattices
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Fig. 33.2 Sinusoidal magnetic ordering in Mn sublattice, violet (Cx mode, kx D 0.326(4)), and in
Tb sublattice, black (Az mode, kx D 0.443(5)), for the 800 nano-TbMnO3 sample

(Mn and Tb) is detected. The peaks corresponding to the magnetic order in Tb3C
sublattice are broadening (see Fig. 33.5 in Ref. [11]) which suggest the cluster-like
character of the magnetic ordering in the Tb sublattice.

In order to explain these differences, the detail analysis of the crystal structure
parameters determined from the X-ray and neutron diffraction data [11] has been
performed.

In this paper, we have discussed the influence of the internal structural param-
eters (Mn-O bond lengths and Mn-O-Mn bond angles) on magnetic behavior of
the polycrystalline and nanopowder TbMnO3 samples. The structural distortion
parameters, i.e., Jahn-Teller distortion (JT), MnO6-octahedron distortion (delta), and
unit cell volume distortion (D), were found for all the samples. The obtained data
are analyzed from the point of view of grain size value.

33.2 Experiment and Results

The polycrystalline TbMnO3 manganite was prepared by the solid-state reaction and
annealed at 1150 ıC. For preparation of the nanosize TbMnO3 samples, the sol-gel
method has been used. The TbMnO3 nano-samples were obtained after annealing at
800 and 850 ıC, respectively [12].

The analysis presented in this paper was based on the neutron diffraction powder
data collected using the E2 and E6 diffractometers installed at the BERII reactor
(Helmholtz-Zentrum Berlin) within the temperature range from 1.6 to 260 K and
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Fig. 33.3 Williamson-Hall diagram: ˇtotal cos
 versus sin
 plot for the TbMnO3 sample annealed
at 800 ıC

X-ray powder diffraction data at the room temperature using the Philips PW-3710
X’PERT diffractometer with CuK’ radiation.

The grain sizes of the TbMnO3 nano-samples were determined using the Scherrer
relation d D �/Bcos
B, where d is the grain size, � is the X-ray’s wavelength, 
B

is the corresponding angle of the Bragg diffraction, and B is the difference between
half-widths of the Bragg reflex of the nanopowder and the standard sample. The
grain sizes were calculated using the experimental X-ray data and the following
relation, BD ˇ – ˇ0, where ˇ is the half-width of the Bragg reflex of the investigated
sample and ˇ0 is the similar value for the standard sample of the Si powder with the
grain size of 10 �m [13]. The average grain size values determined are 60 and 45 nm
for 850 and 800 nano-samples of the TbMnO3, respectively.

The grain sizes also were determined based on the Williamson-Hall method [14].
In this method, the broadening of Bragg peak is a sum of grain size broadening
ˇd D Kœ/dcos
 and strain broadening ˇs D 2 tg
 , where the shape factor K is
close to 1, d is the value of the grain size, and – is the strain constant.

Thus, the resulting total broadening is ˇtotal D ˇs C ˇd D – tg
 C K�/dcos
 .
Multiplication of the above equation by cos
 leads to

ˇtotal cos 
 D2 sin 
 C K�=d:

Therefore, the grain size d can be determined from the intercept of the line fitted
with linear regression as applied to the ˇtotal cos
 versus sin
 data (Fig. 33.3).
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Fig. 33.4 The orthorhombic
crystal unit cell with the
marked Mn-O bond lengths:
(r1, r2, r3) and Mn-O-Mn
bond angles (˛, ˇ) and the
exchange integrals J1 and J2

The experimental ˇtotal values have been determined from the relation,
ˇtotal D [(ˇ™)2

sample � (ˇ™)2
Si]1/2, where (ˇ™)sample is the half-width of the selected

Bragg reflection of the investigated sample, while (ˇ™)Si is the similar value found
for the standard sample of Si powder.

The grain size values d are equal to 57 and 51 nm for 850 and 800 nano-TbMnO3

samples, respectively. Presented data indicate that the grain size value decreases
with decreasing annealing temperature.

The X-ray and neutron diffraction data indicate that all the samples studied have
orthorhombically distorted perovskite crystal structure (space group Pnma, No. 62).
In this structure the Tb and O1 atoms occupy 4(c) site, (x, y, ¼); O2 atoms are in
8(d) site, (x, y, z); and Mn atoms are in 4(b) site, (½, 0, 0).

In the orthorhombic unit cell, there are the three crystallographically independent
bond lengths: apical Mn-O1 (4c) D r1 and two equatorial Mn-O2 (8d)1 D r2 and
Mn-O2 (8d)2 D r3 and the two bond angles, (Mn-O1-Mn) D ˛ and (Mn-O2-
Mn) D ˇ (Fig. 33.4). The temperature dependences of the Mn-O bond lengths
and Mn-O-Mn bond angles for the polycrystalline and two nanoparticle TbMnO3

samples are presented in Figs. 33.5 and 33.6.
The temperature dependences of the r1 and r2 bond lengths show that r1 and r2

are smaller for the nanosize samples as compared to the polycrystalline sample (see
Fig. 33.5). This suggests that in these samples, there is a greater overlap of p and d
orbitals. We have observed an increase of the r1 and r2 bond lengths for the nanosize
samples with approaching the Néel temperature. For the polycrystalline sample, the
stabilization of all three r1, r2, and r3 bond lengths is visible above T D 50 K.
The dependence of r3(T) exhibits an inverse behavior as compared to r2(T) (see
Fig. 33.5).



450 W. Bażela et al.

Figure 33.6 presents a gradual increase of the ˛ bond angle versus temperature
for the polycrystalline sample, whereas for the nanosize samples, a decrease of ˛ till
the Néel temperature and an increase beyond TN are observed. The ˛ bond angles are
larger for the nanoparticle samples as compared to ’ for the polycrystalline sample.
This suggests an increase of the superexchange interactions along the b-axis. The
values of ˇ bond angle are similar for the nano- and poly-TbMnO3 samples. For
both types of samples, an increase of ˇ is observed till the Néel temperature for Mn
sublattice. Beyond this temperature the ˇ bond angle value substantially drops.

Fig. 33.5 Temperature dependences of Mn-O bond lengths: r1 (a), r2 (b), and r3 (c) for the
polycrystalline and 800 and 850 nano-TbMnO3 samples
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Fig. 33.5 (continued)

Using the r1, r2, and r3 bond lengths, the Jahn-Teller parameter [15] for
the polycrystalline and nanosize samples has been determined according to the
formula [16]:

JT D
vuut1

3

3X
iD1

Œ.ri/� < r >�2

where ri is the experimentally determined values of (Mn-O) interatomic lengths (see
Fig. 33.5) and <r> is the average value of these lengths.

The parameter delta, which describes the distortion of MnO6 octahedron, is
calculated using the formula:

delta D 1

3

3X
iD1

h ri� < r >

< r >

i2

Temperature dependences of the Jahn-Teller parameter (JT) and the delta
parameter for the polycrystalline and nanosize TbMnO3 samples are presented
in Fig. 33.7. The values of both the parameters indicate the MnO6 octahedron
distortion. Distortion is much smaller for the nanocrystalline samples than for
polycrystalline one. For polycrystalline sample the Jahn-Teller parameter exhibits
anomaly at Néel temperature.
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Fig. 33.6 Temperature dependences of Mn-O-Mn bond angles: ˛ (a) and ˇ (b) for the polycrys-
talline and 800 and 850 nano-TbMnO3 samples

Unit cell volume distortion parameter D was determined according to the
formula:

D D
P jai� < a >j
3 < a >

where < a >D
�

a bp
2
c
� 1
3
; a1 D a; a2 D bp

2
; a3 D c.
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Fig. 33.7 Temperature dependences of the Jahn-Teller parameter (a) and the delta parameter (b)
for the polycrystalline and nanosize samples of TbMnO3
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Fig. 33.8 Unit cell volume distortion parameter D versus temperature plot for the polycrystalline
and nanoparticle samples of TbMnO3

The temperature dependences of the D parameter for poly- and nano-TbMnO3

samples are presented in Fig. 33.8. The orthorhombic distortion parameter D for the
polycrystalline TbMnO3 sample slowly increases with increasing temperature. The
values of D parameter for nano-samples are considerably smaller (see Fig. 33.8).

33.3 Discussion

Investigated TbMnO3 nano-samples have the orthorhombic crystal structure which
is similar to that for bulk sample. The nano-samples are characterized by the lesser
values of the lattice parameters [11].

The grain size values determined from X-ray data for the TbMnO3 nano-
samples are lower than 100 nm. The macroscopic magnetic and microscopic neutron
diffraction data indicate similar antiferromagnetic properties. In all the nano- and
polycrystalline samples, the magnetic order is sinusoidally modulated described by
the propagation vector k D (kx,0,0). The values of kx are higher for nano-samples
than for polycrystalline one.

Observed antiferromagnetic order in the Mn sublattice is result of the superex-
change mechanism (cation-anion-cation) which exists in manganites. The superex-
change interaction depends on the Mn-O-Mn bond angles (˛, ˇ) and is joined
with partial overlap of the p(O) and d(Mn) orbitals. The interactions between Mn
moments are based on the exchange integrals discussed by Bertaut [17].
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At temperature 1.6 K, the values of ˛ and ˇ bond angles are equal to 142ı
and 146ı for the polycrystalline TbMnO3 while they are equal to 145ı and 145.5ı
for the nanoparticle samples, respectively. The obtained values of the Mn-O-Mn
bond angles (˛, ˇ) are smaller than 180ı. This fact indicates the moderate ferro- or
antiferromagnetic interaction between magnetic moments of Mn according to the
Goodenough-Kanamori rules [18, 19].

In these compounds the Mn3C ions have electronic configuration 3d4. The
exchange interactions between Mn magnetic moments are described by the
exchange integrals:

• J1: t2g (Mn)/2pÒ (O)/t2g (Mn) in the a-c plane determined by the ˇ angle
• J2: eg (Mn)/2p¢ (O)/eg (Mn) along the b-axis determined by the ˛ angle

The interactions between the Mn moments have been discussed in Ref. [17].
Analysis of those interactions gives the following dependence between kx and
exchange integrals: cos(Òkx)D Jeff � (2J2 � J1) [20]. The inelastic neutron scatter-
ing for TbMnO3 poly-sample gives the positive value of J1 D 0.15(1) meV which
corresponds to the ferromagnetic interactions and negative one of J2 � � 0.31(2)
meV which corresponds to the antiferromagnetic interactions [21]. Observed
increase of the kx component of propagation vector for the TbMnO3 nano-samples
indicates the decrease of both cos(Òkx) and the effective exchange integrals Jeff.

The r1 values do not change, while r2 are smaller and r3 ones are higher for
the TbMnO3 nano-samples. The values of ˇ angles are similar for the nano- and
poly-samples, while ˛ ones are larger for the TbMnO3 nano-samples. Above data
suggest that the decrease of the grain size results in the change in antiferromagnetic
interactions along the b-axis.

The presented results suggest that the nanoparticle size plays an important role
in the formation of magnetic properties.
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Chapter 34
Influence of Annealing in Vacuum on Dispersion
Kinetics of Palladium and Platinum Nanofilms
Deposited onto Oxide Materials

Y. V. Naidich, I. I. Gab, T. V. Stetsyuk, B. D. Kostyuk, and V. V. Kavelin

34.1 Introduction

An in-depth study of the physical properties of thin metal films is stimulated by
wide application of metal condensates in many areas of technology. In particular,
to join such nonmetallic materials as oxide and non-oxide ceramics, single crystals,
materials based on carbon, etc., using brazing or welding by pressure methods and
metal coating of different thickness are often deposited onto these materials [1–5].
Metallization of the surfaces of such materials provides their sufficient wettability
by molten metals determining the very technological possibility of solder joints
formation and causing strength and other properties of the joints.

For brazing of nonmetallic materials, the most commonly used adhesively active
materials are titanium, niobium, and hafnium [2–14].

Platinum and palladium coatings at the nonmetallic surfaces are also widely used
in engineering [15–20]. These metals are interesting by fact that joints made with
their use can work in an oxidizing atmosphere at high temperatures. Since metalized
nonmetal parts have to be heated to sufficiently high temperatures (1300–1600 ıC)
for pressure welding or brazing, study of dispersion processes occurring during the
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annealing of these metal nanofilms 100 nm in thickness is not only of scientific
interest but also of practical value for the development of technological regimes for
joining of nonmetallic materials.

The metal coating thickness value equal to 100 nm was chosen by us because
of the fact that, as it was demonstrated by our previous studies, good wettability by
molten metal solders is provided by films 60–80 nm in thickness. Usage of films
more than 120 nm in thickness leads to significant problems, including weak initial
adhesion of the deposited film to the substrate at low temperatures, usually no higher
thanŠ100 ıC (thus, only weak physical forces are involved, such as Van der Waals
interaction). Besides, stresses at the film-substrate interface area (of crystallization
and other origin) lead to spontaneous detachment of the film from the substrate, in
particular, due to the difference of the thermal expansion coefficients of the film and
the substrate materials.

34.2 Materials and Experimental Methods

Substrates samples were made of quartz glass, leucosapphire, and ZrO2-based
ceramics. They were little thin plates sized 4 � 3 � 1 mm. One of the flat surfaces
of each sample was well polished to a roughness degree Rz D 0.03 � 0.05 �m.
After polishing, all samples were carefully degreased with acetone and alcohol and
annealed in a vacuum at 1100 ıC for 1 h.

Onto the annealed samples surfaces, palladium and platinum films 100 nm in
thickness were applied by electron beam sputtering during 10 min. During the film
deposition, samples were heated up to no more than 100 ıC. The coating thickness
was measured with a special quartz resonator located in a vacuum chamber of
electron beam apparatus ELU-2 along with samples. The quality of the deposited
films was monitored by metallographic microscope XJL-17. Samples coated with
palladium and platinum films were annealed in a vacuum chamber for various
periods of time (from 2 up to 20 min) at different temperatures (1000 � 1600 ıC)
in a vacuum not worse than 2 � 10�3 Pa.

The annealed samples were studied using scanning electron microscopes Neo-
Scope JCM-5000, ZEISS EVO SO XVP, and atomic force microscope NanoScope
IIIa with the ability of photomicrograph retention. Using these photomicrographs,
percentages of metal film islet areas to the entire surface of samples were calculated
by planimetric weighing method, i.e., through the weight of the images of the ele-
ments of metalized coatings at the samples surface cut out from photomicrographs
[21]. The experimental data were processed graphically which has demonstrated the
dependence of the sample surface areas coated with niobium and hafnium films on
the annealing parameters (temperature, time).



34 Influence of Annealing in Vacuum on Dispersion Kinetics of Palladium. . . 459

34.3 Results and Discussion

Originally, films of both metals at all three oxides were continuous without any
significant defects. Micrographs obtained using scanning electron microscope show
only the dark field of uniform dark gray color. Because of films annealing,
differences were observed in the behavior of films deposited onto leucosapphire,
quartz glass, and ZrO2 ceramics.

Both palladium and platinum films at the quartz glass surface start to disintegrate
as a result of annealing at 1000 ıC. After a five-minute exposure, films of both
metals were almost completely disintegrated into a rather large solid “drops”
covering only about 40% of the quartz substrate. Besides, some interaction is
already seen, particularly of palladium with quartz glass (Figs. 34.1 and 34.2). The
word “drop” is written in quotes because, at such temperature (1000 ıC), which is
much lower than the melting point of both metals, and with rather high initial film
thickness (100 nm), the formation of liquid drops is not possible. Increasing the
annealing temperature up to 1100 ıC practically does not change the nature of both
the character of the disintegration of films and the area value of the quartz substrate
covered with metal (Figs. 34.2, 34.3, and 34.4).

Fig. 34.1 Palladium film 100 nm in thickness onto quartz glass (a, b) and onto leucosapphire (c)
annealed at different temperatures during different times in vacuum, �3000: a 1000 ıC, 5 min;
b 1200 ıC, 20 min; c 1400 ıC, 2 min
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Fig. 34.2 Quartz glass area covered by metal film dependence on annealing time at various
temperatures (1000–1200 ıC): (a) palladium; (b) platinum
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Fig. 34.3 Palladium film 100 nm in thickness onto quartz glass annealed at 1100 ıC during 10 min
in vacuum: (a) film under scanning microscope, �3000; (b) film under atomic force microscope;
(c) profilogramma film
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Fig. 34.4 Platinum film 100 nm in thickness onto quartz glass (a, b) and onto leucosapphire
(c) annealed at different temperatures during different times in vacuum, �3000: a 1100 ıC, 5 min;
b 1200 ıC, 5 min; c 1500 ıC, 10 min

The photo of palladium film annealed at 1100 ıC for 10 min taken with atomic
force microscope (Fig. 34.3a) clearly shows the large “drops” of palladium 700 nm
high (Fig. 34.3b, c) located at a considerable distance from each other and covering
about 25% of the substrate area.

As a result of films annealing at 1200 ıC, they disintegrate even more intensively
(Fig. 34.1b), and the degree of interaction of metals with quartz glass is significantly
increased. The fragmentation process of these films was completed already after 10
min of annealing at such temperature, and subsequent exposure for 20 min at this
temperature barely changes the area of substrates coated with metals (Fig. 34.2),
with “drops” of lower-melting palladium covering only about 7% of the quartz
substrate area, and with “drops” of more heat-resistant platinum covering 20% of
the substrate surface area.

Annealing of palladium film on leucosapphire showed rapid fragmentation
of the film in the first 2 min within the temperature range 1100–1400 ıC
(Fig. 34.5a). Further exposure at any temperature within this range leads only
to regrouping of “drops” by number and size and also to slight decreasing of the
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Fig. 34.5 Leucosapphire
area covered by metal film
dependence on annealing
time at various temperatures
(1100–1600 ıC): (a)
palladium; (b) platinum

leucosapphire surface area covered with them (Fig. 34.1c). As a result of annealing
at temperatures 1300–1400 ıC, partial evaporation of palladium and its interaction
with leucosapphire to the some degree take place (Fig. 34.6). Photomicrograph of
palladium film deposited onto the leucosapphire surface and annealed in vacuum
at 1400 ıC for 10 min, taken with the atomic force microscope, shows that the
film converts into separate individual significant height “drops” (from 300 up to
1000 nm) (Fig. 34.6b, c), covering only about 5% of the leucosapphire substrate
area.

Annealing behavior of more heat-resistant platinum nanofilm deposited onto
leucosapphire surface differs slightly from that of the palladium film. Platinum film
fragments much slower than palladium one and covers much larger substrate area
even at very high annealing temperatures (1500–1600 ıC) (Fig. 34.5b). Intensive
fragmentation of the heat-resistant platinum film at the leucosapphire surface within
the first 2 min of exposure occurs at higher temperatures (1400–1600 ıC) compared
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Fig. 34.6 Palladium film 100 nm in thickness onto leucosapphire annealed at 1400 ıC during
2 min in vacuum: (a) film under scanning microscope, �3000; (b) film under atomic force
microscope; (c) profilogramma film

to the palladium film. At the temperature 1400 ıC, after 10-min annealing, the
platinum film was completely disintegrated into fragments of different shapes with
the height of some of them reaching 400 nm (Fig. 34.7). After annealing at 1500 ıC
for 10 min, film fragments begin to crystallize (Fig. 34.4c), and, with further
increase of temperature and crystallization annealing time, this process becomes
even more pronounced.

The nature of the fragmentation during the annealing of palladium and platinum
nanofilms deposited onto the ZrO2 substrate is similar to those at the quartz
glass surface (Fig. 34.8), except for it is slightly slower. As it follows from the
presented charts, the fragmentation character during the annealing of the palladium
and platinum nanofilms at the quartz glass (Fig. 34.2) is the same, i.e., starting
from annealing temperature 1000 ıC, intense disintegration of films occurs within
3–5 min with formation of separate fragments and “drops” covering 30–40% of the
substrate.

A further increase in the annealing time leads to a redistribution of the number
and size of “drop” and to a slight reduction of the area of the substrate covered with
the metal film at each temperature.
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a b

c

Fig. 34.7 Platinum film 100 nm in thickness onto leucosapphire annealed at 1400 ıC during
10 min in vacuum: (a) film under scanning microscope, �3000; (b) film under an atomic force
microscope; (c) profilogramma film

With increasing of annealing temperature up to 1200 ıC, films of both metals
disintegrate completely. There is interaction of film fragments with quartz glass
substrate surface which becomes almost completely naked from the remnants of
palladium film. In case of platinum filmŠ25% area of the substrate remains covered
with its fragments under such conditions.
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Fig. 34.8 ZrO2 ceramic areas covered by platinum film dependence on annealing time at various
temperatures (1100–1500 ıC)

In case of ZrO2 ceramics, platinum film (Fig. 34.8) fragmentation is slower than
in case of quartz glass. So, more or less substantial disintegration of film can be seen
only after 5 min of annealing at all temperatures of given investigation.

After such exposure, platinum film fragments cover 60% of surface with the
annealing temperature 1100 ıC and 30% of surface with the annealing temperature
1500 ıC. With 10 min exposure, naked surface area increases insignificantly.
So, one can say that platinum film is suitable for use in the manufacture of
high-temperature brazed joints of ZrO2 ceramics with small exposure time at
temperatures 1100–1500 ıC.

In case of leucosapphire substrate, palladium film which does not react with the
substrate material is also fragmenting rapidly within the first 3–5 min of annealing
(Fig. 34.5a) but covering about 20% of the substrate surface at 1200 ıC; and, only
after annealing at 1400 ıC, palladium film-covered area decreases down to about
5% of the substrate surface.

Much more heat-resistant platinum film at the leucosapphire substrate behaves
a different way during the annealing (Fig. 34.5b). Thus, after annealing at temper-
atures up to 1300 ıC, film fragments not as rapidly as at the quartz glass and thus
covers more than half the surface area of the substrate. The rapid disintegration
of the film takes place only after annealing at 1400 ıC, and, even after annealing
at 1600 ıC, film fragments cover about a third of the area of the substrate. So,
platinum nanofilm at the leucosapphire surface is the most suitable for use to make
high-temperature brazed joints of leucosapphire devices.
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34.4 Conclusions

As a result of annealing in vacuum, platinum and palladium nanofilms at the
quartz glass surface disintegrate very rapidly into separate pieces and “drops.” After
annealing at 1200 ıC, they completely disintegrated covering a small area of the
substrate and also interacting with quartz glass surface. So, in terms of quartz glass
brazing, these films are not suitable as metalizing materials.

Platinum film deposited onto the ZrO2 ceramics disintegrates much more slowly
than at the quartz glass surface. With the temperatures of annealing 1100–1200 ıC,
platinum film covers about 50% of the ZrO2 ceramic substrate with exposures up
to 10 min. So it can be recommended for metallization of devices made from this
ceramics for brazing at the temperature up to 1200 ıC.

In case of leucosapphire substrate, palladium film is rapidly disintegrating
during the annealing, exposing more than 70% of the substrate in the first minutes
of annealing. During annealing, platinum nanofilm deposited onto leucosapphire
disintegrates much more slowly and at higher temperatures unlike palladium one.
Since, with the annealing temperatures up to 1300 ıC, platinum nanofilm covers
almost 60% of the leucosapphire substrate even at very long exposures at these
temperatures, it can be recommended for metallization of leucosapphire devices in
order to further braze them at temperatures up to 1300 ıC.
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Chapter 35
Nematic Twist-Bend Phases of Liquid Crystals

Agnieszka Chrzanowska

35.1 Introduction

Banana-shaped molecules attract a lot of attention of researchers in recent years
because of the unusual properties and novel phase structures they may form. When
the system is dilute, they form simple nematic phase, in which there is no long
positional order but long axes of molecules are positioned toward one direction –
the director n. Upon changing the density or temperature, such systems can form
a new phase – the twist-bend nematic phase. This phase became famous because it
exhibits, probably, the smallest spiral structure in the nanoworld.

The NTB phase is in a sense very similar to the cholesteric nematic phase (NCh)
in which the director rotates on the spiral. The difference is that in cholesterics
the director is positioned strictly in the plane perpendicular to the modulation axis
(usually taken as the Z direction) and in the NTB phase the director is tilted at
a constant angle toward this axis. Another important difference is a significant
change in the magnitude of the spiral pitch: in the NTB phase the pitch is much
shorter, about at least one order, as in the cholesteric phase. In most cases it is even
comparable with molecular dimensions. The NTB phase is especially interesting
since the constituent banana molecules are achiral and the resultant phase is chiral.
This is also the main difference as compared to the cholesteric phase, where the
molecules must be chiral. The nematic director n arrangement in the NTB and in the
cholesteric phase has been presented in Figs. 35.1 and 35.2.
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Fig. 35.1 View of the n
director behavior in the NTB
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The possibility of the existence of the NTB phase has been suggested already
in 1973 by Meyer [1]. This idea has been backed up almost 30 years later by
Lorman [2], Dozov [3], and Memmer [4], who showed that to obtain a twist-
bend phase, the molecules do not have to exhibit molecular chirality. The main
reason for a spontaneous deformation of the director field is here the shape of the
molecules – of the boomerang or the banana shape. Besides the NTB phase Dozov
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predicted also the splay-bend nematic NSB phase. It has turned out later that achiral
molecules can form also another modulated phases. In 1990, due to the suggestion
of Sokalski, Chrzanowska [5] showed that the systems with negative twist elastic
constant can also form spontaneously twisted nematic phase. Recently, Longa and
Paja̧k [6], performing a detailed study of the symmetry elements, proposed a new
form of the Landau-de Gennes free energy, which contains the minimum number of
components that lead to the formation of the nematic modulated phases. In particular
they showed that inclusion of the polarization field leads to two other new modulated
nematic phases that exhibit longitudinal (NLP) and transverse (NTP) periodic waves,
where the polarization field stays parallel and perpendicular to the wave vector.

From the experimental point of view, so far only the NTB phase attracts the most
attention, since it has been discovered in real systems. Experimental evidence of
such phases is rapidly accumulating [7–22]. Experimental works are followed by
theoretical explanations which comprise the mean field approaches [23–25], the
Onsager theory [26], and the classical elasticity analysis of the Frank type [27].
Also molecular dynamics simulation [26] predicts the NTB phase.

35.2 Model

We consider the Landau-de Gennes free energy of the form according to the model
based on the order parameter tensor Q and the polarization vector P, which has been
proposed in [6] by Longa and Paja̧k:

FLdG D
Z

fLdGdz D
Z �

fQ C fQP C fP
�

dz (35.1)

where

fQ D f2Q C f3Q C f4Q (35.2)

with

f2Q D 1

4

�
tQTr.Q2/C .r ˝Q/ � .r ˝Q/C �.r �Q/ � .r �Q/ � 2�Q � .r �Q/

�
(35.3)

and

f3Q C f4Q D �
p
6BTr.Q3/C Tr.Q2/2 (35.4)



472 A. Chrzanowska

and

fP D 1

4

�
tpP2 C .r ˝ P/ � .r ˝ P/C AC.r � P/2 � 2�PP � .r � P/

�C a4.P2/2;

(35.5)

fQP D �1
4

�
ePP � .r �Q/C 2�QP.r �Q/ � .r � P/

�

��P˛Q˛ˇPˇ C �1P˛Q2
˛ˇPˇ C �2P2Tr.Q2/ (35.6)

In [6] it has been shown that this type of energy contains the minimum number
of components which can support occurrence of the modulated nematic structures.

The order parameter tensor which is the main property in the above free energy
has to be symmetric and traceless:

Q D
2
4Qxx Qxy Qxz

Qxy Qyy Qyz

Qxz Qyz �.Qxx C Qyy/

3
5 (35.7)

and the polarization vector has three components:

P D ŒPx;Py;Pz�: (35.8)

Finding numerically the minimum of this energy for the parameters

� D 1; � D 0; AC D 2; eP D �4:0;

B D 1=p.6/; tq D 0:1; tp D 0:8; � D �1
2
;

�1 D �2 D �QP D �P D 0 (35.9)

one can obtain the following profiles of the Q and P components.
Figure 35.3 presents five components of the order tensor Q. It turns out that

the profiles represent simple characteristics: Qxx 	 cos2.Az/, Qyy 	 sin2.Az/, and
Qxy 	 sin.Bz/cos.Bz/.

Nonzero sinusoidal behavior of Qxz and Qyz indicates that the projection of the
director on the Z axis is nonzero; hence the phase is of the nematic twist-bend
type. In contrast, such projection in cholesterics would be at the zero level. The
component Pz (see Fig. 35.4) is equal to zero; hence the polarization vector lies in
the plane perpendicular to the Z axis. At the same time Px and Py are given by the
sine function indicating uniform rotation about Z axis.

To asses the behavior of the NTB phase it would be illustrative to see also its
temperature dependence. In the Landau energy the parameter responsible for the
temperature changes is given by tQ. As an example we choose the behavior of
the Qxx. Figure 35.5 shows its changes versus temperature. In general all values
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Fig. 35.3 Components of the tensor Q (a), behavior of the director n (b).

obtained for Qxx are negative. Upon increasing temperature, values of Qxx increase
and diminish in magnitude, being at first at low level, and then upon approaching
the phase transition point, the changes are getting larger.

Figure 35.6, on the other hand, shows the changes of the Qxx amplitude.
Upon approaching the phase transition point to the isotropic phase one observes

diminishing of the mean average order level (illustrated either by maximum or
minimum of Qxx) as well as the Qxx amplitude. Finally, the first-order transition
to the isotropic phase occurs.
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35.3 Summary

Within the framework of the Landau-de Gennes theory we show an example
of the properties of the twist-bend phase NTB. Order parameter tensor Q and
polarization vector P modulations have been presented together with their changes
upon approaching the transition point to the isotropic phase.
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Chapter 36
Influence of Free Volumes on Functional
Properties of Modified Chalcogenide Glasses
and Oxide Ceramics

H. Klym, O. Shpotyuk, A. Ingram, L. Calvez, I. Hadzaman, Yu. Kostiv,
A. Ivanusa, and D. Chalyy

36.1 Introduction

An important area of electronic technology is the use of physical phenomena on
nano- and subnanometer levels of structural organization of functional materials
[1–3]. Transformation to these levels is achieved due to nanostructurization, i.e.,
formation of nanoobjects with the individual components (atoms or molecules) by
their agglomeration or massive dissociation into individual components [4, 5]. In the
case of disordered solids with full or partial absence of atomic structural correlations
and excess free-volume configuration entropy or enthalpy, these processes occur in
transformation of atom and void structures.
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From the standpoint of modern electronic technology, structural disordering is
the basis of efficient and controlled process of obtaining various functional materials
and flexible management of their functional properties due to reliable, efficient, and
predictable physical and technological modifications, the possibility of additional
pre- and post-process optimization processes [6–8]. Typical representatives of such
materials are glasses and ceramics [9–12]. The structural disordering of these
materials is impossible without the stabilization process of inner free volume.
In addition, their functionality is closely related to nanostructurization under
technological modifications and external factors.

An important role is void structure in chalcogenide glasses (ChG) which have a
network structure with saturated covalent chemical bonds [13, 14]. Modern chalco-
genide photonics [15] requires modification of disordered materials to ensure their
functionality in a wide spectral range, which covers the area in both IR atmospheric
windows and space telecommunications window [16]. Such modification of ChG
is performed by injection of addition components (halide, metal activators, rare
earth ions, etc.) into base matrix that destroy their network structure making local
heterogeneity at nanolevel [17, 18]. This process is accompanied by not only the
evolution of the atomic subsystem of glass materials but also the relevant changes in
inner free-volume structure. Such modifications are characteristic for glass-ceramics
due to process of controlled ceramization (i.e., formation of the inner structure of
grains, pores, and grain boundaries) and functional ceramics for temperature- and
umidity-sensitive elements [19, 20]. The main feature that combines ChG and oxide
ceramics is disordering caused by nanostructurization of their inner free volumes.

The aim of this work is the investigation of inner free-volume structure and
functional properties of row functional materials (chalcogenide GeSe2-Ga2Se3 and
GeS2-Ga2S3-CsCl glasses as well as oxide Cu0.4Co0.4Ni0.4Mn1.8O4 and MgO-Al2O3

ceramics) caused by their modifications.

36.2 Preparation of Glasses and Ceramics

The 80GeSe2-20Ga2Se3 chalcogenide glasses were prepared from highly pure raw
materials Ge, Ga, and Se (99.999%) [18, 21, 22]. The materials were heated from
20 to 850 ıC using 2 ıC/min rate. Then, the silica tube was quenched in water
at room temperature, annealed at 30 ıC below the glass transition temperature
(Tg D 370 ıC) for 3 h, and finally slowly cooled down to room temperature
[18]. The crystallization of the 80GeSe2-20Ga2Se3 ChG was performed at optimal
temperature of ceramization (Tg C 10 ıC) [21–23]. Thus, glass samples were placed
in a ventilated furnace where the accuracy of temperature is ˙2 ıC for 25 and
50 h.

The GeS2-Ga2S3-CsCl ChG were sintered from Ge, Ga, S, and CsCl compounds,
as described in details elsewhere [24–26]. The glass transition temperatures Tg are
442 and 396 ıC for (80GeS2-20Ga2S3)100 � Ø(´sCl)x, x D 0 and x D 10 glasses,
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respectively [24, 26]. The obtained (80GeS2-20Ga2S3)100(´sCl)0 and (80GeS2-
20Ga2S3)90(´sCl)10 glasses are referred as (CsCl)0 and (CsCl)10, respectively.

The Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics were prepared from high purity carbonate
salts [27–29]. The mixture was thermally decomposed in the air at 700 ˙ 5 ıC
for 4 h. The prepared blanks were sintered in the air with respect to special
time-temperature regimes, as described in details elsewhere [30–32]. It should
be noted that the sintering route of ceramics was performed to ensure necessary
conditions for inhibition effect in degradation [29, 33], the content of additional
NiO phase with NaCl-type structure having decisive role in the final ceramics
structure. The Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics with 1% and 8% NiO phase were
prepared owing to different amounts of thermal energy transferred during the
sintering [27, 29].

The MgO-Al2O3 ceramics were sintered at maximal temperature (Ts) 1300 ıC
for 2 h, as it was described elsewhere [34–36]. With respect to X-ray diffraction
measurements [36], the ceramics contain main spinel and additional MgO (3.5%)
phases.

36.3 Experimental Details

The PAL spectra for ChG and oxide ceramics were measured using ORTEC
system of 230 ps resolution at the temperature T D 22 ıC and relative humidity
RH D 35% [21, 22, 35, 37]. For MgO-Al2O3 ceramics, PAL measurements were
performed after initial drying, 7 days of water exposure (water vapor in desiccator
at RHD 100%), and further final drying in a vacuum at 120 ıC for 4 h [35]. Isotope
22Na of slow activity (	50 kBq) sandwiched between two identical tested samples
was used as a source of positrons.

Each spectrum was measured with a channel width of 6.15 ps (the total number
of channels was 8000) and contained at least 	106 coincidences in a total, which
can be considered as conditions of normal PAL measurement statistics. To obtain
data on longest-lived PAL components for MgO-Al2O3 ceramics, these ceramics
were studied within a channel width of 61.5 ps [35]. The measured PAL spectra of
glasses and ceramics were processed with standard LT 9.0 computer program [38].
The obtained curves were fitted by two components with lifetimes �1 and �2 and
intensities I1 and I2 for Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics [39]; by three components
with lifetimes �1, �2, and intensities �3 and I1, I2, and I3 for 80GeSe2-20Ga2Se3

and (80GeS2-20Ga2S3)100(´sCl)0 (x D 0 and x D 10) glasses [22, 25, 26]; and by
four components with lifetimes �1, �2, �3, and �4 and intensities I1, I2, I3, and I4 for
MgO-Al2O3 ceramics [34, 35].

The positron trapping modes in the studied samples such as average positron
lifetimes � av, positron lifetime in defect-free bulk �b, positron trapping rate in
defects �d, and fraction of trapped positrons � (for 80GeSe2-20Ga2Se3 glasses) were
calculated using a formalism of two-state trapping model [21, 40, 41].
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Optical transmission spectra of ChG were measured by Shimadzu UV-3600
spectrophotometer operated at room temperature in the visible and near-IR spectral
region [21, 26, 42].

The humidity sensitivity of MgO-Al2O3 ceramics was determined by dependence
of electrical resistance R on relative humidity RH of environment. The electrical
resistance of the studied spinel ceramics was measured in the heat and humidity
chamber PR-3E “TABAI” at 20 ıC for RH in range 31–96% [34, 36]. The
electrodes were attached to the connecting cables of M ohmmeter working at the
fixed frequency of 500 Hz. The maximal overall uncertainties in the electrical
measurements did not exceed approximately ˙(0.02–0.04) MOhm in electrical
resistance. The confidence interval in RH measuring bar restricted by equipment
accuracy was no worse than ˙1% [36].

The degradation tests for Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics were performed at
temperature of 170 ıC lasting defined time intervals (within 10 time domains from
24 to 500 h) [27, 29, 33]. The results of aging tests were controlled by relative
resistance drift (RRD) defined as changes in electrical resistance �R/R0 measured
in the normal conditions (near 25 ıC and 35% of relative humidity) using digital
multimeter. The confidence interval in the RRD measuring error bar restricted by
equipment inaccuracy was no worse than˙0.2%. The maximal overall uncertainties
in the electrical measurements did not exceed approximately ˙(0.4–0.5)% [27].

36.4 Results and Discussion

36.4.1 The Ge-Ga-Se Glasses Modified by Crystallization
Process

With respect to XRD data, as it was noted earlier [21, 22], with increasing annealing
time to 25 and 50 h at 380 ıC, the well-pronounced crystalline peaks at 2
 	 28ı
appear. The positions of these peaks are in agreement with GeGa4Se8 and Ga2Se3

phase indexation [22]. In fact, all principal XRD peaks of GeGa4Se8 and Ga2Se3

phases coincide, so we consider them in crystallized 80GeSe2-20Ga2Se3 glass as
signatures of both these phases (Ga2Se3 and GeGa4Se8). The width of this peak
(2
 	 28ı) confirms the presence of nanoparticles in a glassy matrix in the form of
nanocrystallites with 9–10 nm in sizes [21].

The changes in the atomistic structure of 80GeSe2-20Ga2Se3 ChG from amor-
phous to crystallized one are accompanied by transformations in the void structure.
The results of PAL measurements confirm such diversity of void evolution processes
in the studied glasses. Fitting parameters and corresponding positron trapping
modes for PAL spectra of 80GeSe2-20Ga2Se3 glasses are given in Table 36.1. As
was described earlier in [22], the first component (�1, I1) has no physical meaning
for chalcogenide glasses. With respect to two-state positron trapping model for ChG
[40], the �2 lifetime is directly related to the size of free volumes (trapping centers),
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Table 36.1 Fitting parameters and positron trapping modes for PAL spectra of 80GeSe2-
20Ga2Se3 glasses before (0 h) and after (25 h and 50 h) thermal annealing

Annealing duration Fitting parameters
�1, ns I1, % �2, ns I2, % �3, ns I3, %

0 h 0.209 0.610 0.426 0.360 1.967 0.030
25 h 0.215 0.633 0.432 0.337 2.038 0.030
50 h 0.210 0.605 0.424 0.365 2.159 0.030
Annealing duration Positron trapping modes

� av., ns �b, ns �d, ns �2� �b, ns �2/�b �

0 h 0.290 0.258 0.91 0.17 1.65 0.19
25 h 0.291 0.261 0.82 0.17 1.66 0.18
50 h 0.292 0.260 0.92 0.16 1.63 0.19

50 h25 h

t2 I2 

- voids - CsCl 

void
agglomeration 

 

Fig. 36.1 Schematic illustration of free-volume void fragmentation during crystallization process
in the 80GeSe2-20Ga2Se3 chalcogenide glasses caused by annealing from 25 to 50 h

and intensity I2 is proportional to the number of such defects under condition of
the same defect-free bulk annihilation lifetime. The third component (�3, I3) in the
fitting curves corresponds to ortho-positronium o-Ps formation on level of 3%.

With extending the annealing duration to 25 h, the lifetime �2 increases, and
I2 intensity decreases due to void agglomeration. This trend reduces the positron
trapping rate �d without significant changes in � av. and �b lifetimes. With further
extension of annealing duration to 50 h, the I2 intensity increases, while lifetime �2

decreases to 0.424 ns. These changes result in increased positron trapping rate �d.
Other positron trapping parameters such as �2/�b and � behave under annealing in
line with these changes (Table 36.1). The fraction of trapped positrons � decreases
in the initial stage of treatment to 25 h and increases at further annealing to 50 h.

During the crystallization process at annealing for 50 h, the glass structure
relaxes toward more thermodynamically favorable state [22, 43]. It means that free-
volume nanovoids can be essentially transformed in this process. In the case of
the studied ChG, the fragmentation of larger free-volume entities into smaller ones
occurs (Fig. 36.1). Such process is accompanied by a decrease in �2 lifetime and a
corresponding increase in I2 intensity.
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Fig. 36.2 Optical transmission spectra for 80GeSe2-20Ga2Se3 glass before (0 h) and after heat
treatment times at 380 ıC during 25 and 50 h

Thus, nearly the same �b and � av values are characteristic for all ChG samples,
while the positron trapping rate in extended defects �d decreases with nucleation of
crystallized phases (annealing for 25 h) and increases with crystallization (annealing
at 50 h). The crystal growth is accompanied by network shrinkage of 80GeSe2-
20Ga2Se3 glass, the agglomeration of free-volume voids occurring more rapidly
than their appearance due to mismatch between growing crystallites and remainder
of the glass matrix [21, 22].

The process of crystallization in the 80GeSe2-20Ga2Se3 glasses influences their
functionality, i.e., optical transmission spectra. The non-annealed glassy samples
(0 h) show maximum optical transmittance at the level of 65% (Fig. 36.2).
Annealing at 380 ıC for 25 and 50 h decreases this transmittance and shifts optical
transmission edge toward long-wave side. The appearance of growing of Ga2Se3

and GeGa4Se8 nanocrystals inside glassy matrix induces light scattering at shorter
wavelengths [21].

36.4.2 The Ge-Ga-S Glasses Modified by CsCl Additives

Fitting parameters and positron trapping modes calculated within three-component
fitting procedure for PAL spectra of (80GeS2-20Ga2S3)100 � Ø(´sCl)x, (0 D 0,
x D 10) glasses are given in Table 36.2. As was shown previously, the �2 lifetime
shows the size of free voids where positrons are trapped, and the intensity I2 is
proportional to the number of these voids. The positronium trapping in the third
component (�3, I3) is estimated at the level of 1–3% [16, 25, 26]. We analyze the
PAL results with respect to the second defect-related component (�2, I2) reflecting
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Table 36.2 Fitting parameters and positron trapping modes for PAL spectra of (80GeS2-
20Ga2S3)100 � Ø(´sCl)x, (0 D 0, x D 10) glasses

Fitting parameters Positron trapping modes
Sample �1, ns I1, a.u. �2, ns I2, a.u. �3, ns I3, a.u. � av., ns �b, ns �d, ns�1

(CsCl)0 0.201 0.581 0.426 0.387 1.958 0.032 0.310 0.279 0.59
(CsCl)10 0.249 0.696 0.499 0.290 2.029 0.014 0.313 0.282 0.73

(CsCl)0 (CsCl)10

τ2 Ι2

- voids - CsCl

void
agglomeration 

Fig. 36.3 Schematic illustration of free-volume void agglomeration in (80GeS2-
20Ga2S3)100 � Ø(´sCl)x, (0 D 0, x D 10) glasses

evolution of voids in GeS2-Ga2S3-´sCl ChG caused by CsCl presence in the glass
matrix. These nanovoids have the same meaning as atomic vacancies [23].

Thus, the lifetime �2 increases from 0.426 ns for (CsCl)0 to 0.499 for (CsCl)10

ChG samples, while the intensity I2 decreases (Table 36.2). Consequently, positron
trapping rate �d correlates with �2 and I2 parameters and decreases due to the
drop of the intensity I2. Such changes of PAL parameters describe the agglom-
eration of free-volume nanovoids in the inner structure of ChG (Fig. 36.3). The
positron trapping rate in defects �d increases from 0.59 ns�1 for (CsCl)0 to
0.73 ns�1 in (CsCl)10, and the density � of these glasses also increases with CsCl
content [25, 26].

The CsCl additives in the base GeS2-Ga2S3 glassy matrix have influence on their
optical transmission spectra. The transmission in the visible region of spectra for
studied ChG is shown in Fig. 36.4.

The (CsCl)0 samples are essentially transparent down to 500 nm, and CsCl
content in the glassy matrix results in the shift of the absorption edge toward shorter
wavelengths (similar effect is described in [24, 25, 44]). The transmission increases
with CsCl from 77% in CsCl0 to 83% in CsCl10. From a structural point of view,
the addition of CsCl in GeS2-Ga2S3 glasses is characterized by the formation of
GaS4�xClx tetrahedra that are dispersed in the glass network [24]. So, the average
number of Ga-S bonds decreases for the benefit of the average number of Ga-Cl
bonds.
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Fig. 36.4 Optical transmission spectra of (80GeS2-20Ga2S3)100 � Ø(´sCl)x (x D 0 and x D 10)
chalcogenide glasses

Table 36.3 Fitting parameters and positron trapping modes for PAL spectra of
Cu0.4Co0.4Ni0.4Mn1.8O4 ceramics mathematically treated within two-component fitting procedure

Fitting parameters Positron trapping modes
NiO amount �1, ns I1, a.u. �2, ns I2, a.u. � av., ns �b, ns �d, ns�1

1% NiO 0.19 0.82 0.38 0.18 0.23 0.21 0.48
8% NiO 0.17 0.79 0.36 0.21 0.21 0.19 0.62

36.4.3 The Cu0.1Ni0.8Co0.2Mn1.9O4 Ceramics Modified by NiO
Phase

As was shown previously in [39], for oxide spinel-type ceramic materials, the first
component of spectra was connected with main spinel structure and the second one
with extended defects located near grain boundaries in the vicinity of additional
extracted phases. The intensity I1 corresponds to the amounts of the main spinel
phase, while the I2 intensity to the amount of additional NiO phase near grain
boundaries.

The lifetime of the first and second components for Cu0.1Ni0.8Co0.2Mn1.9O4

ceramics is typical for spinel-structured materials and equals 0.38 ns (Table 36.3).
The lower �1 value in ceramics with 1% NiO (0.17 ns) is well correlated with
this NiO content in different crystallographical positions. Since the amount of
grain/pores in these samples was larger [45], the process of positron trapping in
these ceramics was more intensive (the positron trapping rate of defects increased
from 0.48 to 0.62 ns�1).
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The intensity of the second component for ceramics with 1% NiO is 0.18 a.u.
This additional NiO phase is localized near grain boundaries and partly fills pores
[45]. Then the intensity I2 increases to 0.21 a.u. correspondingly to the increasing
amount of NiO phase near grain boundaries and the size of defects increases (�2

reduces from 0.38 to 0.36 ns). These transformations were in good agreement with
positron trapping parameters. Nevertheless, there were no significant changes in
� av and �b parameters. In all cases, the same type of positron trapping center is
formed [46].

The changes in microstructure of Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics are reflected
in their stability in time (electronic relaxation kinetics). Kinetic curves illustrating
the RRD defined by�R/R0 values in Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics with 1% and
8% NiO phase are shown in Fig. 36.5.
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Fig. 36.5 The RRD (�R/R0) in Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics (a – 1% NiO; b – 8% NiO)
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The ceramic samples with 1% NiO phase are characterized by the largest value of
RRD reaching more than 30% (Fig. 36.5a). With the increase in the amount of NiO
phase to 8%, the saturated RRD value decreased to 4.3% (Fig. 36.5b). Obviously,
increasing of NiO amount is needed for stabilization of electrical parameters of
these ceramics.

36.4.4 Water Vapor Sorption Processes in the MgO-Al2O3

Ceramics

As it was shown earlier [34–36, 47], the positron annihilation in humidity-
sensitive MgO-Al2O3 ceramics is revealed through two different channels related
to positron trapping (component with lifetime �2) and o-Ps decaying (two long-
lived components with �3 and �4 lifetimes). The first component with parameters
�1 and I1 reflects mainly microstructure specificity of spinel ceramics along with
input from annihilation of para-Ps atoms [34]. The lifetime �2 is related to the
size of free-volume nanodefects near grain boundaries, and I2 intensity reflects their
amount [41]. The third and the fourth components (�3, I3) and (�4, I4) correspond
to annihilation of o-Ps in intrinsic nanopores of MgO-Al2O3 ceramics [35, 48].

PAL parameters obtained within four-component treatment of the PAL spectra
of initial, water-vapored, and dried MgO-Al2O3 ceramics sintered at 1300 ıC are
shown in Table 36.4.

Decreasing the lifetime �2 in water-vapored MgO-Al2O3 ceramics and increasing
their intensity I2 show intensification of positron trapping in defects near grain
boundaries filled with water. After drying, the intensities I2 almost completely
return to the initial values (characteristic for initially dry samples). Thus, the water
adsorption processes in MgO-Al2O3 ceramics are accompanied by fragmentation of
positron trapping sites near grain boundaries, and, respectively, the water desorption
processes are accompanied by agglomeration of free-volume voids.

Table 36.4 Fitting parameters and positron trapping modes for PAL spectra of MgO-Al2O3

ceramics sintered at 1300 Ñ´ obtained from four-component procedure

Fitting parameters
Sample �1, ns I1, a.u. �2, ns I2, a.u. �3, ns I3, a.u. �4, ns I4, a.u.
Initial 0.155 0.82 0.414 0.16 2.426 0.008 68.74 0.014
Water vapor 0.161 0.76 0.400 0.21 2.619 0.018 58.33 0.007
Drying 0.156 0.82 0.421 0.15 2.448 0.007 68.17 0.014

Positron trapping modes Pore radius
� av., ns �b, ns �d, ns�1 R3, nm R4, nm

Initial 0.197 0.17 0.66 0.325 1.818
Water vapor 0.213 0.19 0.80 0.340 1.630
Drying 0.198 0.17 0.63 0.327 1.807
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Water vapor sorption processes in the studied MgO-Al2O3 ceramics result in
essential evolution of the third and fourth o-Ps-related components. The intensity
I3 increases in initially dry samples after water vapor exposure, thus confirming
o-Ps annihilation in water-filled nanopores through a “bubble” mechanism (with
corresponding o-Ps lifetime close to 1.8 ns) [49–51]. After drying, the intensities
of the third and fourth components return to the initial value, confirming high
efficiency of water adsorption-desorption processes. The intensity I4 decreases in
water vapor exposed ceramics samples. After drying (in a vacuum at 120 ıC for 4 h)
of the ceramic samples previously exposed to water vapor, the initial pore size tends
to be restored (Table 36.4).

Additionally, the radii R3 and R4 of spherical nanopores were calculated using o-
Ps-related �3 and �4 lifetimes in known Tao-Eldrup model [52, 53]. The decreased
�4 value for ceramics dried after water vapor exposure can be connected with
formation of thin layers of water molecules covering the walls of pores with radii
of 1.8 nm, which are not completely removed after vacuum annealing at 120 ıC
for 4 h.

Changes caused by inner nanoporous structure of MgO-Al2O3 ceramics were
reflected in their humidity sensitivity. In spite of a small amount of transporting
pores [34, 36, 53], ceramics are characterized by linear dependence of electrical
resistance R vs. RH in the entire studied region (from 30% to 98% of RH)
without significant hysteresis in absorption-desorption cycles (Fig. 36.6). Humidity
sensitivity of ceramics sintered at 1300 ıC results in increased amount of open
water-exchange outside-delivering macropores [36]. They provide efficient sorption
processes of water through small amount of communication mesopores.
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36.5 Conclusions

Influences of inner free-volume structure on the functional properties of
chalcogenide GeSe2-Ga2Se3 and GeS2-Ga2S3-CsCl glasses as well as oxide
Cu0.4Co0.4Ni0.4Mn1.8O4 and MgO-Al2O3 ceramics caused by their different
modifications are investigated.

In the case of 80GeSe2-20Ga2Se3 glasses, it was shown that crystallization
process during annealing at 380 ıC for 25 and 50 h indicates specific fragmentation
of larger free-volume nanovoids into a greater number of smaller ones. Annealing at
380 ıC for 25 and 50 h results in the decreasing of transmittance and shifts optical
transmission edge toward long-wavelength region.

For GeS2-Ga2S3-CsCl ChG, it is established that CsCl additives transform free
volume (void agglomeration in ChG with 10% mol. of CsCl) and optical properties
of glass matrix. The shift of the absorption edge toward shorter wavelengths is
observed in Ge-Ga-S ChG with CsCl content.

In Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics with 8% of NiO phase addition, positron
trapping defects (or free volumes) near grain boundaries are formed. The
character of thermally induced electronic degradation in structurally modified
Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics shows stretched exponential behavior.

In modified MgO-Al2O3 ceramics sintered at 1300 ıC, it is shown that drying of
ceramics in vacuum at 120 ıC previously exposed to water vapor does not restore
initial pore size, confirming sensitivity of PAL method to amount of water molecules
adsorbed in nanopores. The water vapor modifies defects in ceramics located near
grain boundaries, and this process is accompanied by void fragmentation at water
adsorption with further void agglomeration at water desorption after drying. Using
lifetimes of the third and fourth components of PAL spectra, the radii of nanopores
were calculated using Tao-Eldrup model. The MgO-Al2O3 ceramics sintered at
1300 ıC are humidity sensitive from 30% to 98% of RH.
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Chapter 37
Preparation of Nanocellulose from Organosolv
Straw Pulp Using Acid Hydrolysis
and Ultrasound

V. A. Barbash, O. V. Yaschenko, ±. M. Shniruk, and V. ±. Kovalchuk

37.1 Background

In recent years, there has been a significant increase in scientific research in
the field of nanomaterials and nanotechnologies [1]. Nanocellulose is a group of
nanomaterials that consists of the nanosized cellulose particles. Characteristics of
nanocellulose particles depend on properties of plant raw materials and methods
used in the production [2]. Nanocellulose from the renewable lignocellulose mate-
rials has improved mechanical properties, such as high surface area-to-volume ratio
and high aspect ratio [3]. Nanocellulose often replaces well-known material such
as glass and certain polymers, which are not biodegradable at ambient conditions,
in order to create new specific nanocomposites, adsorbents, and functional materials
for the electrodes in the chemical sources of power and optoelectronic devices [4–6],
biodegradable plastics, and paper with special characteristics [7]. Nanocellulose
finds its application in nanocomposites [8–11], to increase their strength and thermal
resistance [12], to stabilize the emulsions [13], in the preparation of bio-basic
films [14].

The raw material that is generally used for obtaining nanocellulose is wood
bleached sulfate and sulfite pulp [15, 16]. Timber resources decrease every year
and it takes a long time to renew them. In addition, there is competition between
the industries, which use wood in large quantities (construction, furniture, pulp, and
paper). Given these factors, there is a need to find alternative sources of pulp, for
example, from non-wood plant raw materials. In world practice, there are methods
of obtaining nanocellulose from kenaf [17], oat husk [18], coconut fibers [19], and
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other cellulose-containing materials [20–22]. It formed fibers, during the processing
of grain and industrial crops and plant, which can be used as an alternative for the
wood pulp. Wheat straw can be attributed as a prospective representative of non-
wood plant raw material for pulp, and it is produced in the vast volumes in countries
with developed agriculture annually.

In the world pulp and paper industry, for pulp production the technologies of
sulfate and sulfite pulping and bleaching using chlorine and sulfur compounds
are dominant. Increased environmental requirements to the quality of wastewater
and gas emissions of the industrial enterprises require the development of new
technologies for the processing of plant raw materials with the use of organic
solvents [23, 24].

Previously we have demonstrated the possibility of obtaining straw pulp by
organosolv method with delignification in the system isobutyl alcohol–H2O–KOH–
hydrazine, which has the possibility of reuse of the organic component in the
pulping liquor without regeneration [25]. Thus, the spent cooking liquor is divided
into two layers: an upper organic solvent layer and a lower aqueous layer, which
has moved in the bulk of soluble minerals and organic substances from plant
raw materials (lignin, hemicelluloses, and extractives). The use of potassium and
nitrogen compounds in the pulping liquor allows the use of black liquor in the
manufacture of fertilizers [25].

Previously, in an article [26] we have obtained nanofibrillated cellulose (NFC)
from the air-dry bleached softwood sulfate pulp using the mechanochemical
treatment. This treatment performed with the use of a standard for the pulp and paper
industry milling equipment. In the present study, to reduce the energy consumption,
preparation of NFC from wet after cooking and bleaching organosolv straw pulp
(OSP) with using of only sulfuric acid hydrolysis and ultrasound treatment as an
effective chemo-mechanical process were investigated.

37.2 Methods

In order to obtain pulp, stalks of wheat straw from Kiev region harvested in 2015
were used. Average chemical composition related to absolutely dry raw material
(a.d.r.m.) was 46.2% cellulose; 20.2% lignin; 25.2% pentosans; 6.6% ash; 5.2%
resins, fats, and waxes; and 74.1% holocellulose. Values of chemical composition
in wheat straw stalks according to standard methods were identified [27]. The raw
plant material reduced in size to 2–5 mm and stored in desiccator for maintaining
constant humidity and chemical composition.

Cooking of straw stalks in the system isobutyl alcohol–H2O–KOH–hydrazine
was carried out according to the procedure described in [25]. Received organosolv
pulp had the following quality indicators: yield of pulp, 49%; residual lignin, 1.1%;
ash, 1.63%; pentosans, 0.93% to a.d.r.m.; and whiteness, 51%.

In order to bleaching and remove residual lignin, hemicellulose and minerals
from OSP, the thermochemical treatment of OSP with acetic acid and hydrogen
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peroxide in a volume ratio of 70:30% with the catalyst – the sulfuric acid 15%
to mass a.d.r.m. – was carried out. Treatment with a mixture was carried out at
a temperature of 95 ˙ 2 ı C and duration was 180 min. Received bleached OSP
has ash content of 0.2%, lignin less than 0.2%, degree of polymerization 400, and
whiteness 83% and was used for preparation of nanocellulose.

Hydrolysis of the bleached OSP by sulfuric acid with concentration of 43% at
the liquid-to-solid ratio 10:1 at temperature 60 ˙ 1 ı C within 30 min was carried
out. The hydrolyzed cellulose washed three times by the centrifugation at 8000
rev/min and subsequent dialysis until reaching neutral pH. Ultrasound treatment
of hydrolyzed cellulose was performed using ultrasound disintegrator UZDN-A
(SELMI, Ukraine) with 22kGz at 30–60 min. The cellulose dispersion was placed
in an ice bath to prevent overheating during treatment. Eventually, the suspension
had taken the form of a homogenous gel-like dispersion.

The prepared dispersions were poured into Petri dishes and dried at room
temperature in air to obtain nanocellulose films. Their density was determined
according to the ISO 534:1988. The degree of polymerization by the viscosity of
the samples dissolved in copper ethylenediamine solution according to ISO 5351
was determined.

Scanning electron microscope (SEM) analyses were performed with a P¨¯-
106I (SELMI, Ukraine) microscope to observe the morphology of ±SP and
NFC films. Transmission electron microscopy (TEM) images were obtained using
electron microscope TEM125K (SELMI, Ukraine) operating at a potential of
100 kV. A dilute suspension (0.1 wt.%) was dropped onto a thin scaffoldings Lacey
Formvar/Carbon, 400 mesh, copper approx. grid hole size 42 �m (TED PELLA,
Inc., USA). Electron absorption spectra of the nanocellulose films in UV, visible,
and near-infrared regions were registered on two-beam spectrophotometer 4802
(UNICO, USA) with resolution of 1 nm. X-ray diffraction patterns of the different
cellulose samples were obtained by Ultima IV diffractometer (Rigaku, Japan). The
method proposed in [28] was used to determine the crystallinity degree (CD) of the
samples, in which CDD (I200 � Iam)/I200 � 100%, where I200 is an intensity of (200)
reflex about 23ı and Iam intensity of amorphous scattering at 18.5ı.

The thermal degradation behavior of ±SP and NFC film samples by heating
using Netzsch STA-409 thermoanalyzer was explored. The samples at a rate of
5 ıC/min, from 25 to 450 ıC, were heated.

37.3 Results and Discussion

Morphology of bleached OSP and obtained therefrom nanocellulose films by SEM
was studied. Figure 37.1 presents electron micrographs of the surface of the initial
organosolvent straw pulp and after hydrolysis and sonication.

As shown in Fig. 37.1, the length of the fibers of initial OSP is more than 100 �m
and width from 10 to 20 �m (Fig. 37.1a). Hydrolysis of the bleached OSP leads
to a significant decrease in the length and diameter of its fibers (Fig. 37.1b), and
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Fig. 37.1 SEM image of organosolv straw pulp: the initial (a), after hydrolysis (b) after sonication
(c), and after hydrolysis and sonication (d)

sonication of hydrolyzed cellulose significantly reduces the length of the fibers to
50 �m. As can we see from Fig. 37.1c, the ultrasound treatment of OSP forms a
film with a dense structure. Further sonication of blending pulp slurry contributes
to formation of transparent films with homogeneous structure (Fig. 37.1d). These
results indicate that the chemical treatment and sonication of organosolv straw pulp
lead to the formation of homogeneous nanocellulose films with high transparency
up to 60%.

Reducing of OSP fiber size by sequential acid treatment and sonication confirmed
by a decrease in the degree of polymerization of OSP (Fig. 37.2).

As can be seen from Fig. 37.2, sonication of organosolv pulp acts more intensely
on reducing the degree of polymerization of cellulose and hence on the dimensions
of the fibers, compared with the hydrolysis, and the joint action of sulfuric
acid and sonication leads to a substantial reduction of the size of the cellulose
macromolecules.

Next, the morphology of the nanocellulose samples, in order to assess the
changes in the particle size induced by hydrolysis and sonication, using TEM, was
examined (Fig. 37.3). As can be seen from Fig. 37.3, organosolv straw nanocellulose
obtained in the hydrolysis with sulfuric acid and sonication is nanofibrillated
cellulose (NFC) with a multilayer structure. Nanofibers form a delicate mesh as
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Fig. 37.2 The dependence of the degree of polymerization of organosolv straw pulp from the
processing stages: the initial pulp (a), after hydrolysis (b), after sonication (c), and after hydrolysis
and sonication (d)

Fig. 37.3 TEM pictures of organosolv straw nanocellulose suspension at different magnification

a result of interaction between the particles of nanocellulose. In addition, it was
experimentally found that the diameters of the individual particles of nanocellulose
are in the range from 20 to 40 nm, and their lengths are up to several micrometers.
This result confirmed the date of dimensions of NFC obtained by mechanochemical
method for bleached softwood sulfate pulp [26].

We have also investigated the change in the ratio of amorphous and crystalline
parts of OSP during its chemical and physical treatments. The analysis of X-ray
diffraction patterns was carried out (Fig. 37.4), and the degree of crystallinity of
the initial OSP and cellulose after the hydrolysis and after the sonication was
defined. The crystallinity degree of bleached OSP is significantly reduced during
the sonication from 72.5% to 57.8%, due to the partial destruction of crystalline
macromolecules areas under the high energy of ultrasound. At the same time,
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Fig. 37.4 X-ray diffraction patterns of organosolv straw pulp: the initial (1), after sonication (2),
and after hydrolysis (3), after hydrolysis and sonication (4)

hydrolysis of initial OSP increases the crystallinity to 76.3% due to the removal of
amorphous parts of the cellulose. The additional sonication after hydrolysis leads to
a partial degradation of crystalline parts of macromolecules and to a slight decrease
in the crystallinity degree of nanocellulose to 72.2%.

The results of thermogravimetric analysis (TGA) of OSP and nanocellulose films
(Fig. 37.5) confirm the fact that treatment of the initial OSP by acid hydrolysis and
ultrasound an increase its crystallinity degree.

Figure 37.5 shows the change of the thermal stability of the OSP samples after the
first stage of pulping in isobutanol (1), after the second stage of thermos-chemical
treatment in mixture of peracetic acid (2), and nanocellulose films after hydrolysis
with 43% sulfuric acid and sonication (3). As seen from the thermogravimetric
curves (Fig. 37.5), for all OSP samples, weight loss begins at a temperature about
80 ıC, which is due to the evaporation of residual moisture from the fibers. The
main weight loss after the first stage of pulping in thermal degradation begins at
temperatures between 220 and 240 ıC and continues up to 300 ı C. Sample (2) is
characterized with weight loss about 60% in temperature ranging 220–260 ıC and
continues up to 400 ı C as the second stage of pumping with elements of hydrolysis
increases the amount of crystalline part of cellulose, and it is the reinforcing of
hydrogen bonds between cellulose macromolecules. Destruction of nanocellulose
films (curve 3) has a different way. Loss of 10% of nanocellulose film is at a
temperature of 160 ıC and at 240 ıC – another 10% losses. For nanocellulose
films, abrupt weight loss in temperature ranging 220–260 ı C is not typical, and
it happens gradually to 400 ıC. This can be explained by the formation of dense
structure between pulp molecules during the chemical treatment and sonication by
increasing the share of crystallinity of the cellulose.
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Fig. 37.5 Gravimetric (a) and differential thermal (b) analysis curves: pulp after the first stage of
pulping in isobutanol (1), pulp after the second stage of thermochemical treatment in mixture of
peracetic acid (2), and nanocellulose films (3)

37.4 Conclusions

In the present study, organosolv pulp and nanocellulose from the wheat straw were
obtained. It has been proved that delignification in isobutanol system is effective in
the removal of lignin and hemicelluloses components. Organosolv pulping allows
obtaining straw pulp with low lignin and mineral content. Subsequent processes of
hydrolysis with sulfuric acid and sonication lead to the formation of nanofibrillated
straw cellulose. The structural change and crystallinity degree of OSP and NFC were
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studied by the S¨¯ and XRD techniques. It has been established that NFS has a
density up to 1.3 g/cm3, transparency up to 60%, and crystallinity up to 72.2%. The
TEM showed that NFC forms the mesh with diameter of fiber in the range from
20 to 40 nm. The method of thermogravimetric analysis confirmed that NFC films
have more dense structure and smaller mass loss in temperature ranging 220–260 ı
C compared with OSP.
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Chapter 38
Nanoscale Oxide PEO Coatings Forming
from Diphosphate Electrolytes

Nikolay D. Sakhnenko, Maryna V. Ved, and Ann V. Karakurkchi

The widespread use of aluminum, titanium, and alloys in various industries (air and
mechanical engineering, medicine, chemical industry) and innovative technologies
puts forward a number of requirements for their corrosion resistance, mechanical
strength, tribological characteristics, catalytic activity, and others.

Environmental and technical problems arising in the operation of internal
combustion engines (ICEs) are associated with the incomplete combustion of fuel
and, accordingly, the inevitable formation of toxic components, such as CO, NOx,
and soot [1]. One of the possible ways to improve the performance of ICEs can
be the use of catalysis in situ in the combustion chamber [2]. Since catalytic
processes are characterized by a decrease in the activation energies of intermediate
stages, the combustion process and the fuel combustion completeness occur at lower
temperatures (650–1200 K); this feature must lead to a decrease in the maximum
pressure in the combustion chamber and, hence, in the severity of engine opera-
tion and to the minimization of emissions of hazardous substances with exhaust
gases.

The currently available hydrocarbon fuel combustion catalysts are divided into
two groups: catalysts based on noble metals (most commonly Pd and Pt) and
transition metal oxides (Mn, Co, Fe, etc.), particularly those with a complex
composition (spinels, perovskites, hexa-aluminates) [3]. At high temperatures,
significant advantages are shown by a family of catalysts based on manganese
oxides, which exhibit high thermal stability and oxygen affinity [4]. The formation
of high-temperature manganese oxides not only provides the thermal stability of the
catalysts but also leads to a significant improvement of the catalyst reactivity.
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In terms of rational designing and effective technology, it seems appropriate
to deposit a catalytic layer directly on the surface of ICE pistons manufactured
using AK12M2MgN cast complex-alloyed silumins with an optimal combination
of physico-mechanical and performance properties [5]. The most promising method
for the formation of thin layers on passive metal surfaces, in particular, silumins,
is plasma electrolytic oxidation (PEO). This method provides the incorporation of
catalytically active components into an alumina matrix owing to the implementation
of both electrochemical and thermochemical reactions in high-energy modes [6, 7].
However, it should be taken into account that the PEO of silumins is complicated
because these materials contain a large number of alloying components and
intermetallic compounds with different chemical properties of oxides. On the basis
of the above, the main task that has predetermined the aim of this study is to
substantiate the electrolyte composition and the PEO modes for the formation of
a mixed oxide layer with high manganese and cobalt content on the surface of the
AK12M2MgN alloy.

Titanium and its alloys are justly referred to the most popular construction
materials that are diversely used due to their physicochemical and operational
characteristics. However, there are several factors limiting the applicability of these
materials: in particular, their poor sliding properties entail problems when titanium
alloys are used in friction pairs or high chemical reactivity arises from welding
operations. Many problems, however, can be effectively solved due to the surface
modification. From this perspective, the most rational approach seems to be based
on galvanochemical technologies, including covering the surface with coatings of
various compositions for different purposes. When it concerns valve metals, the
most appropriate coatings seem to be conversion and composite ones [8, 9]. They
are important to consider not only because they are able to diversify the functional
properties of products but also because they increase the reliability and service life
under operating conditions [10, 11].

It is much interesting to consider studies that are aimed at improving the
technologies of producing oxide coatings. However, a vast majority of traditional
methods cannot provide sufficiently strong adhesion, wear resistance, and corrosion
resistance combined with a certain set of properties that provide for the functional
purposes of materials and products. The method of plasma electrolytic oxidation
(PEO), which is also called microarc or anode spark oxidation, allows creating
strong adhesion to the substrate of oxide coatings that have dielectric [12], protective
[13], catalytic, antifriction [14], antiseptic [15], and other properties [16, 17].

A distinctive feature of the PEO method is the possibility to form conversion
layers that incorporate both oxides of a refined metal and electrolyte components
or products of their electrochemical and thermochemical transformations. The
chemical composition of the coatings formed by PEO determines the nature of
the oxidizable metal, the process parameters, and the electrolyte components, so
that controlling the chemical composition of anode layers can significantly improve
their physical and chemical properties [9, 18] as well as significantly expand the
functional uses of valve metals and alloys with them.
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The relevance of the work in this direction is due to the present lack of effective
solutions that would allow combining the advantages of titanium-based alloys as
promising carriers and the catalytic activity of manganese oxides in O�O bond
cleavage reactions while ensuring strong adhesion to the substrate. It is especially
important in this case to carry out the oxidation process in a single step, eliminating
the thermochemical reaction of nitrates decomposition that would release toxic
nitrogen oxides.

38.1 Experimental

The studies were conducted using A99 aluminum and AK12M2MgN (AL25) alloy
samples with a working surface of 0.5 cm2 (Table 38.1). The surface preparation
included sequential procedures of mechanical grinding, etching in an alkaline
solution, thorough washing with distilled water, and drying. Electrolyte solutions
for the pretreatment and PEO were prepared from certified reagent-grade reactants
and distilled water.

The composition of titanium VT1-0 alloy in wt.% was as follows: Ti D 99.2–
99.7, Fe < 0.25, C < 0.07, Si < 0.1, N < 0.04, O < 0.2, and impurities – 0.3.
The pretreatment of the samples included mechanical cleaning from the process
contaminants, degreasing in a 0.2–0.3 M NaOH, etching in a mixture of a 0.1–0.3 M
HF and 0.3–0.9 M HNO3, and rinsing with distilled water.

Coatings were formed in an electrolyte based on potassium diphosphate with
¯nSO4 and KMnO4 as additives (Table 38.2). The pretreatment solutions and the
oxidation diphosphate electrolytes in the concentration of 0.1–1.0 mol/dm3 were
prepared from certified reagents graded as “chemically pure” and “analytical grade”
with distilled water.

The anodic behavior of aluminum alloys in solutions of different compositions
was studied by linear voltammetry at different polarization rates using an IPC Pro-M
potentiostat. Polarization measurements were conducted in a standard thermostatic
electrochemical cell at a temperature of 20 ˙ 1 ıC using a cathode of Kh18N10T
stainless steel. The working electrolytes based on aqueous solutions of sodium
hydroxide or potassium diphosphate with a concentration of 0.005–1.0 mol�dm�3

Table 38.1 Content of alloying elements in the aluminum alloys (wt %)

Alloy
grade Si Cu Ni Mg Mn Fe Zn Ti

Other
elements

A99 0.5 – – – – 0.5 – – –
AK12M
2MgN

11.0–13.0 1.5–3.0 0.8–1.3 0.8–1.3 0.3–0.6 <0.8 <0.5 <0.2 Pb < 0.1

Sn < 0.02

Cr < 0.2
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Table 38.2 The composition
of the titanium PEO
electrolytes

Component concentration, mol�dm�3

Component 1 2 3 4 5

K4P2O7 1.0 1.0 1.0 1.0 1.0
KMnO4 – 0.1 0.3 – –
MnSO4 – – – 0.1 0.3
Ó° of the solution 9.15 9.0 9.0 8.65 9.0

were admixed with potassium permanganate in a concentration range of 0.05–
0.20 mol�dm�3; the pH value was 10–12. The electrode potentials were measured
with respect to an EVL-1M1 silver–silver chloride reference electrode connected to
the working cell through a salt bridge filled with a saturated solution of potassium
nitrate thickened with agar-agar. The potentials given in this study were converted
with respect to a normal hydrogen electrode (NHE).

The PEO of AK12M2MgN and VT1-0 alloy was conducted using a B5-50
stabilized power supply that maintained voltage up to 300 V. PEO was implemented
in an electrolytic cell under conditions of forced cooling of the electrolyte to a
temperature of 25–30 ıC and stirring the electrolyte. A current density varied
in a range of 5–25 A�dm�2 for AK12M2MgN and 1–5 A�dm�2 for VT1-0, and
the processing time was 30–60 min. Since the kinetics of the plasma electrolytic
oxidation of metals can very significantly depending on the acidity of the electrolyte,
an important element of the process was monitoring of the electrolytes pH.

The chemical composition of the coatings was determined by X-ray photo-
electron spectroscopy on an INCA Energy 350 energy-dispersive spectrometer;
X-ray radiation was excited via exposing the samples to a 15 keV electron
beam. In addition, X-ray fluorescence analysis was conducted using a SPRUT
portable spectrometer with a relative standard deviation of 10�3–10�2; the error
in determining the component content was ˙1 wt %. The surface morphology of
the coatings was studied using a Zeiss EVO 40XVP scanning electron microscope
(SEM). Images were recorded by the registration of secondary electrons (BSEs) via
scanning with an electron beam; this mode made it possible to study the topography
with a high resolution and contrast ratio.

The surface morphology of coatings was studied by an atomic force microscopy
AFM using NT–206 microscope. The tapping mode was conducted to measure
sample surface morphology. Scanning was performed by using the contact probe
CSC-37 (lateral and vertical resolutions 2 and 0.2 nm, respectively; 1024 � 1024
scanning matrix, CSC cantilever B as probe, probe tip radius 10 nm).

The phase composition and the structure of the synthesized oxide coatings were
analyzed, using the X-ray diffractometer DRON-2.0 in the emission of an iron
anode. The diffraction patterns were recorded in a discrete time interval of 0.1ı
at exposure of 15–20 s in each point. The elemental composition of the coatings
was determined by the X-ray fluorescence method with the use of a portable X-ray
spectrometer, which was the universal technical fluorescent device “SPRUT,” with
the relative standard deviation of 10�3–10�2.
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The catalytic properties of the oxide systems were studied in the oxidation of
carbon (II) oxide to carbon (IV) oxide [19]. The studies were conducted on a
laboratory bench in a tubular flow reactor made of silica glass with a coaxially
wound heating coil. The initial mixture of air and carbon (II) oxide with a
concentration of 1.0 vol % was fed to a reactor with a volume of 1.5 � 10�2 dm3

at a rate of 1.5 dm3�h�1. The reactor temperature was gradually increased from 20
to 450 ıC at a rate of 1 ıC�s�1. The CO concentration at the inlet and outlet of
the reactor was recorded using Dozor signaling–analyzing devices. The catalytic
activity was evaluated by the following parameters: the initial temperature of the
oxidation process (the ignition temperature, Ti) and the conversion extent (X, %).
The extent of conversion was calculated by the following equation:

X D c.CO/i � c.CO/f
c.CO/i

� 100%;

where Ô(´±)i and Ô(´±)f are the initial and the final concentrations of carbon (II)
oxide, %.

The abrasion rate for the materials�l /�t was determined by the Calotte method
on the calotester [20].

38.1.1 Aluminum Alloy

The efficiency of the anodic oxidation of aluminum alloys containing transition
metals or intermetallic compounds Al–Cu–Ni and Al–Cu–Mn–Fe, in particular,
AK12M2MgN, depends on the ratio between the electrical resistivity of oxides of
the base metal and the alloying components [21]. Under conditions of formation
of local temperature gradients during PEO, the thermal resistance and tempera-
ture dependence of the electrical conductivity of the oxides become of special
significance; close values of quantitative indicators of these properties guarantee
a uniform distribution of the components in the bulk and on the surface of the oxide
matrix and the reproducibility of the results. However, the anodic oxidation of the
multicomponent AK12M2MgN alloy is accompanied by the formation of oxides
that exhibit not only different conductivity [22, 23] but also differentiated thermal
stability (Table 38.3); this feature considerably limits the possibility of forming
high-quality coatings of a specified composition.

The main components of the AK12M2MgN alloy – aluminum and silicon –
form thermally resistant oxides; however, the conductivity of these materials at
high temperatures that occur in the zone of spark discharges sharply increases
(see Table 38.3). At the same time, at high temperatures, oxides of the alloying
components (Cu, Ni, Mn, Fe) undergo decomposition to evolve oxygen and form
either a metal phase (Cu, Ni, Fe) or mixed-valence oxides exhibiting low resistivity
(see Table 38.3). These factors lead to the heteroresistance of the treated surface
and a decrease in the duration of thermochemical reactions involving the electrolyte
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Table 38.3 Characteristics of alloying metal oxides in AK12M2MgN

Electrical resistivity (��cm) at T (K) Thermal resistance
Metal Oxide 293 1873

Al Al2O3 3�1014 10–20 –
Si SiO2 1016 0.9 –
Cu CuO 105 1324–1398 K

4CuO ! 2Cu2O C O2

Cu2O 1�104–3�104 2098 K

2Cu2O ! 4Cu C O2

Mg MgO 1014 –
Mn MnO 109–1012 –

Mn2O3 105 1238–1388 K

6Mn2O3 ! 4Mn3O4 C O2

Mn3O4 104–105 1858 K

2Mn3O4 ! 6MnO C O2

MnO2 10�1–2.8�10�3 828–883 K

4MnO2 ! 2Mn2O3 C O2

Fe FeO 105–108 858–998 K

4FeO ! Fe3O4 C Fe
Fe2O3 105–108 1498–1688 K

6Fe2O3 ! 4Fe3O4 C O2

Fe3O4 4�10�3 >1835 K

2Fe3O4 ! 6FeO C O2

Ni NiO 1013–1015 >1528 K

2NiO ! 2Ni C O2

Zn ZnO (6–9)�104 –

components in the sparking zones. Under these conditions, the resulting PEO
coatings have a thickness of no more than 10–20 �m and contain a low amount
of dopants. An increase in the coating thickness or in the concentration of the
catalytically active component in the matrix of the basic oxide can be provided by
surface homogenization. It is convenient to represent this procedure in the form of
a scheme (Fig. 38.1) which takes into account the simultaneous occurrence of two
processes, i.e., the formation of oxide of the basic component of the alloy (Al)S and
the oxidation of intermetallic compounds (Si, CuAl2)S and the alloying components
of the alloy (Fe, Cu, Ni) to form soluble anions and complexes.

The ability of silicon to undergo oxidation in an alkaline medium during anodic
polarization in a potential range of – 0.3 to 0.0 V [25, 26] does not give rise to
doubt, formation of oxide films on the metal surface through the following chemical
reaction:

SiC 6OH� ! SiO3
2�C3H2OC 4e; (1)

whereas the formation of soluble iron and manganese oxo-anions in which transition
metals exhibit the highest degree of oxidation is hindered; for copper and nickel,
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Fig. 38.1 Scheme of parallel reactions during the anodic oxidation of the AK12M2MgN alloy at
voltage UA in an alkaline solution (pH > 12) in the presence of ligand L

Fig. 38.2 Anodic voltammograms of the AK12M2MgN alloy (1) and A99 aluminum (2) in
solutions of the composition, at mol�dm�3: K4P2O7, 0.5 (a); K4P2O7, 0.5; and KMnO4, 0.1 (b).
Potential scanning rate, 10 mV�s�1; the potentials are given vs. SHE

this process is completely excluded. Therefore, for the homogenization of the
surface composition of the treated alloy, a diphosphate ion was introduced into
the electrolyte as a ligand; the degree of protonation of this ion decreases with
increasing pH, while the stability of the complexes with the main components of the
alloy is fairly high [24]. In addition, during the hydrolysis of diphosphate solutions,
the pH value increases to 9–10; this effect contributes to the oxidation of Si and Mn
to form soluble oxo-anions.

Analysis of the anodic behavior of the AK12M2MgN alloy and A99 aluminum
in a potassium diphosphate solution suggests that the active dissolution of the
intermetallic compounds and the alloying components of the alloy begins at a
potential of 1.2 V, whereas on the surface of pure aluminum, an oxide film is formed
and no active process is observed in the studied potential range (Fig. 38.2a).

The introduction of potassium permanganate into the basic diphosphate solution
leads to an increase in the current density of aluminum oxidation (Fig. 38.2b), while
the oxidation of the AK12M2MgN alloying components is considerably slowed
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Fig. 38.3 Micrograph (a) and composition of the oxide coatings after the PEO of AK12M2MgN
in the diphosphate–permanganate electrolyte for 60 min. Composition for different places, at %:
(b) O, 55.44; Mg, 0.31; Al, 41.04; Si, 1.39; Mn, 1.72; Fe, 0.09; and Cu, 0.00; (c) O, 61.24; Mg,
0.32; Al, 19.95; Si, 13.41; Mn, 5.04; Fe, 0.05; and Cu, 0.00

down. This character of voltammograms can be explained if one takes into account
the fact that potassium permanganate is a strong oxidizing agent that provides the
reaction

8MC 6MnO4
�C3H2O! 4M2O3C3Mn2O3C6OH� (2)

where M is the alloy component.
It was found that the PEO of the AK12M2MgN alloy in a solution of 0.5 M

K4P2O7 and 0.1 M KMnO4 can be implemented only in a step mode:

First step – at a current density of i1 D 2 A/dm2 for 30 min
Followed by the second step at higher current i2 D 20 A/dm2 for the same time

A stable sparking level providing the simultaneous occurrence of the electro-
chemical formation of oxides and the thermochemical reactions involving water
and permanganate [6] was observed at voltage Us of 80–90 V; the final forming
voltage Ufn did not exceed 140–180 V. Taking into account the fact that, for pure
aluminum, the PEO parameters are higher by 50–70 V, one can assume that the
mixed oxides formed on the alloy surface exhibit a lower electrical conductivity
than that of Al2O3.

In fact, electron probe microanalysis results show that alumina and silica are
dominant in the surface layers (Fig. 38.3), while alloying components (copper,
nickel, iron, etc.) are either practically absent or present in trace amounts. In
addition, the manganese content in the coating increases compared to the substrate
material; however, the amount of it (12.4 wt % or 5 at %) is obviously insufficient
to provide high catalytic activity. Other negative factors are a significant difference
in the composition of the oxide layers and uneven distribution of the components at
different surface places (Fig. 38.3b, c).

Thus, unlike the PEO of the D16 alloy with the same copper content [25], an
effective oxidation of the AK12M2MgN alloy in electrolytes based on potassium
diphosphate is not provided. Apparently, this fact can be attributed to the fairly high
silicon content and the unstable temperature dependence of the electrical resistance
of silica (Table 38.2). A decrease in the electrical resistivity of SiO2 by 16 orders of
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Fig. 38.4 Anodic
voltammograms of the
AK12M2MgN alloy in
solutions, at mol�dm�3: (1)
NaOH, 0.005; (2) NaOH,
0.005; KMnO4, 0.05; and (3)
NaOH, 0.005. KMnO4, 0.2

magnitude in the zone of a local breakdown of the oxides and respective heating
leads to the cessation of sparking, a decrease in the forming voltage, and the
retardation of the thermochemical reactions. On the basis of the above, to decrease
the silica content in the surface layers, the PEO process was conducted in a solution
based on sodium hydroxide.

Analysis of the voltammograms of the AK12M2MgN alloy in a sodium hydrox-
ide solution shows an increase in the current density and, consequently, in the
oxidation rate compared with the values for the diphosphate electrolyte, particularly
in the presence of potassium permanganate (Fig. 38.4). However, with an increase
in the concentration of both the alkali and KMnO4, the oxidation current density
decreases.

This behavior of the alloy can be attributed to the competition of the electro-
chemical and chemical oxidation (2) of the substrate; an increase in the alkali con-
centration provides the dissolution of amphoteric alumina and thereby deteriorates
the oxidation efficiency. A confirmation of this assumption is the mass reduction in
the samples oxidized at a NaOH concentration greater than 0.005 mol�dm�3. In this
context, the electrolyte for PEO with the following composition is recommended:
0.005 M NaOH and 0.05 M KMnO4. The possibility of using higher current density,
which is evident from the voltammograms (Fig. 38.4), provides almost a twofold
decrease in the PEO time compared to the permanganate–diphosphate electrolyte
used for the formation of coatings with identical thickness.

It was also found that PEO of the AK12M2MgN alloy in the alkaline perman-
ganate is more efficient by maintaining effective oxidation in sparking – microarc
zone using step mode:

First step – at initial current i0 of 20 A�dm�2

Followed by decreasing current density at the second step to 5–10 A�dm�2 after the
sustainable sparking establishment (Fig. 38.5a)

Sparking voltage increases to 140–150 V as one can see from the voltage
variation dependence (Fig. 38.5b), and the final oxidation voltage is 220–240 V;
these features indicate the formation of more perfect oxide coatings with higher
resistance to local overheating (Fig. 38.6).
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Fig. 38.5 Voltage chronograms (a) and voltage variation (b) in plasma electrolytic oxidation
of AK12M2MgN in electrolyte 0.005 M NaOH and 0.05 M KMnO4 at initial current density
i0 D 20 A�dm�2 following by final current density if, A�dm�2: 1–20; 1–15; 1–10; 1–5

Fig. 38.6 Micrographs and composition of the coatings after the PEO of AK12M2MgN in the
alkaline permanganate electrolyte at a current density of (a) 15 and (b) 20 A/dm2 for 30 min.
Composition, at. %: (a) O, 62.06; Al, 3.82; Si, 0.87; and Mn, 33.25; (b) O, 61.04; Al, 2.75; Si,
0.41; and Mn, 35.80

The surface composition and morphology of the oxide coatings formed in the
alkaline permanganate electrolyte differ significantly from the parameters obtained
in the diphosphate–permanganate electrolyte (Fig. 38.5). Primarily, it should be
noted that the distribution of the elements in the coating is more uniform apparently
owing to the high oxidation rate. In addition, the surface layers are characterized
not only by the absence of traces of alloying metals but also by a significantly lower
content of aluminum and silicon, whereas the manganese concentration increases
almost by an order of magnitude; an increase in the current density leads to an
increase in the manganese content. These results suggest that manganese oxides
MnOx for which the oxygen index is x D 1.71–1.87 are incorporated into the
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alumina matrix and form the outer layer of the coating. The simultaneous occurrence
of the oxidation and the thermochemical reactions involving permanganate in the
sparking zone,

2KMnO4 ! K2MnO4CMnO2CO2; (3)

3K2MnO4C2H2O! 2KMnO4CMnO2 C 4KOH;

provides both high adhesion and the manganese concentration at a level of
60–70 wt %.

The thickness of the oxide layer depends on the electrolyte composition, the
current density, and the PEO time; for the studied samples, it is 15–30 �m.

The surface of Al Al2O3�MnOx becomes more developed and nanoglobular
as it was established by AFM analysis (Fig. 38.7a, b). We observe the formation
on the surface of the cone-shaped conglomerates with an average diameter of 80–
100 nm, and the difference of hills and valleys does not exceed 200 nm (Fig. 38.7c).
The surface is characterized by the sufficiently uniform distribution of manganese
at hills and valleys (Fig. 38.7c), while aluminum content is substantially lower and
oxygen content is significantly higher at hills than at valleys (Fig. 38.7c). Such a
distribution of elements on the surface is completely natural and reflects proposed
mechanism of the processes taking place during plasma electrolytic oxidation.

Analysis of the AK12M2MgN alloy anodic behavior in a potassium diphosphate-
containing cobalt (II) (Fig. 38.8) reveals that the oxidation rate is lower an
order of magnitude compared to the permanganate–diphosphate electrolyte. This
difference may be attributed with variation in electrical resistivity and thermal
stability of manganese (Table 38.3) and cobalt (Table 38.4) oxides formed on the
AK12M2MgN surface by anodic oxidation.

Experimental data indicate that the oxidation current density increases with
polarization rate and is virtually independent of the concentration of cobalt or
diphosphate. Considering the fact of PEO process intensification in dilute solutions,
mixed cobalt oxides in alumina matrix formation were performed in electrolyte
composition – 0.4 M K4P2O7 and 0.1 M CoSO4.

The results of experimental studies found that PEO process of alloy
AK12M2MgN in diphosphate electrolytes containing cobalt (II) is a classic case.
It was also established that PEO must be performed in the incident power mode.
Initial current density i0 is higher for forming barrier aluminum oxide film on
the AK12M2MgN substrate, which is accompanied by oxidation of the alloying
components and particularly silicon with forming soluble substances and promotes
homogenization of the alloy surface. After the process enters a mode of stable arcing
current density for the following stages, if is reduced to ensure a formation of the
mixed oxide layer. The current density for the first PEO stage in cobalt diphosphate
solution does not exceed the interval 5–10 A�dm�2 (Fig. 38.9), while the second
stage is advisable to hold at current density of 2.0–4.0 A�dm�2. Characteristic
parameters of the voltage PEO process also depend on the composition of the
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Fig. 38.7 3D (a) and 2D (b) maps of the surface and cross-sectional profile (c) between markers
1 and 2 for mixed oxide system Al Al2O3�MnOx with manganese content 30.8 at.% Scanning
area 5 � 5 �m

Fig. 38.8 Anodic
voltammograms of the
AK12M2MgN in solutions of
the composition, at
mol�dm�3: (1, 3) K4P2O7,
0.2, CoSO4, 0.05; (2, 4)
K4P2O7, 0.4, CoSO4, 0.1.
Potential scanning rate, at
mV�s�1: (1, 2) 10; (3, 4) 50.
The potentials are given vs.
SHE

electrolyte: sparking voltage Us is 115–120 V, and the resulting formation voltage
is Uf 140–160 V. It should be noted that all voltage parameters rising with the
electrolyte dilution and with increasing current density as well as the cobalt
content in the mixed oxides increase with the current density, and uniformity of
its distribution on the surface is improved.
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Table 38.4 Characteristics of cobalt oxides

Oxide Electrical resistivity (��cm) at 293 K Thermal resistance

CoO 106–1010 –
Co2O3 105 538 K

6Co2O3 ! 4Co3O4 C O2

Co3O4 4�103 – (1.05–1.6)•104 1178–1213 K

2Co3O4 ! 6CoO C O2

Fig. 38.9 PEO voltage
chronograms in electrolyte
0.4 M K4P2O7 and 0.1 M
CoSO4 at initial current
density i0 followed by step
current density if, at A�dm�2:
(1) 4; 3 (2); 2 (3)

Composition of multicomponent oxides depends both on the concentration ratio
of the electrolyte components and the oxidation current density. Thus, the oxide
system is logically enriched with cobalt by increasing its content in the solution,
but the electrolyte stability as well as service time is reduced. At the same time,
increasing the diphosphate concentration in the bath is not desirable because it leads
to a decrease of PEO efficiency.

Surface morphology and composition of PEO coatings doped with cobalt oxides
depend both on the concentration of electrolyte and oxidation conditions – current
density, voltage, and time of formation (Fig. 38.10). The incorporation of the cobalt
in oxide systems affects the formation of separate spheroid islets of characteristic
blue-purple color. During the treatment, the number of islet structures significantly
increases; some of the islets grow together, agglomerated, and form ceramic-like
mosaic patterns (Fig. 38.10b, c).

The higher the content of cobalt is, the more developed but at the same time
less uniform is the surface of coating. Formed oxide systems have high developed
microglobular surface with cobalt content 8–30 at.% and lower concentration of
impurities compared with Al Al2O3 coating synthesized in pure diphosphate
electrolyte (Fig. 38.10a), which is essential for the high catalytic properties of the
material [3]. Analysis of the composition of oxide systems indicates nonstoichio-
metric ratio of cobalt and oxygen which is favorable for the implementation of
catalytic processes involving oxygen.
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Fig. 38.10 Surface morphology and composition (at.%) of PEO coatings on AK12M2MgN: (a)
Al Al2O3 obtained in electrolyte 0.4 M K4P2O7 with current density i0 D 8 A�dm�2; (b,
c) mixed oxide systems Al Al2O3�CoOx obtained in PEO two-stage mode (i0 D 8 A�dm�2,
if D 2.5 A�dm�2) in diphosphate electrolyte with CoSO4 addition of concentration (b) 0.05 and
(c) 0.2 mol�dm�3. Magnification 1000

It was established by AFM analysis that the surface of Al Al2O3�CoOx system
with cobalt content of 8–12 at.% (Fig. 38.11) is microglobular characterized by the
high roughness and larger conglomerate sizes compared to the Al Al2O3�MnOx.

Mixed oxide coatings are composed from the set of spheroid conglomerates with
an average size of 1–2 �m which gather and form the parts of smooth surface with
the spherical agglomerates of 6–8 �m (Fig. 38.11a). The surface roughness may
be characterized with the spread of conglomerate size on the cross section between
markers 1 and 2 (Fig. 38.11b). In addition, the surface morphology of oxides is
characterized by rather large difference between hills and valleys (Fig. 38.11c) of
0.3 �m up to 1.2 �m and alternating the spheroid- and torus-shaped structures (Fig.
38.10c).

The anodic oxidation of the AK12M2MgN cast aluminum alloy as the main
structural material of reciprocating ICEs is complicated by the presence of sig-
nificant amounts of alloying elements, such as silicon, copper, and iron subgroup
metals; therefore, satisfactory-quality coatings of a considerable thickness can be
obtained only in the PEO mode. In the PEO mode, a variation in the ratio between
hydroxide and permanganate ions leads to a variation in the sparking and forming
voltage for the oxides; this feature makes it possible to control the process and
prepare more perfect oxide coatings resistant to local overheating. An increase in
the coating thickness and the manganese oxide content in the coating is achieved by
the homogenization of the treated surface owing to the parallelization of the anodic
process that provides the simultaneous occurrence of the formation of mixed oxides
in the presence of hydroxide ions and the dissolution of the alloying components
of the alloy. Mixed oxide systems Al2O3�CoOx with cobalt content of 8–30 at.%
were obtained on aluminum alloy AK12M2MgN by two-step plasma electrolytic
oxidation in a diphosphate electrolyte added with cobalt (II) sulfate. It has been
found that surface concentration of silicon dopant in mixed coatings is two to three
times less than in the system Al Al2O3 or treated alloy AK12M2MgN.
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Fig. 38.11 3D (a) and 2D (b) maps of the surface and cross-sectional profile (c) between markers
1 and 2 for mixed oxide system Al Al2O3�CoOx with cobalt content 8.7 at.%. Scanning area
5 � 5 �m

It was shown nonstoichiometric ratio of cobalt and oxygen in deposits as well as
the cobalt content in mixed oxide increases regularly with concentration of cobalt
ions in the electrolyte. At the same time, the morphology of Al Al2O3�CoOx sur-
face changes from the uniformly roughened to microglobular containing sufficiently
large spheroids characterized by elevated concentrations of cobalt.

Taking into account the nanoglobular surface pattern of Al Al2O3�MnOx and
microglobular of Al Al2O3�CoOx as well as the composition of the oxide coatings,
one can reasonably expect that the resulting materials will exhibit catalytic activity
in redox reactions involving oxygen [26].

Testing of oxide system in the model reaction of carbon (II) oxide conversion to
CO2 showed (Table 38.5) that their activity (both ignition and complete conversion
temperature) is close to platinum catalyst.
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Table 38.5 Characteristics of the CO conversion to CO2

Material
Active metal
content, at %

Ignition
temperature Ti, K

Complete conversion
temperature Tc, K

Pt 100 490 570
AljAl2O3�MnOx 30.8 495 570
AljAl2O3�CoOx 8.7 505 580

This can be attributed to several factors: Firstly, this is due to a high affinity of
nonstoichiometric cobalt oxides to oxygen and the corresponding decrease in the
activation energy of double bond O D O destruction [26]. Secondly, the developed
microglobular surface of oxide systems is characterized by a large number of
catalytic centers and provides an increase in the number of elementary collisions
and interactions.

Pilot tests of mixed oxides deposited on the surface of combustion chamber
piston of the ICE showed a reduction in fuel consumption at 1–3% and NOx

emission reduction at forced diesel engine operating modes. This is due to lower
ignition temperature of the air–fuel mixture on the surface of Al Al2O3�CoOx

catalyst composed of nonstoichiometric oxides with developed surface.
Thus, we can conclude that the varying electrolyte concentrations and conditions

of the PEO process allow formation of oxide coatings of different compositions
and morphologies that are expected to affect their functional properties including
catalytic activity in the process of burning fuel in internal combustion engines
and reduce the toxicity of emissions improving fuel efficiency and environmental
performance of engines.

38.1.2 Titanium Alloy

The voltage chronograms for the plasma electrolytic oxidation of the titanium alloys
(Fig. 38.12a, b) in all the researched electrolytes have a classic geometry with the
division into specific areas: pre-spark, spark, and microarc [27].

The sections of dependencies that correspond to the pre-spark area of the coatings
forming are almost linear, which is explained by the growth of the titania film
thickness and a corresponding increase in the resistance. The time before the sparks
in all the investigated electrolytes is 1–2 min at a current density of 2.0–5.0 A�dm�2.

The pre-spark area for oxide films that are formed in a diphosphate electrolyte
has a light gray color corresponding to the titanium (IV) oxide. The sparking voltage
is in the range of 55–65 V, and the PEO process stabilization occurs at the voltages
of 120–140 V (Table 38.6).

In the transition to the sparking section, the U, t dependence stops being linear,
and the voltage growth slows down significantly, apparently due to the inclusion
of the electrolyte components into the coating. This is particularly evident in the
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Fig. 38.12 The voltage chronograms to form a VT1-0 alloy in a diphosphate electrolyte: (a)
KMnO4 and (b) MnSO4 with different concentrations of manganese salts. mol�dm�3: 1.3–0.1 and
2.4–0.3 for i. A�dm�2: 1.2–2.0 and 3.4–4.0

Table 38.6 Parameters of
the coating formation process

Electrolyte
Process parameters 1 2 3 4 5

Sparking voltage Ui, V 55 65 65 65 65
Forming voltage Uf, V 120 130 140 130 120

Table 38.7 The electrical resistivity and thermal stability of the titanium oxides

±xide

Electrical
resistivity
� (��Ôm)
at 293 K Color

Conductivity
type Thermal stability

TiOx

(x D 0.92–1.26)
3�10�3 Light bronze

metal
Metallic 1198–1298 K

3TiO2 C Ti ! 2Ti2O3

Ti2O3 105 Purple s/ca n-type 1698–1798 K
TiO2 C Ti ! 2TiO

TiO1.75–1.97

TiO1.98–2.00

105–1013 From blue steel
through dark
blue and straw
yellow to white

s/c n-type 1198–1598 K
6TiO2 ! 2Ti3O5 C O2

TiO2(anatase
and rutile)

1013 Light gray s/c n-type 2298–1698 K
6TiO2 ! 2Ti3O5 C O2

as/c semiconductor

formation of coatings in manganese-containing solutions when black free forms
begin to appear in the anode areas, primarily occurring at sharp edges and in
defect surface sites. On the basis of the color gamut of MnOy (Table 38.7), we can
confidently assert that the dark areas are formed by manganese oxides of different
oxidation number.

In the microarc mode, the amount of inclusions increases, and they gradually
cover the entire surface of the electrode, wherein the process voltage practically
remains unchanged; however, in all U, t dependencies, there are observed small



524 N.D. Sakhnenko et al.

Fig. 38.13 The morphology of PEO coatings on the VT1-0 alloy obtained from solutions, at
mol/dm3: (Ã) and (c) K4P2O7, 1; (b) and (d) K4P2O7, 1, and KMnO4, 0.1. Magnification: Ã and b
D 500; c and d D 5000

Table 38.8 The phase composition of the coatings

PEO electrolyte
composition, mol�dm�3 The phase composition of the coatings

K4P2O7, 1 TiO, TiO2, and Ti3O5

K4P2O7, 1 TiO, TiO2, Ti3O5, MnO1.88, MnO, MnO2, and Mn2O3

KMnO4, 0.3
K4P2O7, 1 TiO, TiO2, Ti3O5, MnO1.88, Mn3O4, and Mn2O3

MnSO4, 0.3

oscillations that appear to be associated with different electrical resistivities of the
produced mixed oxides (Table 38.7).

When synthesized in the diphosphate electrolyte, oxide coatings on VT1-0
resemble enamel (Fig. 38.13a): on their surface areas of blue and golden-yellow
colors appear, which correspond to the oxides of TiO2, µi3±5, and µi±. The results
of the X-ray analysis confirm that the coatings in the conversion layer contain a
mixture of the titanium oxides: µi3±5, µi±2, and µi± (Table 38.8) [28].

The incorporation of manganese oxides in the coating leads to a change in
the surface morphology (Fig. 38.13b). On the surface of the oxide systems that
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were formed by a plasma electrolytic oxidation in a solution of 1 M potassium
diphosphate, sufficiently large areas of the amorphous glassy film alternate with
tubular porous sections (Fig. 38.13a, b). The surfaces of the coatings with mixed
oxides TiOx�MnOy are more uniform; they clearly display visible spheroidal grains,
and a 5000 magnification reveals the oxides’ tubular structure (Fig. 38.13b, d).

It was established by AFM analysis that the surface of Ti TiO2�MnOx system
with manganese content of 3–4 at.% is microglobular characterized by the high
roughness and larger conglomerate sizes compared to the Ti TiO2 (Fig. 38.14).

Synthesized in diphosphate electrolyte, Ti TiO2 coatings have developed
unevenly globular surface including phosphorus and potassium. Surface relief is
smoothed, and the globule size ranges from 200 to 600 nm (Fig. 38.14a).

However sample surface becomes more uniform and globular in the presence of
MnOx (3 at.% Mn) in the coating (Fig. 38.14b). This nature of the surface improves
the physical and mechanical properties, chemical resistance, and increased catalytic
activity of the material.

The influence of the electrolyte composition on the coating thickness obtained at
the same current density relates to the formation of mixed oxide systems; moreover,
in MnSO4-containing electrolytes, the thickness and, consequently, the oxidation
rate for the same final synthesis voltage are higher. The inclusion of manganese
oxides into conversion coatings that are based on titanium alloys naturally affects
the field strength ¨gk in the coating (Table 38.9).

The observed decrease in the field strength ¨gk depends on the presence,
besides titanium, of manganese and phosphorus, which are fairly evenly distributed
throughout the thickness of the coating (Fig. 38.15a, b) and also of trace quantities
of potassium.

The amount of manganese in the oxide systems depends on the nature of the
dopant: the electrolyte K4P2O7 C KMnO4 was used to form coatings with an even
distribution of Mn throughout the thickness at the level of 2.5–2.7 at.%, Ãnd it did
not exceed 1 Ãt.% on the surface !(Mn). The electrolyte K4P2O7 C MnSO4 was
used to obtain oxide systems containing manganese in the surface layer at 3.8–4.0
Ãt.%, which was more conducive to the implementation of catalytic reactions. Of
course, the reason of this difference is the diversification of the base metal and Mn
(II) oxidation routes, whereas in the KMnO4-contained solutions, manganese can be
included in the coating only after thermochemical reactions in the arcing zone [6].

It is particularly noteworthy that the content of phosphorus in all coatings is
higher at the oxide – solution interface versus lower deep down to the oxide – Ti
boundary, whereas the content of titanium regularly increases in the same direction
(Fig. 38.16).

It should be noted that the composition and structure of the complex oxide
coatings are significantly affected by the current density of the forming. As can be
seen from Fig. 38.17a, PEO at current density of 1 A�dm�2 provides uniform micro-
porous oxide coatings, and at 1.5 A�dm�2, the morphology changes: the roughness
of the surface and the number of toroid-like coating sections increase (Fig. 38.17b).
Thus, an increase in the current density during PEO allows obtaining materials with
a more developed surface area, which creates conditions for increasing the catalytic
activity of the materials.
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Fig. 38.14 3D and 2D surface maps and cross-sectional profile between markers 1 and 2 of oxide
coatings on titanium alloy VT1-0: (Ã) Ti/TiOx; (b) Ti/TiO2�MnOx (3 at.% Mn). Scanning area
10 � 10 �m
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Table 38.9 The field
strength in the PEO coatings
obtained in different
electrolytes at i D 5 £/dm2

Electrolyte 1 2 3 4 5

Uk, V 120 130 140 130 120
h�106, m 45 55 45 65 80
¨gk�10�6, V/m 2.67 2.36 2.27 2 1.75

Fig. 38.15 The radiographs and the Vµ1-0 alloy composition, at wt%: (Ã) before the PEO – ´,
0.13; ±, 0.27; Ti, 99.60; (b) after the PEO in the solution, at mol/dm3 – K4P2O7, 1.0, MnSO4, 0.1;
i D 1.5 £/dm2: ´, 4.62; ±, 48.69; P, 14.36; -, 0.96; Ti, 20.34; Mn, 11.03

Fig. 38.16 The distribution of the major components throughout the thickness of the PEO coatings
produced in a diphosphate electrolyte that comprises (a) KMnO4 and (b) MnSO4, with up to 100%
of oxygen. The coordinate ı D 0 corresponds to the coating surface

The results of testing the catalytic activity of the coatings with the mixed
manganese-based oxides show that the ignition temperature Ti corresponding to the
top efficient operation of a catalyst for the synthesized TiOx�MnOy systems is in the
range from 510 to 520 K, which is slightly higher than for platinum-based ones, and
the complete conversion of CO is achieved at 670 K (Tables 38.6 and 38.10).
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Fig. 38.17 The photomicrographs of the surface TiOx�MnOy formed at current densities, at
£/dm2: (Ã) 1.0 and (b) 1.5. Magnification by 2000

Table 38.10 The catalytic activity of the materials in the CO oxidation reaction

Catalyst material The content of the active ingredient !, at.% Ignition temperature µi, K

Pt [29] 100 490
Ptexp 100
TiOx�MnOy !(Mn) D 7.5 510

An important operational characteristic of functional materials that defines their
service life under operating conditions is resistance to external influences. One of
the most important indicators of reliability is resistance of coatings to abrasion,
which essentially depends on their composition and surface morphology [30]. It
has been determined that higher contents of manganese and titanium in mixed
oxide systems decrease the grain size and facilitate formation of a microglobulin
surface (Table 38.11) due to randomization of electrochemical and thermochemical
reactions throughout the surface and inside the oxide layer.

The tendency to a reduced abrasive wear rate really coincides with the observed
grain refinement and smoothing of the surface layers (Table 38.11). Certainly, the
tribological properties of the oxide systems also increase in case of a lower content
of potassium, as it is known [31] that inclusion of alkali metal oxides loosens the
structure of mixed oxides.

Thus, the process of plasma electrolytic oxidation in a Mn (II)-containing
solution on the surface of titanium alloys results in the formation of the complex
oxide layers TiOx�MnOy. These are the mixed oxides of titanium TiO, Ti3O5, and
TiO2 with manganese MnO2, Mn2O3, and Mn3O4, as evidenced by the results of
studying the phase composition of the coatings.

It has been shown that the plasma electrolytic oxidation of the VT1-0 alloy
in diphosphate solutions facilitates the formation of enamel-like oxide coatings
of a microglobular morphology; according to the results of the X-ray analysis,
such coatings include a mixture of the titanium oxides µi3±5, µi±2, and µi±. By
varying the concentration of the electrolyte and the current density for forming, it is
possible to control the chemical and phase compositions of coatings as well as the
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Table 38.11 The resistance of the oxide coatings to abrasion

Electrolyte
composition,
mol�dm�3

Photomicrographs of the
coating surface, magnification
2000

The coating
composition, Ãt.%

Abrasion
rate, �l/�t,
�m�h�1

K4P2O7–1 Ti – 31.28
O – 53.40
P – 11.53
K – 3.79

2.50

K4P2O7–1
MnSO4–0.05

Ti – 40.11
Mn – 1.00
O – 48.75
P – 8.42
K – 1.72

1.85

K4P2O7–1
MnSO4–0.1

Ti – 40.73
Mn – 3.17
O – 47.42
P – 8.05
K – 0.63

0.81

topography of the surface and the grain size. The study has proved the possibility
of including manganese into oxide coatings by incorporating the components of
the electrolyte into the growing oxide phase and subsequent chemical and thermal
transformations, which allows forming mixed conversion compositions on the Vµ1-
0 alloy surface. Mixed oxide coatings formed in the PEO mode with reduction of
the conglomerate size and formation of a microglobular structure have an increased
abrasion wear resistance and an intense catalytic activity in carbon monoxide
oxidation reactions. Thus, there is a prospect of using such coatings in the industrial
systems of catalytic purification of exhaust gases of industrial plants and power
system facilities.
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Chapter 39
Gold Nanoparticle/Polymer/Enzyme
Nanocomposite for the Development
of Adenosine Triphosphate Biosensor

Ivan S. Kucherenko, Carole Farre, Gaetan Raimondi, Carole Chaix,
Nicole Jaffrezic-Renault, Oleksandr O. Soldatkin, Alexei P. Soldatkin,
and Florence Lagarde

39.1 Introduction

Biosensors represent a group of advanced analytical devices suitable for the
determination of a variety of substances in liquid or gaseous samples. Biosensors
consist of a biomaterial and a transducer in close contact with each other [24]. The
biomaterial (e.g., enzymes) serves as a sensing element, which selectively interacts
with a target substance, while the transducer (e.g., an electrode in the case of
electrochemical biosensors) records the signal issued from the biomaterial/analyte
interaction.
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The immobilization of the biological material onto the sensitive region of the
electrode is a key step in biosensor development [23] as it may significantly
affect analytical characteristics of the biosensor (i.e., sensitivity, linear range,
reproducibility, stability, etc.).

In recent years, the capacity of a variety of nanomaterials and nanostructures
to improve the biosensor performances has been demonstrated [8]. For exam-
ple, porous nanomaterials like zeolites have been proposed as adsorbents for
biosensing elements in electrochemical biosensors [12]. Other nanostructures as
carbon nanotubes, conductive polymers, and different types of nanoparticles have
been shown to be able to increase electron transfer between the biorecognition
element and the transducer [2]. This is the most common approach used for the
development of the third generation of electrochemical enzyme biosensors, which
enables direct electron transfer from the enzymes to the electrode and operate at
low potentials, limiting the risk of interference [5]. Owing to their quite simple
procedure of synthesis and the excellent conducting properties, gold nanoparticles
(GNPs) are often used in the elaboration of electrochemical biosensors. GNPs
decrease insulating properties of the polymer/enzyme films and improve electron
transfer between enzymes and the electrode. GNPs can electrically make a contact
between the redox center of the enzyme and the electrodes [27].

Adenosine triphosphate (ATP) is a widespread organic molecule used as a
short-term energy carrier in all living organisms. New ATP molecules are mostly
created during decomposition of carbohydrates, but also in many other biochem-
ical reactions. ATP molecules are involved (directly or indirectly) in almost all
cellular processes such as molecular synthesis, transport, movements, regulation,
etc. Furthermore, ATP takes part in many physiological reactions such as trans-
mission of nerve impulses, thromboregulation, regulation of immune system, and
gastrointestinal motility. Thus, monitoring the concentration of ATP, especially in
the biochemical, molecular-biological, and biotechnological samples, as well as in
vivo in tissues and cells, is very important [1, 7, 9].

Analytical methods available for ATP determination include luciferase assays
and spectrophotometric and chromatographic techniques. These methods are sen-
sitive, quite selective, and convenient. However, they require large and expensive
equipment, and it is hard (often impossible) to use them for the real-time or in vivo
measurements of the ATP concentrations [4, 10]. Development of the ATP-sensitive
biosensors can help to overcome these disadvantages.

Most of the electrochemical biosensors recently reported for the ATP determina-
tion are based on the amperometric transducers and two enzyme systems: glucose
oxidase (GOx)/hexokinase (HEX) and glycerol kinase-glycerol-3-phosphate oxi-
dase [4, 11, 14, 16, 19, 22, 25]. A conductometric ATP-sensitive biosensor based
on a single enzyme (HEX) has been also proposed [13]. The biosensors based on
GOx/HEX generally demonstrate better analytical characteristics than those based
on glycerol kinase-glycerol-3-phosphate oxidase. Various modes of immobilization
have been proposed for GOx/HEX bienzymatic system, including cross-linking by
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glutaraldehyde, entrapment in polyphenol films, entrapment in electropolymerized
anodic electrophoretic deposition paint, and immobilization in the silica hybrid sol-
gel film. Among them, entrapment in a biocompatible hydrophilic matrix is very
attractive as it provides the enzyme a favorable environment able to preserve its
biological activity.

In this work, we evaluated two different methods of GOx/HEX immobiliza-
tion based on entrapment into cross-linked polymers (i.e., photo-cross-linked
poly(vinyl alcohol) bearing styrylpyridinium groups, PVA-SbQ, and poly(vinyl
alcohol)/poly(ethylenimine), PVA/PEI, chemically cross-linked with glutaralde-
hyde, GA). The aim was to improve the sensitivity of GOx/HEX biosensors already
reported in the literature for ATP determination. These two polymer matrices
have been selected because they have already been successfully used for the
production of GOx-based biosensors in our group [20, 21]. For comparison, we
also immobilized the enzymes using a classical method, which consists in cross-
linking by glutaraldehyde (GA) in the presence of BSA [18, 26]. The effect of GNP
addition into the PVA-SbQ matrix was also tested. To the best of our knowledge,
this is the first time that GNPs are combined to a polymer matrix and GOx/HEX
system to produce ATP biosensor.

39.2 Experimental

39.2.1 Materials

Hexokinase (HEX, EC 2.7.1.1; activity,�25 U/mg) from Saccharomyces cerevisiae
and glucose oxidase (GOx, EC 1.1.3.4; activity, 128 U/mg) from Aspergillus
niger (Sigma-Aldrich, USA) were used as biorecognition elements. Bovine serum
albumin (BSA, fraction V,�96%), glucose (�99.5%), adenosine triphosphate (ATP,
disodium salt hydrate, grade 1, �99%), magnesium chloride (�99%), glycerol
(�99%), HEPES (�99.5%), polyvinyl alcohol (PVA, 87–89% hydrolyzed, Mw
85,000–124,000), polyethylenimine (PEI, 50% aqueous solution, Mw 	750,000,
Mn	60,000), and glutaraldehyde (GA, 50% aqueous solution) have been purchased
from Sigma-Aldrich company (USA). Polyvinyl alcohol bearing styrylpyridinium
pendent groups (PVA-SbQ, SPP-H-13: degree of polymerization 1700, degree of
saponification 88, betaine SbQ 1.3 mol%, solid content 13.35 wt%, pH 6.2) was
from Toyo Gosei (Japan). All other chemicals were of analytical grade. All reagents
were used without further purification. All aqueous solutions were prepared using
ultrapure water (resistivity >18 M� cm) obtained from a Milli-Q purification
system.

Citrated GNPs (1.1 � 109 NPs/mL) were produced using the classical Turkevich
and Frens method following the protocol already described elsewhere [20]. Average
size of the particles, as determined by transmission electron microscopy, was 18 nm.
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39.2.2 Design of Amperometric Transducers

In this work, platinum disk electrodes of our own production served as
amperometric transducers. A platinum wire (0.4 mm in diameter, 3 mm long)
was sealed at the end of a glass capillary with an outer diameter of 3.5 mm. An
open end of the wire served as working surface. An inner end of the platinum wire
was connected to a copper wire, placed inside the capillary, using fusible Wood’s
alloy. A contact pad for connecting to the measuring setup was placed at the other
end of the copper wire. The working surface of platinum electrodes was cleaned by
immersing it into a concentrated sulfuric acid for 30 s and washing with water and
ethanol wetted cotton swab prior to enzyme immobilization. The platinum surface
was periodically renewed by grinding using a 1200 abrasive paper disk 800/2400.

39.2.3 Immobilization Procedures

Two enzymes (GOx and HEX) were immobilized onto the sensitive surface of
the working electrodes following the procedures described below. Loading of
both enzymes, GOx (0.5%) and HEX (2.5%), was kept constant to facilitate the
comparison between different immobilization methods.

39.2.3.1 Immobilization via GA Cross-Linking in the Presence of BSA

Mother solution used for the preparation of working membranes contained 1%
GOx (hereafter, w/w), 5% HEX, 3% BSA, and 10% glycerol in 20 mM phosphate
buffer, pH 7.2. Glycerol was added to stabilize the enzymes and to prevent the
early drying of the solution on the transducer surface. BSA helped stabilizing the
enzymes through the formation of intermolecular bindings. Equivolumes of this
solution and a 0.8% aqueous solution of GA cross-linking agent were mixed, and
150 nL was immediately deposited onto the transducer working surface using a 500
nL microsyringe. Afterward, the created biosensors were dried for 40 min in air at
room temperature. During this time, cross-linking of the enzymes and BSA by GA
occurred. The biosensors were then immersed in the working buffer for 10 min in
order to stop cross-linking reaction and wash out unbound components. Biosensors
prepared with other concentrations of GOx and HEX, which were used in the first
part of the work, were prepared in the same way, just changing GOx and HEX
concentrations of mother solutions.

39.2.3.2 Immobilization in Cross-Linked PVA-SbQ Matrix

In this case, the enzyme mother solution contained 1% GOx and 5% HEX in
20 mM phosphate buffer, pH 7.2. PVA-SbQ aqueous solution containing 6.68% of
the polymer was prepared by dilution of the commercial 13.35% PVA-SbQ solution
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Fig. 39.1 Scheme of the PVA-SbQ/GNP biosensor

with ultrapure water followed by stirring for 2 h. The enzyme and 6.68% PVA-SbQ
solutions were thoroughly mixed (1:1 volume ratio), and 150 nL of the mixture
was immediately deposited onto the transducer working surface. The modified
transducers were exposed to UV irradiation for 10 min at a Bio-Link BLX UV-cross-
linker (Vilber Lourmat) equipped with one 100 W UV lamp (365 nm), inducing
PVA-SbQ cross-linking and therefore HEX and GOx entrapment into the polymer
matrix. The created biosensors were finally dried at a room temperature for 20 min
and then used for measurements.

In order to prepare biosensors with GNPs, this procedure was slightly modified:
the solution containing 2% GOx and 10% HEX was mixed (1:3 volume ratio) with
4.45% PVA-SbQ solution containing 0.7 � 109 GNPs/ml. Thus the final mixture
contained the same GOx and HEX amounts as in all other cases. Figure 39.1 shows
the scheme of the PVA-SbQ/GNP biosensor obtained this way.

Twice higher PVA-SbQ concentration was also checked, but the obtained
enzymes/PVA-SbQ mixture was too viscous for manipulations and thus was not
further used.

39.2.3.3 Immobilization in Cross-Linked PVA/PEI Matrix

This method of immobilization was adapted from F. Dridi et al. [6]. The initial
mixture contained 0.67% GOx, 3.3% HEX, 0.06% PVA, and 0.02% PEI, in 8.9 mM
phosphate buffer, pH 7.2, with or without 0.73 � 109 GNPs/ml. This solution was
thoroughly mixed (3:1 volume ratio) with GA (1.6% aqueous solution), and 150 nL
of the mixture was immediately deposited onto the transducer working surface. The
created sensor elements were dried for 40 min in air at room temperature and then
immersed in the working buffer for 10 min in order to stop cross-linking reaction
and wash out unbound components.
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In an alternative procedure, the same enzyme mixture was mixed (3:1 volume
ratio) with ultrapure water (to obtain the same concentration of the enzymes as was
used in all cases) and deposited on the electrodes. The transducers were then placed
into saturated GA vapors for 30 min for cross-linking.

39.2.4 Working Conditions

The amperometric biosensor was placed in an electrochemical cell with an auxiliary
electrode (platinum wire) and a reference electrode (saturated Ag/AgCl produced by
Hach Lange, France) that were connected to a PalmSens potentiostat (Palm Instru-
ments BV, Netherlands). The measurements were carried out at room temperature
in an open measuring cell containing 5 mL of working buffer, at permanent stirring
by a magnetic stirrer and at constant potential of 0.6 V versus Ag/AgCl reference
electrode. Ten-mM HEPES, pH 7.4, with 3 mM of Mg2C was used as the working
buffer in all experiments. Magnesium ions were needed to preserve HEX biological
activity. Higher concentration of HEPES (25 mM) was also tested, but the biosensor
responses did not differ from those obtained in 10 mM HEPES. So, 10 mM HEPES
was preferred. Substrate concentrations in the working cell were obtained by the
addition of aliquots of stock solutions (100 mM and 500 mM glucose and 50 mM
ATP). The value of biosensor responses were calculated after reaching steady state.

39.3 Results and Discussion

39.3.1 The Principle of Biosensor Operation

As already described in a former publication [11], GOx/HEX biosensor working
principle is based on two simultaneous enzymatic reactions and the reaction of
hydrogen peroxide oxidation on the working electrode, occurring when applying
a suitable potential and followed with generation of electrons, which can be directly
registered by the amperometric transducer:

D-glucoseC O2

GOx�! D-gluconic acidC H2O2 (39.1)

H2O2

C600 mV�! 2HC C 2e� C O2 (39.2)

D-glucoseC ATP
HEX�! D-glucose-6-phosphateC ADP (39.3)
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Fig. 39.2 An example of the
biosensor response to
subsequent additions of
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In the presence of glucose and the absence of ATP, only the reactions (39.1) and
(39.2) take place on the electrode surface: glucose oxidase oxidizes glucose and
produces hydrogen peroxide. The latter is oxidized of the surface of the transducer,
generating current that is registered as an amperometric signal. In this case, the
biosensor response is directly proportional to glucose concentration. After addition
of ATP to the working cell, HEX phosphorylates glucose by transferring a phosphate
group from ATP (reaction (39.3)). This reaction reduces the local concentration
of glucose, and, consequently, the biosensor response to glucose decreases in
proportion to the ATP concentration. A typical biosensor response to glucose and
ATP is shown in Fig. 39.2.

39.3.2 Optimization of GOx and HEX Concentrations
and GOx/HEX Ratio

The biosensor response to ATP is produced as a result of competition between
two immobilized enzymes (GOx and HEX) for glucose. Thus, the biomembrane
composition, namely, the amount and ratio of GOx and HEX, is an important
parameter, which will strongly affect the biosensor operation.

In the first stage of the work, different concentrations of GOx (from 0.25% to
2.5%) and HEX (from 1% to 5%) in biomembrane of the biosensor were tested.
The study was performed by immobilizing the enzymes through cross-linking in
the presence of BSA, the aim being to find the best conditions to get the highest
sensitivity for both glucose and ATP. The biosensor sensitivity to glucose did not
depend on the concentration of GOx in the 0.5–2.5% range and slightly decreased
for 0.25% GOx. The highest sensitivity to ATP was achieved for 2.5% of HEX.
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Fig. 39.3 Calibration curves for glucose (a) and ATP (b) determination of the biosensor based
on GOx and HEX immobilized via different methods. Concentration of glucose during ATP
determination was 100 �M

Thus, 0.5% GOx and 2.5% HEX concentrations in the biomembrane were chosen
for further experiments. Considering five times higher activity per mg of GOx,
nominal activities of GOx and HEX in biomembrane were almost equal at this
GOx/HEX ratio.

39.3.3 Effect of Immobilization Procedure on the Analytical
Characteristics of the Biosensor

The three methods of GOx/HEX described in the experimental section were
further compared. Figure 39.3 shows biosensors’ response to glucose and ATP
(each point represents mean values of responses of four different biosensors ˙
standard deviation). The highest responses and sensitivities to glucose were obtained
when enzymes were immobilized through cross-linking in the presence of BSA or
entrapment into the PVA/PEI matrix. In both cases, the response to glucose was
linear in the 10 �M to 3 mM range (Fig. 39.3a). Sensitivity observed for PVA-
SbQ immobilization was lower, which may be attributed to the slower diffusion of
glucose through the high-density PVA-SbQ membrane, but linear range was much
wider – up to 7 mM in logarithmic coordinates.

The biosensors’ response to ATP, calculated as the decrease of glucose response
after addition of ATP, is shown in Fig. 39.3b. Contrary to what was observed for
glucose determination, the highest sensitivity to ATP and the widest linear range (up
to 100 �M) were obtained using the PVA-SbQ immobilization matrix. Biosensors
based on enzyme cross-linking in the presence of BSA exhibited a much lower
sensitivity and a similar linear range, while no response was observed using the
PVA/PEI immobilizing matrix.
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Fig. 39.4 Calibration curves for glucose (a) and ATP (b) determination of the biosensors based
on GOx and HEX immobilized in PVA-SbQ with and without GNPs

Using GA vapor instead of liquid GA for cross-linking and increasing ten
times PVA/PEI concentration did not help improving the PVA-/PEI-based biosensor
response to glucose or ATP. It seems that PVA/PEI blend is not suitable for
immobilization of HEX in the presence of GOx, while it had been demonstrated as
suitable for individual GOx immobilization [20]. This may be due to the creation of
an unfavorable environment for HEX, GOx, and HEX being both negatively charged
in the immobilization conditions (isoelectric point of GOx is 4.2 and isoelectric
point of HEX is 4.93–5.25 depending on isozymes), with PEI being positively
charged. This environment may induce a change in HEX conformation, leading to a
loss in enzyme activity.

Doubling both GOX and HEX concentrations in the biomembrane (1% GOx,
5% HEX, 3.3% PVA-SbQ) led to a decrease in biosensor response, probably due to
enzyme aggregation. Aggregation may hamper substrate access to the active site of
the enzymes or decrease their activity by changing their conformation.

39.3.4 Effect of GNPs on Analytical Characteristics
of the Biosensors

Since biosensors based on PVA-SbQ demonstrated the highest sensitivity to ATP,
further experiments were carried out using this matrix of immobilization. GNPs
were added to the enzyme/PVA-SbQ mixture, and analytical characteristics of the
biosensors were compared with those of the biosensors prepared without GNPs.

As seen in Fig. 39.4, GNPs did not improve significantly the biosensor sensitivity
to glucose or ATP. On the contrary, a wider linear range (up to 200 �M) could be
achieved for ATP by adding the GNPs (Fig. 39.4b).
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Fig. 39.5 Comparison of the responses to hydrogen peroxide (100 �M) obtained with a clean
working electrode and with biosensors based on enzymes immobilized in PVA-SbQ without and
with GNPs

Biosensor responses were not modified by decreasing GNP concentration added
to the biomembrane (0.36 � 109 GNPs/ml instead of 0.73 � 109 GNPs/ml) but were
higher than without GNPs.

As was described earlier, the proposed biosensor principle is based on the
detection of hydrogen peroxide oxidation on the electrode surface. Thus, sensitivity
of the biosensor to substrates depends on sensitivity to hydrogen peroxide. We
obtained responses to 100 �M H2O2 with a clean working electrode and with
biosensors based on enzymes immobilized in PVA-SbQ without and with GNPs
(Fig. 39.5). It was found that after coverage of the electrode-sensitive region with
PVA-SbQ, sensor sensitivity to H2O2 decreased threefold because of the insulating
properties of PVA-SbQ. The polymer is not conductive and blocks electron transfer
in the near-electrode area. On the contrary, after addition of the GNPs, the sensor
sensitivity increased greatly, since GNPs actively participate in the transfer of
electrons (generated from H2O2 oxidation) to the electrode surface.

Considering all these data, we used enzyme mixture (0.5% GOx and 2.5% HEX)
with PVA-SbQ (3.3%) and 0.73� 109 GNPs/ml for the preparation of ATP-sensitive
biosensors. Although responses to glucose in the case of PVA-SbQ were lower than
those for biosensors based on GA cross-linking, sensitivity to ATP was much better.

Operational and storage stabilities were further assessed as these are key param-
eters for long-term use of the biosensors. For operational stability, the biosensor
responses to glucose and ATP were measured for several hours. One measurement
of glucose and ATP took about 5–8 min (this time included baseline stabilization,
steady-state response to glucose, and steady-state response to ATP), the interval
between measurements was about 10 min, and during the intervals the biosensor was
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Fig. 39.6 One-day operational stability of the biosensor responses to 100 �M of glucose and
100 �M of ATP

repeatedly washed with working buffer. The biosensor was stable for one working
day, no significant decrease of the responses to glucose and ATP (100 �M each)
being observed (Fig. 39.6).

After storage of the biosensors for 16 days in a dry state at �18 ıC, only 7%
decrease of the response to glucose and 11% of the response to ATP were observed.
The proposed biosensor is much more stable than biosensors based on GOx/HEX
previously reported in the literature [3, 14, 15], which may be due to the stability
effect provided by the polymer/GNP environment as already shown for GOx [17].

The higher decrease in biosensor response to ATP may be assigned to the lower
stability of HEX than GOx [11].

39.4 Conclusions

An amperometric biosensor based on a bienzyme system (GOx/HEX) for the
ATP determination has been developed. Three different methods of GOX/HEX
immobilization on the surface of working electrodes were investigated. The best
results for the ATP determination were obtained with the biosensors based on the
entrapment of GOx and HEX in photopolymerized PVA-SbQ. Addition of 18-
nm GNPs to the immobilization mixture led to further increase of the biosensor
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sensitivity and widening of the linear range of the ATP determination. It was
demonstrated that the presence of GNPs improved sensitivity of the biosensors to
the main product of the enzymatic reaction – hydrogen peroxide – which is directly
detected by the working electrode during the biosensor work, which is probably
caused by the improvement of the conductivity of enzymes/PVA-SbQ composite.
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Chapter 40
Novel Ferromagnetic Iron-Based Nanocomposite
Powders with High Magnetic Characteristics

N. F. Kuschevskaya, V. V. Malyshev, D. B. Shakhnin, and E. A. Paprotskaya

40.1 Introduction

Problems of development of new nanoscale ferromagnetic composite powders for
biology, medicine, microengineering, and electrical engineering, as well as the
development of improved technologies based on nanoscale materials are urgent
problems of our time. Magnetic iron-based powders are used, e.g., in pharmacology
to produce a new class of biologically active substances, in medicine to create
a magnetically controlled carrier formulations to deliver them to the target organ
which greatly increases the effectiveness of medicines while reducing their adverse
side effects, in immunology as markers to study cellular and humoral immunity and
natural resistance, in food processing and veterinary medicine for the prevention and
treatment of diseases of different etiology associated with iron deficiency, in biology
to determine the effects of iron on the processes of respiration and photosynthesis
of plants in order to improve the nutritional and energy value of forage crops, in the
chemical industry as dyes for food and cosmetic preparations, and also as catalysts
for chemical reactions.

For the use of iron-based composite nanomaterials, powders for medicine,
biology, food, and chemical industries should have the necessary complex of physic-
ochemical and medico-biological properties, such as high specific surface area;
good magnetic characteristics; high corrosion resistance, particularly in biological
media of the body; adsorption capacity; absence of pyrophorosity and harmful
impurities; hypoallergenicity; and antibacterial properties [1, 4].
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As food supplements, iron powders are produced for a long time by such
large companies as “Hoganas” (Holland), “QMP” (Canada), “OMG” (USA), BASF
(Germany), and “Industrial Metal Powders” (India) [5].

However, until now, the question remains actual on the development and
preparation of nano-sized iron powders with preset complex of physicochemical
and medico-biological properties required for use in biology and medicine.

The aim of this work is to develop and to obtain iron-based nano-dispersed
magnetic powders of controlled phase composition with high specific surface area
and good magnetic characteristics.

40.2 Materials and Methods

In this paper, for the synthesis of nano-sized iron-based powder, a combination
of method of decomposition and reduction of iron citrate Fe3fC3H5(O)(COO)3g2
by hydrocarbons mixture and of modified procedure including further prolonged
surface passivation of obtained iron powder was used.

In certain process conditions, thermal decomposition of the iron citrate
Fe3fC3H5(O)(COO)2g3 in a reducing atmosphere produces a nano-sized iron
powder.

Iron citrate Fe3fC3H5(O)(COO)3g2 was prepared by the following reaction:

3FeC 2C3H5 .O/ .COOH/3 D Fe3fC3H5 .O/ .COO/2g3 C 3H2

Decomposition of iron citrate was carried out in the hydrocarbons mixture
atmosphere within the temperature range 250–500 ıC in a specially designed
protective sealed muffle providing a controlled gas medium. Muffle was equipped
with a system of molds in the form of boats in which the layer thickness and the
area of the powder to be treated are controlled.

X-ray diffraction studies of obtained powders were performed using X-ray
diffractometer DRON-3.0 in Co K’ radiation. The phase composition of the
powders was determined by comparing the lattice spacing set calculated from the
experimentally recorded diffraction patterns with those given in the international
tables of diffraction data [3]. The relative quantities of found phases were defined
from the heights ratio of the most intense lines of these phases at the diffraction
patterns. Dimensions of coherent scattering regions (CSR), D, were calculated from
the broadening of lines at the diffraction patterns with the use of Selyakov-Scherrer
formula [2].

Measurements of magnetic characteristics of the obtained powder, namely, of
specific saturation magnetization �S, of residual induction Br, and of coercivity Hc,
were carried out using the ballistic magnetometer within the field’s strength range
up to 10 kOe at room temperature.
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Electron microscopy studies of the resulting powders were carried out with a
scanning electron microscope JSM 6360 LA equipped with a system of X-ray
spectral microanalysis JED-2200 with accelerating voltage 15 kV and with the
electron probe diameter 4 nm.

40.3 Results and Discussion

Figure 40.1 shows the dependence of the degree of decomposition of iron citrate on
the process temperature.

To control the phase composition and dispersion degree of the obtained powder,
samples of synthesized product were collected at 250, 300, 325, 400, and 450 ıC.
Figure 40.1 shows that decomposition process and further weight loss is virtually
finished after the 350 ıC. The loss of weight of the product was calculated from the
mass of the powder synthesized at 450 ıC which was taken as 100%.

Figures 40.2, 40.3, and 40.4 show X-ray diffraction data of the powders obtained
at different decomposition temperatures in hydrocarbons atmosphere. It has been
shown that the powders produced by the decomposition-reduction of iron citrate
contain three crystalline phases, namely, iron oxycarbide FeC2O4, ’-Fe, and
magnetite Fe3O4. The relative content of these phases, as well as the CSR size,
depends on the temperature of these powder syntheses (see Figs. 40.2, 40.3, and
40.4). Thus, powders synthesized at 250 and 300 ıC comprise only the crystalline
phase of iron oxycarbide FeC2O4 (Fig. 40.2).

As it can be seen from the data obtained, powders synthesized at 325 ıC contain
phase FeC2O4, ’-Fe, and Fe3O4 (Fig. 40.3a).

Synthesis temperature rise up to 350 ıC leads to the disappearance of the crystal
phase of iron oxycarbide FeC2O4 from the powders’ X-ray patterns (Fig. 40.3b).
According to X-ray diffraction data, powders synthesized at 400 and 450 ıC consist
only of the crystalline phase ’-Fe (Fig. 40.4).

Fig. 40.1 Mass loss of iron
powder obtained from iron
citrate salt during the
reduction within the
temperature range 250, 300,
325, 400, and 450 ıC
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Fig. 40.2 XRD patterns of powders produced by decomposition-reduction of iron citrate salt at
temperatures (a) 250 ıC and (b) 300 ıC, 1 iron oxycarbide FeC2O4

It should also be noted that the amount of the oxycarbide FeC2O4 decreased
and of ’-Fe (Table 40.1) increased with the increase of the synthesis temperature
due to the intensification of processes of diffusion leading to the formation of
aforementioned crystalline phases. Average size of CSR of magnetite Fe3O4 is
not possible to calculate because of the low intensity of the respective diffraction
patterns.
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Fig. 40.3 The XRD patterns of powders produced by decomposition-reduction of iron citrate salt
at temperatures (a) 325 ıC and (b) 350 ıC; 1 iron oxycarbide FeC2O4, 2 magnetite Fe3O4, 3 ’-Fe

As it can be seen from the data obtained, the powder’s surface area increases with
the increase of decomposition temperature due to the formation of multiple phases
and slightly decreases with the transition to a single-phase system at 400–500 ıC.

Dependence of the specific magnetization of the powders obtained by
decomposition-reduction of iron citrate salt within a temperature range of 250,
300, 325, 400, and 500 ıC on the magnetic field intensity is shown in Fig. 40.5.
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Fig. 40.4 XRD patterns of powders produced by decomposition-reduction of iron citrate salt at
temperatures: (a) 400 ıC and (b) 450 ıC; 1 ’-Fe

The resulting curves have a shape characteristic for ferromagnetic materials,
except powders synthesized at 250 and 300 ıC (curves 2 and 3) which do not contain
a ferromagnetic phase. With the increasing of the synthesis temperature, curves of
dependence of the specific magnetization on field intensity move up along the y-axis
toward the increase of their absolute values which also corresponds to the increase
in the value of the specific saturation magnetization of obtained powders. This
experimental finding is in full agreement with the results of X-ray phase analysis
and caused by the increase of the content of the ferromagnetic ’-phase in powders
with the increase of the synthesis temperature (Table 40.1). The increase in the
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Fig. 40.5 Dependence of the specific magnetization of the powders obtained by the
decomposition-reduction of iron citrate salt on the magnetic field strength at temperatures 1 250; 2
300; 3 325; 4 400; and 5 500 ıC

Table 40.1 Phase composition and average size of CSR of powders obtained by decomposition
and subsequent reduction of iron citrate

Sample Phase composition Phase content, % D, nm Specific surface areaa, m2/g

1 FeC2O4 100 50 9.88
2 FeC2O4 100 50 15.07
3 FeC2O4 70 60

’-Fe 10 50 28.9
Fe3O4 20 –

4 ’-Fe 98 150 31.8
Fe3O4 2 –

5 ’-Fe 100 180 31.4
6 ’-Fe 100 1100 30.5

aThe specific surface area of powders synthesized at various temperatures was determined by
the method of thermal desorption of nitrogen

synthesis temperature of the obtained powders results also in the increase in the
residual induction Br (Table 40.2). Coercive force Hc associated with the powders’
particles size is increasing up to 350 ıC synthesis temperature (CSR size, 150 nm)
and reaching its maximum value of 120 Oe. At 400 ıC, when a slight increase in
particle size is observed (CSR size,180 nm), coercive force begins to decrease, and
its value becomes 65 Oe. Residual induction Br is the highest at the temperature
of 400 ıC, at which only nanoscale phase ’-Fe is present in the system. With



554 N.F. Kuschevskaya et al.

Table 40.2 Magnetic
properties of the powders
produced by
decomposition-reduction of
iron citrate

Sample �S, A�m2/kg H´, Oe ¥r, Gs

1 0.5 – –
2 4.1 – –
3 15.8 20 58.8
4 150 120 666
5 177.6 100 1522
6 179.6 65 1599

Table 40.3 Phase and elemental composition (wt. %) of Fe powders synthesized at various
temperatures

Sample Tc, ıC C, % O, % Fe, % Other impurities, %

1 250 11.84 26.43 59.40 1.33
2 300 9.85 22.56 63.07 4.52
3 325 6.10 19.64 72.41 1.85
4 350 1.65 4.50 91.72 2.13
5 400 0.65 2.44 94.58 2.33
6 450 0.67 1.99 96.15 1.19

further increase of the synthesis temperature up to 450 ıC, values of the specific
magnetization �S and of the residual induction Br of the synthesized powders,
associated with the content of the ferromagnetic phase in them, remain virtually
unchanged, and the coercive force Hc continues to decrease because of increased
powders particles average size (see Table 40.2). Thus, the powder produced at the
synthesis temperature 400–500 ıC has the highest magnetic performance.

X-ray spectral analysis results are shown in Table 40.3 and Figs. 40.6 and 40.7.
As it can be seen in Table 40.3, powders synthesized at different temperatures
contain iron, carbon, oxygen, and also minor amounts of chromium, nickel, calcium,
and sulfur (generally, not more than 4.5 mass %) which probably appeared in
the powders during the preparation process. Elemental analysis results given in
Table 40.3 show that the content of the main elements in the obtained powders
depends on the synthesis temperature: the higher it is, the lower is the carbon and
oxygen content, and the higher is the iron content in these powders. This finding
is entirely consistent with the results of X-ray analysis and is connected with the
decomposition of iron oxides and carbides and with the increase of ’-Fe phase
amount in powders (Table 40.1).

The results of electron-microscopic examination of the microstructure of the
powders obtained are shown in Figs. 40.6 and 40.7. As it follows from these results,
the powders are conglomerates sizes of which depend on the synthesis temperature
and are situated within the range from 0.1 up to 10 microns. At low synthesis
temperatures (250–325 ıC), conglomerate sizes are between 2 and 10 microns
(Fig. 40.6a–c), and the main phase component in these powders is iron oxycarbide
FeC2O4 (Table 40.1). With an increase of the synthesis temperature, conglomerates
sizes decrease, and the surface becomes more developed and porous (Fig. 40.6d–f).
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Fig. 40.6 The micrographs of iron powder synthesized at different temperatures (�3000): (a)
250 ıC, (b) 300 ıC, (c) 325 ıC, (d) 350 ıC, (e) 400 ıC, and (f) 450 ıC

The powder obtained by annealing at 400 ıC is a porous multiply connected
structure with dimensions of some structural elements within 0.1–0.2 micrometer
range (Fig. 40.7) close to the CSR sizes measured by X-ray method (Table 40.1).

Thus, thermal decomposition of the citrate salt of iron Fe3fC3H5(O)(COO)3g2 in
a protective hydrocarbons mixture atmosphere at certain process conditions allows
to obtain nano-sized iron powder. During the synthesis of powders within the
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Fig. 40.7 Photomicrographs of Fe powder synthesized at 400 ıC at different magnifications:
(a) �1000; (b) �5000

temperature range 250–500 ıC, an increase in the amount of the ferromagnetic ’-
phase therein occurs. According to the X-ray diffraction data, powders synthesized
at 350, 400, and 500 ıC consist of the crystalline phase ’-Fe. Iron powder’s
synthesis temperature increase leads to an increase of the value of their specific
saturation magnetization and residual induction due to an increase of the amount of
the ferromagnetic ’-phase in these powders.

Nanodispersed iron powder produced at 400 ıC consists of ferromagnetic phase
of ’-iron; has an optimum specific surface area 31.4 m2/g and high magnetic
characteristics, �S, 177.6 A�m2/kg; Hc, 100 Oe; and Br, 1522 G; and is the most
promising material for use in the chemical industry, the medicine, and the food
industry.
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Chapter 41
Electrochemical Formation of Multilayer Metal
and Metal Oxide Coatings in Complex
Electrolytes

Antonina Maizelis and Boris Bairachniy

41.1 Introduction

Interest in the multilayer coatings is caused by possibility of improving surface
physical properties and enhancing application scope of the goods with coated
details. Metal multilayer coatings with alternating copper and nickel layers with
thickness of up to 100 nm possess improved functional properties, compared to
the corresponding metals: magnetic [1, 2], mechanical [3–7], and anticorrosive [8]
properties.

Various nickel-copper materials possess catalytic activity in the reactions of
organic compounds electrooxidation [9–12] and have good corrosion resistance
in alkaline environment of carbohydrates [13, 14]. They are promising electrode
materials to replace platinum-containing catalysts in alkaline direct methanol
fuel cells, which have advantages over acid fuel cells [13, 15]. Nickel-copper
alloys [16–18] and coatings by these alloys [15, 19] with oxyhydroxide films
formed on the surface [13, 20] have a wider range of potentials of substance
selective oxidation, compared to nickel, due to the greater polarization of the oxygen
evolution [17].

Cu/Ni multilayer coatings are produced by various physical methods. The
electrochemical method allows to obtain Cu/(Ni–Cu) coatings, where layers of
nickel contain impurities of copper. It depresses magnetic properties of coatings,
but improves such properties as ductility and corrosion resistance. The advantages of
this method are the low cost, wide range of coating thicknesses, simplicity of com-
position regulation, and exception of metal interdiffusion at room temperature [21].
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The basic principles of development of monobaths for multilayer metal coat-
ing electrodeposition by programmed current are given in [22]. The monobath
technique can also be realized using classical pulsed current [23, 24]. Analy-
sis of state-of-the-art multilayer coating formation methods is given in works
by Baconyi I, Peter L [25, 26], and Podlaha EJ et al. [27]. Besides sulfate
electrolytes, Cu/(Ni–Cu) multilayer coatings are deposited mainly from sulfa-
mate [4–7] and citrate electrolytes [21, 28, 29]. The limiting factor of obtaining
the compact thick multilayer coating is quality deterioration of nickel-enriched
layers, while their thickness increases or the cupric ion concentration grows in
electrolyte. This occurs because the cupric ions are reduced in the conditions of
the limiting diffusion current during copper and nickel codeposition in these acid
electrolytes.

The problem of improving the coating quality in the alloy deposition technique
is solved by making the metal deposition potentials as close as possible binding
ions of electropositive metal in a more stable complex than ions of electronegative
metal. However, such complex electrolytes are not suitable for electrodeposition of
multilayer coatings since the condition for the multilayer coating formation is the
difference of metal deposition potentials as high as 200 mV.

In our opinion, the perspective way of formation of multilayer metal coatings is
control of metal deposition conditions by changing the ratio of metal ions and ligand
concentration in polyligand electrolytes. However, there is lack of information about
the use of polyligand electrolytes for metal and metal oxide multilayer coating
formation.

For copper-nickel multilayer coating deposition, we consider here pyrophosphate
and ammonia ligands [30], since both monoligand and mixed complexes with cupric
and nickel ions are formed in this system [31]. In this chapter we analyze the
properties of metal and metal oxide multilayer nickel-copper coatings, obtained in
pyrophosphate-ammonium polyligand electrolyte.

41.2 Experimental

41.2.1 Methods of Coating Deposition

All solutions were prepared from analytical grade chemicals and distilled water
without further treatment. Pyrophosphate-ammonium polyligand electrolyte for
the multilayer coating deposition contained 0.02–0.1 mol L�1 CuSO4 � 5H2O,
0.25–0.70 mol L�1 NiSO4 � 7H2O, 0.25–1.0 mol L�1 K4P2O7, 1.0–3.2 mol L�1
NH3(NHC

4 ) as a mixture of (NH4)2SO4, 0.2 mol L�1 NH4Cl, and NH4OH to pH
8.7–9.4.

For electrodeposition of Cu/(Ni–Cu) multilayer coatings, we used DC power
supply BP-5 with converter of constant current into two-pulse current. At the
first impulse, the copper layer was deposited at a current density corresponding
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Fig. 41.1 Chronopoten-
tiograms of anodic (1) and
cathodic (2) processes of
multilayer Cu/(Ni–Cu)
coating formation in
electrolyte containing
0.02 mol L�1 Cu2C,
0.70 mol L�1 Ni2C,
1.0 mol L�1 P2O4�

7 ,
2.8 mol L�1 NH3(NHC

4 ),
0.2 mol L�1 Cl�, and pH 9,
at JCu D 4 mA cm�2 and
JNi�Cu D 28 mA cm�2

to the range of potentials from �0:65 to �0:9V (vs saturated Ag/AgCl reference
electrode) with agitation by cathodic bar moving with a frequency of 2 s�1. At
the second impulse, the Ni–Cu alloy layer was deposited at a current density
corresponding to the potential range from �1.1 to �1.2 V. The time of layer
deposition of the given thickness (from 5 to 100 nm) was calculated by Faraday’s
law, taking into account that the copper current efficiency is 99% and alloy current
efficiency is 92.5%. Time of the copper layer deposition was in the range of 5–50 s.
Time of Ni–Cu layer deposition was in the range of 2–5 s. The combined nickel-
copper anode was used. Chronopotentiograms of the electrode processes are shown
in Fig. 41.1.

The catalytically active metal oxide nickel-copper multilayer coating (MNCO)
was formed in three stages on a substrate made of copper with dendritic
structure:

1. Deposition of Cu/(Ni–Cu) multilayer coating underlayer with the thickness of
2�m from polyligand electrolyte. Due to the compact underlayer deposition at
the first step, the catalytically active coating has strong adhesion to the substrate.

2. Deposition of multilayer nickel-copper hydroxide coating (MNCH) layer from
the same polyligand electrolyte using a two-pulse mode. At the first current
impulse, compact nickel-copper alloy is deposited in the range of current
densities corresponding to the potential range from�1.1 to�1.2 V. At the second
current pulse, a mixture of metals and their hydroxides is deposited in the range
of current densities corresponding to the potential range from �1.3 to �1.5 V.
The alternating deposition of the layers of compact alloy and mixtures of metals
with their hydroxy compounds allows formation of mechanically strong dendritic
structure with the developed surface.

3. Obtaining multilayer nickel-copper metal oxide coating (MNCO) containing
nickel oxyhydroxide NiOOH and copper hydrated oxides. The MNCH coating
is oxidized in 1M KOH solution in the potential range of 0.1–0.7 V at this
stage.
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41.2.2 Methods of the Electrode Processes Study

Electrochemical measurements were carried out in the three-electrode cell using a
potentiostat PI-50.1. The results were transferred from analogue form to digital by
means of the two-channel voltmeter and Telemax program for PC (5–100 signals per
second). Voltammograms were obtained at a potential scan rate of 0.2–1000 mV s�1.
The working electrodes were made of platinum, nickel, copper, and steel 08KP. Its
area was 1–12 cm2. Before each measurement, the electrode surface was updated
by the treatment with carbide-silicone paper (500, 1000, 2000, and 3000 grit,
sequentially) and cathodically polarized to obtain reproducible results in the range
of the potentials corresponding to the surface oxide reduction process. The saturated
Ag/AgCl reference electrode was used in the measurements, and all the potentials
are given in the reference to this electrode.

The buffer capacity of the solutions was determined by potentiometric titration of
solution (25 ml) using pH meter pH-150 in the cell equipped with a magnetic stirrer.
Solutions of 2 mEq L�1 sulfate acid and 4 mEq L�1 potassium hydroxide were used
as titrant solutions.

41.2.3 Methods of Determining the Coating Properties

Morphology of the multilayer coating surface was observed using scanning electron
microscope LEO 1420.

The Vickers microhardness of the coatings with a thickness of 28–33�m was
measured using PMT-3 microhardness tester as the average of 10 measurements.
The load on diamond pyramid was 10–50 g.

The coating ductility was evaluated by bending coated samples on a cylindrical
holder. The multilayer coating thickness was 15�m and the holder diameter was
3–46 mm. The appearance of cracks was controlled using microscope of PMT-
3 microhardness tester (�400 magnification). The coating adhesion strength was
estimated according to the minimal diameter of the cylinder, when bending of the
coated samples leads to the partial exfoliation of the coating.

The internal stresses IS of coatings were determined using the method of flexible
cathode. The deformation of the cathode was fixed using a device with an inductive
sensor according to equation:

IS D he .he "e � hc "c/ x

3 l2 hc
; (41.1)

where he, hc are thicknesses of cathode and coating, respectively, m; "e, "c are
the elastic modules of cathode and coating materials, respectively, N m�2; l is the
length of the coated part of the cathode, m; and x is the deviation of the end of the
cathode, m.
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41.3 Experimental Results and Discussion

41.3.1 Kinetic Regularities of Copper and Nickel Deposition
from Polyligand Electrolyte

The cathodic polarization curve obtained in pyrophosphate (monoligand) electrolyte
for deposition of nickel-copper alloy is presented in Fig. 41.2 (curve 2). Only one
region of limiting current of copper and nickel codeposition as an alloy can be
observed there. It is in the range from �1.1 to �1.2 V. Addition of the second
ligand (ammonia) to this electrolyte composition (curve 1) leads to the appearance
of the limiting current of copper deposition in the wide area of potential (from
�0.4 to �0.9 V). Therefore, it appears possible to deposit the alternating layers
of Cu and Ni–Cu alloy in polyligand electrolyte. Moreover, the value of limiting
current of alloy deposition increases due to the depolarization of nickel reduction
in the polyligand electrolyte in comparison with pyrophosphate electrolyte. At the
potentials above this limiting current (more negative than �1.3 V), a mixture of
metals and metal hydroxides is deposited.

Cyclic voltammogram (CVA) dependencies are presented in Fig. 41.3. They
start from the cathodic polarization up to different potentials corresponding to the
potential range of Ni–Cu alloy deposition. After that, the electrode was polarized in
the anodic direction leading to the complete dissolution of the obtained deposit. Two
peaks of consecutive dissolution of copper and nickel are observed on the anodic
branch. The height of these peaks increases when the cathodic border of the range of
potential scan is getting lower. Since the potentials of copper deposition and nickel
dissolution do not overlap, there are no prerequisites of the contact displacement

Fig. 41.2 Cathodic polarization curve on Cu electrode in electrolytes containing 0.05 mol L�1

Cu2C, 0.25 mol L�1 Ni2C, 0.35 mol L�1 P2O4�
7 , 1.0 mol L�1 NH3(NHC

4 ), 0.1 mol L�1 Cl�, pH 9
(1); 0.05 mol L�1 Cu2C, 0.25 mol L�1 Ni2C, 1.0 mol L�1 P2O4�

7 , 0.1 mol L�1 Cl�, pH 9 (2).
Potential scan rate is 50 mV s�1
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Fig. 41.3 CVA on Pt
electrode in electrolyte
containing 0.05 mol L�1

Cu2C, 0.25 mol L�1 Ni2C,
0.35 mol L�1 P2O4�

7 ,
1.0 mol L�1 NH3(NHC

4 ),
0.1 mol L�1 Cl�, pH 9.
Potential scan rate is
50 mV s�1

Fig. 41.4 Copper deposition dependences in electrolyte containing 0.013 mol L�1 Cu2C,
0.067 mol L�1 Ni2C, 0.173 mol L�1 P2O4�

7 , 0.267 mol L�1 NH3(NHC

4 ), pH 9: (a) steady-state j–
E curve in coordinates of mixed kinetics, (b) current peak jp vs potential scan rate v in logarithmic
coordinates, (c) limiting current Jlim vs speed of RDE rotation w0:5 at the potential �0,75 V

of copper ions by nickel in polyligand electrolyte. Due to the contact displacement
in acidic electrolytes, the ratio of copper content to nickel content in the coating is
overestimated.

Steady-state polarization dependence of Cu(II) reduction in the polyligand
electrolyte becomes lineal in the coordinates corresponding to the mixed kinetics
(Fig. 41.4a), i.e., the cupric ion discharge is limited by the concentration overpo-
tential. The slope of the logarithmic dependence of the peak current on potential
scan rate k D 0:31 is less than 0.5 (Fig. 41.4b). In addition, the dependence of
the limiting current of Cu(II) reduction jlim on the rotation speed of rotating disk
electrode w0;5 deviates from the straight line (Fig. 41.4c). Therefore, the speed of
cupric ion reduction is limited by both diffusion and the rate of a previous chemical
reaction of complex decomposition.

To estimate the influence of changes of solution pH near the electrode during
prolonged electrolysis, the resistance of polyligand and pyrophosphate electrolytes
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Fig. 41.5 Dependences of buffer capacity ˇ on electrolyte pH during acidic (1, 2) and alkalic (10,
20) titration of solutions containing 0.02 mol L�1 Cu2C, 0.35 mol L�1 Ni2C, 0.37 mol L�1 P2O4�

7 ,
2.4 mol L�1 NH3(NHC

4 ) (1); 0.02 mol L�1 Cu2C, 0.35 mol L�1 Ni2C, 0.74 mol L�1 P2O4�
7 (2)

to both acid and alkaline titration was determined by potentiometric titration.
Figure 41.5 shows the curves of the true buffer capacity ˇ, mol L�1. The value of
ˇ was determined by numerical differentiation of titration curves according to the
equation:

ˇ D c �V

Vs �pH
; (41.2)

where c is the concentration of sulfate acid (or potassium hydroxide), mol L�1; �V
is the volume of the added acid (or alkali), ml; Vs is solution volume, ml; and �pH
is the change in the pH of the solution.

Significant increase in the resistance to both alkalization and acidification is
observed (curve 1) in the presence of two ligands (pyrophosphate-ammonia solu-
tion), compared to pyrophosphate solution (curve 2). Buffer capacity of polyligand
electrolyte is 0.8–1.0 mol L�1 in an operating region of pH. High buffer capacity of
the electrolyte in a combination with a mixed nature of limiting current of Cu(II)
reduction provides the higher quality of copper coating deposited at the potentials
of the limiting current, in comparison with the coating obtained in electrolytes with
the diffusion limiting current.

Despite the fact that the nickel and copper have the same type of the lattice (face-
centered cubic), and the lattice parameters are close, the nickel surface is foreign
for copper. Therefore copper nuclei of new phase form on nickel surface at the
more negative potentials than on the copper electrode. That is, in the case of thin
layer electrodeposition, each layer starts with formation of new nuclei. That leads
to decrease of the coating grain size and improvement of the functional properties
of final coating.
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Fig. 41.6 Current transients of Cu(II) reduction in the electrolyte containing 0.1 mol L�1 Cu2C,
0.22 mol L�1 P2O4�

7 , 0.77 mol L�1 NH3(NHC

4 ), pH 9.25, at different potential values E, in j � t
(a) and logarithmic (b) coordinates

Table 41.1 The time and thickness of the continuous layer formation and fractal parameters of
crystal growth

Time of layer Layer thickness, Fractal parameter Fractal dimensionality
E, V formation, s nm ˛ Df

�0.6 3.53 1.49 0.495 1.990

�0.7 2.37 1.46 0.520 2.040

�0.8 1.33 1.19 0.520 2.040

�0.9 1.31 1.16 0.521 2.043

�1.0 1.10 1.13 0.542 2.084

�1.1 0.99 1.20 0.587 2.174

The mathematical models of nucleation and growth of copper nuclei on nickel
and nickel nuclei on copper in polyligand electrolyte are proposed in [32], and a
number of parameters are identified. Coating uniformity is extremely important for
the deposition of nano-sized layers of multilayer coatings. The time of formation
of continuous layers and their thickness were determined by the analysis of
current transients. They were obtained by the change of the potential from open
circuit potential to the potential of copper deposition (Fig. 41.6a). In logarithmical
coordinates (Fig. 41.6b), the current transients obtained at the potential from �0.6
to �1.1 V are linearized with a slope of about 0.5. This indicates instantaneous
nucleation with the limiting stage of diffusion of adatom to the site of crystal
growth.

In the case of instantaneous nucleation, the copper layer is accumulated com-
pletely in 6tmax seconds [33]. This time in the studied electrolyte decreases with the
increase of overpotential (see Table 41.1). The layer thickness in a wide range of
potentials of deposition does not exceed 1.5 nm.

Fractal dimensionality (Df ) of a surface was determined from the slope of current
transients in logarithmic coordinates (fractal parameter ˛): Df D 2˛ C 1 [33].
Values of fractal parameter and fractal dimensionality at copper deposition at the
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different potentials are represented in Table 41.1. In the potential range from �0.6
to �0.9 V, the fractal dimensionality is close to 2. This indicates the formation of
smooth 2D surface of copper. In the case of copper deposition at �0.6 V, fractal
dimensionality is slightly less than 2. This indicates the possible appearance of
islands in the layer of 2D crystals. At the greater overpotential (at �1.1 V), the
fractal parameter slightly increases. That is apparently due to the onset of rough
continuous surface formation.

41.3.2 Study of the Multilayer Metal Cu/(Ni–Cu) Coating
Properties

Compact thick multilayer Cu/(Ni–Cu) coatings are deposited under the optimum
conditions of electrolysis from the polyligand pyrophosphate-ammonium elec-
trolyte. The coatings have fine crystalline globular structure (Fig. 41.7) in the cases
of thicker (about 300 nm) both copper (Fig. 41.7a) and Ni–Cu (Fig. 41.7b) outer
layers.

The porosity of the multilayer coatings obtained on the carbon steel surface
decreases by four–six times with the increase of the copper layer thickness dCu from
6 to 25 nm (the thickness of alloy layers was constant, dNi�Cu D25 nm), depending
on the coating thickness. At the same time, the thickness of nonporous coatings
decreases from 3.7 to 2�m [34, 35]. The coatings are nonporous at 4–4.5�m
thickness when they are deposited without stirring.

The ductility of the multilayer coatings and their adhesion strength were
estimated by bending the coating of 15�m thickness on cylinders with different
diameters. When the cylinder diameter was decreased to d1, cracks appeared
(became visible using optical microscope of PMT-3 tester), and when the cylinder
diameter was decreased to d2, the coating was partially exfoliated (complete
exfoliation did not occur). The changes of d1 and d2 represented changes of the

Fig. 41.7 The surface morphology (�5000 magnification) of Cu/(Ni–Cu) multilayer coating of
17 �m thickness in the case of upper Cu (a) and Ni–Cu (b) layer
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Table 41.2 Characteristics of Cu/(Ni–Cu) coating ductility and their strength of adhesion to the
substrate

Characteristics 1 2 3 4 5 6

dCu=dNi�Cu; nm=nm 8.5/29.6 11.1/30 11.8/29.9 13.7/29.8 18.7/21.7 25.2/19.6

d1, mm 46 33 24 15 13 8

d2, mm 8 3 3 � � �

Fig. 41.8 Internal stresses of nickel (1) and Cu/(Ni–Cu) (2, 3) coatings. The microhardness of
coatings is 360 HV (1), 670 HV (2), and 520 HV (3)

ductility and adhesion strength of the coatings, respectively. The data in Table 41.2
show the positive effect of increasing the thickness of the copper layers on the
ductility and strength of adhesion to the substrate.

Figure 41.8 shows plots of in situ changes of internal stresses IS of coatings vs
their thickness. The IS were calculated according to Eq. (41.1). The dependencies
obtained during the deposition of multilayer coatings in polyligand electrolyte
reflect the significant decrease of IS with coating thickness increase (curves 2 and
3), as compared to nickel coating deposited from the Watts electrolyte (curve 1).
The IS are increased for the multilayer coatings with higher microhardness (curve
2) with thicker layers of nickel-copper alloy, but remain lower than for nickel IS.
The multilayer coatings having 2–30�m thickness possess IS D 80–240 MPa.

The obtained multilayer coatings had Vickers microhardness HV from 400 to
800 HV, depending on the parameters of electrolysis [30, 34, 35]. For comparison,
the microhardness of copper coating, deposited in pyrophosphate-ammonia elec-
trolyte (free of Ni2C ions), was HVCu D 154HV, and the microhardness of nickel
coating, deposited in pyrophosphate-ammonia electrolyte (free of Cu2C ions), was
HVNi D 360HV. Figure 41.9 shows the dependences of microhardness on the
thickness of bilayer consisting of metal layers with different ratio of thickness. The
microhardness decreases with the decrease of bilayer thickness below 25 nm, which
is probably due to the weakening of multilayer structures with thinner layers. The
maximum of the microhardness was observed, when the Ni–Cu alloy layer thickness
is 1.8–2.5 times higher than the copper layer thickness in the multilayer coating. In
the range of 35–75 nm bilayer thickness, microhardness of coatings is 530–740 HV.



41 Electrochemical Formation of Multilayer Metal and Metal Oxide Coatings. . . 567

Fig. 41.9 Dependences of Cu/(Ni–Cu) coating microhardness on bilayer thickness d at the
different ratio of Ni–Cu and Cu layer thicknesses dNi�Cu=dCu

Fig. 41.10 CVA of MNCO
electrode in the solutions
containing KOH: 0.1 mol L�1

(1), 0.2 mol L�1 (2),
0.3 mol L�1 (3), 0.4 mol L�1

(4), 0.5 mol L�1 (5),
0.6 mol L�1 (6), 0.7 mol L�1

(7), 0.8 mol L�1 (8),
0.9 mol L�1 (9), 1.0 mol L�1

(10), 1.4 mol L�1 (11),
2.0 mol L�1 (12). Potential
scan rate is 10 mV s�1

41.3.3 The Oxidation of Methanol on the Electrode with a
Multilayer Nickel-Copper Metal Oxide Coating in KOH
Solution

Cyclic voltammograms (CVA) of multilayer MNCO electrode in KOH solution
(Fig. 41.10) have anodic peak of nickel hydroxide oxidation to oxyhydroxide and
cathodic peak of oxyhydroxide reduction to hydroxide. These peaks correspond to
the reversible reaction [17]:

Ni.OH/2 C OH� • NiOOH C H2OC e: (41.3)

The maxima of current of anodic and cathodic processes increases and potentials
of cathode and anode peaks are getting closer with the increase of KOH concentra-
tions. This indicates the growth reinforcement of the reversibility of electrode. This
electrode is characterized by the wider potential window as compared to the known
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Fig. 41.11 First cycles of CVA on MNCO electrode in the solutions containing 1.0 mol L�1 KOH
and 0 mol L�1(1), 0.2 mol L�1(2), 0.3 mol L�1(3), 0.5 mol L�1(4), 0.7 mol L�1(5) of methanol

Fig. 41.12 The Ipa=Ipk ratio in electrolyte containing (a) 1 mol L�1 KOH, (b) 1 mol L�1 KOH,
and 0.4 mol L�1 methanol

nickel-contained electrodes [17, 19, 36]. Nickel hydroxide oxidation is almost over
before the oxygen evolution potential is reached.

The peak of methanol oxidation on the MNCO electrode in the alkaline solution
appears in the range of potentials of anode peak of nickel hydroxide oxidation
(Fig. 41.11, curves 1 and 2–5). The height of the peak is maximal at the first cycle;
at the next cycles, its height decreases and then it becomes unchanged. The height of
the oxidation peak grows when the concentration of methanol in solution increases,
both at the first and at the stable cycles.

The absence of the increase of cathodic peak height with increase of methanol
concentration indicates the catalytic character of the irreversible process of its
oxidation. The ratio of anodic Ipa and cathodic Ipk peak height decreases when
potential sweep rate increases (Fig. 41.12a). This ratio increases by the order of
magnitude when methanol is added in the solution (Fig. 41.12b).

Dependences of the normalized values of anodic peak current Ipa=v0;5 on the
square root of potential scan rate (Fig. 41.13) have the typical shape for the
electrochemical-chemical catalytic process [13, 36].
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Fig. 41.13 Plots of Ipa=v0;5

vs v0;5 in the electrolyte
containing 1.0 mol L�1 KOH
and 1 mol L�1(1),
0.7 mol L�1(2),
0.5 mol L�1(3),
0.4 mol L�1(4),
0.3 mol L�1(5), and
0.2 mol L�1(6) of methanol

Fig. 41.14 Combined
chronoamperograms of
double-stage change of
potential from anodic peak
potential to cathodic peak
potential in the electrolytes
containing 1.0 mol L�1 KOH
and 1.0 mol L�1 (1),
0.6 mol L�1 (2), 0.5 mol L�1

(3), 0.4 mol L�1 (4),
0.3 mol L�1 (5), 0.2 mol L�1

(6), 0.1 mol L�1 (7), and
0 mol L�1 (8) of methanol

Irreversibility of methanol oxidation reaction is visually illustrated by
chronoamperograms of the two-step change of the electrode potential from the
potential of anodic peak to the potential of cathodic peak at various methanol
concentrations (Fig. 41.14).

The quantity of electricity for methanol oxidation is much higher as compared
to the quantity of electricity for reduction of nickel oxyhydroxide, which was
formed during anode period, but does not take part in catalytic reaction of methanol
oxidation. Cathodic regions of chronoamperograms indicate the decrease of the
amount of substance that was reduced with the increase of methanol concentration.
This fact confirms the nature of the methanol catalytic oxidation by means of
mediator.

Methanol oxidation rate increases with the increase of solution temperature T
up to 333 K. The formal activation energy of chemical reaction A for methanol
oxidation by Ni(III) particles is calculated according to the equation:

A D R
d.ln I/

d.T�1/
: (41.4)
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For calculating A, the value of the slope of dependence of the current logarithm
on T�1 was used. The current values corresponded to the potential of 550 mV on
CVA obtained at a potential scanning in the anodic direction with sweep rate of
10 mV s�1 in the range of T D 288–333 K. The solution contained 1.0 mol L�1
KOH and 0.1 mol L�1 CH3OH. Formal activation energy of chemical reaction is
9.88˙0.07 kJ mol�1. It is significantly lower than in the case of electrode based
on nickel and its hydroxide (43 kJ mol�1 [37]) and nickel electrode modified with
N,N-bis(salicylidene)phenylenediamine (44.09˙0,06 kJ mol�1 [38]). The MNCO
electrode has also the advantage over the electrode made of glassy carbon with
nickel-cobalt coating (11.41˙0.25 kJ mol�1 [39]).

41.4 Conclusions

It is shown that the polyligand pyrophosphate-ammonium electrolyte allows to
obtain multilayer coatings both metal Cu/(Ni–Cu) and coatings consisting of metals
and their hydroxides. The limiting current of cupric ion reduction has the mixed
concentration nature that, together with the high buffer capacity of electrolyte (0.8–
1.0 mol L�1), leads to codeposition of Cu and Ni in the form of compact coating.
This allows deposition of smooth multilayer coatings which can be thicker than
the coating obtained in the acid electrolytes. The average thickness of completely
accumulated layer of copper crystals does not exceed 1.5 nm, and the fractal
dimension is close to 2, indicating the formation of smooth copper layers in a wide
range of potentials.

Vickers microhardness of Cu/(Ni–Cu) coatings is 400–800 HV depending on the
conditions of its formation. The microhardness maximum is observed for coatings
with thickness ratio dNi�Cu=dCu D 1.8–2.5 and bilayer thickness d D 40–60 nm.
Internal stresses of Cu/(Ni–Cu) coatings at 10�m thickness are 160–175 MPa.

Electrode with the multilayer nickel-copper metal oxide coating has wider poten-
tial window for the oxidation of methanol in alkaline solution and lower activation
energy of the methanol oxidation reaction (9.88˙0.07 kJ mol�1) in comparison with
the known nickel-containing electrodes.
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Chapter 42
Development of a New Biosensor by Adsorption
of Creatinine Deiminase on Monolayers
of Micro- and Nanoscale Zeolites

Svitlana V. Marchenko, Ihor I. Piliponskiy, Olha O. Mamchur,
Oleksandr O. Soldatkin, Ivan S. Kucherenko, Berna Ozansoy Kasap,
Burcu Akata Kurç, Sergei V. Dzyadevych, and Alexei P. Soldatkin

42.1 Introduction

In recent years, scientists are very active in the study of nanoparticles because of
their unique properties, significantly different than those of the same materials at
the bulk scale, which offers potential applications of nanoscaled materials in various
fields [1, 2]. Production of these new materials and structures should be low cost and
safe for the environment. An application of nanomaterials for the development of
biosensors is getting more and more popular and widespread.

The application of different nanotechnologies for elaboration of optimal method
of immobilization is very important for the development of new biosensors and
improvement of their analytical characteristics. The simplest method of enzyme
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immobilization is an adsorption on insoluble carrier [3]. Any solid material with
microporous structure can serve as an adsorbent. The most important features of
any adsorbent are its surface area and structure. Additionally, the adsorbent chemical
nature and surface polarity can influence the gravity between the adsorbent and the
substance absorbed [4–6].

Zeolites, microporous aluminosilicate minerals of natural or synthetic origin,
are one of the most commonly used adsorbents due to their porous structure,
catalytic activity, and hydrothermal stability. They are used as adsorption carriers
for a large number of organic and inorganic materials in various advanced areas:
electrochemistry, electrocatalysis, dispersion electrolysis, biosensorics, potentiom-
etry, accumulation of energy, and photoelectrochemistry. The process of adsorption
using zeolites depends on a number of factors, including temperature, pH, time
of contact, and substance concentration. Recently, nanoscaled zeolite crystals
(nanozeolites) provoke increasing interest due to their unique efficiency in catalysis
and immobilization of enzymes [6, 7].

To date using zeolites of various types, the biosensors have been developed
based on enzymes glucose oxidase [8–12], urease [13–21], acetylcholinesterase
[22], butyrylcholinesterase [23, 24], and creatinine deiminase [25]. Three-
enzyme system, glucose oxidase/mutarotase/invertase, was also immobilized using
silicalite [26].

This study was aimed at developing creatinine-sensitive biosensor based on
pH-sensitive field-effect transistors, in which the following zeolites were used as
adsorbents for creatinine deiminase: silicalite, zeolite beta (BEA), zeolite nano-
BEA, BEA modified with gold particles (BEA-gold), and BEA modified with ionic
gold (Au3C) (BEA-Au). Creatinine deiminase is quite widely applied for creatinine
quantification in real biological samples. Determination of creatinine in human
blood and urine is important in clinical practice, as it partly reflects the function
of kidney, muscles, and thyroid. It is also useful for biomedical diagnosis of acute
myocardial infarction and quantitative description of hemodialysis therapy [27].
Every year, millions of patients die from the initial acute heart attacks, which are
a consequence of undiagnosed renal disease. Therefore, the patients suffering from
kidney disease need a device for daily measurement of the creatinine concentration
in the blood [28, 29]. Here, we assumed to develop the method for rapid analysis of
creatinine concentration in model and real samples.

42.2 Experimental

42.2.1 Materials

In experiments the following reagents were used: creatinine deiminase (CD) of
microbial origin (EC 3.5.4.21) and activity of 36 U/mg (“Sigma-Aldrich,” Japan);
creatinine, bovine serum albumin (BSA, fraction V), and 25% aqueous solution of
glutaraldehyde (“Sigma-Aldrich Chemie,” Germany); DEAE-Dextran (“Fluka Bio-
chemika,” France); lactitol (“Fluka,” Switzerland); and working phosphate buffer
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(KH2PO4-NaOH), pH 7.4, prepared from reagents manufactured by “Helicon”
(Moscow, Russia). For zeolite synthesis, we used tetraethyl orthosilicate (TEOS)
98% and 25% aqueous solution of tetrapropylammonium hydrochloride (TPAOH)
(both from “Acros Organics,” Belgium), 98% sodium hydroxide (NaOH) (“J. T.
Baker,” USA), and 35% aqueous solution of tetraethylammonium hydrochloride
(TEAOH) (“Aldrich,” USA). Other inorganic substances used were of analytical
grade of purity.

42.2.2 Potentiometric Transducers

In the work, we used sensor chips with a differential pair of pH-sensitive field-effect
transistors, developed at the V.Ye. Lashkarev Institute of Semiconductor Physics,
NASU. Two identical p-channel transistors were placed on a single crystal of a
total area 8x8 mm. The transistors were separated via a 50-�m-wide protective nC-
region contacting with the substrate. The crystal included also pC-diffusion buses
with contacts to drain and source, which are connected to the chip edge, output cable
to the embedded reference microelectrode, and two test MOS-transistors with metal
gates for checking electrical parameters of the structures prepared.

Ion-selective properties of transistors are determined by a silicon nitride layer,
deposited in their subgate area. pH sensitivity of the elements was about 30–
40 �A/pH. The general and schematic views of pH-sensitive field-effect transistors
are presented in Fig. 42.1.

Fig. 42.1 General and
schematic views of
pH-sensitive field-effect
transistor. 1, 2 sensitive areas
(transistors), 3 working
enzyme membrane, 4
BSA-based reference
membrane, 5 contacts
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Fig. 42.2 General view of
measurement setup used with
pH-FET-based biosensors

The pH sensitivity of sensor elements was about 40 mV/pH. At the given
slope of transfer current-voltage characteristic of the transistor, ranging from
400 to 500 �A/V, it provided the dependence of the channel current on pH of
approximately 15–20 �A/pH.

The response of pH-FET was measured using direct detection of current in the
channel of field-effect transistor with an active load. The threshold voltage for the
pH-FET used was about�2.5 V. Measurements were carried out under the following
conditions: channel current about 500 �A, and drain-source voltage about 2 V; the
substrate is connected to drain.

The measuring device, which was used in the work, comprised an analog-to-
digital electrochemical apparatus; an Ag/AgCl reference electrode; an electrochem-
ical cell volume of 1.5–2 ml, into which pH-FET was placed and fixed; and PC. Its
image is presented in Fig. 42.2.

The process of receiving and processing analytical signals from the biosensor
was automated using a specially developed program “Multisensor Workstation.”

42.2.3 Synthesis of Zeolite Particles and Their Characteristics

42.2.3.1 Synthesis of Silicalite

The molar ratio of initial substances in the gel for synthesis was as follows: 1
TPAOH:4 TEOS:350 H2O. Tetrapropylammonium hydrochloride (TPAOH) served
as a source of OH groups and tetraethyl orthosilicate (TEOS) as a source of silicon.
TEOS was added to the TPAOH solution at vigorous stirring, and this process lasted
at room temperature for 6 h. Then the mixture was placed in an incubator for 18 h
at 125 ıC. The obtained solid particles were centrifuged at 7500 rpm, washed with
deionized water, and dried at 50 ı C for 12 h. The particles size was about 450 nm.



42 Development of a New Biosensor by Adsorption of Creatinine Deiminase. . . 577

42.2.3.2 Synthesis of Zeolite BEA

An optimized molar composition of the gel used for the synthesis of zeolite beta
(BEA) was as follows: 1.92 Na2O:1 Al2O3:60 SiO2:444 H2O:4.6 (TEA)2O. A
mixture of sodium aluminate, sodium hydroxide, and distilled water was stirred
for 40 min and then placed in an oven at 100 ıC for 50 min. Next, TEAOH was
added to the cooled mixture and stirred for 15 min, and SiO2 was added and stirred
again for 15 min. The obtained mixture was placed in a Teflon-lined autoclave for
crystallization. The static synthesis was carried out for 14 days at 120 ıC. The
product was centrifuged three times at 7500 rpm and dried overnight at 50 ıC. As a
result, the mixture of zeolite particles 700 and 1300 nm in size was obtained.

42.2.3.3 Synthesis of Nano-BEA

The molar composition of nano-BEA was 0.25 Al2O3:25 SiO2:490 H2O:9 TEAOH.
TEOS was a source of silica. Aluminum isopropoxide, TEAOH, and distilled water
were used as additional reagents. The synthesis of nanoparticles lasted under static
conditions for 4 h in a clean solution. The crystallization was completed during
14 days under static conditions at 100 ıC in a Teflon-lined autoclave. The product
was purified three times by centrifugation at 7500 rpm. The nano-BEA particles
were approximately 100 nm in size.

42.2.3.4 Synthesis of BEA-Gold and BEA-Au3C

Prior to the procedure of ion exchange, the synthesized BEA zeolites were calcined
at 500 ıC in air for 12 h. 400 mg of calcined BEA were added to 100 ml of aqueous
solution of gold chloride (III) to obtain substituted zeolite BEA (Au(III)BEA)
and stirred at 50 ıC. In one day, the obtained Au(III)BEA samples were washed
and centrifuged four times at 7500 rpm and afterward dried in air at 50 ıC. The
nanoclusters Au(0)BEA were produced by reduction of gold ions at 50 ıC in a
suspension of sodium borohydride. The stage of regeneration was completed when
the hydrogen evolution stopped. The Au(0)BEA samples were then centrifuged,
washed four times at 7500 rpm, and dried at 50 ıC.

42.2.3.5 Characteristics of Synthesized Zeolites

X-ray diffraction patterns of silicalite, nano-BEA, BEA, and BEA-gold are pre-
sented in Fig. 42.3. The Si/Al ratio for all types of zeolite was 20.8 to 21.5. The
size of nanoparticles of BEA was on average 100 nm, silicalite 470 nm, and BEA
and BEA-gold 1.2 �m. The external surface (Sext) of silicalite was 96 m2/g, BEA
128 m2/g, BEA-gold 160 m2/g, and nano-BEA, 183 m2/g. Zeta potential of silicalite
was �62.6 mV, BEA �47.9 mV, BEA-gold �47.2 mV, and nano-BEA �36.6 mV.
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Fig. 42.3 The XRD spectrum of (a) silicalite, (b) nano-BEA, (c) BEA, and (d) BEA-gold

42.2.4 Modification of pH-FET Surface with Monolayers
of Zeolites

To prepare the zeolite monolayers, the electrode surfaces were first treated for
15 min in the Mucasol solution, then were washed with distilled water, and air-
dried. Next, a homogeneous polyethylenimine layer was formed on the transducers
by spin coating. The polyethylenimine layer served to separate the electrode surface
and zeolites. The best conditions of polyethylenimine deposition for following
formation of zeolite monolayers were: 1% alcoholic solution of polyethylenimine,
centrifugation for 15 min at 3000 rpm, and burning for 30 min at 100 ıC.
The obtained transducers, modified with zeolite monolayers, were used for CD
adsorption.

42.2.5 Creatinine Deiminase Adsorption on Surface
of Transducers, Modified with Various Zeolites

The previously prepared working and reference gels (0.1 �l each) were deposited
onto the sensors, modified with zeolites. The working gel based on CD was prepared
as follows: the enzyme sample of final concentration 20% was dissolved in 20 mM
potassium phosphate buffer, pH 7.4, with addition of 10% of glycerol, 20% of BSA,
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4% of lactitol, and 0.4% of DEAE-Dextran. Glycerol was added to stabilize the
enzyme during immobilization and to prevent early drying of the solution on the
transducer surface. Bovine serum albumin and lactitol were also used as stabilizing
agents. To prepare the reference gel, we used 40% of BSA and 10% of glycerol in
20 mM potassium phosphate buffer, pH 7.4.

42.2.6 Immobilization of Creatinine Deiminase
in Glutaraldehyde Vapors

To immobilize CD via GA, the solution of 10% CD and 10% BSA was prepared in
20 mM phosphate buffer, pH 7.5. Glycerol was added to the enzyme-BSA mixture
to a final concentration of 10% to stabilize the enzyme during immobilization and
to prevent early drying of the solution on the transducer surface. A drop of this
mixture was deposited on one sensitive surface of transducer (transistor) and 20%
BSA solution without enzyme on another (in that way the reference membrane was
formed). For membrane immobilization, the transducers were placed in saturated
GA vapor for 15–30 min and then air-dried and washed from excess glutaraldehyde
solution in 5 mM buffer, pH 7.5, for 10–20 min.

42.2.7 Measurement Procedure

Determination of creatinine in the model solutions was performed in 5 mM
potassium phosphate buffer, pH 7.4, at room temperature. The working cell of open
type, volume 1.5 ml, with intensive stirring by a magnetic stirrer was used. Prior to
the work, the transducers with immobilized membranes were washed for 20–30 min
from unbound GA until the baseline became stable. The substrate concentration
was changed by adding certain aliquots of stock solution. After each response,
the biosensor was washed from the reaction products, changing the working buffer
every 2 min at least three times.

42.3 Results and Discussion

The function of developed biosensor for creatinine determination is based on
the reaction of creatinine hydrolysis catalyzed by creatinine deiminase, which is
contained in a sensitive element of the biosensor:

Creatinine deiminase
CreatinineC H2O! N–methylhydantoineC NH4

C
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Fig. 42.4 Calibration curves
for determination of
creatinine concentration
obtained by biosensors based
on CD adsorption on zeolites
of four types (BEA-gold,
nano-BEA, BEA-Au,
silicalite) and covalent
CD-BSA cross-linking in GA
vapor

The transducer of biosensor registers the changes in pH induced by creatinine
hydrolysis, which are proportional to the substrate concentration in the analyzed
solution.

The basic idea of the work presented was to compare analytical characteristics
of the biosensors based on the proposed method of immobilization, i.e., enzyme
adsorption on monolayers of zeolites of different types, with those of biosensors
based on traditional technique, i.e., immobilization in GA vapor. The calibration
curves were obtained for the biosensors under investigation, i.e., dependence of the
responses on creatinine concentration in the working buffer (Fig. 42.4).

It was shown that CD was successfully adsorbed on zeolites of all types, which
is evidenced by effective operation of biosensors with zeolite monolayers. Here,
the biosensor based on CD adsorption on pH-FET modified with BEA-gold was
characterized by the best sensitivity to creatinine, whereas the worst was typical for
the biosensors, in which the covalent cross-linking of CD with BSA in saturated
GA vapor was used. This can be explained by a softer technique of enzyme
immobilization by adsorption on zeolites, at which the CD activity losses are less
than in the case of covalent cross-linking CD using GA.

As known, a disadvantage of absorption is probable leaching of enzymes into
the working buffer due to a weak binding between the enzyme and adsorbent [3].
Therefore, at the next stage, the operational stability of the developed biosensors
was tested. To explore this important analytical characteristic, the signals of
all biosensors to the same concentration of creatinine were measured over one
working day, the working surface of biosensors being kept during intervals between
measurements in the working buffer (Fig. 42.5). As seen, all biosensors, both
those based on immobilization with zeolites and in GA vapor, had good signal
reproducibility over 8 working hours. This is confirmed by a slight relative standard
deviation (RSD) of responses, which was 2–3% for all biosensors (except nano-
BEA) indicating quite stable binding of CD with zeolites.
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Fig. 42.5 Reproducibility of signals of biosensors manufactured using CD adsorption on zeolites
(a, BEA-Au; b, BEA-gold; c, nano-BEA; d, adsorption on silicalite) and by covalent cross-linking
in GA vapor (e). Measurements were carried out in 5 mM phosphate buffer, pH 7.4, at room
temperature. Creatinine concentration was 1 mM

At the next stage, we investigated reproducibility of the biosensor preparation
(inter-reproducibility, i.e., a deviation between the responses of different biosen-
sors). Three transducers with similar working characteristics were modified in the
same way, the membranes were deposited on their surfaces, and the responses of the
biosensors to 1 mM creatinine were measured three times for each biosensor. The
comparison of inter-reproducibility was carried out by calculating RSD.



582 S.V. Marchenko et al.

B
io

se
ns

or
 re

sp
on

se
, %

Fig. 42.6 Reproducibility of preparation of various biosensors. Three adjacent columns cor-
respond to responses of three different biosensors prepared by the same technique. In each
three-column part, the average value was taken for 100%. Measurements were carried out at room
temperature in 5 mM phosphate buffer, pH 7.4. Creatinine concentration was 1 mM

Table 42.1 Basic analytical characteristics of biosensors prepared using adsorption (monolayer
method of zeolite deposition) and covalent cross-linking in GA vapor

Limit of Linear dynamic Response Regeneration

Parameter detection, �M range, �M time, s time, s
Material for immobilization

GA 10 10–2000 240 300
Silicalite 2 5–2000 30 60
BEA 5 5–2000 150 120
BEA-Au 5 5–2000 60–90 60–120
BEA-gold 1 5–2000 60 60–120
Nano-BEA 1 3–2000 60–120 60

As seen in Fig. 42.6, the best inter-reproducibility was revealed in the case of CD
adsorption on pH-FET modified with BEA-gold, nano-BEA, and silicalite and the
worst for covalent cross-linking with BSA in saturated GA vapor.

Given the calibration curves and typical responses to the substrate addition, the
basic analytical characteristics were calculated as follows: a limit of detection, linear
dynamic range, response time, and regeneration time. The data are presented in
Table 42.1.

Comparing the results obtained, a conclusion can be made that the use of
monolayer method of zeolite deposition for the development of creatinine-sensitive
biosensors leads to the improvement of their analytical characteristics: a decrease of
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the minimum limit of creatinine detection for zeolites BEA-Au, BEA-gold, nano-
BEA, and silicalite as well as a decrease in overall response time, which is a
significant positive effect on the biosensor creation.

42.4 Conclusions

Novel bioselective elements of the biosensor based on creatinine deiminase immobi-
lized on pH-sensitive field-effect transistors were developed using different types of
zeolites: silicalite, BEA, nano-BEA, BEA-Au3C, and BEA-gold. It was shown that
application of the adsorption method for immobilization of creatinine deiminase on
the surfaces of pH-FET, modified with zeolites, leads to the improvement of basic
analytical characteristics, as compared with the method of covalent cross-linking
with glutaraldehyde in BSA membrane. In particular, it resulted in a decrease of the
response time and thus of the overall time of analysis; an increase in sensitivity and,
in some cases, a reduction in the minimum limit of detection; and a reduction of the
measurement error.
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Chapter 43
Nanostructured Dextran-Graft-Polyacrylamide
Flocculants: Effect of Internal Molecular
Structure on Flocculative Efficiency

N. V. Kutsevol, V. A. Chumachenko, A. V. Balega, O. M. Nadtoka,
and A. P. Naumenko

43.1 Introduction

Water treatment represents one of the most important problems caused by
environmental pollution and increased worldwide demand for pure water. Water,
usually surface water and industrial water, contains many impurities in the form of
very fine suspended solids, dissolved solids, inorganic and organic particles, metals,
and others. The very small size of the particles and the presence of surface charge
cause the difficulties to settle down of impurities [1, 2]. Flocculation is a physical
and chemical process that is used for the removal of colloid, visible sediments, and
some dissolved impurities from water [3]. In the flocculation process, the polymers
are used as flocculating agent for the formation of bridges between the colloidal
particles or other impurities that form clusters [4–7]. Moreover, the flocculating
agents can remove some dissolved impurities by reacting with a functional group
of the flocculant. Polyacrylamide is a common type of polymeric flocculant that is
used because of its low cost and because it allows for synthesizing polyacrylamide
with variable functionality (positive, neutral, negative). In recent years, many
investigations have focused on replacing linear flocculants with branched polymers
[7, 8].

Branched polymers have attracted special interest because of their controlled
internal molecular structure, which results from the fact that the number of variable
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parameters is overwhelmingly large, that is, the initial polymer architecture, average
degree of polymerization, solubility properties, distance between grafts, nature and
flexibility of backbone and grafts, and so forth [9, 10].

The additional factors affecting the internal structure appear for branched
polyelectrolytes: for example, the charge density or pH, the nature of the charge
distribution, and the valence and nature of counterions. Owing to structural peculiar-
ities, the local concentration of functional groups in branched polymers is notably
higher than in linear ones, so they should be promising materials for technological
applications, in particular for issues related to pollution: the sorption of toxic metal
ions [11] from a water medium or the regulation of stability of dispersed systems.

Starlike and linear polyacrylamides (PAAs) in nonionic and anionic forms
were tested as flocculants in the polydispersed kaolin dispersion model. Also, the
advantage of using branched-polymer flocculants to remove heavy metal ions from
water containing clay particles and metal ions simultaneously has been shown.

43.2 Experimental Setup

43.2.1 Materials

Dextran-g-polyacrylamide (D-g-PAA) copolymers consist of a dextran core
(Mw D 20,000 or Mw D 70,000), and polyacrylamide grafts were synthesized
by radical polymerization [12]. The theoretical number of grafting sites per dextran
backbone for both series of copolymers according to synthesis conditions was equal
to nD 20. The samples were designed as D20-g-PAA20 and D70-g-PAA20. Linear
PAA with Mw D 1.4 � 106 was synthesized for comparative investigations.

The samples were characterized using self-exclusion chromatography coupled
with light scattering (LS) and refractometry (Rf). The features of their molecular
structure were analyzed in detail in [12].

Alkaline hydrolysis was used to obtain the branched polyelectrolytes dextran-
graft-polyacrylamide/polyacrylic acid (D20(70)-g-PAA20(PE)) and linear anionic
PAA(PE). The synthesis and characterization of polyelectrolytes were described in
[13]. Branched and linear polyelectrolytes and linear PAA were tested as flocculants
in model kaolin polydispersed dispersion (CD 30 g/L) containing Cu2C, Co2C, and
Ni2Cions.

43.2.2 Methods

43.2.2.1 Self-exclusion Chromatography

Self-exclusion chromatography (SEC) analysis was carried out using a multidetec-
tion device consisting of an LC-10 AD Shimadzu pump (throughput 0.5 mL mn�1),
a WISP 717C automatic injector from WATERS, three coupled 30 cm-Shodex
OH-pak columns (803HQ, 804HQ, 806HQ), a multiangle light scattering detector
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DAWN F from Wyatt Technology (Goleta, CA), and a differential refractometer
R410 from WATERS. Distilled water containing 0.1 M NaNO3 was used as eluent.
The polymer concentrations in solutions prepared for the SEC analysis (C D 1 g/L)
were below overlap concentration C*D 1/[˜]; therefore, the intermolecular interac-
tions can be neglected.

43.2.2.2 Potentiometry

Potentiometric titration was performed using a pH meter pH-340 (Cuet, Tex-
HoPecypc, Moscow, Russia). Solutions of H´l (0.2 N) and NaOH (0.2 N) as titrates
were used. Polymer concentration was 2 g/L. The measurements were performed at
25.0ıC under argon, with constant stirring.

43.2.2.3 Flocculation Ability Test

Flocculation tests were performed in 50 mL graduated cylinders. Kaolin KOM
(Poland) with high content of 2 �m particles (more than 60%) was applied
in 30 g�L�1 suspensions. Polymer concentrations were varied in a range from
C D 1 � 10�4 to 1 � 10�1 g/L. The cylinders were inverted 12 times to mix the
kaolin suspension with a dose of flocculant solution. The kaolin sedimentation
was measured by observing the height of clarified liquid versus time and the
sedimentation rate (V, mm/s) was analyzed. The supernatant clarity was analyzed
by measuring the absorbance at 540 nm (D) in 20 min of flocculation using Varian
Cary 50 Scan UV-Visible spectrophotometer.

43.2.2.4 Test for Heavy Ion Removal from [Kaolin Dispersion/Polymer/
¯È2C] Systems

5 mL of water solution of CuSO4, NiSO4, or CoSO4 (C D 0.60 g/L) were added to
1.5 g of kaolin, mixed for 10 s, then 45 mL of water solution of polymer-flocculant
was added. In 20 min 1 mL of the supernatant was diluted ten times and analyzed by
atomic absorption on the “AAS-1 N” (Carl Zeiss, Jena, Germany) with an acetylene
torch. The source of the radiation was a lamp with a hollow cathode. Terms of
atomic-absorption determination: copper – wavelength 324.7 nm, cobalt – 240 nm,
nickel – 341,5 nm; spectral slit 0.2 nm, lamp current of 8.0 mA, acetylene flow rate
0.5 L min�1, air flow rate – 4.0 L min�1.

43.3 Results and Discussion

Molecular parameters of graft copolymers obtained by SEC are represented in
Table 43.1.



588 N.V. Kutsevol et al.

Table 43.1 Polymer characteristics determined by SEC: Mw is the average molecular weight;
Mw/Mn the polydispersity index, and Rg the radius of gyration

Mw � 10�6 Rg Mw/Mn (Rg
2/Mw) � 103

Sample mol g�1 nm m2 mol g�1

D70-g-PAA20 1.43 64 1.98 2.85
D20-g-PAA20 0.77 46 1.81 2.75
PAA 1.40 68 2.40 –

Table 43.2 Sedimentation rate (V) of kaolin dispersion after treatment with different concentra-
tions of polymer-flocculant

V, mm/s
Cpolymer, g/L

Flocculant 1 � 10�4 1 � 10�3 1 � 10�2 1 � 10�1

D20-g-PAA20 1.04 1.46 3.20 6.15
D70-g-PAA20 0.98 1.55 3.18 6.18
PAA 0.93 1.75 3.60 6.91
D20-g-PAA20(PE) 0.95 1.72 4.79 10.89
D70-g-PAA20(PE) 0.76 2.18 5.10 11.34
PAA(PE) 1.01 2.27 4.20 10.14

Synthesized samples are branched starlike copolymers with a dextran core and
PAA arms [12, 14]. They are characterized by higher compactness in comparison
with linear analogs. Compactness can be estimated as Rg

2/Mw [12] (Table 43.1).
A lower Rg

2/Mw value means higher compactness. The compactness becomes higher
with a decreasing distance between grafts (as for D20-g-PAA20 sample).

The branched and linear samples were saponified to obtain branched polyelec-
trolyte flocculants. The degree of conversion of acrylamide groups to carbozylate
groups after 30 min of hydrolysis was equal to 37% for D70-g-P££20(PE),
36% for D20-g-P££20(PE), and 28% for P££(PE). This confirms that the local
concentration of functional groups is higher for branched polymers than their linear
analogs.

D20(70)-g-PAA20, D20(70)-g-PAA20(PE), and their linear analogs PAA and
PAA (PE) were analyzed as flocculants within a wide concentration range. The
resulting analysis, presented in Table 43.2, shows that increasing the concentration
of polymer-flocculant led to an enhancement of flocculation ability of the nonionic
and anionic branched flocculants as well as their linear analogs. To conduct a
correct analysis of the polymer-flocculant internal molecular structure’s effect on
the sedimentation rate of clay dispersion, a comparison of parameter V (Table 43.2.)
at Cpolymer D 1 � 102 g/L was carried out (Fig. 43.1). At higher concentrations of
flocculant the sedimentation rate was so high that the effect of falling snow was
observed (Fig. 43.2).

It is evident that nonionic flocculants with linear structure reveal a higher
sedimentation rate in comparison with branched flocculants. Linear macromolecules
can easily form bridges between kaolin particles because of their greater flexibility
in comparison with branched macromolecules (Fig. 43.3) [14]. For flocculants
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Fig. 43.1 Scheme of conformation of grafts in branched copolymers D20-g-PAA20 and D70-g-
PAA20

Fig. 43.2 Suspension
settling rate in flocculation by
uncharged and anionic
polymer-flocculants.
Cfloc D 1 � 10�2 g/L

in anionic form, branched flocculants are more efficient in terms of the rate of
suspension sedimentation. The higher value of V was observed for copolymer D20-
PAA(PE) with the most extended PAA(PE) grafts. Obviously, when a polymer chain
becomes very rigid the branched architecture confers come advantages to forming
bridges between clay particles.

The ability to remove the smallest kaolinite particles (colloid clay particles) is the
most important characteristic of the flocculants used in mineral industry wastewater
recycling. Uncharged branched flocculants are more efficient at supernatant clearing
in comparison with linear PAA (Table 43.3).

It was discovered that the branched anionic polymer-flocculant at
Cfloc D 1�10�3 g/L stabilized the smallest particles of clay dispersion (Table 43.3,
Fig. 43.4). This effect was not observed for linear PAA(PE). The stabilizing effect
increases for starlike copolymers with smaller distances between PAA grafts (or
higher compactness of the macromolecules). Obviously, this can be explained by the
different molecular structure of the polymer-flocculant. Branched macromolecules
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Fig. 43.3 Scheme of floccule formation in system of uncharged flocculant/large particles of kaolin
dispersion. 1: particles of kaolin, 2: linear flocculant, 3: branched flocculant

Table 43.3 Optical density (D) of supernatant after treatment of kaolin dispersion at different
concentrations (Cfloc) of flocculant

D

Cfloc, g/L
Sample 1 � 10�4 1 � 10�3 1 � 10�2 1 � 10�1

D20-g-PAA20 0.815 0.385 0.229 0.059
D70-g-PAA20 1.000 0.517 0.261 0.081
PAA 1.287 0.990 0.282 0.240
D20-g-PAA20(PE) 0.645 0.826 0.228 0.199
D70-g-PAA20(PE) 0.879 0.954 0.221 0.158
PAA(PE) 0.734 0.481 0.265 0.191

can “trap” more small colloidal particles of polydispersed kaolin dispersion than
linear macromolecules (Fig. 43.5).

Increasing the concentration of polymer-flocculant makes possible two processes
in parallel: capturing the smallest clay particles and forming a bridge between
large kaolin particles. In the concentration range 1 � 10�3< C � 1 � 10�1 (g/dL)
both uncharged and anionic flocculants of various molecular architectures have
revealed a greater clearing ability with concentration growth. The most efficient
for the removal of the smallest and large clay particles was branched polymer
D70-g-PAA20 in nonionic and anionic forms (Fig. 43.6).

The removal of Cu2C, Co2C, and Ni2C ions from a ternary system [kaolin
dispersion/polymer/Me2C] was tested. The content of Me2C ions in the supernatant
was analyzed by atomic absorption (Fig. 43.7). It was proved that kaolin itself could
remove metal ions from aqueous medium by adsorbing them during the process of
clay particle sedimentation. The first column of the diagram represents the initial
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Fig. 43.4 Supernatant clarity
in 20 min after kaolin
dispersion treatment by
uncharged
polymer-flocculants,
Cfloc D 1 � 10�4 g/L

Fig. 43.5 Scheme for
trapping colloidal particles of
kaolin dispersion by linear
and branched flocculants

Fig. 43.6 Supernatant clarity
in 20 min after kaolin
dispersion treatment by
noncharged and
polymer-flocculants,
Cfloc D 1 � 10�1 g/L
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Fig. 43.7 Content of Cu2C, Co2C, and Ni2C in supernatant after sedimentation in [kaolin
(K)/polymer(PE)/Me2C] ternary system, Cpolym D 1�10�2 g/L

content of Cu2C for all experiments. Kaolin dispersion can reduce by half the metal
ion content in water after clay particle precipitation.

Branched polymers D20-g-PAA20(PE) and D70-g-PAA(PE) are more efficient at
heavy metal ion trapping in comparison with linear PAA(PE). The ability to remove
Me2C ions from clay dispersion is highest for D70-g-PAA20(PE).

43.4 Conclusions

Analysis of the kinetics of the flocculation process revealed that flocculation activity
was more significant for the branched sample having greater compactness. It was
shown that at low concentrations of branched flocculants (´floc D 1 � 10�4 g/L),
residues of the kaolin suspension stabilize. The degree of supernatant clarification
for branched polymers at optimal flocculant concentrations is comparatively higher
than for linear PAA. The branched polyelectrolytes dextran-graft-(polyacrylamide-
co-polyacrylic acid) are less efficient at clarification but more effective in sed-
imentation rate in the flocculation process of polydispersed kaolin suspension
in comparison with noncharged D-g-PAA copolymers. In the case of 20–34%
conversion degree of the branched samples, the sedimentation rate increases, but
further conversion of amide groups into carboxylate groups does not influence
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the flocculation substantially. Nevertheless, the best supernatant clarification was
achieved for less compact branched polyelectrolytes at a flocculant concentration
of 10�2�10�1 g/L. Branched polyelectrolytes D-g-PAA and PAA in anionic form
were tested and compared with respect to the flocculation of the setting of kaolin
dispersions as well as for efficiency at removing Cu2C, Co2C, and Ni2C ions during
the flocculation process. It was shown that the flocculation parameters (setting rate
and degree of supernatant clarification) depend on the polymer-flocculant molecular
structure. Branched polymers D20-g-PAA20(PE) and D70-g-PAA(PE) are more
efficient for heavy metal ions trapping in comparison with linear PAA(PE). The
ability to remove ¯È2C ions from clay dispersions is highest for D70-g-PAA20(PE).
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Chapter 44
Molecular Dynamics Simulations
of the Dynamics of Small Cholesterol Systems

Przemysław Raczyński and Z. Gburski

44.1 Introduction

Cholesterol is an important sterol present in all mammalian cell membranes due to
its functional ability to modulate their physical properties [1–5]. It is well known, for
instance, that the cell plasma membrane is characterized by its fluidity and just that
the cholesterol concentration in bilayer regulates the fluidity. On the other hand, the
excess of cholesterol is unhealthy because it starts to form plaque in blood vessels,
in consequence leading to the atherosclerosis disease.

The molecular structure of cholesterol consists of steroid and alcohol compo-
nents. Four linked hydrocarbon rings form bulk part of cholesterol. The single
hydrocarbon tail is connected to the one end of the bulk part and the hydroxyl polar
(–OH) group to the other one.

In our previous studies, we widely investigated the properties of cholesterol
in various systems, e.g., we investigated the process of extraction of cholesterol
molecules from the small deposit located on protein surface by nanotubes [6–8] or
impact of nanotube on cholesterol cluster [9]. Unfortunately, we have never studied
the behavior of cholesterol in small systems, like these we placed on a protein
surface [6–8].

In this paper we refine our studies by investigation of the properties of cholesterol
in two small systems composed of n D 15 and n D 30 molecules. Through the
analysis of MD simulation results, we describe the differences between systems
with water and without it as well as the impact on the temperature on the dynamics
of molecules in such small systems.
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44.2 Simulation Details

All MD simulations were performed using NAMD 2.9b2 program [10, 11] with
the all-atom CHARMM force field [12]. The TIP3P CHARMM adapted model
was applied for the aqueous samples [13]. The initial configurations of all systems
were obtained from the series of NVT simulations. Next, the systems with water
were additionally simulated in NPT ensemble over 2*106 time steps and with
the reference pressure set to 1 atm. We controlled the pressure using Langevin
barostat implement in NAMD. Next we returned to equilibration of these in the
NVT ensemble over 106 time steps.

After these preliminary simulations, we started to appropriate simulations, where
the data to be analyzed were collected every 200 simulation steps. Each run of these
simulations takes 107 time steps with the time step equal to 0.5 fs (totally 5 ns).

The cholesterol molecules were modelled on the full atomistic level. All inter-
actions between cholesterols in the simulated systems were described with adapted
form of CHARMM potential. Atomic charges on cholesterol molecules were taken
from [14].

44.3 Results and Discussion

First, we would like to show the impact of water on the cholesterol molecules.
Figure 44.1 shows the snapshots of the larger system (nD 30 molecules), with water
and without it. To better visualize the impact of water, we additionally marked OH
groups.

Fig. 44.1 The instantaneous configurations of the systems composed of n D 30 molecules without
water (a) and in water ensemble (b), at T D 310 K. OH groups are additionally marked
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The orientation of the molecules in the system with water and without it varies
considerably. It reflects the nature of cholesterol, consisted of two parts: larger
hydrophobic and smaller hydrophilic. In the system without water, the hydrophilic
OH groups of molecules are oriented toward each other. The polar alcohol com-
ponents prefer neighborhood of other OH groups. In water the orientation of
cholesterols is quite different, long nonpolar chains are turned to the center of the
system, whereas OH groups are directed outside of it, to the polar environment.
Because the significant part of cholesterol molecule is a hydrophobic region, water
does not dissolve the system.

Figure 44.2 shows the mean square displacement
Dˇ̌
��!r .t/ˇ̌2E plots of the center

of mass of cholesterol. ��!r .t/ D �!r .t/��!r .0/ [10], where �!r is the position of the
center of mass of a single molecule. In this paper we present only the initial, most

significant part of
Dˇ̌
��!r .t/ˇ̌2E for the system consisted of nD 15 molecules in water

environment.
None of the plots shown in Fig. 44.2 exhibit behavior characteristic for the solid

state. All of them indicate on liquid state of the system at the given temperature.
Although there are differences between plots for T D 320 K and other temperatures,
the plot features at the highest temperature are typical for a liquid phase.

To refine our discussion regarding the mobility of cholesterol molecules in the
studied systems, we have calculated translational diffusion coefficient D, whereDˇ̌
��!r .t/ˇ̌2E � 6Dt [15]. Nonzero slope of

Dˇ̌
��!r .t/ˇ̌2E is an indicator of translational

diffusion of molecules.

Fig. 44.2 The mean square displacement of the center of mass of cholesterol for the system
composed of n D 15 molecules, in water environment
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Fig. 44.3 The temperature dependence of diffusion coefficient for all systems studied

Figure 44.3 shows the comparison of D for all systems and at all temperatures
studied. In the systems with water, the dynamic of cholesterol molecules is lower. As
we pointed before, in water environment, cholesterol molecules are oriented to each
other with long tails. Meshing with larger hydrophobic parts of cholesterol means
stronger interactions comparing to small OH groups. That is why the dynamics of
the cholesterol molecules is lower in systems with water.

It seems that differences between D values are smaller in case of the systems with
water, comparing to systems without it. Note that in water environment, cholesterol
molecules are surrounded by polar HOH molecules, whereas hydrophobic choles-
terols keep together. It is the reason for the similar mobility of cholesterol molecules
in the different systems in case of the aqueous samples. Figure 44.3 shows that with
the heating of the cluster, the dynamics of molecules grows.

Previously we have concluded that there is no phase transition in the aqueous
system consisted of n D 15 cholesterol molecules. To confirm this conclusion, we
have calculated the values of the Lindemann indexes.

Lindemann index ıL is defined as [16]

ıL D 2

N.N � 1/
NX

i<j

�D
r2ij

E
� ˝rij

˛2� 1
2

˝
rij
˛ ;

where rij is the distance between the center of mass of ith and jth molecules.
The comparison of the obtained values of ıL for all systems and for all

temperatures is shown in Fig. 44.4. For all systems studied, there is no significant
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Fig. 44.4 The temperature dependence of Lindemann index for all systems studied

discontinuity; if it would appear, it would be the indicator of the phase transition.
The values of ıL become larger with the heating of the system, but the differences
for successive values are not significant. Connecting these conclusions with the
previous, we can point out that all systems are in the liquid state at the temperatures
studied although there are differences between molecular mobility of individual
samples.

The last comparison we would like to discuss is a comparison of radial
distribution function g(r) plots. In Fig. 44.5 the similarities between the nonaqueous
and aqueous nD 30 systems, at T D 310 K, are shown.

There are no strong differences in plots of these two systems. One sharp peak
associated with the nearest neighbors can be observed at the distance approximately
r D 6.2 Å. No more clearly defined peaks can be observed, and this confirms the
absence of a solid phase.

44.4 Conclusions

The clusters composed of n D 15 and n D 30 cholesterol molecules were studied,
pure as well as in water environment. Water impacts the behavior of the cholesterol
molecules. In systems without water, the molecules orient their polar groups toward
the interior of the cluster, while in water environment the opposite orientation
prevails and hydrophobic tails intermingle.
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Fig. 44.5 The comparison of the radial distribution function of the center of mass of cholesterol
for the cluster and aqueous system composed of n D 30 cholesterol, at T D 310 K

The dynamics of cholesterol molecules in water environment is lower comparing
to these in clusters. The molecules in all systems and temperatures studied are in the
liquid state. No phase transition occurs.

Our studies complement our previous simulations and describe the behavior
of cholesterol molecules in small systems. It can be potentially interesting in the
context of forming the incipience of cholesterol deposit in blood vessels.
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Chapter 45
Quantum Chemical Study of Water Molecule
Adsorption on the Nitrogen-Doped Titania
Thin Films

O. Smirnova, A. Grebenyuk, O. Linnik, and V. Lobanov

45.1 Introduction

Metal oxides ZnO, SnO2, Fe2O3, CdO, WO3, In2O3, and TiO2 are generally used as
photocatalytic substances [1]. They are used in many processes, including water and
air purification from organic impurities [2], and to destroy bacteria [3]. Titanium
dioxide (anatase) has a high photosensitivity toward UV light and a band gap
Eg D 3.2 eV. It is also chemically and biologically inert and low-cost material,
used for photocatalytic sterilization in the medical and food industries and for
environmental purification [4].

TiO2 generally exists as three polymorphs: rutile, anatase, and brookite. The
brookite phase is unstable, so it is rarely used in the photocatalytic studies. Most of
the studies are conducted with pure anatase, rutile, or pure mixture of the two phases
[5]. Often the most photocatalytic anatase phase is considered [6–10]. However, a
mixture of anatase with rutile exhibits better photocatalytic properties for a large
number of organic compounds [11, 12]. The process of photocatalytic oxidation
over TiO2 surface occurs only if the film is irradiated with light (or other radiation
sources) with energy above the band gap [13].

Broadening the titania absorption towards the visible part of the solar spectrum
can be achieved due to the modification of titania films by urea [14]. Doping of TiO2

by nonmetals is based on:

(a) Band gap narrowing proposed by Asahi et al. [15].
(b) Impurity energy level formation above the valence band as a result of the

substitution of oxygen atom by nitrogen in titania stated by Irie et al. [16].
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(c) Formation of oxygen vacancies concluded by Ihara et al. [17]. It is reported that
TiO2 doped with substitutional nitrogen has shallow acceptor states above the
valence state, while doping with interstitial nitrogen leads to isolated impurity
states in the middle of the band gap where energy levels of the impurity are
mainly hybridized by N2p states and O2p states [18]. The nature of the nitrogen
species is under discussion in numerous scientific publications.

This paper is intended to provide the relationship between the theoretical and
experimental investigation of nitrogen-doped titania films.

45.2 Experimental

Quantum chemical calculations were carried out within the frameworks of the so-
called cluster approximation [19]. Computations on the total energy values of the
optimized geometrical structures of different sized TiO2–TiO2(N) cluster models
(including 14 to 21 titanium atoms) were performed using density functional theory
(DFT) method [20] and the hybrid B3LYP [21] potential with basis set 6-31G(d,
p). Calculations were carried out by means of the software package PC GAMESS
[22] (version Firefly 8.1.0 by A. Granovsky http://classic.chem.msu.su/gran/firefly/
index.html).

TiO2 thin films were synthesized by the sol-gel method using titanium tetraiso-
propoxide as a titania source and a three-block copolymer of polyethyleneoxide
and polypropyleneoxide (PEO)20(PPO)70(PEO)20 (Pluronic P-123) as a template
in alcoholic medium. Concentrated HClO4 and acetylacetone were added to the
precursor as stabilizers. The molar ratio of the components in the sol for film
deposition was as follows: Ti(Oi-Pr)4: P123: acetylacetone: °2±: ´2°5±°:
HClO4 D 1: 0.05: 0.5: 1: 40: 1. A solution of urea (CO(NH2)2) with 5 mol. % was
added under vigorous stirring. The one-layered films were deposited by dip-coating
procedure at a withdrawal rate 1.5 mm/s. The films were left for 1 h for hydrolysis
and heated in air at 450 ıC for 1 h with the heating rate of 3 ıC/min. Photocatalytic
activity of the films was assessed via tetracycline hydrochloride (TC) degradation.
The film was immersed in 40 ml of an aqueous solution of 2 � 10–5 mol/L
TC. The reaction temperature was kept constant (20 ıC) during the experimental
procedure. The change of TC concentration was monitored with a Lambda 35 UV–
Vis spectrophotometer (PerkinElmer) every 20 min at � D 357 nm. The film was
immersed in the solution until complete adsorption in the dark occurred and then
irradiated by a 1000 W middle-pressure mercury lamp for 90 min. The distance
lamp reactor was set at 90 cm. A blank experiment was carried out where a bare
glass was used instead of film. No significant changes in the absorption spectra
of the liquid were observed for the blank. For testing the visible light sensitivity,
a filter transmitting light with � > 380 nm was introduced into the photocatalytic
setup.

http://classic.chem.msu.su/gran/firefly/index.html
http://classic.chem.msu.su/gran/firefly/index.html
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45.3 Results and Discussion

Previously [23] we examined titanium oxide clusters considered both theoretically
and experimentally. The energy difference from the HOMO–LUMO gap is defined
as the difference between the ionization potential and the electron affinity. Here we
analyze the atomic and electronic properties of both pure and nitrogen-doped TiO2

clusters of different compositions (14 or 21 Ti atoms, stoichiometric, and having
oxygen vacancies). The effect of nitrogen incorporation on the adsorption of water
molecules was also studied.

Various kinds of pure clusters are given in Fig. 45.1.
Molecular models for probable adsorption complexes of water on the surfaces of

pure and nitrogen-doped titania are given in Fig. 45.2.
In addition, cluster models of titania including more 21 Ti atoms (pure and

nitrogen-doped) were examined (see Fig. 45.3).
The calculated values of band gaps along with respective total energies for all the

clusters examined are summarized in Table 45.1.

Fig. 45.1 Cluster models for pure and N-doped titania

Fig. 45.2 Cluster models for adsorbed water molecules on surface defects (oxygen vacancies) of
pure and N-doped titania
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Fig. 45.3 Expanded cluster models of pure and N-doped titania

Table 45.1 Effect of
composition of the molecular
models on the value of band
gap width

Molecular model
Theoretical
band gap Eg, eV Etotal, a.u.

Ti14-family
Ti14H22O39 5.23 �14842.51877
Ti14N2H22O37 4.00 �14801.36164
Ti14N4H22O35 3.40 �14760.25821
Ti14H22O38 C H2O 1.90 �14843.41766
Ti14H22O38 2.48 �14767.17117
Ti14 N2H22O36 0.10 �14726.00093
Ti14N2H22O37 C H2O 0.17 �14802.27852
Ti21-family
Ti21H8O46 3.78 �21207.82324
Ti21H24O54 4.16 �21815.40622
Ti21N2H8O44 4.05 �21266.95149
Ti21N2H8O40 0.30 �20965.54102
Ti21H8O42 1.45 �21006.620663
Ti21H32O58 4.50 �22119.41492
°2± 9.73 �76.41973

One can see from the data listed in Table 45.1 that substitution of nitrogen
atoms for oxygen ones in the titania structure (in the case of Ti14-family of clusters)
decreases the Eg value. In case of Ti21-family, no analogous tendency is observed.

The inclusion of the more number of OH-groups in the cluster models also
increases the band gap width. Thus, the increase in the number of atoms in the model
does not improve the coincidence between experimental and theoretical data. That
is why we have to examine the effect of the oxygen vacancies and the adsorption of
water molecules via testing the clusters from Ti14-family.
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Fig. 45.5 Raman spectra of TiO2(N) treated at 450 ı´

Calculated values of the Gibbs free energy of adsorption increase for TiO2

clusters from Ti14-family doped with nitrogen (from 454.84 to 373.21 kJ/mol). This
fact demonstrates the hydrophobic surface properties of the film. In all the cases, the
presence of oxygen vacancies decreases the Eg value.

The experimental results show that high absorption intensity in the visible region
and significant shift of absorption edge to the longer wavelengths in the absorption
spectra (Fig. 45.4) and the decrease in band gap energy values (3.6 and 3.3 eV
for the pure and nitrogen-doped titania films) clearly indicate the effective nitrogen
incorporation into the titania matrix.
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Table 45.2 The conversion
percentage of TC over the
films after UV and visible
irradiation

Film UV, % Vis., %

Blank (glass) 6 2
TiO2 11 5
TiO2(N) 30 16

As a proof of anatase formation in nitrogen-containing films, the Raman
spectrum of TiO2(N) is presented in Fig. 45.5. The high intensive Raman peaks
at 145, 398, 518, and 640 Ôm�1 are observed for TiO2(N) films. These peaks are
related to the formation of photocatalytically active anatase phase.

The photocatalytic activity of TiO2(N) films is increased in three times compar-
ing with pure TiO2 film under both UV and visible light (Table 45.2). This could
point on the change in the electronic structure as a result of nitrogen incorporation
in the semiconductive matrix.

45.4 Conclusions

The calculations have shown that the introduction of two nitrogen atoms into the
matrix reduces the band gap from 5.23 eV (Ti14H22O39) to 4.00 eV (Ti14N2H22O37).
Increasing the cluster size (Ti21H8O46) brings the calculated value (3.16 eV) to the
experimental one of 3.2 eV.

Nitrogen doping leads to growth of the hydrophobic properties of surface of the
titania films.

Thus, the experimental data show that the photocatalytic activity is sharply
increased for N-doped films as a result of nitrogen introduction in semiconductor. It
is also shown that TiO2(N) possessed by high absorption in the visible part of the
spectrum and contained the photocatalytically active anatase phase.
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Chapter 46
Effect of Chemical Vapor Deposition
on the Morphology of the Nanocomposite
Layer in the Complex Method

Andrew E. Stetsko

46.1 Introduction

Machine parts of the future must be more powerful, faster and very easy to use. This
requires a significant increase in the functional reliability and durability of parts and
equipment assemblies, leading to increased operational efficiency.

The operating properties depend not only on the physical and mechanical
characteristics of the material from which they are made, but also on the state of the
surface layer, and the manufacture of other material using different modes results
in significant changes in the surface layer properties and parts durability. During
manufacturing operations, irreversible processes of adaptivity and self-organization
take place on the surface layer, which as a result of the imposition of joint and
actions made and transformed flow of energy and matter lead to the formation of
complex structures. The management of this process and energy absorption of a
layered substance with the passage of high-intensity effects allows one to create
needed layers in details for the future structure and operation of the surface.

Objective: To investigate the influence of previous chemical sedimentation for the
formation and morphology of composite layer hardening using a complex method
of chemical sedimentation and chromium diffusion.
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46.2 Materials and Methods

A variety of methods have been developed for strengthening the surfaces of machine
details. The continued development of one of the traditional methods of surface
hardening – induction heating – is ongoing [1, 2].

This hardening is achieved by high-frequency heating. The main advantage of
induction heating is that it allows for strengthening of the surface layer only in
certain places at a certain penetration depth. This is done by modifying the shape
of the induction coil, which controls the magnitude and frequency of the current in
the coil. This process is commonly used in steel alloys to improve fatigue durability
and wear resistance. The disadvantage of this method is that its effectiveness varies
depending on the surface properties of the material, which significantly limits its
potential for development and improvement.

Studies have been carried out using high-strength materials in order to reduce
grain size [3]. These efforts have made possible the dispersion of ultra-fine-grained
microstructures and highly reinforced construction. But these studies are limited by
the physical properties of the material.

Methods involving microalloying [4, 5] along with fractional-jet treatment,
provide a surface with good yield strength and tensile strength, but sufficient
durability.

Good experimental results [6] for strengthened alloys have been obtained from
nitrogen and carbon diffusive at the � /˛ transformation. Material durability is
provided by carbides and nitrides, but this also increases the brittleness of the
materials, thus limiting the use of this method.

The solution to these issues is provided by the manufacturing process for machine
parts.

46.3 Discussion

The technology involved in creating heterogeneous chromium coatings uses the
effect of liquid metal phase [7], which contributes significantly to the acceleration
process forming a resistant coating of machine parts. Results of this investigation
showed intensification of the diffusive process of steel (0.45% C).

The initial conditions at the very beginning of the investigations demon-
strated that just by using chemical sedimentation before thermochemical treatment,
chromium diffusivity gives a new layer of hardness (Fig. 46.1).

In general, the complex method has three stages: previous tooling, chemical
sedimentation and thermochemical treatment delay, and final tooling (Fig. 46.2).

To investigate impact of chemical sedimentation for repaired machine parts, we
verified [8–15] five recipes (Table 46.1) and used thermochemical treatment of
chromium diffusion. Five additional recipes were developed for the diffusion of
chromium and titanium, and we determined the best results (Table 46.2, Fig. 46.3).
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Fig. 46.1 Complex method

Fig. 46.2 Stages of the complex method

The impact of thermochemical treatment depends on the liquid of chemical
sedimentation on the cover of parts details. After the molten state of chemical
sedimentation we have intensification of adsorption on details and intensification
of the diffusion process.
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Table 46.1 Elements of
chemical Ni-Co-P
sedimentation and diffusion
saturation of Cr

Chemical element #1 #2 #3 #4 #5

CoCl2, (g/l) – 15 15 30 –
NiCl2, (g/l) – 30 30 30 –
NÃ3´6°5±7, (g/l) 84 100 100 80 –
NÃ°2P±2, (g/l) 30 20 60 10 25
N°4´l, (g/l) – 50 50 50 50
´Ñ´±3, (g/l) 7 – – – –
´ÑSO4, (g/l) – – – – 30
NiSO4, (g/l) 15 – – – 30
´°3´±±NÃ, (g/l) – – – – 100
°2S±4, (g/l) 15 – – – –
NH4OH, (ml) 90 60 60 60 50

Table 46.2 Elements of
chemical Ni-Co-P
sedimentation and diffusion
saturation of Cr–Ti

Chemical element #6 #7 #8 #9 #10

CoCl2, (g/l) 15 30 – – –
NiCl2, (g/l) 30 30 – – –
NÃ3´6°5±7, (g/l) 90 – – – –
NÃ°2P±2, (g/l) 25 25 25 30 –
-2°2P±2 (g/l) – – – – 30
N°4´l, (g/l) – 50 50 45 –
´Ñ´±3, (g/l) – – – 15 –
Ni´±3, (Æ/Î) – – – 30 –
´ÑSO4, (g/l) – – 20 – –
NiSO4, (g/l) – – 30 – –
Co(NO3)2 (g/l) – – – – 18
Ni(NO3)2 (g/l) – – – – 30
´°3´±±NÃ, (g/l) – 90 – 90 –
(CHCOONa)2,(g/l) – – 90 – –
C4H6O6, (g/l) 15 – – – –
´°2N°2´±±°, (g/l) 25 – – – –
Na2C4H4O4 (g/l) – – – – 100
N°3 (ml) 50 50 50 50 60

According to the investigated peculiarities of structuring [16, 17], first we formed
the base zone of solid solution Cr in ’-Fe or Cr and Ti in ’-Fe. This zone is based
in zones 1 and 2.

To investigate the molten state of chemical sedimentation we heat details from
640 to 1100 ı´ in increments of 20 ı´. After heating, the details were cooled in air.

Details that were heated to temperatures of 640, 660, 680, 700 and 720 ıC
showed characteristic discoloration only on the covering (the color of metallic
luster to the metal dark gray), which is typical for all samples. At a temperature
of 740 ıC, the formation of small (1–2 mm in diameter) bubbles on the surface
could be observed.



46 Effect of Chemical Vapor Deposition on the Morphology. . . 615

Fig. 46.3 The structure of the diffusion layer after (a) diffusion saturation of Cr and (b) diffusion
saturation of Cr and Ti: (a) 1 chromium carbides in solid solution Cr in ’-Fe, 2 solid solution Cr
in ’-Fe, 3 eutectoid layer, 4 without carbon layer, 5 inner part. (b) 1 titanium carbides, 2 titanium
and chromium carbides in solid solution Cr and Ti in ’-Fe, 3 solid solution Cr and Ti in ’-Fe, 4
eutectoid layer, 5 without carbon layer, 6 inner part

The remaining samples, which were heated to higher temperatures, including up
to 1050 ıC and some with isothermal holding at 800 ıC for 1 h, were characterized
by the formation of bubbles with a larger diameter (3–5 mm) and swelling of
surface chemical sedimentation in the form of randomly directed “swollen veins”
20–25 mm in length and 5 mm wide. Additionally, changes were observed on the
sample surface in the form of “ripples on water”.

The application of Ni-Co-P chemical sedimentation and heating from 700 ı´
to the upper liquid alloy on the surface accelerates the adsorption process and
subsequently accelerates the diffusion of Ni, Co, Cr and other elements.

To study this process, one may consider forming fusible alloys with low melting
points (below 1000 ıC) in this system. Testing showed that implementation is likely
to melt the surface to form reinforced outer layers of the composite area involving
phosphoric eutectic alloys [18], which have a low melting point. Among these, the
lowest temperature should highlight phosphoric eutectic Ni-P, which has a melting
point of 870 ıC (Fig. 46.4), and in the presence of other elements (Co, P, etc.), the
melting temperature decreases.

Among the recipes considered, five were selected (Table 46.1). Formula #1 is Ni
and Co salts of various acids (sulfuric and carbon), which also require the use of
sulfuric acid substitution reaction of carbon cobalt sulfate. Accordingly, in order to
obtain a chemical solution with pH 9–10, the amount of ammonia is increased to
90 ml. As a result of these steps (including isothermal holding for 1 h at 800 ıC),
composite layers of thickness are about 150 �; increasing the size of the workpiece
to 80 �, the total thickness of the diffusion layer was 190 �.
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Fig. 46.4 The phase diagram of the Ni-P system

The composite zone is riddled with small pores (basically 10 � in diameter) that
are located between the carbide grains in a matrix of a solid solution of chromium
in ’-iron. The surface roughness is Rz 40.

Different results were obtained when using the complex method of production
and recovery solution for chemical coating formula #5 (Table 46.1). The composite
area of the hardened layer is smaller than the thickness (averaging about 100 �),
because of the high carbide component of a solid solution of chromium in ’-iron
with a high microhardness, which averaged up to 14 GPa.

When carrying out research by the complex method of chemical processing
and diffusion plating solutions using recipes #2, #3 and #4 (Fig. 46.4), hardened
layers are obtained, and the composite zones are characterized by advanced carbide
components in a columnar carbide grain structure.

The same solution composition for chemical sedimentation was used for all
three recipes, changing only quantitative elements. The results revealed that the
composite zone with the greatest thickness (250 �) was obtained for the sample
using strengthening of chemical depositions solution for recipe #3 (Fig. 46.4b) using
the complex method. This formulation is characterized by the use of salt Ni and Co
hydrochloric acid (sulfuric is weaker by chemical action) in a ratio of 1:2, and high
(up to 60 g/l) sodium hypophosphite content. This is a key element in the solution,
because sodium hypophosphite conducts Ni and Co salt recovery. This sample is
also characterized by the development of a composite zone – first, a typical columnar
carbide grain structure composite zone. The microstructure shows that these grains
are predominantly perpendicular to the physical surface. It should also be noted
that the area riddled with these grains is not at the physical surface, but begins at a
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Fig. 46.5 The microstructure of a hardened diffusion layer of chemical Ni-Co-P coating for
recipes #2 (a), #3 (b), and #4 (c), and for the diffusion Cr modes: isothermal holding 1 h at 800 ıC,
diffusive saturation of Cr 7 h at a temperature of 1050 ıC; magnification �600

depth of 30–50 m. Accordingly, composite zone 1 is divided into two subzones: a
solid solution of chromium in ’-iron and subdivisions – carbide grains located in a
matrix of a solid solution of chromium in ’-iron – actually, a composite component
of a composite zone, which is 200–220 �. The existence of the surface subzone
solid solution of chromium in ’-iron is clear evidence of the lack of either of the
elements – carbon or chromium – making the formation of chromium carbide grains
impossible. Since the source of chromium (the outside air) is continuously active
throughout the process of diffusion plating, the deficit eventually becomes part of
carbon (Fig. 46.5).

Thus, during thermochemical processing, carbon was in a near-surface zone or
in contact with chromium or diffused out. But over time, Carbide formation became
so intense that a continuous layer of carbide grains was formed on the border area
of a solid solution of chromium in ’-iron, blocking carbon access from inside. It is
also possible that access to “deep” carbon under the temperature-diffusive physical
surface prevented many other diffusive elements from moving to the core, and they
remained closer to the area of the solid solution of chromium in ’-iron.

In studying the kinetics of the formation of hardened layers on steel with 0.45%
carbon for other modes of chemical and thermal processing, with exposure at
700 ıC, reducing the temperature of isothermal holding to 100 ıC and reducing
the duration of thermochemical treatment from 7 to 5 h drastically affected the
morphology of the obtained layers (Fig. 46.6a–d).

The first effect is the relatively small thickness of the layers themselves, which
are reduced by more than 100 �. Second, carbide colonies are still in the formative
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Fig. 46.6 The microstructure of strengthened diffusion layer of chemical sedimentation of
Ni-Co-P for recipe #1 – (a), recipe #2 – (b), recipe #3 – (c), recipe #5 – (d); and diffusion Cr
regimes: 1 h isothermal delay at 700 ıC, 5 h diffusive Cr saturation at 1050 ıC

stage and are dominated by micrograin carbide chromium, and individual carbide
grains are small and are located mostly along the grain boundaries of ferrite and
pearlite, where, according to the classical theory of diffusion processes, diffusion
occurs more readily, creating the best conditions for their formation and growth. As
in previous samples, the most developed hardened layer is observed in the sample
in which the previous chemical coating was obtained by compound #3. This layer
thickness has the greatest and most integrated microhardness as a result of a dense
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Fig. 46.7 The microstructure
of the hardened diffusion
layer of chemical Ni-Co-P
coating for recipe #3 and for
the Cr-Ti diffusion modes:
isothermal holding for 1 h at
700 ıC, diffusive saturation
Cr 5 h at a temperature of
1050 ıC; magnification �600

mesh of carbide micrograins and a certain number of existing chromium carbide
grains. For the modes for this complex method, see the sample (Fig. 46.6d), as noted
above, which is the zone 2 solid solution of chromium in ’-iron, a chemical coating
that used recipe #5.

It should be mentioned that the sample in Fig. 46.7 has continuous stretches along
the border area with two carbide micrograin colonies directed mainly perpendicular
to the physical surface. If we compare this sample with the sample shown in Fig.
46.3, we can clearly see that the above colony micrograin plot is similar to the
solid carbide grain colony chromium, which further covers the access to the carbon
carbide composite zone 1.

Because of its accessibility and universality, the complex method that includes
a surface treatment by chemical vapor deposition developed for recipes and ther-
mochemical treatment by accepted modes enables new qualitative characteristics
of surface-hardened layers of machine parts, instruments and tools, allowing the
expansion of its scope.

Using a number of new chemical formulations developed to cover certain modes
and methods of chemical and thermochemical treatment with Cr and Cr-Ti, we
obtained positive experimental results, with improved physical and mechanical
properties of iron alloy surfaces, namely:

(a) Considerable thickness of diffusion layers (within 200 � of the working area);
(b) Sufficient hardness of diffusion layers, which is about 20 GPa of working area.

The results of scientific developments set the stage for more advanced research
and analysis, which will aid the development and implementation of practical
recommendations for strengthening concrete machinery parts, equipment and tools
(Figs. 46.8 and 46.9).
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Fig. 46.8 The microstructure of the hardened diffusion layer of chemical Ni-Co-P coating for
recipe #1 (a), recipe #2 (b), recipe #3 (c), recipe #4 (d), recipe #5 (e) and for the diffusion Cr-
Ti modes: isothermal holding 1 h at 800 ıC, diffusive saturation Cr-Ti 7 h at a temperature of
1100 ıC; magnification �600

46.4 Conclusions

In this work, the complex method for strengthening machine surface details is
improved and extended. The method consists of a few stages, with the basic
stages comprising chemical Ni-´Ñ-P sedimentation and thermochemical treatment
(diffusion of Cr or Cr-Ti).

The application of the different recipes for chemical sedimentation provides
hardness layers with the requisite structure.

The method is inexpensive, simple and flexible for application across a number
of industry sectors.
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Fig. 46.9 The model of diffusion Cr/Cr-Ti saturation. 1 Chemical Ni-´Ñ-P sedimentation, 2
Beginning of diffusion of atoms of Cr or Cr–Ti, 3 Appearance of spots of fusion of Ni-´Ñ-P
chemical sedimentation, 4 Acceleration of adhesion of atoms Cr or Cr-Ti, 5 Formation of primary
zone of solid solution of Cr or Cr-Ti in ’-Fe, 6 Formation of composite zone with nanodispersible
carbide grains, 7 Completion of formation of composite zone with carbide grains in the solid
solution of Cr or Cr-Ti in ’-Fe

Because of its accessibility and universality, the complex method that includes
surface treatment by chemical vapor deposition developed for recipes and ther-
mochemical treatment by accepted modes is able to achieve new qualitative
characteristics of surface-hardened layers of machine parts, instruments and tools,
thus expanding its scope.

Using a number of new chemical formulations developed for certain modes and
methods of chemical and thermochemical treatment with Cr and Cr-Ti, we obtained
positive experimental results, with improved physical and mechanical properties of
iron alloy surfaces, namely:

(a) Considerable thickness of diffusion layers (within 200 � of the working area);
(b) Sufficient hardness of diffusion layers, which is about 20 GPa of working area.
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Chapter 47
Effect of Water Vapor Amount in Hydrogenous
Atmospheres on Reducing Ability
of the YSZ–NiO Fuel Cell Anode Material

B. D. Vasyliv, V. Ya. Podhurska, and O. P. Ostash

47.1 Introduction

It is known that temperatures within the 550–600 ıC range are the most effective
for the reduction of NiO powders [1]. However, exposition of NiO ceramics in Ar–
5 vol%°2 mixture, which can be used for gradual reduction of SOFC anodes, for
4 h at 600ı´ causes partial reduction of the NiO particles forming thin edgings of
metallic Ni (of thickness of 0.1–0.3 �m) around them [2]. During redox treatment
of NiO ceramics, structural transformation of boundaries of contacting nickel phase
particles occurs causing increase in strength.

It was revealed for ScCeSZ–NiO anode ceramics that at certain redox treat-
ment regimes, substantial improvements in strength (up to 112%) and electrical
conductivity can be reached [3]. It was also found that after the redox treatment
of YSZ–NiO anode ceramics at certain regimes, improvements in physical and
mechanical properties occur [4, 5].

The efficiency of the fuel cell is known to rely significantly on fuel gas
composition. It is known that the electrochemical oxidation of H2 is strongly
influenced by the steam content in the fuel. It has been reported that a small amount
of water (few %) significantly helps decrease anode polarization resistance, while
too large an amount of water can degrade anode performance, especially at high
electrical load and low concentrations of H2 in the fuel [6]. The mechanism by
which the steam content in fuels promotes the H2 oxidation reaction is still not well
established. There is contradictory evidence as to whether adsorption of oxygen
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species from water on the ceramic part of a cermet anode or the metal part of the
anode plays the key role in promoting the reaction.

It is also known that under anodic operation in the presence of high water vapor
pressures, redistribution of Ni in the YSZ–Ni cermet occurs [7].

The aims of this work are to study an effect of water vapor amount in a
hydrogenous medium on structure and physical and mechanical properties of
YSZ–Ni anode materials for solid oxide fuel cells (SOFCs) after various kinds
of preconditioning and also to find out microstructural changes causing resulting
properties of the material.

47.2 Material and Methods

Anode ceramics of YSZ–NiO system sintered of zirconium oxide powder stabilized
with 8 mol% Y2O3, with the addition of 50 wt% NiO, has been investigated. A series
of specimens of the size of 1 � 5 � 25 mm were subjected to one-time reduction
in hydrogenous atmosphere (the Ar–5 vol%°2 mixture) for 4 h at 600ı´ under
the pressure of 0.15 MPa or to “reduction in the mixture–oxidation in air” (redox)
cycling at 600ı´ according to [5, 8] (see Table 47.1). The preconditioned specimens
and the as-received ones were then subjected to dwell for 4 h in “water vapor–
Ar–5 vol% °2 mixture” atmosphere at 600ı´ under the pressure of 0.15 MPa.
In order to reach the pressure of 0.15 MPa, the test chamber was degassed and
filled with water vapor of a certain pressure (0.03 or 0.148 MPa) and then filled up
to the pressure of 0.15 MPa with the Ar–5 vol%°2 mixture. The test conditions
were divided into three modes, and the names of samples contained designations of
preconditioning and treatment modes (see Table 47.1).

Table 47.1 The treatment regimes for the materials tested

Name of a series Preconditioning Test mode

A1 A 1
R1 R 1
RO1 RO 1
A2 A 2
R2 R 2
RO2 RO 2
A3 A 3
R3 R 3
RO3 RO 3

A as-received material, R one-time reduction in the Ar–5 vol% °2 mixture for 4 h at 600ı´ under
the pressure of 0.15 MPa, RO redox treatment for five cycles (reduction in the Ar–5 vol% °2

mixture–oxidation in air), mode 1 no treatment, mode 2 dwelling for 4 h in “water vapor–Ar–
5 vol% °2 mixture” atmosphere at 600ı´ under the pressure of 0.15 MPa (water vapor pressure,
0.03 MPa), mode 3 dwelling for 4 h in “water vapor–Ar–5 vol% °2 mixture” atmosphere at 600ı´
under the pressure of 0.15 MPa (water vapor pressure, 0.148 MPa)
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Ultimate fracture stresses of materials in the initial state, � f0, and after the
corresponding treatment, � f, were determined during the three-point bending test
of the specimens in air at 20ı´. Based on these data, the relative strength, � f /� f0,
of the material treated was evaluated.

Specific electrical conductivity of material, ¢ , was determined in air at 20ı´
using the Van der Pauw method [9]. Fracture surface morphology of the specimens
was studied using SEM with secondary electron images. For this purpose, the
electron microscope Carl Zeiss EVO-40XVP was used.

47.3 Results and Discussion

It is known [2, 8] that exposition of YSZ–NiO ceramics at the temperature 600ı´ for
4 h in the Ar–5 vol%H2 mixture causes formation of thin Ni edgings (of thickness
of 0.1–0.3 �m) around NiO particles. As compared to as-received material, residual
stresses have not changed, and no noticeable change of zirconia skeleton has been
found. But reduction in strength to 84% of the value for the as-received YSZ–NiO
ceramics, caused by partial structural transformation of nickel phase, has been found
for this mode of the treatment. The network of united Ni shells allows the electrical
conductivity to be satisfactory. In pure hydrogen, nanopores on Ni particles formed
due to their shrinkage and the pores between the particles prevent the rise of residual
tensile stresses, but the nickel phase transformation followed by volume change and
formation of pores causes the loss of a significant percentage of particle bonds and
violates material integrity. Thus, reduction in strength to 48% of the value for the
as-received YSZ–NiO ceramics was found.

Taking into account the mentioned peculiarities, we used in this work the Ar–5
vol%H2 mixture for gradual reduction of SOFC anode material.

A strong tendency to increase the strength of material after both the one-time
and redox preconditioning has been observed (mode 1 in Fig. 47.1a, b). Electrical
conductivity of material has increased to a quite appropriate level as a result of
reduction of a nickel phase (mode 1 in Fig. 47.1c).

A coarse agglomerate fracture was observed for R series (Fig. 47.2d) without
the next treatment (of mode 1). It means that thin Ni edgings around NiO particles
(Fig. 47.2a) do not affect structural integrity of the material. We can observe signs
of ductile elongation of the nickel phase particles for R series (Fig. 47.2d) contrary
to their brittle debonding for A series.

No discernible difference in mechanical behavior was found for R series tested in
mode 2 (see Fig. 47.1a, b). A small amount of water vapor in Ar–5 vol% °2 mixture
(water vapor pressure below 0.03 MPa) causes some changes in the YSZ–Ni cermet
structure (Fig. 47.2b, e), in particular, growth of nanopores on tiny Ni particles.
Resulting strength of the YSZ–Ni cermet decreases by 10–12% as compared to
the material reduced in the atmosphere without water vapor. Electrical conductivity
of material is of about the same level as for preconditioned series in mode 1 (see
Fig. 47.1c).

For as-received material (A series), high concentration of water vapor in Ar–
5 vol% °2 mixture (water vapor pressure 0.148 MPa) is an obstacle for its reduction.
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Fig. 47.1 Ultimate fracture
stresses, � f (a); relative
strength, � f /� f0 (b); and
specific electrical
conductivity, ¢ (c), for
materials tested in modes 1–3
(see Table 47.1). White bars –
A series (no preconditioning);
hatched bars – R series
(preconditioning by one-time
reduction); cross-hatched
bars – RO series
(preconditioning by redox
cycling). The numbers above
the bars indicate the values of
corresponding parameters

As a result no satisfied value of electrical conductivity for A series was reached
(mode 3 in Fig. 47.1c). A particular increase in strength (mode 3 in Fig. 47.1a, b) is
probably caused by water vapor assisted lowering the residual stresses in YSZ–NiO
ceramics [10, 11] because no visible signs of structural degradation are observed. At
the same water vapor concentration, a drop of strength of preconditioned material
was revealed (mode 3 in Fig. 47.1a, b). Such an atmosphere does not allow the
reduction of a nickel phase to occur. In the presence of water vapor of high pressure,
reoxidation of a nickel phase occurs at 600ı´, and, finally, degradation of YSZ–Ni
cermet takes place by debonding smaller particles of nickel phase (Fig. 47.2c, f),
accompanied with slight lowering of the conductivity (by 3%). The strength of the
one-time-reduced material (R series) is lowered by 19% as compared to the as-
received ceramics (mode 3 in Fig. 47.1b).

We did not find any difference in mechanical behavior for R and RO series tested
in mode 2 (see Fig. 47.1a, b). As compared to the cermet structure formed during
the redox treatment (Fig. 47.3a, d), a small amount of water vapor in Ar–5 vol%
°2 mixture (water vapor pressure below 0.03 MPa) causes growth of nanopores
(Fig. 47.3b, e), similarly to R series. In all the cases of testing in mode 2, resulting
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Fig. 47.2 Observations of (a–c) the structure and (d–f) fracture surface morphology of specimens
preconditioned by one-time reduction, with the following treatment in (a, d) mode 1, (b, e) mode
2, and (c, f) mode 3 (see Table 47.1)

Fig. 47.3 Observations of (a–c) the structure and (d–f) fracture surface morphology of specimens
preconditioned by redox treatment for five cycles, with the following treatment in (a, d) mode 1,
(b, e) mode 2, and (c, f) mode 3 (see Table 47.1)

strength of the YSZ–Ni cermets is of about the same level. Electrical conductivity
for RO series in mode 2 is of about the same level as for R series in mode 1 (see
Fig. 47.1c).

At high water vapor concentration (water vapor pressure, 0.148 MPa), a drastic
drop of strength for RO series was revealed (mode 3 in Fig. 47.1a, b). Such an
atmosphere causes reoxidation of the nickel phase. Degradation of YSZ–Ni cermet
structure occurs with formation of microcracks on the boundaries between the YSZ
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and nickel phases (Fig. 47.3c, f). The strength of the cyclically treated material (RO
series) is lowered by 27% as compared to the as-received ceramics (mode 3 in Fig.
47.1a, b).

Thus, we revealed a positive effect of high amount of water vapor at 600ı´
on the strength of the as-received ceramics. But in all the cases of preconditioned
specimens, deterioration of the physical and mechanical properties affected by water
vapor of high pressure was observed. We suppose that such a dual effect of water
vapor on durability of a nickel–zirconia anode needs to be an object of forthcoming
thorough investigations.

47.4 Conclusions

Based on the experimental data, the dual effect of water vapor on durability of
nickel–zirconia SOFC anodes has been revealed. Small amount of water vapor in
Ar–5 vol% °2 mixture (water vapor pressure below 0.03 MPa) does not affect the
reduction of a nickel phase in YSZ–NiO ceramics but causes some changes in the
YSZ–Ni cermet structure, in particular, growth of nanopores on tiny Ni particles.
Resulting strength of the YSZ–Ni cermet decreases by 10–12% as compared to the
material reduced in the atmosphere without water vapor. A higher concentration
of water vapor in the mixture (water vapor pressure above 0.03–0.05 MPa) causes
a converse change in the reduction kinetics. For as-received material, such an
amount of water vapor in the mixture is an obstacle for its reduction. It also causes
reoxidation of a nickel phase in the YSZ–Ni cermet at 600ı´. For the material
treated by redox cycling, better physical and mechanical properties were revealed
after dwelling at 600ı´ in a water-depleted gas mixture. Contrary to this, after
dwelling at 600ı´ in a water-enriched gas mixture, the material showed lower
resistance against reoxidation and the lowest strength. We suggest that amount of
water vapor in operating hydrogenous media of SOFCs should be limited and water
vapor pressure should be below 0.03–0.05 MPa.
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Chapter 48
Sol-gel Synthesis and Conductivity
NaLn9(SiO4)6O2

K. V. Borysova and E. I. Getman

48.1 Introduction

Compounds with the structure of apatite have found applications in various fields
of science and technology. The urgency in obtaining silicate apatites is that
the introduction of silicon into the apatite structure significantly increases the
biocompatibility and bioactivity of the materials for use in medicine. Apatites
containing silicon and rare earth elements (REEs) can be used, for example, as
selective catalysts in organic synthesis reactions, electrolytes for solid oxide fuel
cells, and luminescent materials.

The aluminosilicate and germanosilicate apatites can play the role of electrolytes
in solid oxide fuel cells, which will become important components for a future of
clean energy. The main advantage of solid oxide cells is that they do not require
an expensive catalyst (platinum) and can run on many types of fuel. For a long
time, the problems with using solid oxide fuel cells (SOFCs) were the high process
temperature (700–1000 ıC) and the need to disperse the heat.

A promising development in media is the use of a SOFC solid electrolyte
with higher ionic conductivity at low temperatures compared to YSZ. Despite
numerous studies aimed at finding and studying new electrolytes, the problem
remains unresolved and open, which is due to the additional requirements for
the electrolyte material, such as low electronic conductivity, mechanical strength,
structural stability, and chemical stability in oxidizing and reducing environments
at temperatures of assembly and operation of the component. In this regard, among
the most promising oxygen ion conductors are silicates and germanates REE apatite
structure. The features of the structure of these compounds ensure their high oxygen

K.V. Borysova (�) • E.I. Getman
Donetsk National University, Ukraine. 600-richya Street, 21, Vinnytsia, 21021, Ukraine
e-mail: k.borysova@donnu.edu.ua

© Springer International Publishing AG 2017
O. Fesenko, L. Yatsenko (eds.), Nanophysics, Nanomaterials, Interface Studies,
and Applications, Springer Proceedings in Physics 195,
DOI 10.1007/978-3-319-56422-7_48

631

mailto:k.borysova@donnu.edu.ua


632 K.V. Borysova and E.I. Getman

conductivity at moderate temperatures, low conductivity activation energy, stability
in reducing environments, and the possibility of isomorphic substitution (doping) of
the different elements, which allows them to modify the transport properties [1–3].

However, the use of oxyapatites as electrolytes requires the development of sim-
ple and inexpensive methods of synthesis and studies of the systematic structural and
transport properties of materials to obtain compounds with optimal physicochemical
characteristics.

Already in the early papers on the conductivity of silicate and germanate REEs,
a dependence of the transport properties on the composition of the samples and
the structural features of oxyapatites was observed. For example, works on single
crystals show the anisotropy of the transport properties of silicon apatite owing to
the anisotropy of the hexagonal lattice of apatite, which is manifested in the fact that
the conductivity of oxygen oxyapatites parallel to the c axis is almost one order of
magnitude higher than the conductivity in the perpendicular direction [4, 5].

There was a marked increase in the ionic conductivity and reduced activation
energy with increasing radius of REE ions (REE D La, Nd) [4]. In a series
REE10(RO4)6O3 samples of polycrystalline composition, REE D La, Pr, Nd, Sm,
Gd, and Dy, the maximum conductivity value at 700 ıC, equal to 1,4 �10�3 S/cm,
was obtained for La10(SiO4)6O3. Later, a similar relationship was also obtained
by a number of other investigators for samples containing less REE, such as
RE9,6(SiO4)6O2,4 (REE D La, Nd, Gd), and for RE9,33(SiO4)6O2 (REE D La, Pr,
Nd, Sm, Eu, Gd) [6–8].

The observed behavior associated with changes in the composition of the samples
and the stoichiometry of the apatite in them reflect well on modern concepts
of the oxygen conductivity of silicates of REEs, according to which high ionic
conductivity is typical for samples with a hexagonal lattice of apatite and associated
with the presence in it of channels, cation vacancies, and interstitial oxygen atoms
[9]. Tolerance to the apatite structure of isomorphous substitutions in a wide range
elements and compounds can adjust the number of cation vacancies and interstitial
oxygen atoms and thus modify the transport properties of the electrolyte putting
bifunctional atoms into the lattice in place of lanthanum or silicon. In addition, the
introduction of isovalent atoms also makes it possible to change the conductivity of
the oxyapatites, for example, by stabilizing the apatite structure with excess oxygen
atoms [10, 11].

48.2 Experimental Setup

A sample of NaNd9(SiO4)6O2 was prepared by the method of solid phase synthesis.
At first, oxides were chosen as the starting materials; their elemental composition
corresponds to silicate apatite. According to the synthesis procedure, the resulting
mixture was calcined at 800 ıC, then the temperature was raised to 1100 ıC. The
sample was calcined for 10 h.
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The same compound was obtained by the synthesis of NaGd9(SiO4)6O2. The
sample was calcined at 800 ıC (16 h) and 1100 ı C with intermediate abrasion
every 20 h to obtain a single phase apatite (of 120 h).

The sol-gel method was used on the sample of NaEu9(SiO4)6O2. For this synthe-
sis the starting materials were tetraethoxysilane, carbonate, and oxide corresponding
to the elemental composition of the apatite; they were then added dropwise to the
required amount of concentrated nitric acid, distilled water, and ethyl alcohol. The
resulting sol was dried. Solids of this sol were calcined at a temperature of 550 to
1100 ıC. In accordance with the method, the powders were pressed into pellets,
calcined at 900 ıC, and sintered at 1100 ıC for 30 h.

Powder diffraction analysis was performed on DRON-3 (NPO «TsNYYTMASh»
Russia) X-ray diffractometers using CuK˛ radiation and Ni filter. The angular scan
rate for the determination of the phase content of the samples was 1–2ı/min (2™). A
Rietveld refinement was then used to determine the crystalline structure by powder
diffraction data. The angular range chosen for calculations was from 15 to 95ı (2™).
The angle increment and exposure time were 0.05ı and 3 s, respectively.

48.3 Results

Powder diffraction revealed that the apatite structures appeared in the samples after
calcination at 800 ı´, but the phase composition was not yet uniform, as the lines
corresponding to the Eu2O3 phase were still quite visible. Figure 48.1 shows phase
compositions for the samples sintered at temperatures ranging from 800 to 1100 ı´.

The intensity of europium oxide lines during the synthesis of NaEu9(SiO4)6O2

drops considerably only after calcination at 1000 ı´. The single phase
NaEu9(SiO4)6O2 was obtained after calcination at 1100 ıC.

The elemental composition in NaEu9(SiO4)6O2, determined at over 60 points
(surface regions) on 8 thin sections is satisfactorily consistent with the calculated
data (Table 48.1). This indicates that Na2O has not undergone sublimation during
the apatite synthesis.

The foregoing X-ray diffraction analysis for NaNd9(SiO4)6O2 and NaGd9

(SiO4)6O2 also indicated that the apatite began to form at 800 ıC and retained its
structure up to 1100 ıC. When the temperature rose above this range, sodium subli-
mation occurred and the samples did not correspond to the elemental composition.

For samples in the studied temperature range of 320–750 ıC, the temperature
dependence of conductivity obeys the Arrhenius equation with an inflection at
420–450 ıC, caused, apparently, by the transition from extrinsic to intrinsic con-
duction, and is linear in each of the areas. Therefore, the graph in the coordinates
lg¡ was built to process the data from 1/T, and calculated activation energies of
conduction.

For NaNd9(SiO4)6O2 the lower temperature range is 320–420 ıC, and the upper
range is 430–750 ıC (Fig. 48.2). In both areas the dependence is close to linear.
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Fig. 48.1 X-ray diffraction spectra for NaEu9(SiO4)6O2 samples after calcination at 800, 900,
1000 and 1100 ı´

Table 48.1 Element analysis results for NaEu9(SiO4)6O2 (% by weight)

Section Number of points (regions) O Na Si Eu

1 7 21.18 1.14 8.67 69.01
2 12 21.43 1.12 8.97 68.48
3 7 21.84 1.13 9.46 67.57
4 7 21.41 1.13 8.95 68.51
5 7 21.40 1.19 8.92 68.49
6 9 21.63 1.10 9.21 68.06
7 7 21.34 1.15 8.92 68.59
8 4 21.02 1.06 8.50 69.42
Determined 21.44 1.13 8.98 68.45
Calculated 21.06 1.16 8.53 69.25

For NaEu9(SiO4)6O2 (Fig. 48.3) the lower temperature range is 300–440 ıC, and
the upper range is 450–750 ıC.

The inflection point on the Arrhenius plot is due to a transition from extrinsic
to intrinsic conductivity as the temperature increases. The values of DC and
AC electrical conductance as well as activation energy were measured for this
compound and are given in Table 48.2.

As can be seen from the data, the conductivity values measured at the alternating
current are higher than the values measured at the direct current because both active
and reactive components of the conductivity are measured at the alternating current
(capacitive or inductive), and only the active component is measured at the direct
current.
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Fig. 48.2 Logarithm of conductivity, � (mScm�1), as function of 1/µ (-�1) for NaNd9(SiO4)6O2

Fig. 48.3 Logarithm of conductivity, � (mScm�1), as function of 1/µ (-�1) for NaEu9(SiO4)6O2
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Table 48.2 DC and AC conductance and activation energy for the samples

´Ñmposition � (500ı´), mScm�1 � (600ı´), mScm�1 �(700ı´), mScm�1 E£, eV

NaEu9(SiO4)6 O2

(direct current)
0.547 1.887 3.120 0.62

NaEu9(SiO4)6

O2(1000 Hz)
1.257 2.681 4.059 0.77

NaNd9(SiO4)6 O2

(direct current)
0,461 0,782 1151 0.40

NaNd9(SiO4)6

O2(1000 Hz)
0,942 1163 1401 0.31

La9.33Si6O26 [12] 0.023 – 0.26 0.84
La9Mg0.5Si6O26 [12] 0.021 – – 0.98
La8.67SrSi6O26 [12] 0.083 – – 0.87
La8.67CaSi6O26 [12] 0,058 – – 0.87

NaEu9(SiO4)6O2 has greater electrical conductance and in most cases slightly
lower activation energy compared to lanthanum silicates La9.33Si6O26 and
La9.67Si6O26.5 as well as some silicates of lanthanum doped with magnesium
and alkaline earth metals La9Mg0.5Si6O26, La8.67SrSi6O26, La8.67CaSi6O26 [12]. An
increase in electrical conductivity in compounds containing excess oxygen atoms,
such as La10Si6O27, was established previously [12]. A greater electrical conduc-
tivity of NaEu9(SiO4)6O2 can be explained by the local distortion of the crystal
structure since it does not have excess oxygen. The alkali metal replacing europium
has a much smaller charge and larger size. Some oxygen atoms of each SiO4 tetrahe-
dron surround both Eu(1) and Eu(2). This leads to a weaker electrostatic interaction
of oxygen with the Eu(1) and a stronger electrostatic interaction with Eu(2).

48.4 Conclusions

However, solid-phase, mechanochemical, and hydrothermal methods were not able
to obtain NaLn9(SiO4)6O2 compounds suitable for making pottery because of
uncontrolled sublimation under Na2O, no single-phase samples, and the deviation
from the set of predetermined compositions. For that reason, we used the sol-
gel method for the synthesis of nanoscale compounds NaLn9(SiO4)6O2 by the
hydrolysis of sodium tartrate solution and rare earth metals from tetraethoxysilane
Si(OC2H5)4. Ceramics, obtained from polycrystalline samples at 1100 ıC, had a
sufficient density for measuring the electrical conductivity. It is established that
electrical conductivity at 700 ıC has the same order as the most-apatite REE silicates
without alkali metals. The conductivity of sodium silicates of the yttrium subgroup
is lower than that of cerium, which is due to the decrease in the diameters of the
channels of the structure through which the ions that conduct the conductivity move,
due to the decrease in the distances Ln(2) -Ln(2). The distances Ln(2) -Ln(2) where
Ln - Nd, Eu, Gd are 3.94; 3.87; 3.85 ÕÃ 3.81 Å.
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Nanocomposites and Nanomaterials



Chapter 49
Structure, Morphology, and Properties
of Copper-Containing Polymer Nanocomposites

V. Demchenko, S. Riabov, N. Rybalchenko, and V. Shtompel’

49.1 Introduction

In the last decade, there has been increased interest in the creation of new functional
polymeric materials containing metal nanoparticles of various metals or their metal
oxides [1–3].

In this connection, researches dealing with elaboration of such hybrid materials
[4–8], including synthesis of Cu nanoparticles directly in a polymers film [9–11],
are intensively developed. It is known that copper’s nanoparticles have interesting
optical properties and high catalytic, antibacterial, and fungicidal activities, and this
urges an interest for design and preparing a polymer–metal and hybrid composites,
having controllable structure and particles of nano-size level [4].

Cu nanoparticles have been synthesized through different methods such as
thermal decomposition [12–15], metal salt reduction [16], microwave heating
[17], radiation methods [18], micro emulsion techniques [19], laser ablation [20],
polyol method [21], solvothermal method [22], and thermal and sonochemical
reduction [23].

As an intensive expansion and steady growing of microorganisms in a various
environments takes place, new efficient substances are strongly required to apply
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in pharmacology, medicine, food industry, and for wastewater treatment as well.
Nanoparticles of metals (e.g., Ag and Cu) and metal oxides (like Cu2O) possessing
a biocidal activity and high stability in the extreme conditions are in the focus of
researchers, developing efficient antimicrobial agents [24, 25].

So, the aim of this work is to study the structural organization, morphology,
and thermomechanical and antimicrobial properties of nanocomposites prepared
involving natural and synthetic polymers – pectin, polyethyleneimine, and Cu/Cu2O
or Cu nanoparticles – obtained by the chemical and thermal reduction of copper ions
in the interpolyelectrolyte–metal complexes.

49.2 Experimental

To obtain the interpolyelectrolyte complexes (IPEC), pectin–polyethyleneimine;
the interpolyelectrolyte–metal complexes (IMC), pectin–Cu2C–polyethyleneimine;
and nanocomposites of IPEC–Cu/Cu2O or Cu, the following reagents were used:
anionic polyelectrolyte citrus pectin (Cargill Deutschland GmbH, Germany) with
¯ D 3 � 104, cationic polyelectrolyte anhydrous branched polyethyleneimine
(PEI) (Aldrich) with ¯n D 1 � 104 and ¯w D 2.5 � 104, copper (II) sulfate
pentahydrate (CuSO4 � 5H2O) (Aldrich) with M D 249.69, and sodium borohy-
dride(NaBH4)(Aldrich) with M D 37.83.

IPEC samples were formed via mixing of 5% aqueous solutions of pectin and PEI
taken at a molar ratio of 1:1, at T D 20 ˙ 2 ı´. IPEC as films were prepared via
pouring onto PTFE plates and drying up to constant masses at the same temperature.
Dry IPEC films were washed in distilled water up to neutrality and dried repeatedly
at 20 ı´ up to constant masses. The resulting films were 100 �m thick.

IMC samples were prepared via immersion of IPEC films into an aqueous
solution of CuSO4 with a concentration of 0.1 mol/L at T D 20 ˙ 2 ı´ for 24 h.
The colorless IPEC films became dark blue.

The adsorption capacities of films, £ (mmol/g), were calculated through the
formula [26]

A D �cin � ceq
�

V=m;

where m is the mass of the adsorbent, V is the solution volume, and cin and ceq

are the initial and the equilibrium concentrations of copper ions. For IMC films
£D 2.9 mmol/g.

The chemical reduction of Cu2C ions in the IMC was conducted with NaBH4 (a
molar ratio of [BH4

�]: [Cu2C] D 0.5–10.0) in an alkaline medium (pH 10.8) in a
solvent mixture of water–isopropanol (4:1 vol %) at µ D 20 ˙ 2 ı´ for 3 h (until
the release of gaseous bubbles ceased). The concentration of NaBH4 in the aqueous
alcohol solution was 0.1 mol/L.
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Thermal reduction of Cu2C ions in the IMC’s volume was performed by
heating of films to 120–190 ıC within 30 min, as well as at optimal temperature
170 ıC within 5, 10, 20, and 30 min, respectively. Specimens were heated in
the oven using precise thermal regulator VRT-3. Temperature regulation precision
was˙0.5 ı´.

As a result of the reduction, IMC films changed color from blue to dark brown.
The features of the amorphous and amorphous–crystalline structuring of the

IPEC (pectin–PEI), the IMC (pectin–Cu2C–PEI), and nanocomposites of IPEC–
Cu/Cu2O or Cu were studied by wide-angle X-ray diffraction on a DRON-4-07
diffractometer, whose X-ray optical scheme was used to “pass” primary beam radi-
ation through samples. X-ray diffraction studies were performed at µ D 20˙ 2 ı´
in Cu-’ radiation monochromated with a Ni filter.

The heterogeneous structuring of these polymeric systems (at the nanometer
level) was studied via small-angle X-ray scattering with a CRM-1 camera, having
a slit collimator of the primary irradiation beam made via the Kratky method.
The geometric parameters of the camera satisfied the condition of infinite height
of the primary beam [27]. The intensity profiles were normalized to the volume
of X-ray scattering and the attenuation factor of the primary beam of the test
sample.

All X-ray diffraction studies were performed at µ D 20˙ 2 ı´ in Cu-’ radiation
monochromated with a Ni filter.

The size of the Cu/Cu2O or Cu nanoparticles and their distribution in the polymer
matrix were examined with a JEM-1230 transmission electron microscope (JEOL,
Japan) at a resolution of 0.2 nm.

Thermomechanical studies of polymer systems were conducted using the pene-
tration method in the mode of a uniaxial constant load (¢ D 0.5 MPa) on a UIP-70 M
device. Linear heating of samples was performed at a rate of 2.5 ı´/min in the
temperature range � 100 toC350 ı´.

The antimicrobial activity of IPEC– Cu/Cu2O or Cu nanocomposites, prepared
by chemical and thermal reduction of Cu2C ions in IMC, was investigated using
reference strains of opportunistic bacteria Staphylococcus aureus ATCC 6538
and Escherichia coli ATCC 35218 (as a model gram-positive and gram-negative
bacteriÃ).

Investigations were carried out by agar diffusion method on a solid LB (Luria-
Bertani) nutrient medium [28]. The nanocomposite films (size 10 � 10 mm) were
placed on the surface of nutrient agar, which had been previously inoculated with
10 �L of bacterial suspension of S. aureus and E. coli at the rate of 2 � 105 CFU/ml.
The plates were incubated at 37ı´ for 24 h.

Clear zones, which has no bacteriÃ around the film of composite, containing
copper was the indicator of antimicrobial activity. All experiments were repeated
three times. The IPEC film was applied as a control sample.
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49.3 Structure and Thermomechanical Properties
of Nanocomposites, Obtained by the Chemical
Reduction of Copper Ions in the
Interpolyelectrolyte–Metal Complexes

During comparison of the wide-angle X-ray diffractograms of the weak cationic
and anionic polyelectrolytes on whose basis the IPEC was formed (see Fig. 49.1),
it was found that PEI has only short-range ordering during translation of fragments
of its macromolecular chains in space, while pectin has an amorphous–crystalline
structure. This fact is confirmed by the appearance of one diffuse diffraction
maximum (as judged from the angular half-width, an amorphous halo) on the
diffractogram for PEI (curve 1), whose angular position (2™m) is approximately
19.2ı. The average value of period d of the short-range ordering of fragments of
PEI macrochains during their positioning in space (in a volume of PEI) according
to the Bragg equation is

d D �.2 sin 
m/
�1;

where � is the wavelength of the characteristic X-ray radiation, which is 4.6 Å
(œD 1.54 Å for ´uK’ radiation).

On the X-ray diffractogram of pectin, whose sample is a powder (curve 2), there
are many singlet and multiplet diffraction maxima having an imaginary amorphous
halo with a vertex at 2™m 16.8ı in the background, which implies the amorphous–
crystalline structure of the polysaccharide. The estimation of the relative level of
pectin’s crystallinity (Xcr) by Matthews method [29]

Fig. 49.1 Wide-angle X-ray
diffractograms of (1) PEI, (2)
a powdered pectin sample,
and (3) a pectin film obtained
from a 5% aqueous solution
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Xcr D Qcr.Qcr C Qam/
�1 � 100;

(where Qcr area diffraction peaks that characterize the crystalline structure of the
polymer and Qcr C QÃm the whole area in the range of diffraction angles scattering
(2
1/2
2)), which appears to be amorphous–crystalline polymer, showed that this
value is about 65%.

In turn, effective crystallite size L of pectin determined via the Scherrer
method [30]

L D K�.ˇ cos 
m/
�1;

where - is a constant related to a shape of the crystallites (K D 0.9 if their shape is
unknown) and ˇ is the angular half-width (width at a half-height) of the singlet of a
discrete diffraction maximum, showed that the average value of L is 17.5 nm. (For
the calculation, singlet diffraction maxima at 2™m D 18.7ı and 30.8ı were used.)
However, the X-ray diffractogram of the pectin sample film obtained with the use
of a 5% aqueous solution, similar to the diffractogram for IPEC formation, has only
outlines of main intensity groups of the diffraction maxima that are present on the
diffractogram of the pectin powder sample (curves 2, 3), thereby indicating a slow
rate of crystallization of pectin as well as a relaxed type of structure formation in
the polymers.

However, the sorption of CuSO4 by the initial samples of PEI and pectin and the
formation of polyelectrolyte–metal complexes, such as PEI–Cu2C and pectin–Cu2C,
are accompanied by changing in the diffractograms (see Fig. 49.2) and emerging
of an intense diffuse diffraction maximum at 2
m 	 11.6ı and 10.0ı on the PEI–
Cu2C and pectin–Cu2C profiles, respectively (curves 2, 4). According to [29], these

Fig. 49.2 Wide-angle X-ray
diffractograms of (1) PEI, (2)
PEI–Cu2C, (3) pectin, and (4)
pectin–Cu2C
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diffraction peaks characterize the existence of polyelectrolyte–metal complexes
between Cu2C ions and the ligands. With allowance for the angular positions of
the diffraction maxima of the corresponding X-ray diffractograms, average Bragg
distances d between the macromolecule chains of PEI and pectin coordinated by
Cu2C ions are 7.6 and 8.8 Å, respectively.

The analysis of wide-angle X-ray diffractograms has shown that IPEC formed of
pectin and PEI is characterized by short-range ordering during translation of frag-
ments of oppositely charged polyelectrolyte macromolecular chains in space. This
circumstance is indicated by the appearance of one diffuse diffraction maximum
with 2™m 	 20.8ı on the X-ray diffractogram of the IPEC sample (see Fig. 49.3,
curve 1). The average value of the period of short-range ordering of fragments of
complementary macromolecular chains of oppositely charged polyelectrolytes in
the IPEC (the Bragg distance between the macromolecule chains of anionic and
cationic polyelectrolytes in the IPEC) is 4.3 Å, i.e., slightly less than that in the
cationic polyelectrolyte.

However, the sorption of CuSO4 by the initial IPEC sample and formation
of the IPEC–Cu2C IMC is accompanied by a change in the diffractogram. This
result is indicated by the appearance of an intense diffuse diffraction maximum at
2
m 	 11.2ı (curve 2) in the presence of a low-intensity amorphous halo, which,
unlike that for the initial IPEC, has an angular position at 2
m 	 20.4ı (d 	 4.4 Å).
This diffraction maximum characterizes the existence of polyelectrolyte–metal
complexes between the central ions (Cu2C) and ligands. With the use of the angular
position of this diffraction peak on the X-ray diffractogram of the IMC, average
Bragg distance d between the macromolecule chains of polyelectrolytes coordinated
with Cu2C ions is found to be 7.9 Å.

After the chemical reduction of the ´u2C ions in the IMC with the use of sodium
borohydride (a molar ratio of [BH4

�]: [Cu2C] D 0.5) to form a nanocomposite

Fig. 49.3 Wide-angle X-ray
diffractograms of (1) the
IPEC, (2) the IMC, and
(3–10) the IPEC–Cu/Cu2O
nanocomposites obtained via
the chemical reduction of
Cu2C ions in the IMC at
molar ratios of [BH4

�]:
[Cu2C] D (3) 0.5, (4) 1, (5)
2, (6) 3, (7) 4, (8) 5, (9) 6,
and (10) 10
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based on the IPEC and ´u2O, the X-ray diffractogram of the nanocomposite
(Fig. 49.3, curve 3) shows a slight weakening of the intensity of the diffraction
peak, characterizing the existence of polyelectrolyte–metal complexes, with an
insignificant shift to the region of large angles of X-ray scattering (2
 ), from 11.2ı
to 11.6ı, with a decrease in the average value of the Bragg distance between the
macromolecules chains coordinated with ´u2C ions, from 7.9 to 7.6 Å. In addition,
there is a shift in the region of large scattering angles of the amorphous halo, which
characterizes the short-range ordering of the fragments of macromolecule chains of
anionic and cationic polyelectrolytes during their distribution in the volume of the
IPEC, from 2
m 	 20.8ı to 21.4ı. This result indicates the tendency for a decrease
in the distance between the Bragg chains of macromolecules from 4.3 to 4.1 Å. Also,
two low-intensity diffraction peaks appeared at 2
m 	 35.6ı and 40.8ı confirm the
formation of ´u2O nanoparticles in the IPEC.

With an increase in the amount of the reducing agent (a molar ratio of [BH4
�]:

[Cu2C]D 1–2), the X-ray diffractograms of nanocomposites based on the IPEC and
´u2O (curves 4, 5) show a significant decrease in the intensity of the diffraction
peak characterizing the existence of polyelectrolyte–metal complexes in the IPEC
at 2
m 	 11.6ı. Also, there is an increase in the intensity of the two diffraction
peaks at 2
m 	 35.6ı and 40.8ı, an outcome that implies the formation of
´u2O nanoparticles in the IPEC. In addition, a low-intensity diffraction peaks are
fixed at 2
m 	 42.8ı, which characterizes the metallic copper phase of Cu/Cu2O
nanoparticles.

Increasing the amount of the reducing agent (a molar ratio of [BH4
�]:

[Cu2C] D 3–6) leads to a different diffractogram; as in the case of the two
previous samples of nanocomposites based on the IPEC and ´u2O (curves 4,
5), there is a significant reduction in the intensity of the diffraction maximum at
2
m 	 11.6ı, which characterizes the existence of polyelectrolyte–metal complexes
in the IMC, that is due to the chemical reduction of ´u2C ions in the IMC yielding
Cu/Cu2O nanoparticles (curves 6–9). Also, there is a shift to a region of lower
angles of scattering of the amorphous halo, showing the short-range order of
fragments during their distribution in macromolecular chains of PEI and pectin in
the IPEC, from 2
m 	 21.4ı to 20.6ı. This circumstance indicates a trend toward
an increase in the Bragg distance between the chains of macromolecules from 4.1
to 4.3 Å relative to that for the previous nanocomposites, where the molar ratio was
[BH4

�]: [Cu2C] D 0.5–2.0. Also, the intensity of the diffraction peak increases at
2
m 	 42.8ı, and a diffraction peak appears at 2
m 	 49.6ı with growing intensity
as the content of the reducing agent is increased. These maxima characterize the
structuring of the metallic copper phase of Cu/Cu2O nanoparticles in the IPEC.
When the molar ratio [BH4

�]: [Cu2C] D 6 is reached, there is weakening of the
intensity of the diffraction peaks at 2
m 	 35.6ı and 40.0ı, suggesting the presence
of ´u2O nanoparticles in the IPEC, while the peaks at 2
m 	 42.8ı and 49.6ı,
which identify the structure of metallic copper, are more evident.

The evaluation of an effective crystallite size of Cu/Cu2O nanoparticles in the
IPEC demonstrated that L 	 4.5 nm. (For the calculation, the diffraction peaks at
2
m D 42.8ı and 49.6ı (curve 9) were used.)
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Fig. 49.4 TEM micrograph of the IPEC–Cu/Cu2O nanocomposite obtained via the chemical
reduction of Cu2C ions in the IMC at a molar ratio [BH4

�]: [Cu2C] D 6

A further increase in the amount of the reducing agent (a molar ratio of [BH4
�]:

[Cu2C] D 10) does not change the structuring of the nanocomposites based on the
IPEC and Cu/Cu2O nanoparticles (curves 9, 10).

Thus, according to wide-angle X-ray diffraction, it may be concluded that the
molar ratio [BH4

�]: [Cu2C] D 6 is optimum for the formation of IPEC–Cu/Cu2O
nanocomposites.

The conversion of IPEC–Cu2C polyelectrolyte–metal complexes into nanocom-
posites containing Cu/Cu2O nanoparticles is confirmed by transmission electron
microscopy (see Fig. 49.4), and the average size of the Cu/Cu2O nanoparticles in
nanocomposites is 10 nm. Analysis of the micrographs showed that the nanoparti-
cles are more or less evenly distributed in the IPEC.

The revealed specific features in structures at the transition from the IPEC
into IMC and IPEC–Cu/Cu2O nanocomposites form the basis for the studying of
heterogeneity of their structures.

Observing the profiles of small-angle X-ray scattering of the various polymeric
and polymer–metal systems presented in accordance with [31, 32] as dependences
of on Ĩ on q (Fig. 49.5) and s3Ĩ on s3, where is the intensity of scattering without
the collimation correction and q D (4 /�)sin
 D 2 s, we found out that all these
systems except the IPEC have heterogeneous structuring; i.e., contrast electron
densities �� (�� D �–<�>, where � and <� > are the local and average values
of the electron density, respectively) are present in their volumes. This result means
that in both the IMC and the nanocomposites based on the IPEC and Cu/´u2O,
there are no less than two types of region heterogeneity with different values of
local electron density �. Nanocomposites based on IPEC–Cu/Cu2O have higher
intensities of scattering and, hence, values of �� (curves 3) than those of the
polymeric systems of the IPEC and the IMC (curves 1, 2). However, the absence
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Fig. 49.5 Profiles of the
intensity of small-angle X-ray
scattering of (1) the IPEC, (2)
the IMC, and (3) the
IPEC–Cu/Cu2O
nanocomposites obtained via
the chemical reduction of
Cu2C ions in the IMC at a
molar ratio [BH4

�]:
[Cu2C] D 6
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of the interference peak from all the profiles of intensity indicates the stochastic
nature of the location of various types of heterogeneity regions in space.

The values of their Porod invariants Q’ were compared to semiquantitatively
evaluate the relative levels of structural heterogeneity of these polymer systems [33]:

Q0 D
1Z

0

q
	
I .q/dq:

These values are invariant with respect to the shapes of the heterogeneity regions
and are directly related to the rms values of fluctuations of electron density (<��2>)
in a two-phase system:

Q0 / ˝��2˛ ;
Here, <��2> D ®1®2(�1–�2)2, where ®1 and ®2 are the volume ratios of het-

erogeneity domains in a two-phase system and �1 and �2 are the electron densities
of heterogeneity domains (®1 C ®2 D 1) in a two-phase system. A comparison of
the values of invariant Q’ for the studied polymer systems (Table 49.1) shows that
the relative level of the structural heterogeneity increases significantly during the
transition from the IPEC and the IMC into the nanocomposites based on the IPEC
and Cu/´u2O.

An evaluation of the effective sizes of the heterogeneity regions existing in the
IMC and the resulting IPEC–Cu/Cu2O nanocomposites was performed through the
method from [31, 32] via calculation of structural parameters, such as the range of
heterogeneity (range of inhomogeneity), lp, which is directly related to the average
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Table 49.1 Some structural
parameters of the studied
polymeric systems

Sample lp, nm Q0, rel. Units µg, ı´ µf , ı´

IPEC – 6.2 53 319
IMC 12 6.0 57 205
IPEC–Cu/Cu2O 4.2 251.1 44 317
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Fig. 49.6 Thermomechanical curves: (a) (1) the IPEC and (2) pectin films obtained from a 5%
aqueous solution: (b) (1) the IPEC, (2) the IMC, and (3) the IPEC–Cu/Cu2O nanocomposite

diameters of heterogeneity regions, (<l1>, <l2>), in the two-phase system:

lp D �2 hl1i D �1 hl2i :

As a result of the calculation of lp, the transition from the IMC into the IPEC–
Cu/Cu2O nanocomposites was found to be accompanied by an almost threefold
decrease in the effective size of heterogeneity regions (Table 49.1).

Together with the structural organization of the IPEC, the IMC, and the nanocom-
posites based on IPEC–Cu/Cu2O, their thermomechanical behavior was studied.

The analysis of the thermomechanical curve of the IPEC (see Fig. 49.6a, curve
1) demonstrated temperature transitions that are associated with the glass-transition
temperatures and flow occur in the temperature ranges 25–145 ı´ and 265–335 ı´,
respectively. Furthermore, in the range of temperatures 150–245 ı´, there is a
temperature transition that is likely due to the melting of the crystallites of pectin in
the IPEC (curves 1, 2) [34]. Respectively, the strong deformational change has been
observed in the melting process of pectin’s crystalline phase in IPEC [35].

The formation of IMC leads to the appearance of a temperature transition at
T D 205 ı´ on the thermomechanical curve, which seems to be due to melting
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of CuSO4 in the IMC bulk that results in the transition of the polymer to the
viscous-flow state (see Fig. 49.6b, curve 2). Therefore, location of the IMC’s
thermomechanical curve indicates that in the temperature area ranged from 170
to 205 ı´ (curve 2) the following successive processes occur in IMC sample:
interpolyelectrolyte–metal complexes are destroyed, then the salt (CuSO4) transfers
from its ionic form to the crystalline one, and then melts.

Analysis of the thermomechanical curves of the IPEC, the IMC, and the IPEC–
Cu/Cu2O nanocomposite (see Fig. 49.6b) shows that, during the transition from
the IPEC to the IMC, glass-transition temperature µg increases and, at the next
transition from the IMC to the IPEC–Cu/Cu2O nanocomposite, µg significantly
decreases (Table 49.1). Simultaneously with the decrease in Tg, a decrease in
transition temperature in the viscous-flow state, Tf, occurs in the following series:
Tf .IPEC/ > Tf .IPEC�Cu=Cu2O/ > Tf .IMC/.

49.4 Structure Peculiarities and Thermomechanical
Properties of Nanocomposites, Prepared
by the Thermal Reduction of Copper Ions in the
Interpolyelectrolyte–Metal Complexes

In the profiles of IMC, after being influenced by temperature in the range from 120
to 160 ıC for 30 min (Fig. 49.7, curves 3–6), one can see a substantial weakening
of the diffraction peak’s intensity, characterizing the existence of polyelectrolyte–
metal complexes in the IMC with its insignificant shift to the area of large angles
of X-ray scattering (2
 ) from 11.2ı to 13.0ı and, correspondingly, decreasing from

Fig. 49.7 Wide-angle X-ray
diffractograms of (1) the
IPEC, (2) the IMC, and (3–8)
the IMC, obtained at
temperatures (3) 120, (4) 140,
(5) 150, (6) 160, (7) 170, and
(8) 190 ı´ for 30 min
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7.9 to 6.8 Å in the average value of the Bragg distance between the macromolecules
chains, coordinated by Cu2C ions. Besides, there is a shift of the amorphous halo
from 2
m 	 20.5ı to 21.6ı in the area of large scattering angles, demonstrating
the short-range ordering of the macromolecular chains’ fragments of anionic and
cationic polyelectrolytes being distributed in the IPEC’s volume. This indicates the
tendency in decreasing of the Bragg distance between the chains of macromolecules
from 4.3 to 4.1 Å.

In the diffractogram IPEC–Cu nanocomposite, obtained at T D 170 ıC for
30 min (curve 7), the intense diffraction maximum at 2
m 	 11.2ı, which is typical
of the abovementioned polyelectrolyte–metal complexes, is absent, unlike the two
intense maxima at 2
m D 43.0ı and 50.0, corresponding to the crystallographic
plan of the face-centered cubic lattice of copper with (111) and (200) indexes,
respectively, and confirming the presence of metal copper in the polymeric system.

In the IPEC–Cu nanocomposite diffractogram, formed at T D 190 ıC for 30 min
(curve 8), we can see another behavior – diffraction maximum becomes wider and
it means short-range ordering of macromolecular chains’ fragments of anionic and
cationic polyelectrolytes within IPEC, and it’s shifting to the area of lower scattering
angles (from 2
m 	 21.6ı to 19.8ı). Respectively, enhancing of the average Bragg
distance between the macromolecules’, chains from 4.1 to 4.5 Å (curves 7 and 8) are
fixed. This is evidence of the destruction of IPEC-metal systems. Also, diffraction
maximums inherent to the metallic copper are being shifted by 0.6Ñ to the area of
larger angles, suggesting probable aggregation of copper nanoparticles.

Thus, according to the WAXS data, it may be concluded that T D 170 ı´ is
optimum one for the ´u2C ion reduction in the IMC and for further IPEC–Cu
nanocomposite formation as well.

The mechanism of thermal reduction consists of electrons transfer from the
nitrogen atoms of amino group of polyethyleneimine to Cu2C ions during the
process of IPEC-metal complexes destruction at T D 170 ıC and higher temperature
values.

The evaluation of an effective crystallite size of Cu nanoparticles in the IPEC
demonstrated that L 	 4.5 nm. (For the calculation, the diffraction peaks at
2
m D 43.0ı and 50.0ı (curve 7) were used).

The conversion of interpolyelectrolyte–metal complexes pectin–Cu2C–polyethyl
eneimine into nanocomposites containing Cu nanoparticles is confirmed by trans-
mission electron microscopy (see Fig. 49.8).

The analysis of small-angle X-ray scattering profiles of the various polymer–
metal systems, obtained by the thermal reduction of Cu2C ions in the
interpolyelectrolyte–metal complexes at temperatures 130, 160, and 170 ı´, shows
that all mentioned systems have heterogeneous structuring – i.e., contrast electron
densities �� (�� D �–<�>, where � and <�> are the local and average values
of the electron density, respectively) are present in their volumes (Fig. 49.9a).
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Fig. 49.8 TEM images of the IPEC–Cu nanocomposite obtained during thermoreduction of Cu2C

ions in the IMC at the T D 170 ı´ for 30 min
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Fig. 49.9 (a) Small-angle X-ray intensity profiles of the IMC, obtained at the temperature: (1)
130, (2) 160, and (3) 170 ı´ for 30 min; (b) graphical dependence of Q’ Porod invariant (1) and
range of heterogeneity on the temperature of the Cu2C ion reduction in the IMC
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Table 49.2 Structural parameters of the studied polymeric systems

Polymer system Reduction temperature ı´ Reduction time, ØÅ lp, nm Q0, rel. Units

IMC 130 30 33 5.6
IMC 160 30 29 10.6
IPEC–Cu 170 30 22 27

This result means that, in all the polymer–metal systems, there are no less than
two types of region heterogeneity with different values of local electron density
�. Nanocomposites based on IPEC–Cu, obtained at the T D 170 ı´ (curves 3),
have higher intensities of scattering and, hence, values of ��, comparing to the
polymeric systems obtained at lower temperatures (curves 1 and 2). However,
the absence of the interference peak from all the profiles of intensity indicates
the stochastic nature of the location of various types of heterogeneity regions
in space.

Comparing values of invariant Q’ for the polymer systems investigated
(Fig. 49.9b, curve 1 and Table 49.2), one can observe that relative level of structure’s
heterogeneity dramatically grows up while transferring from IMC to IPEC–Cu
nanocomposite.

As the result of lp parameter’s calculation, we have revealed that increasing
of temperature reduction for Cu2C ions in IMC and simultaneous formation of
IPEC–Cu nanocomposite are accompanied by diminishing of heterogeneity areas’
effective size (Fig. 49.9b, curve 2 and Table 49.2).

The analysis of the thermomechanical curves of the IPEC, the IMC, and IPEC–
Cu nanocomposite (see Fig. 49.10a) shows that, during the transition from the
IPEC to the IMC, glass-transition temperature Tg increases, and while IMC is con-
verting into the IPEC–Cu nanocomposite, Tg significantly decreases (Table 49.3).
Simultaneously, while Tg is changed, the decrease of transition temperature to the
viscous-flow state (Tf ) occurs in the following row: Tf (IPEC) > Tf (IMC) > Tf (IPEC � Cu)..

In the thermomechanical curve of the IPEC–Cu nanocomposite, one can see that
at temperature range from 155 to 255 ı´, the processes proceed in such route:
IPEC destruction, melting of pectin’s crystalline phase, and polymer transfer to the
viscous-flow state (see Fig. 49.10a, curve 3).

In its turn, the thermal reduction of Cu2C ions in the IMC bulk at 130, 150, and
160 ı´, correspondingly, within 30 min results in successive decreasing of peak
intensity at 210–215 ı´ area, which could be attributed to the salt transferring from
ionic form to the crystalline one (CuSO4) (see Fig. 49.10b, curve 1–3). At the same
time, IPEC quantity is falling down in the polymeric system. Polymer’s thermal
curve fixed at 170 ı´ is typical for the nanocomposite IPEC (pectin–PEI)–Cu [36].
These data completely correlate with X-ray diffraction analysis data (see Fig. 49.7
and Fig. 49.10b).

Additionally, thermomechanical characteristics of polymeric systems, elaborated
at various time-consuming (5, 20, and 30 min correspondingly) thermoreduction
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Fig. 49.10 Thermomechanical curves: (a) (1) the IPEC, (2) the IMC, and (3) the IPEC–Cu
nanocomposite, obtained via the thermoreduction of Cu2C ions in the IMC at a T D 170 ı´
for 30 min; (b) the IMC, obtained at the temperatures (1) 130, (2) 150 (3) 160, and (4) 170 ı´ for
30 min; (c) the IMC, obtained at the temperature 170 ı´ for (1) 5, (2) 20, and (3) 30 min

conditions for Cu2C in IMC, were also studied. Figure 49.10c shows that the optimal
time for complete reduction of Cu2C ions to the metallic copper in polymeric
systems is 30 min.

The transition temperatures of the polymer systems, prepared under various
Cu2C reduction conditions in IMC, are presented in Table 49.3.
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Table 49.3 Transition temperatures for the different polymer systems

Polymer system Reduction temperature ı´ Reduction time, min. µg, ı´ µf , ı´

IPEC – – 53 319
IMC – – 57 205
IMC 130 30 53 215
IMC 150 30 50 211
IMC 160 30 49 210
IPEC–Cu 170 30 47 226
IPEC–Cu 170 20 47 205
IPEC–Cu 170 5 45 220

Fig. 49.11 Images of
antimicrobial test results of
agar plates containing
IPEC–Cu or Cu/Cu2±
nanocomposites, obtained via
the thermo- and chemical
reduction of Cu2C ions in the
IMC against S. aureus (a) and
E. coli (b)

49.5 Antimicrobial Properties of Nanocomposites,
Elaborated Involving Chemical and Thermal Reduction
of Copper Ions in the Interpolyelectrolyte–Metal
Complexes

IPEC–Cu nanocomposites created by thermal reduction of Cu2C ions in IMC at
T D 170 ı´ within 30 min (Fig. 49.11) are found out to demonstrate highest antimi-
crobial activity against S. aureus and E. coli strains compared to IPEC–Cu/Cu2±,
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Table 49.4 Antimicrobial activity of the IPEC–Cu (Cu/Cu2±) nanocomposites, prepared via the
thermo- and chemical reduction of Cu2C ions in the IMC

The method of obtaining nanocomposite films Diameter of inhibition zone, mm
Staphylococcus aureus Escherichia coli

Thermo reduction IPEC–Cu IPEC–Cu
23.4 ˙ 1.1 22.5 ˙ 0.9

Chemical reduction IPEC–Cu/Cu2± IPEC–Cu/Cu2±
22.4 ˙ 0.9 18.1 ˙ 0.6

Control sample IPEC IPEC
0 0

synthesized by chemical reduction (the chemical reduction of Cu2C ions in the IMC
was conducted with NaBH4 (a molar ratio of [BH4

�]: [Cu2C]D 2.0).
After incubation proceeds for 24 h at 37 ı´, one can observe a clear zone around

the films’ contours, thus confirming inhibition of bacteria growth. The growth
inhibition’s zone diameter for S. aureus was 23 mm for specimens prepared by
thermal reduction and 22 mm for those obtained by chemical reduction. For E. coli
these values are 22 mm and 18 mm, correspondingly (Table 49.4).

Active growth of the test bacteria and absence of growth inhibition have been
observed in the test specimens (polymer film without nanoparticles).
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Chapter 50
Nanocomposites on the Base of Synthetic Opals
and Nanocrystalline Phases of Bi-containing
Active Dielectrics

V. Moiseienko, M. Derhachov, B. Abu Sal, R. Holze, and M. Brynza

50.1 Introduction

The obtaining and investigating of novel nanocomposites on the base of synthetic
opals are of fundamental interest for both nanophotonics and physics of the low-
dimensional systems. Synthetic opals composed of close-packed monodisperse
silica globules have a regular 3D arrangement of tetrahedral and octahedral pores
connected by channels. The typical values of globule diameter and linear size of
pores are hundreds and tens of nanometres, respectively. The pores can be filled
with various compounds (metals, semiconductors, salts and organic materials) by
employing different techniques [1, 2]. Being filled with active dielectric nanocrys-
tals, they are expected to be very promising for applications in light beam-operating
systems and nonlinear optical devices [3–7].

On the other hand, crystallisation of active dielectrics inside opal pores occurs
under specific conditions. These are restricted volume, lack of atmosphere in the

V. Moiseienko (�) • M. Derhachov • M. Brynza
Oles Honchar Dnipro National University, Ave. Gagarina 72, 49010 Dnipro, Ukraine
e-mail: vnmois@yandex.ru; derhachov.mp@gmail.com; kolanchic@gmail.com

B. Abu Sal
Applied Physics Department, Tafila Technical University, P.O. Box 40, Al-Eis 66141, Tafila,
Jordan
e-mail: abusal@ttu.edu.jo

R. Holze
Technische Universität Chemnitz, Institute of Chemistry, AG Elektrochemie,
Strasse der Nationen 62, D-09111 Chemnitz, Germany
e-mail: rudolf.holze@chemie.tu-chemnitz.de

© Springer International Publishing AG 2017
O. Fesenko, L. Yatsenko (eds.), Nanophysics, Nanomaterials, Interface Studies,
and Applications, Springer Proceedings in Physics 195,
DOI 10.1007/978-3-319-56422-7_50

661

mailto:vnmois@yandex.ru
mailto:derhachov.mp@gmail.com
mailto:kolanchic@gmail.com
mailto:abusal@ttu.edu.jo
mailto:rudolf.holze@chemie.tu-chemnitz.de


662 V. Moiseienko et al.

interior pores, enhanced internal tension and so on. Moreover, each silica globule,
owing to its own substructure [8, 9], can be considered as a great number of
crystallisation centres that give rise to the growth of ordered nanoclusters and
nanocrystals with sizes from a few to tens of nanometres. All of these factors
may result in changing interatomic distances and crystal lattice period of the
embedded compound as compared to the bulk crystal parameters. In case of
polymorphism, the other crystalline phases, non-obtained under usual conditions,
may be formed inside opal pores, similar to the metastable ”-TeO2 phase in
paper [10].

This paper shows the possibility of growth of bismuth-containing active dielectric
nanocrystals Bi12SiO20, Bi2TeO5 and NaBi(MO4)2 from the melts into opal pores
and also discusses the features of structure and phase composition of the nanocom-
posites. The choice of these materials is due to their prominent photorefractive,
acoustooptic and nonlinear optical properties [11–15]. It allows us to expect a wide
application of the nanocomposites in the optical storage systems.

50.2 Properties of Initial Active Dielectric Crystals

Bi12SiO20 (BSO) belongs to the sillenite-type cubic structure (space group I23)
with the framework composed of BiO5 polyhedra [16]. BSO crystals are grown
by Czochralski technique from the Bi2O3–SiO2 system melt at molar ratio of 6:1.
In contrary to BTO, phase diagram of the Bi2O3–SiO2 system is more complicated,
and some metastable states are possible [17]. The second stable phase is a bismuth
orthosilicate Bi4(SiO4)3 realised at the 2:3 molar ratio.

Bi2TeO5 (BTO) has a rhombic structure with non-centrosymmetric space group
Abm2 at room temperature. According to the p–T–x diagram [18], BTO melts
congruently at 885 ıC and undergoes diffuse structural phase transition from
centrosymmetric phase to polar one in the 820 ıC–780 ıC range. BTO single
crystal is typically grown by using Czochralski or Bridgman technique from the
(Bi2O3)x–(TeO2)1-x melt with a molar ratio of 47:53 in the charge [19]. Refractive
indexes in visible region are n’ D 2.350, n“ D 2.360 and n” D 2.460 [13].
The total number of Raman bands predicted by the group-theoretic analysis is
24A1 C 22A2 C 25B1 C 22B2.

NaBi(MoO4)2 (NBMO) belongs to the tetragonal system (space group I41/a) at
room temperature and undergoes a ferroelastic phase transition to monoclinic I2/a
symmetry at 241 K [20]. NBMO crystals are grown from the melt using Czochralski
technique. According to the group-theoretic analysis, there are 36 fundamental
vibrations described by the representation 6A C 10B C 10E and investigated in
the papers [21, 22].
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50.3 Fabrication and Characterisation of Nanocomposites

50.3.1 Structural Parameters of Bare Synthetic Opals

Bulk bare opals were grown by slow crystallisation of a colloidal suspension of
monodisperse silica globules synthesised by using Stöber technique [23]. After
drying in the air, the precipitates obtained were sequentially annealed at 125 ıC
and 850 ıC for several hours. The arrangement of globules in real synthetic opals
was found to be close to the face-centred cubic lattice formed by hexagonal
close-packed (111) layers, perpendicular to the [111] growth axis of the sample
[24]. Characterisation of bare opals was performed by using X-Ray microanalyzer
JEOL JXA 8200 (Fig. 50.1) and by measuring the Bragg light reflection spectra
in accordance with the procedure described in the paper [25]. The mean globule
diameter D in the as-prepared opals was 300 nm with a variation no more than 3%
in each sample. The maximum linear pore size was estimated as 120 nm. The opals
to be infiltrated were as plates of about 5 mm � 8 mm in size and up to 2 mm thick.

50.3.2 Embedding of Active Dielectrics in Opal Pores
and Experimental Technique

The melt-based technique was chosen among different methods of the opal pore
filling. It meant an infiltration with wetting melt of the embedded compound by
the action of capillary forces. At the previous stage, polycrystalline powders of
BSO, BTO and NBMO were prepared and put on the opal growth surface. Then,
the as-prepared samples were placed into the air-resistant furnace and heated up to
the temperature slightly higher than the temperature of the congruent melting of
corresponding embedded compound (900 ıC for BSO, 885 ıC for BTO and 867 ıC

Fig. 50.1 Images of the bare opal surface in the [111] growth direction
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for NBMO). The samples were held at the temperature for 15 min and then were
cooled down at room temperature. The heating and cooling rates were the same and
no more than 3 ıC per minute.

Characterisation of the composite surface was made by employing a scanning
electron microscope Nova NanoSEM. The Bragg light reflection spectra were
measured by using a modified laser spectrometer based on a DFS12 double
monochromator with a photon-counting system. Infrared transmission spectra were
obtained with using a Fourier transform infrared (FTIR) spectrometer Bruker
IFS 66.

Raman spectra were measured by employing the DFS12-based spectrometer with
a 532-nm laser and two confocal Raman microscopes (LabRam HR800 with a
50 � LWD lens and UV-Visible-NIR Olympus BX41 with a triple spectrometer
Horiba Jobin-Yvon T64000) both equipped with a 514.5-nm Ar–Kr laser and a liq-
uid nitrogen-cooled CCD detector. The scattered radiation was collected along the
[111] growth axis of opals in the backward geometry. The laser spot diameter on
the sample surface was varied from 1 mm to 500 nm; its value was determined by
the scanning edge method. All of the Raman spectra were unpolarised and measured
at room temperature.

50.3.3 Characterisation of Nanocomposites

The visual changes in appearance of infiltrated opals were a complete vanishing
of iridescence by visible light illumination and a colour tint, typical for the single
crystal used for infiltration. The melt penetration into opal pores was also tested by
scanning electron microscopy (SEM), Bragg light reflection and FTIR spectroscopy
measurements. The SEM images of untreated surface of composites demonstrated
the melt acceptance (Fig. 50.2). Thin layer formed on the surface after cooling was
subjected to further grinding in order to eliminate its contribution to the reflection
and Raman spectra.

Fig. 50.2 SEM images of the untreated ‘opal–BTO’ (left) and ‘opal–NBMO’ (right) surface
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Fig. 50.3 FTIR spectra of
the ‘opal–BTO’ (1),
‘opal–BSO’ (2) and
‘opal–NBMO’ (3) composites

An increase of effective refraction index of composites caused by the pore filling
was revealed as an infrared shift of the Bragg diffraction maximum and detected in
accordance with the measurement procedure described in the paper [26]. It allowed
us to estimate the compound volume fraction inside opal. The mean value of part
of the volume of the filled pores was no lower than 50% in each composite. The
photonic stop-band spectral position along the [111] direction, associated with
the Bragg diffraction maximum interval, was over a 650 nm–750 nm range in all
composites. As it was far from the Raman spectrum region (515 nm–575 nm), the
photonic stop-band effects have been excluded from further consideration.

FTIR spectra over a 400 cm-1–1600 cm-1 range contained the bands caused by the
opal matrix absorption (Fig. 50.3). The bands at 484 cm-1, 756 cm-1 and 789 cm�1

are typical to silicates with [SiO4] tetrahedrons. The band at 620 cm-1 was assigned
to the cristobalite or to the other crystalline silica phases [27, 28]. The bands over
a 900 cm-1–1100 cm-1 range could be related to vibrations in chains of the finite
number of [SiO4] tetrahedrons combined with the common oxygen atom.

50.4 Raman Spectra of Nanocomposites

50.4.1 Opal–Bi12SiO20

The Raman spectra of ‘opal–BSO’ composite obtained by micro-Raman surface
scanning are shown in Fig. 50.4 with the reference data on Raman spectra of
Bi12SiO20 and Bi4Si3O12 single crystals [29, 30].

The Raman spectra of infiltrated opals prove a crystalline state of the embedded
substance, demonstrate spectral redistribution by scanning from point to point and
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Fig. 50.4 The Raman spectra of the ‘opal–BSO’ composite measured at different points on the
treated surface (a–c). All the 600 cm-1–1050 cm-1 spectra are multiplied by 10. The bars are the
reference data on Raman spectra of BSO (1) [29] and Bi4Si3O12 (2) [30] single crystals

have new bands compared to the BSO crystal spectrum. More detailed description
of the changes in the Raman spectrum of the nanocomposite has been performed
earlier [26].

A comparison with the reference data presented in Fig. 50.4 gives an evidence of
several crystalline phases in opal pores, in particular bismuth silicate Bi12SiO20 and
bismuth orthosilicate Bi4Si3O12.

As mentioned above, bismuth orthosilicate can be grown from the melt of the
Bi2O3–SiO2 system at molar 2:3 ratio. At the beginning of the infiltration, a molar
ratio is 6:1 because of the BSO melting. In order to satisfy the change in molar ratio,
the melting of globules should be assumed. There seem to be no any way in changing
molar ratio under infiltration conditions described above. Although the temperature
in our infiltration cycle was lower than that of silica melting, the melting temperature
of subglobules with sizes no more than 10 nm can be reached, in this case, according
to the size effect of the melting temperature for nanoscaled particles [31]. Really,
the estimated thickness of the globule surface layer needed to be melted in order to
provide the proper 2:3 molar ratio is no more than 20 nm. It is in a good agreement
with sizes of 10-nm small subglobules in silica globule structure [8]. In case of the
existence of Si–O bonds in the embedding compound structure, the melt–globule
interface could be served as an effective seed for formation of new structure along
the whole pore volume.
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Besides, there are new bands over a 650 cm-1–770 cm-1 region in the ‘opal–
BSO’ spectra that cannot be related to vibrations in the bismuth silicate or bismuth
orthosilicate structure (Fig. 50.4). Their appearance may be explained by assuming
the formation of any crystalline silica phase; however, this assumption is needed to
be proved by further investigations.

50.4.2 Opal–Bi2TeO5

The total number of bands observed in Raman spectrum of BTO single crystal is
lower than that predicted by the group-theoretic analysis. The bands below 150 cm-1

are mainly due to the translations of the metal atoms and to the bending vibrations
of the Bi–O–Bi, Bi–O–Te and Te–O–Te bonds. The bands above 150 cm–1 are
most probably caused by the internal vibrations of the coordination BiOy and TeOy

polyhedrons involved in the BTO crystal structure [32, 33].
Similar to the ‘opal–BTO’ composite spectra, the Raman spectra of infiltrated

opals obtained by micro-Raman surface scanning are evidence of a crystalline state
of the embedded substance (Fig. 50.5). The spectra excited by laser radiation with
a different spot diameter on the sample surface are not principally different. All
the composite spectra are, in general, similar to the BTO spectrum, except for
some features. They are as follows: (i) a spectral intensity redistribution over the
100 cm-1–550 cm-1 range, while the rest of the spectrum remains unchangeable,
as well as an overall increase of Raman scattering intensity in contrast to the
BTO spectrum and (ii) an appearance of new bands over the 370 cm-1–540 cm-1

and 820 cm-1–1100 cm-1 regions and also positioned at 207 cm-1, 705 cm-1 and
1654 cm-1. Taking into account a good agreement between composite and BTO
single-crystal Raman spectra (Fig. 50.5), BTO nanocrystals are considered as a basic
phase that is formed into opal pores.

Firstly, let us clarify an origin of new bands. They appear accidentally by
composite surface scanning from point to point; however, their spectral position is
quite stable. Their appearance may be caused by the nanocrystal surface vibrational
modes as well as by the compound–globule interface vibrational modes. The first
ones are getting able to be observed owing to an increasing role of surface in
forming the nanocrystal vibrational spectrum. The second ones are due to producing
new chemical bonds when the melt solidification starts. At the high temperatures
required for the melted-based infiltration, the Si–O–Si bridge between [SiO4]
tetrahedrons (the basic units of silica globule) may be broken and new Si–O–Bi(Te)
bridges may be produced. As a Bi(Te)–O bond length in the bridge should be quite
different from that in the usual BTO structure, new Raman bands due to this bond
vibration can become apparent. Their occurrence is most probable in the regions
typical for the Bi–O and Te–O stretching vibrations, i.e. 370 cm-1–540 cm-1 and
600 cm-1–810 cm-1, respectively (Table 50.1). By following this, the 439 cm-1,
462 cm-1 and 534 cm-1 bands can be assigned to the Bi–O stretching vibrations
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Fig. 50.5 The Raman spectra of BTO single crystal (1) and of the ‘opal–BTO’ composite
measured at different points on the treated surface (2–5). All the 800 cm-1–1800 cm-1 spectra
are multiplied by a factor of 12

and the 705 cm-1 band to the Te–O stretching vibration of the TeO3 polyhedron
[32]. Because of their weak relative intensity, the bands may be related to the
antisymmetric vibrations involving two or more neighbouring chemical bonds. The
corresponding Bi–O bond lengths calculated by using the empirical relation in the
paper [33] are equal to 2.13 Å, 2.11 Å and 2.05 Å. New narrow bands over the
820 cm-1–1100 cm-1 region might be also assigned to the Bi–O or Te–O stretching
vibrations if there would be bonds with much shorter lengths. For example, the
828 cm-1 band could be related to the Bi–O stretching vibration if the 1.88 Å bond
would be produced. However, the values like that or lower are not typical even for
diatomic BiO molecule [33]. As for the Te–O stretching vibrations, an existence of
bonds with lengths shorter than 1.86 Å, as in the ”-TeO2 single crystal (819 cm-1),
is required. This is possible but not provided with the known literature data [32, 34].

Another way to interpret the 828 cm-1, 838 cm-1, 870 cm-1 and 892 cm-1 bands is
to relate them to antisymmetric Si–O stretching vibrations in [SiO4] tetrahedrons
distorted by forming new Si–O–Bi(Te) bridges. The bands at similar spectral
positions are clearly observed in the BSO and Bi4Si3O12 spectra (Table 50.1).

Such assignment of the bands together with their sharpness allows us to assume
the medium-range order in compound–globule interface [29]. On the other hand,
the formation of any crystalline silica phase should not be excluded. The sharpened
band at 1076 cm-1 is very typical to the tridymite (Fig. 50.5, Table 50.1), and the
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Table 50.1 Frequencies (cm-1) of new Raman bands in the ‘opal–BTO’ spectrum, averaged by all
measured points, and of bands in the referred material spectra

opal–BTO ’-Bi2O3 [35] ’-TeO2 [34] ”-TeO2 [10] BSO [36]
Bi4Si3O12

[30]
Tridymite
[28]

207 210 196 226 209 202 212
439 438 426 437 433
462 467 469 491
534 593 546 533
705 718 683 785
828 806 819 827
838 841
870 868
892 896
1076 991 1078
1654

other bands of tridymite coincide with positions of the new opal–BTO bands quite
well [28]. In this case, one can assume the melting of subglobules in the bare opal
structure with their following crystallisation. The 1076 cm-1 band can be related
to the stretching vibrations of Si–O–Si bridges [27]. This band appears against the
weak diffuse band at approximately 1095 cm-1 that can be related to the second-
order Raman processes in the BTO single crystal, in particular to the combination of
the 345 cm-1 and 763 cm-1 or 741 cm-1 lattice vibrations. The next weak diffuse band
at 1495 cm-1 results from the combination of the 763 cm-1 and 741 cm-1 vibration.
Finally, the 1654 cm-1 band is an overtone of the 828 cm-1 vibration.

50.4.3 Opal–NaBi(MoO4)2

Raman spectra of the ‘opal–NBMO’ composite have more broadened bands and do
not demonstrate so drastic changes in Raman intensity redistribution and appearance
of new bands as in the composite spectra described above. The changes detected in
the ‘opal–NBMO’ composite spectra over a 100 cm-1–1000 cm-1 range are a 6-
cm-1 shift of the 409-cm-1 Raman band and appearance of a new band at 232 cm-1

(Fig. 50.6). Besides, the second-order Raman spectrum related to the combination of
modes from the 680 cm-1 to 1000 cm-1 range has been also measured (Fig. 50.7). As
can be seen from Fig. 50.7, its spectral profile is slightly changed. This is correlated
with no strong changes in the spectral profile over a 680 cm-1–1000 cm-1 range
composed of overlapping bands (Fig. 50.6).

In accordance with previous investigations of NBMO vibrational spectrum, the
180 cm-1–250 cm-1 region is related to translations of Na ions [21, 22]. This is a
reason to assign the 232 cm-1 band to translations of Na ions. The shifted band at
409 cm-1 is within the region related to asymmetric bending vibrations of [MoO4]



670 V. Moiseienko et al.

Fig. 50.6 The Raman spectra of ‘opal–NBMO’ composite measured at different points on treated
surface (1, 2) and of NBMO crystal (3). The arrows mark the changes in the composite spectra

Fig. 50.7 The second-order Raman spectra of ‘opal–NBMO’ composite (1) and NBMO crystal (2)
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tetrahedrons with possible involving of Na ions. The 680 cm-1–1000 cm-1 range is
related to the stretching vibrations of [MoO4] tetrahedrons, and the second-order
Raman spectrum is caused by their interactions. Thus, the observable changes in the
composite spectrum may be explained by restricting the Na ions motion parameters
in nanocrystals. Deformation of [MoO4] tetrahedrons is not excluded; however it
seems to be very small.

50.4.4 Raman Spectra at Different Points of the Sample
Surface

The spectral redistribution of Raman intensity was clearly observed in the ‘opal–
BTO’ and ‘opal–BSO’ Raman spectra and not so remarkable in the ‘opal–NBMO’
spectrum (Figs. 50.4, 50.5 and 50.6).

The Raman intensity variations and the overall enhancement in the composite
spectrum can be explained in terms of the concentration and inhomogeneous
distribution of the exciting radiation field inside the composite. The duration of the
light–substance interaction inside opal can be prolonged through photon multiple
scattering by the microscopic opal structure defects. It causes the enlargement of
the exciting radiation density under continuous laser pumping and, hence, gives a
reason to expect the enhancement of Raman scattering by the embedded substance.
In addition, the light can be concentrated inside macroscopic surface and bulk
structural defects filled by high-refractive substance due to the internal reflection.
Finally, the structural light-focusing effect in opals is possible [4]. All of these
effects can result in inhomogeneous distribution of the exciting radiation field over
the opal surface and volume with a linear size of inhomogeneous domain of the
order of hundreds of nanometres.

50.5 Conclusions

The possibility of opal infiltration with the high-temperature melted Bi12SiO20,
Bi2TeO5 and NaBi(MO4)2 was examined, and the characterisation of the obtained
composite was performed. The melt wetting and penetration into opal pores were
proved by the SEM images, by the Bragg maximum spectral shift with increasing
the effective refraction index as well as by Raman spectroscopy measurements. The
estimated grade of pore filling was no more than 50%. The crystalline state of the
substance embedded into opal pores was proved.

The basic phase formed in opal pores is the embedded substance in crystalline
state, in general. However, the melting of silica subglobules, caused by the size
effect of the melting temperature for nanoscaled particles [31], should be taken into
account. Several ways of influence of the liquid silica phase on the final composition
of nanocomposite are proposed.
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The existence of liquid silica phase in the melt may result in the changing
of chemical composition of finally crystallised nanocrystals, e.g. the formation of
bismuth orthosilicate Bi4Si3O12 under soaking opals with the Bi12SiO20.

In the case of ‘opal–BTO’ composite, liquid silica phase crystallises in tridymite.
The formation of ‘globule–nanocrystal’ interface composed of the medium-range
ordered Si–O–Bi(Te) bridges is also proposed.

There is no clear evidence of the change in chemical composition or crystalline
silica phase formation in the ‘opal–NBMO’ composite. They may be difficult to be
observed in the Raman spectra that have bands broadened due to nonstoichiometric
distribution of Na and Bi ions in the cation sublattice [21, 22].

Raman intensity variations by surface scanning are discussed in terms of the
redistribution of the exciting radiation field. The reasons proposed for realising this
effect are the multiple scattering by the surface and bulk opal structural defects
together with internal reflection as well as the structural light focusing.
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Chapter 51
Organic-Inorganic Materials for Baromembrane
Separation

Yurii Zmievskii, Ludmila Rozhdestvenska, Yuliya Dzyazko,
Ludmila Kornienko, Valerii Myronchuk, Alexander Bildukevich,
and Anatolii Ukrainetz

51.1 Improvement of Antifouling Stability of Polymer
Membranes

Polymer membranes are widely used for baromembrane separation, particularly for
ultrafiltration due to their elasticity and mechanical stability against high pressure
[1]. Due to their hydrophobicity, the membranes accumulate organics not only on
their outer surface but also inside pores [2, 3]. The cake can be easily removed from
the outer surface, for instance, by flow pulsation [4]. Alternatively, filling of pores
requires chemical reagents [5]. This type of fouling causes shortage of separation
cycle, longer period for regeneration of the membrane system, and larger volume of
water for washing (as a result, significant amount of secondary wastes is formed).
Moreover, chemical treatment decreases a lifetime of the membranes.

Hydrophilization of polymers allows us to overcome these difficulties. The
first type of modifier is hydroprophilic polymers [6, 7]. Another type is inorganic
functional groups (as a rule,�SiOH) grafted to the polymer [8, 9]. The membranes
obtained by this manner are related to hybrid materials. The third type of hydrophilic
modifier is nanoparticles of multi-walled carbon nanotubes [10, 11], graphene
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oxide [12], carbon nanotubes and graphene oxide simultaneously [13], dextran-
grafted halloysite nanotubes (aluminosilicate clay mineral) [14], SiO2 [15], Fe2O3

stabilized with chitosan [16], ZrO2 [17], and TiO2 [18]. The nanoparticles are
inserted to the membrane during polymer formation. However, porosity of the
membranes cannot be regulated purposefully by this manner (as well as in the case
of modifiers of the first and second types). Moreover, a part of the nanoparticles
occur outside the pores. Regarding carbon modifiers, some regions of nanoparticles
are hydrophobic [19, 20]; they weaken hydrophilicity of the composite membranes.

Nanoparticles can be also inserted into pores of the membranes, which have
been formed preliminarily. This approach was applied to zirconium hydrophosphate
(ZHP). ZHP nanoparticles embedded to cation exchange resin increase its electrical
conductivity [21, 22], ion exchange capacity [22], and selectivity [22, 23]. Cation
and anion exchange membranes were also modified with ZHP and hydrated
zirconium dioxide (HZD), respectively [24]. Non-aggregated nanoparticles have
been found to improve transport of counterions through the membranes. Aggregates
of the nanoparticles are barriers against organics and co-ions.

ZHP nanoparticles form agglomerates inside pores of track microfiltration
membrane [25]. In opposite to the pristine polymer, no accumulation of organics has
been found for the composite. However, modification with ZHP does not improve
selectivity of the membrane. Thus, the problem of a choice of the modifier has
to be solved. Another task is optimization of the modification conditions; they
must provide mechanical stability of the particles inside the membrane against high
pressure. Finally, antifouling properties of the composites have to be investigated.

Among inorganic materials, amorphous ZHP and HZD look the most attractive
due to chemical stability, possibility to obtain nanoparticles, as well as cheapness of
reagents for synthesis. ZHP and HZD are characterized by high content of functional
groups [26–29], which could provide considerable hydrophilicity of the membrane.

51.2 Modification of Polymer Membrane

Polymer microfiltration membrane marked as Mifil-0.2 (Institute of Physical
Organic Chemistry of the National Academy of Science of the Republic of Belarus)
was applied to investigations. The membrane includes polyester (substrate) and
aliphatic polyamide (active layer).

The samples of the membrane were immersed with water under vacuum condi-
tions at 343 K and then with sol of insoluble zirconium hydroxocomplexes. Sol (1 M
Zr(IV)) was prepared similarly to [30] and diluted in 10 times. HZD and ZHP were
deposited using 0.1 M solutions of NH4OH or H3PO4, respectively. In opposite
to [31], where the ion exchangers were precipitated at 298 K, this procedure was
carried out at 273 K. Further the membranes were washed with deionized water
and dried at 298 K down to a constant mass. The cake was removed from the outer
surface by means of ultrasonic treatment at 30 kHz.
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Morphology of the membranes was investigated using SEM method. For TEM
investigations, the active layer was removed from the substrate, crushed in liquid
nitrogen, and treated with ultrasound. The pretreatment procedures and devices are
given in [21–25].

51.3 Membrane Test

The stack for baromembrane separation is described in [31]. Deionized water
was used for pressure test. The solution of bovine serum albumin, BSA (Merck),
was applied to investigations of rejection ability of the membranes. The protein
concentration was 0.3 g dm�3. Wheat stillage (produced by Chervonoslobidskii
state company “Ukrspirt”) was used for test of the membrane stability against
fouling; earlier corn stillage was applied to investigations [25, 31, 32].

First of all, the membranes were pressed in deionized water at 298 K and 1 bar
until a constant flow rate of the permeate. Then the pressure was increased up to
8 bars; the constant flow rate was reached again. Further the test was repeated at
1 bar. After the pressure test, the BSA solution was filtered at 1 bar. The protein was
determined by biuret method according to [33].

Other fresh samples were pressed in water as described above. Then water was
changed by wheat stillage, which circulated through the cell for 1 h at 333 K and
0.03–0.05 bar (no filtration was realized under these conditions). Further water was
filtered at 333 K and 1 bar. Finally, water was filtered through the membrane again
at 333 K and 1 bar.

Then wheat stillage was filtered at 1 bar and 333 K. Both permeate and
concentrate were analyzed with a URL-1 model 1 refractometer (Analitpribor,
Ukraine).

51.4 Structure of the Polymer and Organic-Inorganic
Membranes: Location of the Modifier Particles

The polymer membrane consists of macroporous fibrous substrate and active layer
that is attached to its outer surface. The plaited fibers form pores, a size of which is
up to�50 �m (Fig. 51.1a); these voids provide low hydrodynamic resistance of the
membrane. A size of pores of the active layer is mainly 100–300 nm (Fig. 51.1b).
A shape of the holes is both irregular and close to round. These pores are either
isolated or located very close to each other, when a distance between them is less
than 100 nm. Pores of the active layer are responsible for rejection ability of the
membrane.

Aggregates of HZD particles are precipitated both on the substrate fibers (Fig.
51.2a, b) and inside the active layer (Figs. 51.2c–e). A size of the formations on the
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Fig. 51.1 SEM images of macroporous substrate (a) and active layer of the Mifil-0.2 membrane

fibers is several microns. The aggregates cannot fill completely the voids between
the fibers. Thus, no rejection of colloidal particles due to macroporous substrate is
expected. At the same time, a change of morphology of the active layer is visible
after modification. The modifier particles (up to 400 nm) inside the active layer
are close to spheres; they consist of smaller particles (50–100 nm). Comparing
with the modifier precipitated at 298 K [31], the aggregates in the active layer are
more compact. However, the particles are larger than those obtained under higher
temperature. Secondary porosity (pores between primary particles) should provide
rejection of colloidal species.

No sufficient change of morphology of the active layer after modification with
ZHP is visible (Fig. 51.2f). As shown with TEM technique, the modifier is absent
in this region of the membrane. However, the particles were found inside the
macroporous substrate.

Different location of ZHP and HZD particles is caused by the size of the particles,
which are formed during precipitation, when small particles are dissolved and
redeposited as larger particles. Indeed, sol of insoluble zirconium hydroxocom-
plexes contains nanoparticles, a size of which is mainly 6 nm [30]. Larger primary
particles in the active layer indicate dissolution and reprecipitation. Dissolution of
the particle, a maximal radius (r) of which is determined by Ostwald-Freundlich
equation [33]

ln
C

C1
D ˇvm� cos'

RTr
(51.1)

is possible. Here C is the compound concentration, C1 is the concentration of
saturated solution (the C and C1 values are very low for ZHP and HZD), ˇ is
the shape factor, vm is the molar volume of the compound, � is the surface tension
of the solvent, ' is the wetting angle, R is the gas constant, and T is the temperature.
As follows from Eq. (51.1), a decrease in the temperature results in enlargement of
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Fig. 51.2 SEM (a–c, f) and TEM (d, e) images of macroporous substrate (a, b) and active layer
(c–f) of the membrane modified with HZD (a–e) and ZHP (f)

the deposited particles. Simultaneously the surface tension of the solvent increases.
This causes formation of larger primary particles than those deposited at 298 K [31].

Other important factor is the molar volume of the compound. Exact chemical
composition of amorphous ZHP and HZD is indefinite. The vm value can be
estimated from the molar mass and particle density of crystalline materials.
Regarding ZrO2, these values are 123.2 g mol�1 and 5.68 g cm�3, respectively
[34], vmD21.7 cm3 mol�1. ZHP deposited from sol contains mainly hydrophosphate
groups [23] similarly to ’-ZHP (Zr(HPO4)2�H2O). Molar mass and particle density
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of this compound are 301 g mol�1 and 3.3 g cm�3 [34], thus, vmD 91 cm3 mol�1.
Larger molar volume of ZHP provides larger particles of this ion exchanger
comparing with HZD. As a result, ZHP particles are precipitated only inside the
macroporous substrate due to steric factor. In opposite to ZHP, HZD particles can
be deposited both in the substrate and active layer.

51.5 Filtration of Liquids

Figure 51.3a illustrates a cumulative volume (V) of deionized water passed through
the membranes as a function of time (� ). The data were obtained at 1 bar after the
pressure test, which was carried out preliminarily at 1 and 8 bars. The permeate
rate decreases gradually and reaches constant values after predetermined times. The
pristine membrane shows the highest filtration rate; the modifier particles in the
substrate increase hydrodynamic resistance of the membrane (membrane modified
with ZHP). At last, the membrane containing the inorganic particles inside the active
layer shows the lowest filtration rate. When water is passed through the membrane
containing adsorbed layers on the outer surface (after circulation of grain stillage
without filtration), the rate of permeate increases due to gradual cleaning of the
surface.

Regarding filtration of wheat stillage, the V-�curves show the same order as for
water filtration (Fig. 51.3b). The pristine membrane and the separator modified with
ZHP demonstrate a decrease of the permeate rate over time. The flow rate through
the membrane containing HZD is constant.

The permeate flux through the membrane (J) was calculated as [1]:
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Fig. 51.3 Cumulative volume of permeate as a function of time. Liquids: deionized water (a) and
wheat stillage (b). Pressure drop was 1 bar (after the pressure testing at 1 and 8 bar). Membranes:
pristine (1), modified with ZHP (2) and HZD (3). Vertical lines (a) correspond to interruption
of water filtration (water was changed by wheat distillery). Further region corresponds to water
filtration after the circulation of wheat distillery without applied pressure
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Table 51.1 Water flux through the membranes and their selectivity toward wheat stillage

J, m3 m�2 s�1(under steady state at 1 bar) ', %

Membrane During pressure test
After pressure test
performed at 1 and 8 bar Wheat stillage BSA

Pristine 2.99 � 10�5 1.27 � 10�5 0 0
Modified with ZHP 7.35 � 10�6 1.25 � 10�5 0 0
Modified with HZD 6.28 � 10�6 1.02 � 10�5 72 90

J D dV

d�

1

A
; (51.2)

where A is the membrane area. As seen from Table 51.1, the permeate flux of water
through the composite membranes slightly increases after the previous pressure
test. This indicates that the particles can move through the membranes under
the influence of pressure, form aggregates, and even be partially removed. This
redistribution of the particles allows us to avoid additional tortuosity and narrowing-
widening. As a result, hydrodynamic resistance of the composite membranes
decreases. However, different behavior of the membranes during filtration of water
and wheat stillage shows stability of the main part of the particles in the membranes.

Selectivity of the membranes (') was found as:

' D
	
1 � Cp

Cf



� 100%; (51.3)

where the p and f indexes correspond to permeate and feed solution, respectively.
As seen from Table 51.1, only the membrane modified with HZD demonstrates

high rejection toward BSA, the molecular mass of which is 69,000 Da. This is
evidently caused by location of the particles, which determine functional properties
of the composite membrane.

51.6 Intraporous Active Layer of Inorganic Particles

According to the data of BSA solution filtration, a diameter of pores (d50), which are
responsible for 50% of rejection (�D50%), can be calculated from the formula [35]:

d50 D 0:11.MW50/
0:46: (51.4)

Here MW50 is the molecular weight of a large organic molecule that displays
50% rejection capability. The d50 value has been estimated as 18 nm. Analogous
membrane, which was modified with HZD under room temperature, shows 10%
selectivity toward polyethylene glycol (40,000 Da). The d50 magnitude is 14 nm
assuming 50% rejection. Thus, a size of pores that provide rejection is within the
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. Liquids: deionized water (a) and wheat stillage

(b). Pressure drop was 1 bar (after the pressure testing at 1 and 8 bar). Membranes: modified with
ZHP (1), HZD (2), and pristine (3)

interval of 14.4–18.5 nm. This indicates transformation of microfiltration membrane
into ultrafiltration separator.

A thickness of the secondary active layer (inorganic particles) inside the pores l
can be calculated from Kozeny-Carman equation [36]:

�P

l
D 180�

�
1 � "2�

ˆ2d2"2
vs; (51.5)

where " is the porosity (0.33 for compact bed of globules), · is the sphericity
of the particles (it is assumed that ·D1), d is their diameter, vs is the superficial
flow velocity, and � is the dynamic viscosity (9 � 10�3 Pa s at 298 K). A shape
of particles is close to spherical (see Fig. 51.3); their diameter is assumed to be
50 nm. Since vs is 6.3 � 10�6 m s�1 at 1 bar for completely compacted HZD-
containing membrane, lD43�m. This is comparable with a thickness of active layer.
A similar approach for the ZHP layer (dD300 nm, see Fig. 51.4, vsD9.2 m s�1) gives
lD0.5 mm; this corresponds to a thickness of the whole membrane.

Thus, hydrodynamic resistance of the membranes modified with ZHP is deter-
mined by the particles in the substrate. In the case of the membrane containing
HZD, its resistance depends on the particles incorporated into the active layer.

51.7 Modeling of Fouling

A number of mathematical approaches for the determination of fouling model have
been proposed. The approach [37] is the most widely used; it is based on a classical
equation of dead-end filtration under constant pressure:
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Table 51.2 Application of fouling models to filtration of water and wheat stillage

Deionized water Wheat stillage

Parameter
ZHP-containing
membrane

HZD-containing
membrane

Pristine
membrane

ZHP-containing
membrane

HZD-containing
membrane

n 0.24 0 0.90 1.55 0
R2 0.9771 1.0000 0.9936 0.9936 1.0000

d2�

dV2
D k

	
d�

dV


n

; (51.6)

where k is the coefficient that is related to hydrodynamic resistance of the
precipitate and n is the exponent. The n value reflects the filtration model: (a)
nD0 corresponds to cake formation on the outer surface; (b) nD1 is attributed to
transition mechanism; (c) nD1.5 is related to pore constriction, where species are
precipitated on the pore walls and the particles are smaller than pores; and (d) nD2
means pore blockage, when the particles are larger than pores (more exactly, larger
than narrowing). The exponent can be determined from the logarithmic dependence
of d2�

dV2
vs d�

dV (Fig. 51.4).
In the case of water filtration through the composite membranes, incorporated

particles of the modifier can be assumed as a result of fouling. As follows from
Table 51.2, which illustrates the exponents under steady state conditions, the n
values are close (membrane modified with ZHP) or equal to 0 (membrane containing
HZD). It means stability of the particle location after the pressure test. Roughness of
the particles (see Fig. 51.2e) prevents their redistribution through the polymer and
removal from the membrane pores.

Fouling with components of wheat stillage is simulated by transition mechanism
(pristine membrane) and pore constriction (membrane containing ZHP). Since a
receiving side of the membrane is the active layer (free from ZHP), the organic
species fill its pores. Alternately, fouling of the membrane modified with HZD is
only due to cake formation. The cake can be easily removed from the outer surface
without chemical reagents.

51.8 Conclusions

In accordance with Ostwald-Freundlich equation, the particles of ZHP inside the
polymer membrane are larger in comparison with HZD, since the value of molar
volume of ZHP is much higher. Decreasing in temperature, at which precipitation
occurs, causes an increase of size of the incorporated particles. Due to steric
limitations, ZHP particles are located mainly in the macroporous substrate. HZD
particles (50–100 nm) occupy also the active layer transforming the microfiltration
membrane into ultrafiltration separator. These particles form aggregates; their
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roughness prevents movement of the particles through the membrane. Secondary
porosity due to inorganic particles provides rejection ability of the membrane. The
composite containing HZD shows considerable selectivity toward BSA and organic
components of wheat stillage. The membranes show similar rejection ability as the
materials modified at higher temperature [31]): selectivity of the membranes toward
components of wheat and corn stillage is practically the same. The concentrate,
which is formed during separation, can be used for alcohol production or for
preparation of food for domestic animals. Deionized water can be obtained from
the permeate using nanofiltration followed by reverse osmosis [38, 39].

The composite membrane containing HZD demonstrates stability against pore
fouling: only cake is formed on the outer surface of the membrane. This facilitates
cleaning of the membranes and provides longer time of separation and shorter period
of membrane regeneration. Moreover, the absence of organics in pores allows us to
minimize consumption of the reagents for regeneration. This increases lifetime of
the membrane.
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Chapter 52
Chemico-metallurgical Method for Obtaining
Tungsten-Based Nanopowders

N. F. Kuschevskaya, A. I. Gab, E. A. Paprotskaya, and V. V. Malyshev

52.1 Introduction

The use of powdered nanomaterials in technology is one of the most promising areas
of modern materials science. Recently, intensive research is conducted to create
tungsten alloys with a high content of tungsten and with matrices providing high
capacity for adiabatic shear localization and to enhance the special properties of
alloys [1–4]. One way to obtain such alloys is high-temperature electrochemical
synthesis [5–7]. However, the high process temperatures (1173–1223 K) are limiting
the possibilities of its practical application.

Today, for obtaining nanopowders based on tungsten, the following methods
are used: arc discharge in thermal plasma, plasmochemical synthesis, chemi-
cal condensation, carbonylates thermolysis, and synthesis in aqueous solutions.
Promising are works concerning methods of obtaining of nanosized tungsten-based
powders from tungsten-containing wastes. Recently, much attention is given to
methods of obtaining of the nanosized tungsten powders by the hydrogen reduction.
Particularly, it was found that oxidation resistance and size distribution of such
nanopowders are crucial for their practical application.

The aim of the present work was to develop low-temperature methods allowing to
control the structure and properties of the final materials obtained during the process
of the nanopowders manufacturing.
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52.2 Materials and Methods

In this paper, for the synthesis of nanopowders of the present composition based on
tungsten, combined chemico-metallurgical method is used including the deposition
of metal hydroxides from solutions of their respective salts to hydrogen reduction of
obtained intermediate product. Intermediate for tungsten-doped nanopowders was
obtained in two ways: by mechanical mixing of nickel, iron, and cobalt hydroxides
with tungsten acid and by treating tungsten acid with aqueous solutions of nickel,
iron, and cobalt salts followed by evaporation of the resulting mixture while
continuously stirring to dryness and washing with acetone or alcohol to remove
the chlorine anions. As a result, intermediate tungsten-based powder was obtained
which is a mixture of oxides according to X-ray analysis data.

Using the first method, it is difficult to control the chemical composition of the
powders since during their obtaining, contamination of product by admixtures is
taking place. Besides, the process is multistage which can lead to instability of
characteristics of the final doped tungsten nanopowder.

The second method is notable by its technological simplicity and flexibility and
does not require special process equipment. The high reproducibility of its results
is found, so powders for further studies were synthesized by this method. To obtain
an intermediate product, the following materials were used: tungstate acid and iron,
cobalt, and nickel chlorides.

An analysis of obtained materials was conducted by the following methods. Con-
tent of nickel, iron, and cobalt was determined by atomic absorption spectroscopy
(AAS) and atomic emission spectroscopy with induction-coupled plasma (ICP-
AES). ICP-AES spectrometer “Ultima 2” (HORIBA Jobin Yvon, France) and AAS
spectrometer “AAS-3” (Germany) were used. Content of chlorine was determined
titrimetrically. Powders phase composition was determined by X-ray diffraction
analysis using DRON-3 equipment (with X-rays wavelength 1.541781 � 10�10 m)
followed by mathematical data processing and ASTM information directory data
usage. Specific surface area of powders was determined by low-temperature nitro-
gen adsorption-desorption using GC-1 equipment.

Metallization of obtained intermediate tungsten-based product was performed
using the apparatus Setaram TAG 24 within the temperature range of 293–1073 K.
Electron microscope examinations of the size and morphology of the powder
particles were performed using the scanning electron microscope “Leo-430i.”

52.3 Results and Discussion

The conditions were determined of the interaction of solid tungstate acid with
solutions of salts of iron, nickel, and cobalt. Chemical composition nanocomposites
based on tungsten is optimal with solution concentrations 5–75 g/l. Table 52.1 and
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Table 52.1 Phase composition of intermediate tungsten-based product

Phase WO3 W20O58 NiO NiFe2O4 FeWO4 Fe2O3 WOCl3 Co3O4

Content, % 64.22 22.43 1.98 3.38 1.98 3.69 0.66 1.66
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Fig. 52.1 X-ray diffractograms of intermediate product (a) and reduced tungsten-based alloy
powder (b)

Fig. 52.1 present the results of X-ray analysis and X-ray diffractogram fragments of
obtained product based on tungsten, respectively.

Fig. 52.2 shows thermograms of intermediate products obtained under hydrogen
and helium atmosphere. Metallization of chemical mixture occurs in several stages
and within different temperature ranges. However, temperature ranges and respec-
tive peaks characterizing the reduction of both iron, nickel, cobalt, and tungsten
components of the mixture are shifted into a low-temperature range. Decrease of
the metallization temperature of oxides of iron, nickel, and cobalt is associated with
the decrease of the contact area of individual particles of these phases, as well as
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Fig. 52.2 Thermogravimetric curves of heating of intermediate tungsten-based product under
atmosphere of helium (curve 1) and hydrogen (curve 2). Curves 1 and 2 are dependences of rate of
change of the mass (m) of the sample on time; 3 – curve of temperature change from time

with the decrease of the water’s partial pressure in the bulk of the charge reduced
within this temperature range (473–773 K) due to the presence of tungsten oxide.
In addition, oxygen-containing tungsten component can present an obstacle to an
increase of size of the particles of iron, nickel, and cobalt, which can also lead to
a decrease of reduction temperature of iron, nickel, and cobalt components. The
latter, in turn, according to [8], can influence the electronic structure of primary
tungsten oxide system, slowing the induction period of nucleation and accelerating
the process of metallization of tungsten oxide. Thus, tungsten oxide reduction is
affected not by oxides of iron, nickel, and cobalt, but by their reduced phases.
Increasing the number of nucleation centers on the surface of tungsten oxide
crystallites, which are reduced particles of iron, nickel, and cobalt, accelerates the
tungsten oxide metallization process.

The experiment has tested several temperature modes of hydrogen reduction for
the synthesis of powders of the following composition: W 7.2%, Ni 1.8%, Fe 1%,
and Co 1%. Such reduction parameters as temperature and reduction time were
varied within the range of 923–1173 K for 1–2 h. The structure, phase composition,
and dispersion of synthesized powders were studied affecting the mechanism of
consolidation and properties of bulk samples. Fig. 52.1b shows X-ray diffractogram
of reduced nanopowder based on tungsten.

Using X-ray analysis, the phase composition of reduced tungsten-based alloy
nanopowder was determined (weight %): W, 87.72; Fe, 2.63; Fe-Ni, 0.88; Ni,
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Fig. 52.3 Electron
microphotograph of the
tungsten-based alloy powder

6.14; and Co, 0.88. The chemical composition of reduced tungsten-based alloy
nanopowder is as follows (weight %): Fe, 1.8; Ni, 7.2; Co, 1.1; and W, the rest.

The results of the phase analysis of reduced powder indicate that the oxides
and intermetallides phases are absent in the samples and that powder chemical
composition corresponds to a predefined ratio.

Figure 52.3 shows photomicrographs of nanopowders of doped tungsten-based
alloy. Electron microscopic studies have shown that the materials consist of dense
agglomerates with an average size value estimated as 300–400 nm and the individual
particle size as 100 nm.

The specific surface of the tungsten-based powder was determined by BET
method. It is 0.9 m2/g, corresponding to an average particle size value (with material
density 18.6 g/cm3) of about 300 nm.

Thus, the powder’s synthesis modes were proposed providing the possibility
to obtain by chemico-metallurgical method nanopowdered tungsten-based alloys
with desired chemical and physicochemical properties. Based on the found patterns,
approaches were developed to control the properties of tungsten-based nanopowders
at the stage of their formation.
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Chapter 53
Nanoporous Thin Film VNx Hydrogen
Absorbents: Method of Production, Structure
Formation Mechanism, and Properties

Alexey Guglya, Alexander Kalchenko, Yury Marchenko, Elena Solopikhina,
Viktor Vlasov, and Elena Lyubchenko

53.1 Introduction

Vacuum deposition techniques, such as magnetron sputtering and physical and
chemical vapor deposition, have been successfully used for thin film creation for a
long time. A characteristic feature of these techniques is that the resulting structures
are formed under less than equilibrium conditions allowing the creation of materials
with unique properties.

B. Movchan and A. Demchishin in 1969 [1] have shown the substrate tempera-
ture influence on the structure of Ti, Ni, W, ZrO2, and Al2O3 films. Evaporation of
the substances was carried out by the electron beam heating of the crucible. Three
temperature zones with boundary temperatures T1 and T2 that are, respectively,
equal to 0.3 and 0.45–0.5 of Tm for metals and 0.22–0.26 and 0.45–0.5 of Tm for
oxides were determined. The films with certain structure and properties have been
formed inside each of these zones. These studies marked the beginning of the so-
called structure zone model (SZM). Later J. Thornton [2] took into account the
effect of the gas environment on the film structure additionally to the influence of
the substrate temperature. It was shown that the film forming mechanism at the
ion bombardment was fundamentally being changed depending not only on the
substrate temperature but also on the pressure of the working gas (argon). Effect
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of the reactive gas (oxygen) on the formation of the microstructure of thermally
evaporated metal (in that case, aluminum) has been studied in detail by P. Barna
and M. Adamik in [3]. Oxygen adsorbed on the surface of the forming film reduces
the mobility of grain-nucleating centers and inhibits their coalescence. It results in
the breaking of the columnar structure and nucleating of the grains with different
texture. Eventually, at a high concentration of oxygen molecules, the formation of
the aluminum oxide matrix with metallic inclusions is observed.

The substrate temperature and content of the gas atoms influence the formation
of the film structure only at the initial stage. At this stage, the density of nucleation
centers is determined mainly by the surface diffusion coefficient. For equiaxial
nanocrystalline structure creation, it is necessary to speed up the bulk diffusion in
the film at the stage of its growth. It can be achieved by ion-stimulation processing
of the film.

The bombardment of the deposited film by 0.02–2 keV energy ions, the gener-
ation of the radiation-induced defects not more than 1–10 displacements per atom,
takes place. It gives the intensification of diffusion processes and the introduction
of gas ions to a depth of 5–10 nm. As a result, the reduced intergranular porosity
and increased density of the film are observed. The additional spaces for the grains
nucleation appear on the surface of the growing film, which in turn leads to grain
size decrease and inhibition of columnar structure growth [4–6].

However, the best opportunities for the nanocrystalline film creation arise if the
substrate is bombarded by gas ions of energies more than 10 keV during the metal
vapor deposition. This combination of metal evaporation with the ion irradiation
is implemented in the ion beam-assisted deposition technology, so-called IBAD
method [7–11]. Ions with such energies create during bombardment of the deposited
film a large number of defects, on which the grain nuclei are formed. Consequently,
the nanocrystalline structures with grain size that does not exceed 10 nm are formed
[10–12].

Hydrides on the base of vanadium, the, respectively, light transition metal, are
considered to be perspective for usage as solid-state hydrogen storages. The total
mass of stored hydrogen in them reaches the value of 2.1 wt.%. At that the amount
of absorbed hydrogen atoms in VH2 is essentially more than, for example, in MgH2

hydride (11.2 in VH2 vs. 2.5 wt.% in MgH2, at./cm3, � 1022) [13].
The V-H system includes the following phases: ’, solid solution; “, VH0.45–

VH0.95; and ”, VH2. The “ C ” phase mixture is in the VH1.0–VH2.0 concentration
range. The V2H, V3H2, and V4H3 ordered structures are revealed in the homogene-
ity range of the “-phase. The “-phase has the body-centered tetragonal (bct) lattice;
the VH1.77 nonstoichiometric phase has fcc lattice.

Due to the existence of several V-H phases with different crystal structures,
several plateaus related to the phase transitions have to appear on the P-C-T diagram
(Fig. 53.1). The figure also shows the possible ways of the improvement of the
absorptive properties of vanadium hydride, such as nanoporous structure formation
(increasing of the gravimetric capacity), hydride phase stabilization by means of
complex VNxHy hydride formation, and development of the additional hydrogen
traps (the improvement of the thermodynamic and kinetic properties).
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Fig. 53.1 Pressure-
concentration constitution
diagram for hydride VHx

(summarized data from [14]).
Dot line is related to the state
when this hydride may be
used as hydrogen storage.
The receipts for this state
achievement are shown

The aim of this study is to investigate the structure of V-N films prepared using
the ion-assisted deposition technology.

53.2 Experimental Procedure

Nanocrystalline VNx porous thin films were obtained by evaporation of vanadium
from electron beam crucible at the simultaneous irradiation by mixed beam of
helium and nitrogen ions (N2

C/HeC D 1) with energy of 30 keV. The ratio between
the speeds of vanadium atom deposition and gas ion implantation was 0.5 at./ion.
The film deposition was conducted onto the NaCl substrate at 200 ıC. Thin carbon
film was deposited on the substrate before the vanadium evaporation. During the
vanadium film deposition, the parts of the substrate were sequentially overlapped
by shutter at regular time intervals. The set of films with a thickness from 5 up to
25 nm was obtained.

In addition, the films of 1.5 �m thickness and 1.5 � 1.5 cm area were deposited
on sapphire and silicon substrates. The structure of the films deposited on silicon
and NaCl substrates was investigated by means of JEM 100CX transmission and
JSM 7001F scanning electron microscopes.

53.3 The Results of the Experiments

53.3.1 The Initial Stage of Film Formation

The inhomogeneity zone is always observed in the surface layer of deposited film
at its bombardment by gas ions with energy of some tens of keV. The number
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Fig. 53.2 Thickness dependencies of damage distribution (displacement per atom) (a) and
implanted helium and nitrogen atoms (b) in the V-N-He film. j(N2
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of generated defects and implanted gas concentration was increased successively
deep inside the zone starting from the film surface. The extent of this zone is
determined by the path depth of ions used for the bombardment of deposited
material. For example, an extent of this heterogeneity zones for 30 keV-nitrogen ions
is	70–80 nm [7]. Accordingly, the structure of the film, at the nucleation stage and
after its thickness has exceeded 80 nm, is different. Therefore, the zone of structural
heterogeneity seems to be a good subject for investigation of the mechanisms of
nanoporous structure formation at the bombardment by medium-energy gas ions.

Using SPURT program as described previously [15], we performed a mathemat-
ical modeling of the defect formation (Fig. 53.2a) and ion implantation of nitrogen
and helium (Fig. 53.2b) processes in the deposited vanadium film.

Figure 53.2a shows that most of the damages in the film at all stages of deposition
arise from the nitrogen ions. Moreover, the impact of the nitrogen ions on the
structure and composition of the vanadium film ends at a depth of 80 nm. The level
of damage at the thickness of more than 80 nm increases slightly and exclusively
due to helium ions. The quantity of implanted nitrogen at such thicknesses is
not changed, and the helium concentration increases almost tenfold. At a depth
of 250 nm, the calculated concentration of helium in vanadium film is similar
to the nitrogen concentration at a depth of >80 nm, namely, 6.5�1021 ions/cm3.
Thus, calculations show that the structure and composition of the film of less
than 80 nm thickness are determined by the concentration and amount of radiation
defects generated by nitrogen ions. In the thickness range of 80–250 nm, the film
structure can be transformed due to implanting helium ions. Total estimated amount
of nitrogen and helium in the vanadium film of the thickness > 250 nm should not
exceed 12.0 at.%.

Figure 53.3a–f shows the electron microscopic images of VNx films at the initial
stage of their growth. Figure 53.3e demonstrates the same piece of the 20-nm-thick
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Fig. 53.3 Electron microscopy images of VNx film structure at different deposition stages (the
estimations for all film thicknesses are given)
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film as the Fig. 53.3d but at the different electron beam focusing. All figures present
the negative images for better visualization of the grain boundaries and pores. It is
seen that the films are solid even at the thickness of 5 nm. They have nanocrystalline
structure with the grain size of 10–15 nm. Grains are arranged in a single layer;
3–5 nm pores are observed almost in all triple and quartic intergranular joints.

The specific ruptures of 100 nm in length and 	10–15 nm in width appear in
film starting from the thickness of 15 nm (Fig. 53.3c). There are large enough
(	50–150 nm) areas (hereinafter referred to as particles) that are visible between the
adjacent ruptures. Blocks display heterogeneous structure and consist of nanograins
separated by porous boundaries. Filling the ruptures by the grains of new population
(Fig. 53.3e–f) takes place simultaneously with the subsequent layer formation. Their
average size is approximately the same as the size of the grains inside the particle,
namely, 	15–20 nm. At the film thickness more than 30–40 nm, the ruptures are
completely filled by nanograins, and formation of the subsequent layer of particles
and grains begins.

The crystal structure of VNx films at all stages of their formation corresponds to
the fcc structure of vanadium nitride.

53.3.2 The Structure of Already Formed VNx Films of 1.5 �m
Thickness

Figure 53.4a–b shows SEM and TEM images of VNx films deposited on silicon
substrates. In the first case, the electron beam was directed at the film surface.
In the second case, the research subject was prepared by ion thinning of the end
face of the substrate with the deposited film. It can be seen (Fig. 53.4a) that the
film structure consists of the particles with a diameter of 150–250 nm. Particles are
nonhomogeneous and consist of grains of irregular shape and the size of 10–20 nm
arbitrarily distributed in space.

Fig. 53.4 The structure of the surface (a), particles, and interparticle boundaries (b) of already
formed VNx of the film
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Fig. 53.5 TEM image inside the particle structure of VNx film (a) and its Fourier transforma-
tion (b)

The results of TEM study shown in Fig. 53.4b confirm the SEM investigation
data. The particles are not homogeneous formations and consist of nanograins. The
boundaries between particles are loose; and the connections of 3–4 particles contain
pores of 5–10 nm in size.

In order to explore the structure and orientation of the individual grains in
detail, the high-resolution TEM was used. Figure 53.5a shows the area inside a
single block. It can be seen that the block consists of nanograins of 5–15 nm size.
Moreover, the crystallographic planes in each grain are arbitrarily oriented with
respect to the perpendicular of the film plane.

It is difficult to calculate with high accuracy the interplanar spacings in each
individual grain using Fig. 53.5a. The particle morphology and size distribution
were analyzed by transmission electron microscopy (JEOL 2100) that was operated
at 200 kV. Using the Digital Micrograph Ver. 3.10.0 (Gatan) program, a fast Fourier
transform (FFT) pattern of the high-resolution TEM (HRTEM) image was obtained.
Figure 53.5b demonstrates the results of these investigations. It can be seen that
the grains are randomly distributed in the particle volume. Parameter of fcc crystal
lattice of VNx film calculated on the base of interplanar spacing was 0.4052 nm.

53.4 Results and Discussion

Vanadium deposition under the ion-stimulated bombardment with working ion
source occurs at a total pressure of nitrogen and helium in the chamber equaled
to (1.5–2.0) � 10�3 Pa. At this pressure, the continuous adsorption of nitrogen
molecules and helium atoms by the substrate surface is taking place simultaneously
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Fig. 53.6 SEM image of the
crosscut and the surface of
VNx film

with the vanadium vapor deposition. Moreover, at such experimental conditions, the
rate of gas adsorption is not less than the speed of vanadium deposition. The partial
dissociation of nitrogen molecules is in process at ion bombardment. Taking into
account that Gibbs free energy of vanadium nitride formation is rather low [16],
an ongoing chemisorption of nitrogen atoms and formation of vanadium nitride
occur. This may explain the vanadium nitride appearance at very early stages of
film growth.

Physical adsorption of nitrogen molecules leads to the inhibition of diffusion
processes on the film surface. As a result, there is a large-scale nucleation of small
grains poorly oriented relatively to each other whose boundaries are saturated with
nitrogen molecules and helium atoms. Radiation-induced diffusion of adsorbed gas
atoms implanted at the irradiation stimulates the steady flow of gas molecules and
atoms to the grain boundaries. At a certain stage of the film growth, the amount
of gas impurities in grain boundaries and in triple grain boundary intersections
becomes sufficient for boundary destruction and for the formation of ruptures of
50–100 nm in length (Fig. 53.3b–d). This size is very close to the size of particles
shown in Fig. 53.4. Therefore, we believe that the formation of randomly distributed
particles is associated with the formation of such ruptures. The nucleation of
new grain population in the fracture places prevents the formation of continuous
columnar structure that is characteristic for the film deposition at a low-energy
ion bombardment [4–6]. Figure 53.6 shows the corresponding image of VNx film
crosscut.

Quantitative analysis of the SEM results revealed that the nitrogen concentration
in VNx films does not exceed 10 at.%, although the selected area electron diffraction
analysis shows the presence of nitride phase at all stages of film growth.

As noted above, the vanadium nitride formation at the initial stages of film growth
may occur due to the adsorption of nitrogen molecules from the volume inside the
vacuum chamber, their dissociation, and nitride phase formation. The structure of
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VNx film forming during the ion bombardment is nanocrystalline. Therefore, it is
not necessary to provide the equal amounts of vanadium and nitrogen for the nitride
phase formation in such small grains.

It is known that during the transition from a polycrystalline to a nanocrystalline
structure, the fraction of the grain surface area in which the equilibrium vacancy
concentration is different from concentration in “bulk” sample increases. The
equilibrium concentration of vacancies in the small size particle depends on the
particle size (r) as follows [17]:

Cs D Cvexp .3 �=rkT/ ;

where is the surface energy, and � is the atomic volume.
It follows from this expression that the equilibrium concentration of vacancies in

small size particles may exceed significantly the concentration of vacancies in the
“bulk” samples. A similar relationship exists for the diffusion coefficients too.

Increase in the equilibrium concentration of vacancies in nanograins of two-
component structure, which is the vanadium nitride, can occur exclusively at the
expense of nitrogen atom. Consequently, VN stoichiometric compound exists only
in the central region of grains, and the nitrogen is virtually nonexistent in the grain
boundaries. In this spirit, we believe that vanadium nitride with fcc lattice exists in
our films in form of nonstoichiometric compound VNx (x < 1).

Helium ions during film deposition penetrate deeper than a typical particle size,
namely, up to 250 nm (Fig. 53.1b). To determine their concentration, we used
the data obtained by Rutherford backscattering and the thermal desorption spectra
analysis. Helium was not found. The lack of helium indicates a good gas perme-
ability of formed porous nanocrystalline structure. The successive accumulation
of helium atoms implanted by ion beam in film region which is at a distance of
80 to 250 nm from its surface takes place during VNx film growth. As a result,
the local heating of the film in the damage zone and helium pressure increase in
it take place. Helium implanted in nanograins can easily move to the grain and
interparticle boundary surfaces and finally leave the volume of the film due to
the high equilibrium concentration of vacancies in the nanograins and radiation-
induced diffusion. Thus, the helium role in the creation of solid-state VNx hydrogen
storage is to form the structure of nanopores united by intergranular and interparticle
boundaries. The nitrogen role is to create vanadium bcc structure that is denser than
nanocrystalline fcc structure of VNx.

At the physical adsorption of hydrogen by such structures, the rapid filling
of grain boundaries and pores takes place. Further, a partial dissociation of the
hydrogen molecules in the grain boundaries and the hydrogen atoms’ diffusion into
them occur with the increase of pressure in the pores. The selected area electron
diffraction data have not revealed the hydride phase appearance. Therefore, the
most likely and effective traps for hydrogen atoms are the vacant positions in VNx

lattice. It was shown for TiCx [18, 19] that the greater the degree of deviation from
stoichiometry (x < 0.6) is observed, the greater amount of hydrogen atoms can be
accumulated within the crystal lattice.
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The configuration of nanopores in investigated film structures is not just a system
of voids that directly traverse each other (it is peculiar for metal-organic and carbon
film structures). In the present case, the pores are interconnected by relatively long
intergranular boundaries of width that does not exceed 1 nm. This value is very
closely related to the most optimal (0.6 nm) design size at which hydrogen will be
retained in its molecular state [20]. The availability of such branched pore system
connected by narrow and long channels provides the rapid delivery of molecular
hydrogen to the film volume and its retention at room temperature.

53.5 Conclusion

The results given in this paper show that the use of IBAD method allows not
only the controlled formation of nanoporosity with prescribed parameters but also
the embedment of this nanoporosity into the nanocrystalline structure of a matrix.
The material produced under such a method is capable to accumulate hydrogen
at low pressures and room temperature. In particular, we have shown earlier
that these structures can absorb the hydrogen up to 7 wt. % and release it in
the temperature range of 50–275Ñ´ [12, 16]. The availability of broad channels
between grains provides high diffusion mobility, which allows accumulating the
hydrogen and releasing it from material within a short period of time. The formed
structure accumulates hydrogen both in nanopores and in the vacant sites inside VNx

grains. Varying the basic parameters of the ion beam-assisted process and firstly its
radiation component, it is possible to produce nanocrystalline porous structures in
which the grain size can be both higher and lower than the pore diameter. It was the
certain relationship between the sizes of the elements of crystalline structure that
allows the production of solid-state hydrogen storages with required properties.
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Chapter 54
Magnetic Nanocomposite Sorbents
on Mineral Base

Oksana Makarchuk , Tetiana Dontsova , and Anatolii Perekos

54.1 General

54.1.1 Introduction

Sorption purification is the most commonly used and suitable for adaptation to
industrial conditions technology [1–3]. The high sorption capacity of sorbent
minerals including clay minerals is provided by their colloidal dispersion. But in
wastewater treatment process, the problem of removing spent sorbent particles from
the aquatic environment is appeared.

Classical separation methods of sorbent sludge from purified water like cen-
trifugation, filtration, upholding, coagulation, and flocculation processes are unac-
ceptable in industrial-scale purification. Centrifugation is too energy intensive and,
therefore, costly process. Filtration in this case is complicated from engineering
and technological point of view due to the high dispersion of sorption material.
Purification by upholding is a too long process. The destabilization of wastewater
suspension by coagulation and flocculation processes requires the use of large
number of different reagents. The cost of reagents calls into question the economic
viability of this technology. In addition, none of these conventional methods can
guarantee elimination of secondary water pollution risk [4].
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In [5] the profitability of magnetic separation, process in wastewater filtering
of the steel-making company was calculated. It was found that the removal of
suspended particles from the water medium in the magnetic filter was 24 times
faster compared to conventional filter with the same level of capital expenditures,
operating costs, and occupied production area.

The process of magnetic separation can be realized in a magnetic field created by
a permanent magnet or an electromagnet. In implementing purification technology
in industrial level, an external magnetic field created by using permanent magnets is
acceptable, because in this case, the magnetic field strength does not require constant
electricity consumption [6, 7].

Magnetic separation process can be adapted to the adsorption technology of
purification by [8]:

Direct adsorption of pollutants on magnetic particles
Introduction of a magnetic modifier as flocculant for magnetic particle coagulation

of spent sorbent
Application of magnetic composite sorbents

Magnetic iron oxides are costly and not porous sorbents. The combination of
processes of contaminants adsorption on magnetic particles, magnetic separation,
and flocculation is a complex problem, which includes a significant number of
manufacturing operations and requires the use of a large amount of equipment and
production areas. Among these methods, the most technologically and economically
favorable form of magnetic support of sorption treatment is the use of magnetic
composite sorbents [9, 10].

Manageability of ferromagnetic particle deposition process in a magnetic field
is determined not only by their size and magnetic characteristics but the magnetic
nature of the matrix in which they are stabilized [11]. The clays are paramagnetic
substances, and in magnetic separator, their mineral matrices are magnetized in the
direction of the external magnetic field. Such feature of clays provides the decisive
influence to choose them as a basis for magnetic composite sorbent creation [12].

This study shows the results of the physical, chemical, and magnetic properties
of composite magnetic-controllable sorbents based on clays, and it presents an
assessment of effectiveness to their use in magnetic field.

54.1.2 Materials and Methods

Magnetic composite sorbents were prepared by impregnation method. The natural
saponite, palygorskite, and spondyle clays were sieved to the particle size less
than 230 meshes (63 �m) and dispersed in magnetic fluid. The obtained mixture
was mechanically stirred for 30 min in order to adsorb Fe3O4 on the surface and
pores of clay. The synthesized sorbent was separated in magnetic filter at magnetic
induction of external magnetic field of 66 mT and dried at 60–80 ıC for 1 day.
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Thus, samples of magnetic sorbents (MC) based on saponite (MCSp-4, MCSp-7,
MCSp-10), palygorskite (MCP-4, MCP-7, MCP-10), and spondyle clays (MCSd-4,
MCSd-7, MCSd-10) containing 4 wt.%, 7 wt.%, and 10 wt.% of magnetite were
obtained.

Measurement of mass concentration of chemical elements in sample MC was
carried by nondestructive energo-dispersive roentgen analysis method without
standards using analyzer EXPERT 3 L.

Powder X-ray diffractions (XRD) of all sorbent samples were recorded using
a Rigaku Ultima IV diffractometer using Cu K’ radiation at 40 KV, 30 mA.
Orientated samples were scanned from 2ı to 162ı 2-theta at 1ı/min with a scanning
step of 0.0001ı/step. Crystallographic Open Database (COD) was applied for phase
composition definition of sorbents. The crystallite sizes and the unit cell parameters
of magnetite and magnetite in magnetic composites were calculated with software
package PDXL using the Scherrer’s formula.

The morphologies of the synthesized products were observed using a scanning
electron microscope (SEM 106 M).

Magnetic properties of nanocomposites (specific magnetization �S (A•m2/kg);
magnetic field strength °Ô (A/m); magnetic induction Br (mT)) were determined by
ballistic magnetometer of Steinberg.

High-gradient magnetic separation of MC and native clays was studied in
magnetic filter. Magnetic induction of external magnetic field was 66 mT. The
residual concentrations of suspended sorbent particles in an aqueous medium
through 5, 30, and 60 min of magnetic separation were determined by turbidimetry
method.

54.2 Experimental

54.2.1 Chemical Analysis

Measurements of chemical composition in the sorbent samples were carried out by
nondestructive energy-dispersive XRF analysis without standards and results listed
in the Table 54.1 (MCSp and saponite clay), Table 54.2 (MCP and palygorskite
clay), and Table 54.3 (MCSd and spondyle clay).

The results of elemental composition analysis of MC and natural clays showed
the directly proportional growth of Fe concentration in depending on the increase
of Fe3O4 content in composites at a relatively constant concentration of the basic
elements of crystal clay lattice Mg, Al, Si, and Ca.

54.2.2 X-ray Analysis

Powder X-ray diffractions of magnetite, MC, and natural clays were recorded
using a Rigaku Ultima IV diffractometer. The corresponding diffraction patterns are
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Table 54.1 Chemical analysis of the composites MCSp and saponite clay

Saponite MCSp-4 MCSp-7 MCSp-10
Chemical element Content, % wt.

Mg 5.34–7.18 4.09–6.23 4.69–5.61 3.64–5.14
Al 4.90–5.76 3.77–4.97 1.19–2.15 1.57–2.33
Si 20.68–22.67 20.32–22.40 18.44–20.06 15.92–17.42
S 0.00–0.18 0.14–0.36 0.02–0.04 0.02–0.04
Ca 24.57–26.86 17.83–19.84 15.54–17.81 14.27–16.17
Ti 2.22–2.98 2.38–2.59 1.22–2.43 1.35–1.97
V 0.15–0.20 0.20–0.29 0.10–0.19 0.11–0.21
Mn 0.87–1.21 0.69–0.77 0.73–0.82 0.56–0.65
Fe 35.94–37.35 45.30–47.17 52.75–55.47 57.28–60.71

Ni 0.05–0.12 0.05–0.07 0.06–0.09 0.06–0.08
Cu 0.11–0.14 0.08–0.10 0.07–0.10 0.09–0.11
Zn 0.09–0.18 0.10–0.11 0.10–0.12 0.10–0.12
Sr 0.05–0.1 0.03–0.05 0.05–0.06 0.02–0.03

Table 54.2 Chemical analysis of the composites MCP and palygorskite clay

Palygorskite MCP-4 MCP-7 MCP-10
Chemical element Content, % wt.

Al 4.48–5.79 5.42–6.72 4.65–5.97 4.70–6.24
Si 52.22–55.12 42.69–45.51 43.48–45.42 41.83–44.02
S 0.20–0.50 0.15–0.20 0.05–0.09 0.07–0.15
Cl 2.36–3.37 0.37–1.59 0.84–1.05 0.52–1.14
Ca 6.56–8.75 6.07–7.93 2.58–4.97 2.42–3.72
Ti 1.79–2.03 1.13–1.56 0.72–0.99 0.63–1.26
Mn 0.15–0.22 0.20–0.26 0.19–0.26 0.11–0.15
Fe 26.97–28.83 38.58–40.73 42.20–45.83 44.49–48.01

Zn 0.07–0.09 0.08–0.10 0.06–0.08 0.07–0.09
Sr 0.08–0.11 0.11–0.13 0.06–0.09 0.06–0.07
Rb 0.02–0.04 0.04–0.05 0.03–0.04 0.02–0.03
Zr 0.05–0.06 0.08–0.10 0.09–0.11 0.04–0.05
Pb 0.05–0.08 0.09–0.12 0.06–0.09 0.05–0.07

presented in Fig. 54.1 (magnetite), Fig. 54.2 (MCSp and saponite clay), Fig. 54.3
(MCP and palygorskite clay), and Fig. 54.4 (MCSd and spondyle clay).

Diffraction pattern of magnetite (Fig. 54.1) demonstrated strong peaks at 30.72 ı,
35.38 ı, 43.72 ı, 53.64 ı, 57.24 ı, and 62.86 ı 2-theta attributed to the Fe3O4 (card
№ 01–071-6336). No other impurities were observed. Hence, the method of Elmore
allows obtaining the pure magnetic-modifying agent.

The XRD pattern of the native saponite (Fig. 54.2a) had indicated peaks that
correspond to saponite (card № 00–013-0305), montmorillonite (card № 00–002-
0014), quartz (card № 00–001-0649), and calcite (card № 00–002-0623). The
crystal plane diffraction peaks of composite sorbent MCSp-4 (Fig. 54.2b), MCSp-7
(Fig. 54.2c), and MCSp-10 (Fig. 54.2d) detected the presence of inherent phases of
native saponite clay and found peaks that corresponded to Fe3O4.
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Table 54.3 Chemical analysis of the composites MCSd and spondyle clay

Spondyle clay MCSd-4 MCSd-7 MCSd-10
Chemical element Content, % wt.

Si 19.26–23.08 21.37–24.34 20.25–22.53 18.35–20.93
S 1.07–1.47 0.67–0.88 0.54–0.73 0.60–0.98
Cl 1.17–1.45 0.35–0.55 0.39–0.48 0.81–1.08
Ca 56.54–59.37 45.53–49.04 40.70–45.29 36.23–39.10
K 3.59–3.72 3.16–3.95 2.81–2.91 2.51–2.62
Ti 2.01–2.23 1.61–1.81 1.38–1.52 1.07–1.25
Fe 11.05–13.32 21.92–23.97 28.57–31.12 35.15–38.70

Zn 0.04–0.05 0.04–0.05 0.03–0.04 0.03–0.04
Sr 0.18–0.19 0.24–0.26 0.21–0.22 0.16–0.17
Rb 0.03–0.04 0.04–0.05 0.04–0.05 0.03–0.04
Zr 0.05–0.06 0.07–0.08 0.06–0.08 0.06–0.08
Pb 0.02–0.03 0.02–0.03 0.02–0.03 0.01–0.02

Fig. 54.1 The XRD patterns
of magnetite Fe3O4

The XRD pattern of native palygorskite (Fig. 54.3a) consists of peaks that
correspond to own palygorskite (card№ 01–082-1872) and quartz (card№ 00–001-
0649). Diffraction patterns (Fig. 54.3b–d) confirmed the presence of magnetite in
the presence of native clay phases in the composition of sorbents MCP-4, MCP-7,
and MCP-10, respectively.

According to the X-ray diffraction analysis presented in Fig. 54.4a, spondyle clay
consists of two minerals such as augite (card№ 01–088-0831) and pigeonite (card
№ 01–087-0693). Phase composition of samples MCSd-4, MCSd-7, and MCSd-10
differs from native spondyle clays by the presence of magnetite peaks, which are
identified in the Fig. 54.4b–d, respectively.

The X-ray analysis results of magnetic composites, native clay minerals, and
magnetite phase confirmed stability of the mineral base and a magnetic modifier in
the composition of obtained sorbents. As shown in the Figs. 54.2, 54.3, and 54.4,
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Fig. 54.2 The XRD patterns
of saponite clay (a), MCSp-4
(b), MCSp-7 (c), and
MCSp-10 (d): A, saponite
NaMg3[AISi3O10]
(OH)2�4H2O; ¥,
montmorillonite
NaMgAlSiO2(OH)�H2O;
´, quartz SiO2; D, calcite
´Ã´±3; M, magnetite Fe3O4

the increasing of peak intensity of magnetite is corresponded with increasing of
magnetic modifier content in the MC samples from 4% wt. to 10 wt. Thus, as a result
of composite synthesis, the phase composition of different natural sorption materials
such as saponite, palygorskite, and spondyle clays was retained and supplemented
by magnetic oxide Fe3O4.

The XRD patterns of MC and magnetite were automatically analyzed by software
package PDXL using COD. The crystallite sizes and the unit cell parameters of



54 Magnetic Nanocomposite Sorbents on Mineral Base 711

Fig. 54.3 The XRD patterns
of palygorskite clay (a),
MCP-4 (b), MCP-7 (c), and
MCP-10 (d): E, palygorskite
(Mg0.669,
AI0.331)4(Si4O10)2(OH)2�8H2O;
´, quartz SiO2; M, magnetite
Fe3O4

magnetite and magnetite in magnetic composites were calculated and reported in
Table 54.4.

As follows from the Table 54.4, magnetite in composite sorbents was obtained
in the nanometer range. The average crystallite size of Fe3O4 nanoparticles was
5–10 nm.
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Fig. 54.4 The XRD patterns
of spondyle clay (a), MCSd-4
(b), MCSd-7 (c), and
MCSd-10 (d): F, augite
Ca(Mg, Fe, Al) [(Si, Al)2O6];
G, pigeonite (Ca, Mg,
Fe)(Mg, Fe)Si2O6; ´, quartz
SiO2; M, magnetite Fe3O4

54.2.3 Microscopy

The SEM micrographs of saponite clay and MCSp (Fig. 54.5), palygorskite clay and
MCP (Fig. 54.6), spondyle clay and MCSd (Fig. 54.7) were received and compared
with an increase in 7850 times. These images show that magnetite had precipitated
on the surface of clay minerals unequally. Tables 54.5, 54.6, and 54.7 present
selective sorbent surface chemical analysis of the nanocomposites and natural clays.
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Table 54.4 X-ray analysis of magnetic sorbents on the base of saponite, palygorskite, spondyle
clays and magnetite

Cell parameters, nm
Sample Average size of Fe3O4 crystallites, nm Ã b c

MCSp-4 6.2 0.833 0.833 0.833
MCSp-7 9.6 0.833 0.833 0.833
MCSp-10 7.4 0.838 0.838 0.838
MCP-4 5.0 0.848 0.848 0.848
MCP-7 2.5 0.844 0.844 0.844
MCP-10 5.8 0.837 0.837 0.837
MCSd-4 4.9 0.856 0.856 0.856
MCSd-7 9.2 0.831 0.831 0.831
MCSd-10 10.3 0.836 0.836 0.836
Fe3O4 17.9 0.835 0.835 0.835

Fig. 54.5 SEM images of samples surfaces: saponite clay (a), MCSp-4 (b), MCSp-7 (c), and
MCSp-10 (d)

As can be seen from the data, Fe content on the surface of clay matrix is increased
with increasing amounts of magnetite in the structure of composites.

54.2.4 Magnetic Characteristics

The specific saturation magnetization, Ôoercive force, and magnetic induction of
saponite, palygorskite, and spondyle clays, Fe3O4, and synthesized MC samples are
reported in the Table 54.8. Natural clays were characterized by specific saturation
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Fig. 54.6 SEM images of samples surfaces: palygorskite clay (a), MCP-4 (b), MCP-7 (c), and
MCP-10 (d)

Fig. 54.7 SEM images of samples surfaces: spondyle clay (a), MCSd-4 (b), MCSd-7 (c), and
MCSd-10 (d)
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Table 54.5 Results of point
chemical analysis of the
saponite clay and
nanocomposites MCSp

Chemical element Contents, %

Point 1 2 1 2
Sample Saponite clay MCSp-4
Mg 8.52 6.3 1.8 5.7
Al 15.25 13.42 1.9 12.8
Si 39.4 40.43 6.2 36.8
Ca 4.88 5.6 1.7 3.4
Fe 31.95 34.25 88.4 41.3
Sample MCSp-7 MCSp-10
Mg 0.4 2.7 1.1 0.4
Al 0.7 3.0 1.6 0.7
Si 2.5 9.8 6.2 2.2
Ca 4.2 7.6 0.8 0.3
Fe 92.2 76.9 90.3 96.4

Table 54.6 Results of point
chemical analysis of the
palygorskite clay and
nanocomposites MCP

Chemical element Contents, %

Point 1 2 1 2
Sample Palygorskite clay MCP-4
Mg 0.96 0.87 1.03 1.85
Al 11.9 9.89 8.79 11.48
Si 69.31 77.96 50.68 61.39
Ca 2.39 2.09 1.44 2.34
Fe 15.44 9.19 38.06 22.94
Sample MCP-7 MCP-10
Mg 0.19 1.73 0.67 0.17
Al 0.39 13.04 6.62 4.7
Si 4.56 57.82 44.39 25.16
Ca 0.41 3.34 2.21 1.31
Fe 94.45 24.07 46.11 68.66

Table 54.7 Results of point
chemical analysis of the
spondyle clay and
nanocomposites MCSd

Chemical element Contents, %

Point 1 2 1 2
Sample Spondyle clay MCSd-4
Mg 4.26 5.72 0.43 0.37
Al 1.68 3.93 3.67 4.93
Si 16.89 15.54 19.59 17.54
Ca 71.12 68.96 36.19 48.96
Fe 6.05 5.85 40.12 28.2
Sample MCSd-7 MCSd-10
Mg 0.2 0.53 0.01 0.16
Al 1.43 2.4 0.84 1.38
Si 5.24 9.87 2.96 4.91
Ca 42.65 12.44 40.52 5.32
Fe 50.48 73.9 55.67 88.23
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Table 54.8 Magnetic
characteristics of sorbent
samples

Sample �S(10), £•m2/kg °Ô, A/m Br , mT

Saponite clay 0 0 0
MCSp-4 3.0 0 0
MCSp-7 4.5 954.9 1.20
MCSp-10 6.5 954.9 1.10
Palygorskite clay 0 0 0
MCP-4 3.0 636.6 0.16
MCP-7 3.9 954.9 0.10
MCP-10 7.3 3819.7 0.57
Spondyle clay 0 0 0
MCSd-4 2.0 795.8 0.09
MCSd-7 6.3 1909.9 0.20
MCSd-10 8.3 2864.8 0.57
Fe3O4 90.0 501.3 3.50

zero magnetization; therefore, these minerals were classified as paramagnetic mate-
rials. When paramagnetic mineral matrix of composite modified by nanomagnetite
enters to the magnetic separator, it is magnetized in the direction of the external
magnetic field. So, controllability of magnetic separation process is determined by
the properties of modifier ferromagnetic particles.

Most popular magnetic modifiers, such as magnetite Fe3O4 and maghemite ”-
Fe2O3, in the nanoscale state showed specific behavior in a magnetic field compared
to monolithic magnetic materials [13]. Nanoscale magnetic modifier is characterized
by super paramagnetic properties and low residual magnetization (soft magnetic
materials). As is known [14], the magnetite change of reversal mechanism from
reorientation of magnetic moments (single-domain state) to displacement of domain
walls (poly-domain state) for magnetite occurred when the size of nanoparticles
approximately 30 nm.

In the synthesis of MCSp, MCP, and MCSd in the clay matrix, the Fe3O4

crystallites were formed about the same size of 2–10 nm (Table 54.4). Based on
this, the specific saturation magnetization of MC samples was gradually increased
with growing of magnetite content. Hence, the nanoscale magnetite particles of MC
were formed with the same magnetization and arrangement of spins in one direction.

For MC samples containing magnetite in an amount of less than 7%wt., Ôoercive
force °Ô and residual magnetic induction Br are characterized by significantly lower
values. Size of Fe3O4 nanoparticles in the composition of these samples is smaller
than 5 nm. For single-domain magnetic particles, there is some critical value of
size in which the coercive force disappears, and they become superparamagnetic
state. In the case of Fe3O4, this critical diameter corresponds to 5–6 nm. In a
superparamagnetic state, magnetite nanoparticles behave like substance consisting
of very small ferromagnetic particles, weakly interacting with each other.
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Table 54.9 The magnetic
separation process of
saponite, palygorskite, and
spondyle clays and
nanocomposites MCSp, MCP,
and MCSd

C, mg/dm3

Sample 5 min 30 min 60 min

Saponite clay 558.8 387.7 327.1
MCSp-4 121.6 17.7 14.3
MCSp-7 32.7 1.0 <0.5
MCSp-10 16.6 <0.5 <0.5
Palygorskite clay 662.7 418.2 351.6
MCP-4 186.6 69.3 21.6
MCP-7 26.6 <0.5 <0.5
MCP-10 24.3 <0.5 <0.5
Spondyle clay 713.8 526.0 464.9
MCSd-4 126.6 37.1 23.8
MCSd-7 14.9 5.4 <0.5
MCSd-10 9.9 <0.5 <0.5

Magnetization of nanoparticles is easy for operating since it is determined by the
ordering of atoms of magnetic structure [15]. Thus, magnetic particles of magnetite
in the nanometer range have specific superparamagnetic properties, and MC samples
belong to the soft magnetic materials. It is worth mentioning that nanosized iron
oxide particles over time can aggregate and form hard magnetic materials with high
value of residual magnetization. The use of hard magnetic materials complicates the
regeneration of magnetic separator.

Fe3O4 is introduced into the larger particles (clay matrix) for practical application
in the process of magnetic separation. This is caused by the large hydrodynamic
resistance and the tendency of nanoscale magnetic particles to aggregate. The
interaction of magnetic nanoparticles with an applied magnetic field provides the
controlled deposition of magnetic composite which dispersion can vary depending
on the requirements of water purification technology [16, 17].

54.2.5 Magnetic Separation

Table 54.9 shows the kinetics of separation of clay minerals and magnetic compos-
ites based on them. Separation of magnetic sorbents from the purified solution in a
filter equipped with permanent magnets was held in 36 times faster.

The 98% of spent magnetic sorbent mass were precipitated for the first 5 min of
magnetic separation, and purified water was suitable for discharge into the central-
ized sewage. Application of magnetic composites has ensured the achievement of
the residual concentration of suspended solids �0.02 mg/L for 30 min of magnetic
separation.
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54.3 Conclusions

Magnetic composite sorbents on mineral base (saponite, palygorskite, and spondyle
clays) were created by impregnation method. The pure magnetic-modifying agent
Fe3O4 was obtained by method of Elmore.

In the synthesis of MCSp, MCP, and MCSd in the clay matrix, the Fe3O4

crystallites were formed approximately in the same range (5–10 nm). The specific
saturation magnetization of MC samples was approximately the same which agrees
with crystallite sizes. Magnetic particles of magnetite in the nanometer range were
characterized by specific superparamagnetic properties, and MC were classified to
the soft magnetic materials.

The removal of spent magnetic sorbents occurred almost three times faster
compared to native clay, and the residual concentration of suspended solids in the
water corresponded to standards for drinking water (<0,5 mg/dm3). Thus, practical
effectiveness magnetic separation method for the deposition of spent sorbents from
the water was confirmed.
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Chapter 55
Measurements of Electrical Conductance
in Nanostructures and Their Use
in Nanotechnology

Waldemar Nawrocki

55.1 Introduction

In the last years, nanotechnology became the important part of high technol-
ogy. The nanotechnology covers measurement methods developed for testing of
nanostructures as well. Measurements of electrical conductance or resistance of
nanostructures is easy to carry out and useful for estimating some physical param-
eters of a sample. Nanostructures made of conducting material (e.g., metal, silicon,
carbon) show an effect of quantization of electrical conductance. The conductance
quantization was predicted by Landauer in his new theory of electrical conductance
[1], 1957. In 1987, Gimzewski and Moller [3] published results on measurements of
the quantization of electrical conductance in metals at room temperature observed
with a scanning tunneling microscope. In 1988, two groups [4, 5] reported the
discovery of the conductance quantization in controllable two-dimensional electron
gas (2DEG) in the GaAs constriction at the temperature of 4 K. Formation of
nanowires in the process of breaking contact between ordinary metallic macrowires
at room temperature was proposed by Costa-Kramer et al. [6] in 1995.

Many groups investigate heat exchange and thermal conductance in nanostruc-
tures as well. The first theoretical analyses of thermal conductance in structures in
the ballistic regime were made by P. Streda [7]. Next papers on a quantization of
thermal conductance came from several groups [e.g., 8, 12].

W. Nawrocki (�)
Faculty of Electronics and Telecommunications, Poznan University of Technology, ul. Piotrowo
3, 60-965, Poznan, Poland
e-mail: nawrocki@et.put.poznan.pl

© Springer International Publishing AG 2017
O. Fesenko, L. Yatsenko (eds.), Nanophysics, Nanomaterials, Interface Studies,
and Applications, Springer Proceedings in Physics 195,
DOI 10.1007/978-3-319-56422-7_55

721

mailto:nawrocki@et.put.poznan.pl


722 W. Nawrocki

In this paper, electrical conductance in nanostructures is analyzed and measured,
e.g., in structures like integrated circuits. An inverse problem of measurements
in nanostructures is considered as well: estimation of geometrical dimensions of
nanostructures on basis of measurements of electrical conductance.

55.2 Theory of Conductance Quantization

Transport of electrons can be described classically by the Boltzmann transport
equation (Drude model) which introduces mean free path �. At relatively low
temperatures, the considerable contribution to conductivity is given by electrons
with energy close to Fermi surface. Hence, conductivity is given by:

� D ne2�

m� (55.1)

where n is the concentration of the carriers, m* is the effective mass of the electron,
and � is relaxation time.

Electrical conduction in nanometer-sized samples is described much better by
a model developed by Rolf Landauer at IBM (New Jersey, USA). His theory of
electrical conduction, applicable also to nanostructures and predicting conductance
quantization, was first presented by Landauer in 1957 [1]. Thirty years later,
Landauer published its advanced version [2]. The 1980s saw the publication of the
first results of conductance quantization studies in nanostructures [3, 4]. Developed
further by Markus Büttiker [9], the theory is now commonly used and known as the
Landauer-Büttiker formalism.

Let us consider a constriction of length L and width W between two wide metal
terminals (Fig. 55.1), referred to as electron reservoirs in the Landauer theory [11].
Let the mean free path in the conductor be denoted as � and the Fermi level as
EF. As a result of the application of a potential difference V to the ends, electrons
flow through the constriction. The transport of electrons is ballistic, i.e., without
collision, if the length of the constriction is shorter than the mean free path of the
electrons, L < �. Under this condition, the scattering of electrons can be neglected.
Electron scattering is caused by the presence of impurities and donors as well as
irregularities of the surface.

The following five assumptions of the Landauer theory allow to present the above
description in a synthetic manner:

• Electrons are transferred between two electron reservoirs with different chemical
potentials.

• The transport of charge carriers (electrical conduction) results from a charge
carrier density gradient between the reservoirs of electrons.
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Fig. 55.1 Conductance quantization in a nanowire (conductor with length L < � and width W
comparable with the length of Fermi wave �F): (a) nanowire outline (the third dimension is not
considered); (b) conductance quantization G versus width W

• Only elastic scattering of electrons, caused by their reflection from the potential
barriers and the edges of the conductor, takes place in the perfect conductor.

• The observed conduction is related to the transmission probability in the
conduction channels formed in the scattering.

• Power is dissipated during the transport of electrons in the reservoirs but not in
the interior of the perfect guide.

Another parameter characterizing the system is Fermi wavelength �F D 2� /kF,
where kF is the Fermi wavevector. For metals like copper or gold, �F � 0,5 nm is
much less than free electron path� (�Au D 14 nm). If the dimensions of the system
are less than free electron path, the impurity scattering is negligible, so the electron
transport can be regarded as ballistic. If a metal wire has outside diameter of W,
comparable with Fermi wavelength �F, and the length L is less than �, the system
can be regarded as one dimensional (1-D), the electron – as a wave, and one can
expect quantum effects.

Let’s consider perfect conductor with diameter W and the length L (Fig. 55.1)
connecting two wide contacts (reservoirs of the electrons) between which the
conductivity is measured. Assuming that the wide contacts are infinitely large, the
electrons are in the thermodynamic equilibrium described by Fermi-Dirac statistic.
When the electrons enter 1-D conductor, nonequilibrium states occur with negative
and positive velocities. If there is a resultant current, the states with positive
velocities correspond to higher energies [1]. According to the Büttiker [9] model,
the Hamiltonian of the perfect conductor can be expressed as follows:

H D 1

2m�
�¯2k2x C ¯2k2y�C V.x/ (55.2)

where y is a coordinate (a dimension along the wire), x is in the transverse direction,
m* is the effective mass, V(x) denotes the potential well of the width W, ky is a
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wavevector along y, and kx is a wavevector along x. Because of the narrowness of
the potential wall V(x), the energy for the transverse propagation is quantized:

ETj D ¯
2k2x
2m� D

¯2
2m�

	
j�

W


2
(55.3)

The formula 55.3 is valid if the potential energy tends to infinity at the quantum well
boundary.

For the Fermi level EF D Ej, there is a number N 	 2 W/�F of states ETj below
Fermi surface. Let us assume that thermal energy kBT is much smaller than the
energy gap between levels and that the wide contacts are characterized by chemical
potentials �1 and �2 with (�1 > �2). Then current of electrons in jth state equals to:

Ij D evj

	
dn

dE



j

��; (55.4)

where vj is the velocity along y and (dn/dE)j is the density of states at the Fermi
level for jth state. For 1-D conductor, the density of states is

dn

dk
D 1

2�
and

	
dn

dE



j

D
	

dn

dk

dk

dE



j

D 2

hvj
(55.5)

The factor of 2 results from spin degeneracy. Hence, the current for jth state Ij D
2e2

h V does not depend on j (where the voltage difference V D ��/e). Total current

I D
NP

jD1
Ij; hence conductivity is expressed as

G D 2e2

h
N (55.6)

where the number of channels, N, depends on the width of the wire (Fig.55.1).

N D Int

	
2W

�F



(55.7)

where Int (X) means the integer of the number of incomplete.
However, defects, impurities, and irregularities of the shape of the conductor can

induce scattering; then conductivity is given by the Landauer equation:

G D 2e2

h

NX
i;jD1

tij (55.8)
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where tij denotes probability of the transition from jth to ith state. In the absence of
scattering, tij D ıij; thus Eq. 55.8 is reduced to Eq. 55.6.

Measurements of electrical resistance (or conductance) of a sample of the
size about �, (mesoscopic range) show that the Landauer theory better describes
electrical conductance in samples than the Drude model.

55.3 Measurements of Electrical Conductance

The experimental setup consisted of a pair of metallic wires (they formed a
nanowire), a digital oscilloscope, a motion control system (doesn’t show on the
picture), and a PC (see Fig. 55.2). Instruments are connected in one system using
the IEEE-488 interface. There was the resistor Rp D 1 k� in series to the connected
wires. The circuit was fed by the constant voltage Vs, and measurements of current
I(t) have been performed. Conductance was determined by current I accordingly to:

G D I
1

Vs � IRp
(55.9)

Transient effects of making contact or breaking the contact give time-dependent
current. The voltage Vp on the resistor Rp was measured with computer-controlled
oscilloscope. The piezoelectric device is used to control the backward and forward
movement of the macroscopic wires between which nanowires occur (QPC –
quantum point contact). A high voltage amplifier controlled by a digital function
generator supplies the piezoelectric device. Both electrodes of the QPC (see
Fig. 55.2) are made of wire 0.5 mm in diameter or of small pieces of metal. The
conductance was measured between two metallic electrodes, moved to contact by

+/- 100 nm

movement
control

piezoelectric
device

I

RP

Vs

QPC

DC amplifier
  0...1000 V

Function
generator

IEEE-488

Fig. 55.2 A system for measurements of electrical conductance quantization in nanowires (QPC)
formed between two macroscopic wires
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the piezoelectric tube actuator. The oscilloscope was triggered by a single pulse. All
experiments were performed at room temperature and at ambient pressure.

In order to compare our results with those published before by other groups, the
first experiment was performed for gold wires. Even if quantization of conductivity
by G0 D 2e2/h does not depend on the metal and on temperature, the purpose of
studying quantization for different metals was to observe how properties of the metal
affect the contacts between wires. Therefore, we have investigated the conductance
quantization in nanowires for three nonmagnetic metals (gold, copper, and tungsten)
and for magnetic metals (cobalt and nickel) [10].

The quantization of electric conductance does not depend neither on the kind of
metal nor on temperature. For nonmagnetic metals, the conductance quantization in
units of G0 D 2e2/h D 7.75 � 10�5 [A/V] D (12.9 k�)�1 was previously observed
for the following nanowires: Au-Au, Cu-Cu, Au-Cu, W-W, W-Au, and W-Cu. The
quantization of conductance in our experiment was evident. All characteristics
showed the same steps equal to 2e2/h. We observed two phenomena: quantization
occurred when breaking the contact between two wires, and quantization occurred
when establishing the contact between the wires. The characteristics are only
partially reproducible; they differ in number and height of steps and in the time
length. The steps can correspond to 1, 2, 3, or 4 quanta. It should be stated that
quantum effects were observed only for some of the characteristics recorded. The
conductance quantization has been so far more pronouncedly observable for gold
contacts (see Fig. 55.3).
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Fig. 55.3 Quantization of electrical conductance in gold nanowires in air at room temperature
(nanowires were formed by a contact between gold macrowires)

Fig. 55.4 Measurement of a
width of a nanostructure by
an electrical method. The
resistance of terminals Rterm

is much less than the
resistance of nanostructure
itself, Rterm < < R
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55.4 Estimation of Geometrical Dimensions
of a Nanostructure by Electrical Measurements

The electrical conductivity of nanostructures with the smallest atomic size is
changed stepwise as a function of the cross-section area of a nanostructure in its
narrowest point. The effect of quantization of electrical conductance (resistance)
with the quantum G0 D 2e2/h D (12.9 k�)�1 occurs for nanostructures under
the conditions for nanostructures given by Landauer in his new definition of
conductance. This effect can be used to measure the width of nanostructures
(samples) or rather to estimate it. Electrical measurements of geometric sizes
of nanostructures are potentially very important for nanotechnology, where other
methods of measurement are very complex. One such possible method is STM
microscopy. The method proposed here is based on electrical measurements (see
Fig. 55.4). Therefore, the measurements are relatively simple and the results of
measurement are more accurate when nanostructures are smaller.

The technical conditions necessary to carry out the measurements of the geomet-
ric dimensions of nanostructures using electrical conductance measurements are:

• That the nanostructure is made of electrical conductor
• That the nanostructure (sample) has a constriction (wide throat) between two

wide terminals
• That the thickness of the nanostructure is comparable with the Fermi wavelength
�F. This means the thickness of one or numerous atoms (as it is in graphene)

• That the length of the constriction is smaller than the mean free path� in sample
material

The nanowire of the smallest size forms a chain of atoms connected from one to
another by path, L < �. The chain creates one transmission channel for free elec-
trons, according to the Landauer theory. Thus, the conductance G0 D 7.75 � 10�5

[A/V] of the nanowire indicates that the nanowire contains only a single atom at its
narrowest point. The cross-sectional area of such a nanowire is the area of a circle
defined by 2R, where R is the radius of the atom. For example, for gold, the mean
free path �Au D 14 nm (at 300 K), the diameter of the atom RAu D 0.144 nm, and
lattice constant a D 0.408 nm. The chain of atoms forming a gold nanowire with
conductance of G0 contains from 1 to about 34 atoms. The upper limit of number
of atoms in the nanowire chain can’t be given exactly. The reason is that only the
mean free path of electrons in the material is assumed for Eqs. 55.6 and 55.7. Thus,
a free path length in gold may be, e.g., 12 nm or 15 nm instead of 14 nm. One can
note that a chain of atoms containing more than 30 atoms is a nanostructure unstable
mechanically.

The conductance of 2G0 (or NG0) of a nanowire means that in the nanowire,
there exist two transmission channels (or N channels), respectively. The width of the
nanowire at its narrowest point is W. On the basis of conductance G (or resistance
R) and the Eqs. 55.6 and 55.7, the width W of the nanostructures can be determined
by formula (10).

W D 0:5�F ŒInt .G=G0/C 1� (55.10)
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For example, a gold nanowire shows resistance R D 4.4 k�; it means its
conductance G D 1/R D 22.7 � 10�5 [A/V]. For gold, the Fermi wavelength
�F D 0.52 nm. We calculate the width of nanowire from (10): W D 0.5�F [Int
(22.7/7.75) C 1] D 3 � 0.52 D 1.56 nm. We can estimate the length L of nanowire
as well. The length L is shorter than mean free path, L < 14 nm.

55.5 Conclusions

For objects about nanometer size, an influence of quantum occurrences must be
taken into account. The miniaturization of devices and paths in integrated circuits
and transducers has its limits. Electric and thermal parameters of electronic devices
of 10 nm technology would change dramatically. For nanostructures especially
essential becomes the quantization of the electrical conductance and the thermal
conductance. Quantization is the non-linear effect. Therefore, it induces non-linear
signals processing in nanostructures. In our measurements, quantization of electrical
conductance has proved to be observable in a simple experimental setup. The new
method of measuring geometric dimensions of nanostructures based on electrical
measurements is described.
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Chapter 56
Nano-particulate Structures
with Glucose-Derived Char and Compacted
Fumed Silica in Gaseous and Aqueous Media

L. V. Nosach, E. F. Voronin, E. M. Pakhlov, B. Charmas,
J. Skubiszewska-Zięba, E. Skwarek, W. Janusz, and V. M. Gun’ko

56.1 Introduction

There are numerous types of composite materials with different main (host) and
secondary (guest) phases prepared with polymers, metals, metal oxides, carbon,
and other components. Nanocomposites include, at least, one component with
nanomaterials (e.g., nanooxides, carbon nanotubes, graphenes, metal nanoparticles).
Carbon/mineral nanocomposites, composed of nanosized carbon and oxide parti-
cles, possess the properties of both polar mineral and nonpolar carbon structures
[1–6]. The latter can be composed of nonporous or porous nanoparticles depending
on the use of porogens. These nanocomposites can effectively adsorb both polar and
nonpolar compounds from aqueous solutions. This allows one to expand the range
of adsorbates, which can be effectively and fast adsorbed from the solutions [7–12].

Chars and activated carbon individual or in composites can be prepared using
a variety of precursors (natural biomass, polymers, and low-molecular weight
organics). For effective carbonization of the precursors, they should include well-
removed groups in the molecules, such as C-OH, COOH, C-Cl, and N-H; therefore,
saccharides are one of the most appropriate precursors of chars [13–15].

The aim of this study was the use of the gas-phase mechano-sorption modifica-
tion (GPMSM) method [16, 17] to prepare a blend of glucose (as a char precursor)
with nanosilica for subsequent carbonization and preparation of powder composite
containing nanoparticles of both silica and char.
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56.2 Materials and Methods

56.2.1 Materials

Fumed silica A-300 (pilot plant of the Chuiko Institute of Surface Chemistry,
Kalush, Ukraine) was used as the initial material (bulk density ¡b � 0.05 g/cm3,
specific surface area SBET D 330 m2/g). Glucose (pharmaceutical grade) was used
as a char precursor.

To reduce the dusty property characteristic for the initial A-300 and to change the
textural characteristics, it was pretreated in a wetted state using mechanochemical
activation (MCA). This dense fumed silica (labeled as densil) alone was prepared
using 0.5 g of water per gram of A-300. This mixture was treated in a porcelain ball
mill (volume 	 1 dm3 2/3 filled by porcelain balls of 2–3 cm in diameter, 60 rpm)
for 1 h (final ¡b D 0.21 g/cm3). A sample with glucose/silica (Gl/DS) was prepared
using 1.8 g of glucose and 0.5 g of water per gram of dry nanosilica (50 g of initial
silica, 90 g of glucose, and 25 g of water). The mixture was activated during 1.5 h,
and then it was dried in air at room temperature for several days.

Carbonization of glucose in the blend was performed in the nitrogen atmosphere
(flow rate 0.1 dm3/min in a flow rotary reactor) with increasing temperature from
20 ıC to 500 ıC at a heating rate of 10 ıC/min and heating at 500 ıC during 3 h.
The product (char/silica) yield was 47.2% at the carbon content of 24.3 wt.%.

56.2.2 Characterization Methods

The morphology was analyzed using scanning electron microscopy (SEM) with
a DualBeam Quanta 3D FEG FEI apparatus under conditions of low vacuum at
accelerating voltage of 10 kV and magnification up to�25,000. Before experiments,
the samples were sprayed with a very thin layer of gold and platinum.

Thermal analysis of samples (weight � 30 mg) was carried out in air at
20–1000 ıC using a Derivatograph C (Paulik, Paulik & Erdey, MOM, Budapest)
apparatus at a heating rate of 10 ıC/min.

The FTIR spectra were recorded over 4000–400 cm�1 range using a FTIR Nico-
let 8700A (Thermo Scientific) spectrophotometer in an attenuated total reflection
mode using diamond crystal.

Raman spectra were recorded using an inVia Reflex (Renishaw, UK) Raman
microscope with laser excitation at 514 nm.

Nitrogen adsorption-desorption isotherms were recorded at 77.4 K using a
Micromeritics ASAP 2405 N adsorption analyzer. The value of SBET was calculated
according to the standard BET method [18]. The pore volume (Vp) was evaluated
from the nitrogen adsorption at p/p0 D 0.98–0.99 (p and p0 denote the equilibrium
and saturation pressure of nitrogen at 77.4 K, respectively). The nitrogen desorption
data were used to compute the pore (void) size distributions (PSD, differential
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fV(Rp)	 dVp/dRp and fS(Rp)	 dS/dRp) using a regularization procedure (fV(Rp)� 0
at any radius Rp and regularization parameter ’D 0.01) with a model of cylindrical
pores and voids between spherical nanoparticles (CV for silica and VCV for
carbon/silica) packed in random aggregates taking into account the primary particle
size distribution ®(a) using a self-consistent regularization (SCR) procedure [19].

To study particle size distributions (PaSD) in aqueous media (1, 2, or 30 g of
a sample per 1 dm3 of deionized distilled water), dynamic light scattering with a
Mastersizer 2000 or a Zetasizer Nano S (Malvern Instruments) apparatuses was
used. Samples were sonicated for 3 or 6 min using an ultrasonic disperser (22 kHz
and 500 W). To compute the PaSD with respect to the particle volume (IV) and
particle number (IN), the Malvern Instruments’ software was used, assuming that
particles had a roughly spherical shape.

56.3 Results and Discussion

Mechanochemical activation (MCA) of nanosilica with addition of water (0.5 g
per gram of A-300) results in a strong increase in the value of bulk density
(0.21 g/cm3 instead of 0.05 g/cm3 for the initial powder). The value of Vp strongly
increases, but the value of SBET slightly decreases (Table 56.1). Despite MCA of the
wetted sample, treated nanosilica remains in the powder state (Fig. 56.1). Similar
powders are also characteristic of composites with Gl/DS and C/DS (Figs. 56.1
and 56.2), despite a difference in the textural characteristics of them (Table 56.1).
These changes are mainly due to rearrangement of aggregates of nanoparticles and
agglomerates of aggregates, because the shape of nitrogen adsorption-desorption
isotherms changes at p/p0 > 0.4 with exception of Gl/DS (Fig. 56.3a). Changes in
the textural characteristics and organization of the secondary particles are important
for composites used as adsorbents [6]. The powder state allows one to disperse the
composite in the total volume of a liquid without fast sedimentation of the particles
[6, 10, 17].

This provides rapid adsorption of target solutes or controlled release of bound
compounds. Note that despite the reduction of the textural characteristics, Gl/DS
possesses aggregates/agglomerates of smaller sizes (Fig. 56.1b) than initial silica
(Fig. 56.1a) or char/silica (Fig. 56.1c).

Changes in the organization of secondary particles of nanosilica during MCA
lead to changes in the adsorption/desorption of water analyzed using TG data
(Fig. 56.2). For A-300, desorption of water at 20–120 ıC corresponds to 1.48 wt.%,
1.63 wt.% at 20–150 ıC, and totally 2.84 wt.% over 20–970 ıC.

For densil, these values are 14.34, 15.44, and 15.69 wt.%, respectively. Conse-
quently, the adsorption of water from air onto densil increases approximately by
order of magnitude in comparison with A-300 due to compacting of secondary
particles upon MCA.

In parallel to desorption of intact water, associative desorption of water from a
DS surface can increase at 120–150 ıC (weight loss is 1.1 wt.%) in comparison with
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Fig. 56.1 SEM images of (a) densil, (b) glucose/silica, and (c) char/silica (scale bar 5 �m)

practical absence of this process for A-300 (weight loss is 0.15 wt.%). The weight
loss at 150–970 ıC is 1.21 wt.% and 0.25 wt.% for A-300 and DS, respectively,
at close values of 1.36 and 1.35 wt.% at 120–970 ıC. Thus, one can assume
that the reactions with participation of surface hydroxyls and bound water during
interactions of silica with glucose can occur at lower activation energy than that for
the initial silica.

Pure glucose as a polar compound adsorbs a significant amount of water from
air since the weight loss upon heating to 100 ıC corresponds to 7.94 wt.%, and
it is equal to 8.26 wt.% at 20–120 ıC and 8.56 wt.% at 20–150 ıC (Fig. 56.2a).
The desorption water rate is maximal at 84.1 ıC (Fig. 56.2b). For glucose bound to
silica, this point shifts toward 117.4 ıC due to (i) interactions of water and glucose
molecules with silica in narrower voids in Gl/DS, (ii) formation of relatively thick
glucose/water adsorption layers at the silica surface, and (iii) complete filling of
pores by adsorbates that decelerates desorption of water from these pores. Note that
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Fig. 56.2 µhermograms of
glucose (Gl), initial
nanosilica (A-300), densil
(DS), glucose/densil (Gl/DS),
and carbodensil (C/DS): (a)
TG, (b) differential TG
(DTG), and (c) differential
thermal analysis (DTA)
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Fig. 56.3 (a) Nitrogen
adsorption-desorption
isotherms for initial
nanosilica (initial), densil
(DS), glucose/densil (Gl/DS),
and carbodensil (C/DS). (b)
Incremental PSD and (c)
differential NLDFT or
2D–NLDFT PSD for initial
nanosilica (initial), densil
(DS), glucose/densil (Gl/DS),
and carbodensil (C/DS)
calculated using (a) CV/SCR,
VCV/SCR, NLDFT
(cylindrical pores in silica,
cyl/SiO2), and (c) NLDFT
using equilibrium models
with cyl/SiO2 and slit-shaped
and cylindrical pores in
carbon (sc/C) and
2D–NLDFT with the
slit-shaped pores in carbon
(s/C)
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for water desorbed from DS, this point is at 99.8 ıC, but for A-300, it is at 72.1 ıC.
Consequently, compacting of secondary structures in DS decelerates desorption of
water more strongly from Gl/DS. The weight loss for the individual glucose (with
bound water) at 20–200 ıC is 9.8 wt.%, and for Gl/DS, it is increases to 17 wt.%.
For glucose and Gl/DS, two negative DTG peaks (Fig. 56.2b) correspond to three
endothermic DTA peaks (Fig. 56.2c), which link to water desorption and glucose
melting (Tm D 146 and 150 ıC for ’-D-glucose and “-D-glucose, respectively).
At T > 200 ıC, thermodestruction of glucose starts. It includes such processes
as dehydration (associative removal of water molecules, endothermic process),
oxidation (exothermic process, TG study was carried out in air), removal of CO
and CO2, and formation of polyaromatics. Some processes are completed close to
400 ıC, but others (final oxidation of polyaromatics and char) occur up to 765 ıC
for glucose alone and 800 ıC for Gl/DS. Oxidation of char in C/DS finished
at approximately 900 ıC. Note that C/DS adsorbs water from air much smaller
(desorption of 1.62 wt.% at 20–150 ıC) than pure densil does (15.44 wt.%) but
close to that for A-300. These amounts of adsorbed water are much smaller than
the pore volume of the materials (Table 56.1, Vp, Fig. 56.3a). However, the amounts
of adsorbed water correspond to the volume of nanopores (R < 1 nm) and narrow
mesopores (1 nm < R < 3 nm) (Fig. 56.3b, c). In other words, adsorbed water (in
contrast to nitrogen) weakly fill broad mesopores (3 nm < R < 25 nm) and does not
practically fill macropores.

Comparison of the pore size distributions (PSD, Fig. 56.3b) for DS and A-300
shows that a new peak of nanopores (pore radius RD 0.3–0.8 nm) arrears after MCA
and a peak of narrow mesopores shifts toward larger values of R (2 nm instead of
1.67 nm for A-300). The position of a broad peak of mesopores and macropores
shifts from 16.5 (A-300) to 15 nm (DS) due to powder compacting. These changes
correspond to changes in the averaged values of pore radius <Rv> (Table 56.1). For
Gl/DS, practically only broad mesopores and macropores are observed that result
in significant diminution of the values of SBET and Vp and increase in <RV> and
<RS>. In other words, glucose fills narrow voids between silica nanoparticles in
their aggregates (Fig. 56.3), but the agglomerates are partially destroyed (Fig. 56.1).
The average size of model nonporous Gl/DS aggregates corresponds to 70 nm
in diameter that can include dozen nonporous nanoparticles of silica of 8.3 nm
in average diameter. The glucose layer is not uniform because the textural pores
filled by glucose have a complex shape as voids between nanoparticles randomly
packed in secondary structures. After carbonization of glucose, the porosity of
the composite increases, especially in respect to nanopores (Fig. 56.3c, R <
1 nm; Table 56.1, Snano and Vnano). C/DS is characterized by minimal values
of <RV> and <RS> (Table 56.1), i.e., it is the most compacted material. Note
that the profiles of the PSD of broad mesopores (6 nm < R < 25 nm) and
macropores (R > 25 nm) are similar for C/DS and Gl/DS (Fig. 56.3). This can
be considered as consequence of keeping (upon carbonization) of the organization
of secondary structures formed in Gl/DS during MCA. SEM images (Fig. 56.1)
and the textural characteristics (Table 56.1; Fig. 56.3) show that char in the C/DS
composite represents weakly porous nanoparticles. Similar textural features of char
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Fig. 56.4 FTIR spectra of glucose (Gl), densil (DS), glucose/densil (Gl/DS), and carbodensil
(C/DS)

are observed upon carbonization of glucose on the surface of silica gel Si-100
performed in a rotary reactor or autoclave or upon carbonization of some other
precursors [2–8]. Glucose carbonization is accompanied by hydrothermal treatment
of a silica surface due to the formation of water molecules upon dehydration
of glucose molecules with increasing temperature (Fig. 56.2). This leads to the
absence of diminution of the adsorption of nitrogen at low pressures (p/p0 < 0.3)
(Fig. 56.3a, C/DS) in contrast to char/silica composites prepared using carbon
precursors without O-containing functionalities in the molecules [2–8]. The model
errors (�w) in CV/SCR or VCV/SCR are relatively small (2.3–22.4%, Table 56.1).

Some additional structural information on composites can be obtained from
FTIR (Fig. 56.4) and Raman (Fig. 56.5) spectra. FTIR spectra (Fig. 56.4) were
recorded using attenuated total reflection mode. Therefore, some bands related to
bulk characteristics of particles have low intensity, e.g., the combination vibrations
at 1860 cm�1 related to siloxane bonds in the bulk of particles or bands at 1700–
1450 cm�1 related to different structures in char.

A broad band at 3255 cm�1 in the FTIR spectrum of glucose (Fig. 56.4, Gl) can
be attributed to the OH-stretching vibrations of both bound water and OH groups
in glucose molecules disturbed by the hydrogen bonds with neighboring molecules.
This band has shoulders at 3310, 3357, and 3428 cm�1 characteristic for hydroxyls
in different hydrogen bonds [20]. Additionally, they appear in deformation vibra-
tions at 902 and 1428 cm�1. Bands at 1016, 1322, and 1374 cm�1 can be attributed
to the CO-stretching vibrations in the COH and COC groups of glucose. Methyl
groups of glucose are characterized by bands in the 3000–2800 cm�1 range (C-H
stretching vibrations) and 768 and 848 cm�1 (deformation vibrations) [21–23].
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Fig. 56.5 Raman spectra of
(Ã) glucose (Gl),
glucose/silica (Gl/DS), and
(b) carbodensil

Densil containing a small amount of adsorbed water is characterized by a broad
band of bound water and disturbed surface hydroxyls at 3750–2750 cm�1, which,
however, are less intensive and broad than the bands of glucose or glucose/silica
(Fig. 56.4). This difference is also dependent on a FTIR mode and sample prepara-
tion. For densil, intensive bands at 1100 and 800 cm�1 correspond to asymmetric
and symmetric Si-O stretching vibrations, respectively [20].

The FTIR spectrum of Gl/DS is close to a normalized sum of the spectra of
densil and glucose. However, intensive band of the OH-stretching vibrations shifts
toward greater wavenumbers by 50 cm�1, the asymmetry of this band decreases,



56 Nano-particulate Structures with Glucose-Derived Char and Compacted. . . 739

and only a shoulder is at 3379 cm�1. These changes correspond to diminution of
the hydrogen bonding of molecules because of their non-maximum dense packing
in the adsorption layer with the structure different from the structure of bulk glucose
due to confined space effects and MCA.

The FTIR spectrum of C/DS (Fig. 56.4) is close to that of DS with some
differences related to a smaller content of water (3750–2750 cm�1) and the presence
of the char with C-C, C D C, C-O, and other bands (1700–1250 cm�1). However,
intensity of the bands related to the char is low in the FTIR spectrum recorded in
the attenuated total reflection mode in contrast to the Raman spectra (Fig. 56.5b)
containing the most intensive D and G bands related to the char.

The Raman spectrum of char/silica (Fig. 56.5b) shows D (sp3 structures) and
G (sp2 structures) bands, as well as bands at higher (2500–3000 cm�1) and lower
(	500 cm�1) shifts. According to this spectrum, peak intensity of a G band
(corresponding to sp2 C atoms in relatively large polyaromatic graphene structures)
is higher than that of the D band (disordered structures with sp3 C atoms out of
planes of small carbon structures) [24–26]. However, the integral intensity of the
broad D band (composed, at least, of three bands) is greater (52.2%) than that of the
narrow G band (15.5%).

The shape and position of the G and D bands (and their sub-bands) depend on
crystallinity or amorphism of the carbon materials. The absence of a clear picture in
the spectrum (Fig. 56.5b) in the 2500–2700 cm�1 range related to 2D band (overtone
of the D band) and complex DC G band (located at 2850–2950 cm�1 as a disorder-
induced band, which would disappear with increasing crystallinity) shows that the
char has rather non-ordered structure of particles bound to the silica surface but with
a significant contribution of sp2 C in the graphene structures.

Glucose alone and bound to DS has similar Raman spectra (Fig. 56.5a), which
correspond to typical one of glucose [27, 28]. Silica has low intensity in the Raman
spectra; therefore, it is not shown here with a separate spectrum. However, the
baseline in the Gl/DS spectrum is higher than that of pure glucose due to the effect of
the silica matrix. Glucose bound to DS does not show strong disturbance in the band
shapes. This can be explained by the textural characteristics of densil, which does
not practically have nanopores. The absence of strong confined space effects allows
us to prepare C/DS with small carbon nanoparticles, i.e., the material represents a
composite with carbon and silica nanoparticles.

The aqueous suspensions of fumed silica can demonstrate one-, two-, or trimodal
distributions of particle sizes (PaSD) depending on concentration, pH, salinity,
sonication time, and aging time [29], and aggregates of 50–1000 nm in size are
most typical structures. Different treatment (e.g., 3–6 min of sonication) and varied
content of silica (0.2 or 3 wt.%) weakly affect the PaSD with respect to the particle
number (Fig. 56.6b). However, the PaSD with respect to the particle volume is more
sensitive to the silica content (Fig. 56.6a). Compacting of A-300 in DS results in
a significant increase in the size of agglomerates (Fig. 56.6a,b). Sonication can
destroy only a fraction of these agglomerates (Fig. 56.6a), and sonication time
(3 or 6 min) weakly affects the PaSD. Addition of glucose more strongly affects
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Fig. 56.6 Particle size distributions in the aqueous suspensions with respect to particle (a, c)
volume and (b, d) number for initial A-300 (obtained using Zetasizer Nano ZS) at concentration of
0.2 wt.% (shown results averaged for six measurements after sonication for 3 or 6 min) or 3 wt.%
and 0.1 wt.% for other samples (Mastersizer 2000): densil (DS), densil with glucose (Gl/DS), and
carbon/densil (C/DS) mechanically mixed but not sonicated (subscript ‘nUS’) or sonicated for
3 min (‘US,3’) or 6 min (‘US,6’)

the PaSDV (Fig. 56.6a, c) than PaSDN (Fig. 56.6b, d). After carbonization of
glucose, sonication gives a maximal effect in diminution of observed aggregates
in the suspension (Fig. 56.6c, d). Small aggregates, characteristic for A-300,
appear.

The presence of small aggregates in the sonicated suspension of C/DS can be
favorable for the use of this material as a drug carrier providing controlled release of
drug molecules from a surface of relatively small particles of both carbon and silica.
Desorption of drug molecules from much larger (by 3–4 orders of size magnitude)
particles of AC can be very slow in comparison with the process for the C/DS
materials.
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56.4 Conclusion

Compacted fumed silica (densil, DS) was prepared using mechanochemical activa-
tion of wetted nanosilica (0.5 g of water per gram of dry silica). DS is characterized
by close value of SBET D 328 m2/g to that of initial A-300 (330 m2/g) but with
a greater value of pore volume (1.325 cm3/g vs. 0.826 cm3/g) and a greater bulk
density (0.21 g/cm3 vs. 0.05 g/cm3). Despite these textural changes, DS remains
in the powder state. Fumed silica was used as a matrix for preparation of a
composite with glucose (Gl/DS). This composite was used for carbonization of
glucose that results in the formation of weakly porous char nanoparticles. The Gl/DS
composite was with strongly reduced porosity (0.227 cm3/g) and specific surface
area (42 m2/g). After carbonization of glucose, the porosity (0.5 cm3/g) and SBET

(302 m2/g) increase, and contribution of nanopores strongly grows. The composite
represents a blend of silica and carbon nanoparticles in the powder state that is of
importance for the use of the material as an adsorbent in the liquid media, where it
represents particles mainly in the range of 1–10 �m.

Developed method of gas-phase mechano-sorption modification of nanooxides
can be useful for adsorption modification of disperse materials by nonvolatile
compounds with the use of a small amount of solvent (	30–40 wt.% in a mixture).
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Chapter 57
Nano- and Microdisperse Structures
in Processes of Metamorphism, Reduction
Sintering, and Component Separation
of Iron-Oxide-Silicate Materials

A. V. Panko, I. G. Kovzun, V. A. Prokopenko, O. A. Tsyganovich,
V. O. Oliinyk, and O. M. Nikipelova

57.1 Introduction

Iron-oxide-silicate ore materials (IOSOMs) and their technogenic processing prod-
ucts, widespread in Earth crust, including processed in reductive conditions at
high temperatures are one of the natural nanostructured material groups with great
practical importance. As a rule, IOSOMs contain polydispersed and polymineral
formations based on iron, silicon, and aluminum oxides and containing admixtures
of other inorganic and organic components [1–8]. Basic IOSOM types include
nanostructured sedimentary iron ores, iron-containing clays, pelitic sediments
(peloids), silica, and feldspars.

IOSOM practical importance increases constantly, and fields of their application
are broadened, respectively. This fact attracts and will attract attention of many
researchers to their high-temperature processing [1, 2, 4–13]. At the same time,
the conceptions of physicochemical geomechanic and microbiological role in pro-
cesses of nanochemical, mechanochemical, and structural IOSOM transformation
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are not quite developed enough. And the problems of IOSOM transformation
and metamorphism with further nanodisperse structure formation and their high-
temperature separation, concentration, purification, and practical appliance have not
been discussed. The role of silicates, sulfur, phosphorus, arsenic compounds, and
other admixtures in nanochemical IOSOM transformations is studied insufficiently.
Thus, further investigation of the aforesaid transformations gives new opportunities
for their scientifically grounded mastering.

The said reasons point on that investigations of IOSOM metamorphism and trans-
formation along with their chemical, physical-geomechanical, microbiological, and
nanochemical transformations and processes of their reduction at high temperatures
and purification from admixtures of nano- and microparticles of silica, arsenic, and
phosphorus are actual. It was the basis for current study increase.

57.2 Methods and Materials

Electron-microscopic IOSOM sample images were obtained on SELMI electron
microscope in a light field mode, and the morphology of samples was studied on
JEOL scanning electron microscope JSM6490LV. Thermograms of samples were
obtained in inert atmosphere. XRD were done on DRON-UM1 with two Soller
slits with CuK’ filtered emission. Rheological investigations were performed by
Rheotest 2 (Germany) connected to the PC for data recording. Sample chemical
composition was analyzed by X-ray fluorescence method. Physical-geomechanical
and nanochemical IOSOM transformation processes in natural and technogenic
conditions were modeled using physicochemical geomechanic methods [6] and their
reduction up to magnetite or metallized product – in conditions described in [10,
11, 13]. Microbiological IOSOM suspension testing was performed according to
methods [14]. High-dispersed pelitic iron-oxide-silicate material (Azov region) of
sedimentary biocolloid origin which contain 39.87% Fe; 8.71% Mn; 0.95% Ca;
0.28% Mg; 3.89% Al; 7.81% Si; 0.45% Ti; 0.05% V; 0.98% P; 0.21% S; and 0.12%
As were used as a main sample for study, and other iron-contained materials were
used too [1, 9–13].

57.3 Experiment and Discussion

Rheological study of typical iron-oxide-silicate material [1] (Fig. 57.1) showed
that its concentrated suspensions are being characterized by viscosity nonstandard
hyperanomaly, being explained by influence of micro- and nanoparticles contained
in zones of mechanochemically and nanochemically transforming coagulation-
condensation contacts on IOSOM metamorphic processes [2]. Diffraction pattern
of a sample (Fig. 57.2) points on amorphous highly dispersed IOSOM structure. Its
composition was consisted of goethite, saponite, quartz, sulfides, and nanodispersed
admixtures of phosphates and arsenates of aluminum and iron having microbiolog-
ical origin [1, 15].
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Fig. 57.1 Dependence of viscosity from shear stress (P) for sedimentary IOSOM with 46%
suspension humidity. (•) – «direct» Ë (ı) – «reversed» curve way

Fig. 57.2 XRD of sedimentary IOSOM
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Fig. 57.3 Thermogram of
IOSOM mixed with coal
powder at 4:1 ratio
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According to obtained thermograms (one of which is shown on Fig. 57.3) as
well as XRD investigation [11], the processes of IOSOM reduction begin at above
450ı´ and occur by summary reaction 3Fe2O3CCD 2Fe3O4(nano, micro)CCO up to
990–1000ı´ [5, 12].

Above the said temperature, magnetite is being reduced up to wustite (FeO).
Then active metallization process is being held in interval of 1050–1150ı´ by
reaction FeOCCDFeCCO. As far as metallization process with formation
of nanoparticles of metallic iron on magnetite surface begins already at 500–
700ı´ temperatures, then such iron takes part in formation of amorphous carbon
reducer (´nano and Fe3Cnano) from volatile hydrocarbons formed at thermal coal
decomposition [12]. The process flows by “low-temperature” (500–1000ı´) carbide
cycle aided with nanoparticles which in technogenic conditions promote catalytic
transformation of Fe2O3 from IOSOMs into nanodispersed and then into microdis-
persed magnetite, on which surface nanoparticles of arsenates and phosphates are
accumulated [13]. Consequently, in natural metamorphic conditions, fine-dispersed
magnetite and thermodisrupted silicates formed at first from sedimentary IOSOMs
are being transformed into ferroquartzites (jaspilites) [15] or into ferrosilicates car-
bonized with nanocarbon particles (schungites) [16] as a result of sintering at high
temperatures and pressures in Earth crust. Nanochemical processes being held in
said conditions at 500–1000ı´, including according to “low-temperature” carbide
cycle mechanism [9], can be characterized by the following reactions [9, 13]:

3Fe2O3 C 6C.HaHo/ D 6Fe.nano/ C 6CO

3xFe.nano/ C CxHy D xFe3C.nano/ C 0; 5yH2

Fe3C.nano/ D 3Fe.micro/ C C.nano/

3Fe2O3 C 8C.nano/ D 2Fe3C.nano/ C 6CO

CxHy D xC.nano/ C 0; 5yH2



57 Nano- and Microdisperse Structures in Processes of Metamorphism. . . 747

Similar reactions, taking above 500ı´ on catalytically active surface of iron-
silicate structures like saponites, nontronites, and other disperse iron-contained
silicate minerals contained in IOSOM composition as admixtures, lead to formation
of schungites [16] in conditions of natural metamorphism and at carbon surplus
in the Earth crust and to formation of carbonized nanoporous sorbents [17] in
technogenic conditions.

Given data directly points on dependence of the described processes from con-
ditions of sediment formation usually occurring in seas and oceans [3, 4, 6–15], as
far as IOSOM dispersion defines direction and efficiency of their transformation [9–
13]. According to [14], such processes are also substantially depended on biocolloid
(microbiological and colloid) processes in dispersions of IOSOM pelagic sediments.
Biogeocenosis or bioosteal aggregates formed according to biogeochemistry laws
as a result of selective microorganism with mineral particle interaction are being
transformed into oolites, which are the basis of sedimentary iron-oxide-silicate
and other ore deposits [7, 14, 15]. Sedimentary IOSOMs in inorganic structure of
bioosteal aggregates or oolites contain also organic substances – microorganism
waste products along with living organisms. Metabolic processes of the latter are
accompanied with formation of variety of organic substances including nanos-
tructured surface-active substances (SAS) [3, 15]. Such organic compounds take
part in above described high-temperature reduction metamorphic processes in the
Earth crust and in technogenic reduction condition of IOSOM transformations along
with dispersed coal or gaseous hydrocarbons obtained from outside sources [9–13].
However, at the same time, the role of living organisms in metamorphic IOSOM
sediment processes in aqueous medium and environment temperature lower than
38ı´ is still not quite clear.

Microorganism investigations of different eco-trophic groups [1], first of all
iron-reducing bacterium, in pelitic sediment samples indicate sediment abilities
to restore its physicochemical properties after their inactivation. Viscosity and
yield stress change at sediment activation during 90–100 days indicate also
realization of hydrolytic dispersion mechanism [6] under influence of SAS-type
substances excreted by microorganisms during reduction of Fe3C into Fe2C
processes (Fig. 57.4).

The data from Fig. 57.4 also shows that Fe(II) quantity in disperse medium
increases at 0.07% during reduction processes (30–100 days). At the same time,
Fe(III) concentration increases synchronously on 0.035% at the expense of reduced
iron partial oxidation by oxygen from air, and it gives 0.105% in sum. Thus, at total
2.7% concentration of Fe in sediment counted by elemental iron, the part of mineral
disruption mainly up to nanoparticles [13] reaches 4% in 90–100 days during the
period of reduction processes. It substantively influences upon the increasing of
suspension yield stress and viscosity at the same period.

High-temperature and microbiologic influence on pelitic IOSOM sediments are
being preceded also by apparently connected with them physico-mechanical and
geochemical transformations of iron-contained ores, which should be considered in
details for discovering their role in posterior processes. Pelitic sediment formation
in long-term natural geological conditions in alkalescent disperse medium [8] is
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Fig. 57.4 Change dynamics of viscosity (�), of shear rate (P), and of microbiological composition
(lgCFU) of partly deactivated iron-contained pelitic sediment suspensions during their activity
further subsequent restoration, as well as change of Fe(II) and Fe(III) concentration in disperse
medium

indeed being preceded by mechanical and mechanochemical transformations of
iron-contained ores which are also being accompanied by formation of nano- and
microparticles and which are being held according to laws of physicochemical
geomechanics (PCGM) [1, 6]. Herewith, according to [6, 18–20], chemical pro-
cesses can be held in nanocracks of 10–100 nm sizes as provided by the following
equations:

nAl2O3 �mSiO2 � kH2OC 4MOHC .k � 2/H2O!
M2O � nAl2O3 � kH2OCM2O �mSiO2 � kH2O

(57.1)

Then reaction (57.1) products react according to the following scheme:

M2O � nAl2O3 � kH2OCM2O �mSiO2 � kH2O!
M2O � nAl2O3 �mSiO2 � kH2OC 2MOHC .k � 1/H2O

(57.2)

Crystalline hydrate formed by reaction (57.2) has higher volume differing from
initial product participated in the reaction (57.1). Thus, appeared crystallization
pressure bursts (splits chemically) the crack subject to symbasic promotion by
outer mechanical stress. Water, which additionally enters micrometer-broadened
initial crack, hydrolytically destructs reaction (57.2) product at the next stage
with releasing of alkali diffusing into newly formed secondary crack in the form
of solution. The process goes the same way as for liquid-phase penetration into
intergranular boundaries, but few grades faster, and it’s now being measured not by
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years but hours [2, 18, 19]. It is also promoted by nanochemical interactions adding
interactions (57.1) and (57.2) being characterized by reactions [18]:

� SiOHC OH� �� SiO� C H2O (57.3)

� SiOHC � SiO� �� Si � O � Si � COH� (57.4)

Reactions (57.3) and (57.4) are conditioned by transformations of disperse
medium in soluble silicates, and they are influencing IOSOM suspension viscosity
(Fig. 57.5).

Reaction (57.4) is a reaction of polymerization, and it leads to formation of
insoluble polysilicate nanostructures on the surface of solid-phase crack. Released
hydroxyl ions take part in reaction (57.1) or in (57.3). Therefore, reactions (57.3)
and (57.4) are intermediate for processes (57.1) and (57.2), and colloid-chemical
interactions held at nanolevel on solid surface of iron-contained silicate ore are
closely associated with chemical transformations in disperse medium.

The process goes stepwise, and it was shown experimentally on “iron-contained
aluminosilicate – alkaline component” model system. Rheological data shown
in Fig. 57.6 shows that stepwise process goes more intensively in low-motion
conditions of porous-dispersed ore, but for plastic flow velocity, increasing the
stepwise process is being smoothed.

Formation mechanism of such process in model disperse technogenic materials
in which analogues can be formed in natural conditions in zones of volcanic activity

Fig. 57.5 Influence of NaOH:Na2Si3O7 ratio on IOSOM suspension viscosity (�) depending on
concentration (C) of alkaline mix in the following conditions: without NaOH (1); at ratio of
NaOH:Na2Si3O7 1:2 (2), 1:1 (3), and 1.5:1 (4)
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Fig. 57.6 Process kinetics
for iron-contained
aluminosilicate ore
accompanied by flowing of
reactions (8) and (9) at shear
rates of (s�1): 1.0 (1); 1.8 (2);
3.0 (3); 27.0 (4); and 81.0 (5)

has almost no differences from mentioned stepwise processes in rocks [18–20], and
it has been proven by independent investigation [21]. The heart of the process is in
fact that surface nanocracks in disperse material work as channels for penetration
of reaction alkaline substance into them, i.e., they are phase-formation zones. If
the volume of such new phase is bigger than phase-forming volume, then there’s
disjoining pressure being appeared, and it leads to disruption of initial particles
by nanocracks. Then the process is being repeated on new disperse level and
that is what can be seen on rheograms (Fig. 57.6) as stepwise process. As a
result of new phase formation, it not only has self-activating stepwise behavior,
but also it flows like mechano-geochemical and nanochemical processes described
in [1, 8, 9, 18–22].

Results obtained in experimental part of the work with known ideas [1–13,
15, 18–21] taken in mind allowed proposing generalized scheme of physico-
geomechanical, mechanochemical, biocolloid metamorphism and transformation
processes of rock iron-oxide-silicate ore materials into pelitic (sedimentary)
IOSOMs and ferroquartzites aided with nano-and microdisperse structures
(Fig. 57.7). SEM images of structures formed on different process stages are
presented on Fig. 57.8.

The scheme of iron-contained rock metamorphism and nanochemical trans-
formation aided with nanostructures, microorganisms, as well as in heightened
temperature conditions (Figs. 57.7 and 57.8) with formation of IOSOMs like pelitic
sediments and nanocrystal jaspilites, proposed on basis of analytico-experimental
investigations, allowed to provide for scientific explanation of further technological
processes of high-temperature iron ore solid metallization, separation, and concen-
tration of metallized products from nonmetallic admixtures. According to [5] the
metallized product is being obtained by iron ore raw material direct reduction with
carbon reducer at 900–1300ı´. For example, there can be used oxidized pellets
of next composition (wt%), 67.83 Fetotal, 2.50 FeO, 94.12 Fe2O3, 1.79 SiO2, 0.72
Al2O3, 0.31 CaO, 0.12 MgO, 0.11 MnO, 0.31 TiO2, 0.01 P2O5, and 0.01 SO3
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Fig. 57.7 Scheme of natural and technogenic iron-contained rock transformation into pelitic
sediments, jaspilites, and metallized materials

Fig. 57.8 SEM images of structures formed on different stages (1, 2, 3, 4, 5) of processes by
scheme on Fig. 57.7

(general admixture quantity is 3.38%), with flux being added for sulfur removal,
for example, limestone containing (wt%) 1.59 SiO2, 0.74 Al2O3, 57.70 CaO, 0.48
MgO, 0.05 P2O5, 0.23 SO3, and 43.21 baking loss and reducer, for example, brown
coal. Metallized product obtained from such mix has next composition (wt%): 92.23
Fetotal, 5.93 FeO, 87.63 FeÏÈÕ, 2.43 SiO2, 0.98 Al2O3, 0.42 CaO, 0.17 MgO, 0.42
TiO2, 0.15 MnO, 0.006 P, 0.004 S, and 1.85 C (general admixture quantity is
4.58%).

Shortcoming of such process is that iron ore raw material concentrate with high
content of iron (67–67) for metallization process is used, and it needs considerable
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costs for preliminary grinding, concentration, and purification of iron ore raw
material. Herewith, obtained metallized product contains 87.3% of metallic iron,
5.93% of FeO, 1.85% C, and 4.58% of admixtures, i.e., impurity concentration is
even higher than it was in initial iron concentrate (3.38%). It means that during
the process, impurity concentration in final product is increasing at 1.2% in which
removal needs valuable capital, material, energetic costs and not designed yet
technologies.

The proposed method of iron ore (especially of sedimentary origin) processing
which considers established conditions of metamorphism and transformation of
iron-contained rocks into nano- and microstructured iron oxide ore materials uses
such materials without any preliminary enrichment [9–13]. Designed technology
considers that obtained burnt cake can be easily cleared from general part of
inorganic impurities at dry enrichment, and, in what follows, the separation process
is being additionally activated during the process of wet alkaline enrichment
and phosphorus and arsenic impurity separation [10, 11, 13]. Thus, for example,
from arsenic- and phosphorus-contained IOSOMs reduced at 1200ı´ having next
chemical composition (wt%) 32.88 Fe, 4.78 Mn, 1.38 P, 0.12 As, 0.09 S, 1.13 CaO,
1.88 Al2O3, and 11.11 SiO2, a high-purity concentrate can be obtained after
enrichment, separation, and purification of cake; concentrate composition as given
(wt%) are 95.71 Fe; 0.09 P; <0.007 As; 0.002 S; 0.23 CaO; 0.32 Al2O3; 1.73 SiO2;
and 1.84 C (Table 57.1). Such results were reached also due to established fact
that for iron ores contaminated with silicates, phosphorus, and arsenic, the maximal
arsenic extraction and its separation from phosphorus can be reached in conditions
of catalytic solid-phase carbide transformation of iron oxide at 600–980 ıC with
concurrent process of magnetite formation and conversion of insoluble As(V)
compounds into alkali-soluble As(III) compounds, for example, by the following
scheme:

Table 57.1 Influence of NaOH and NaCl concentration on enriched metallized cake purification
process

Concentration, % Chemical composition of purified concentrate, %

NaOH NaCl Fe Mn P As S Al2O3 SiO2

4 – 91.99 0.23 0.18 0.03 0.005 0.48 2.71
6 – 93.28 0.15 0.11 0.02 0.004 0.37 2.03
8 – 95.04 0.07 0.10 0.01 0.003 0.35 1.87
12 – 95.71 0.00 0.09 0.01 0.002 0.32 1.73
14 – 95.79 0.00 0.09 0.01 0.002 0.33 1.75
12 10 95.75 – 0.10 0.009 – – –
12 15 95.81 – 0.08 0.007 – – –
12 20 95.99 – 0.07 0.007 – – –
12 30 96.03 – 0.06 0.007 – – –
12 35 95.77 – 0.07 0.008 – – –
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[3xFe2O3](micro) C C(nano)(CO,H2)! [2xFe3O4](micro) C CO(CO2,H2O)
[3xFe2O3](micro) C x(9/nC 2)CnH2n! [2xFe3C](micro) C 9xCO
C x/2[(9/nC 2)2n]H2

[xFe3C](micro) C [2xFeAsO4](micro)! [xFe3O4](micro) C [xFeAs2O4](nano)

Analysis of results given in Table 57.1 allows making the following conclusions:
proposed technology which considers geological IOSOM transformation history
can be used for component separation, enrichment, and purification of metallized
iron ore raw materials of almost any composition and origin – from metallurgic
sludge to rich concentrates. Most effective method application would be for
sedimentary ores of biocolloid origin which usually contain 45–40% of iron and
manganese and raised concentration impurities like phosphates, arsenates, and
silicates. Such ore processing with other known methods is not effective due to
insufficient removal of phosphorus and arsenic compounds.

Resuming the performed investigation, it should be mentioned that using
advances of physicochemical geomechanics, colloid and biocolloid chemistry,
and results of XRD, thermographic, SEM, rheological, and microbiologic
methods, the dependences of mechanochemical, nanochemical, and microbiological
metamorphism processes of rocks with their conversions into nano- and
microstructured iron-oxide-silicate materials with following processes of their
processing, separation, and application were established. Metamorphic processes
on interim stage of rock transformation into iron ores can also be passed with
formation of nanostructured pelagic sediments aided with microorganisms and
their excreted surface-active metabolic products. The optimal effective ways of
sedimentary nanostructured iron-silicate ores reducing burning realization with
further separation and purification of obtained components were defined.

57.4 Conclusions

Analytical (using advances of physicochemical geomechanics) and experimental
analysis of obtained data (using rheological, SEM, XRD, thermographic, chem-
ical, and microbiologic methods) allowed to determine general role of physico-
geomechanical, mechanochemical, biogeochemical, and biocolloid processes in
metamorphic transformations of IOSOM rocks. It was noted a limiting influence
of nano- and microstructures existed or formed during the processes on IOSOM
transformation on all interrelated stages of natural metamorphism and technogenic
transformations. It was shown that natural and technogenic processes in IOSOM
are being held almost the same way in accordance with established relationships,
and that allowed to give scientific method explanation for IOSOM processing and
purification from silicate, arsenic, phosphorus, and sulfur admixtures.

Practical realization of technological methods designed based on finished investi-
gations allowed to obtain highly enriched magnetite and iron-contained (metallized)
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concentrates purified up to 90–95% from arsenic and phosphorus [9–13] from
poor iron-silicate ore materials and also to design predictive recommendations for
improving IOSOM processing aided with nanotechnologies.

References

1. Panko AV, Kovzun IG, Ulberg ZR, Oleinik VA, Nikipelova EM, Babov KD (2016) Colloid-
chemical modification of peloids with nano- and microparticles of natural minerals and
their practical use. In: Fesenko O, Yatsenko L (eds) Nanophysics, nanophotonics, surface
studies, and applications, vol 183. Springer Proceedings in Physics, Heidelberg, pp 163–177.
doi:10.1007/978-3-319-30737-4_14

2. Kovzun IG, Pertsov NV (2010) Colloid-chemical processes of contact self-organization in
alkaline silicate composites and their relation to formation of nanosized surface structures
(chapter 19). In: Starov VM (ed) Nanoscience: colloidal and interfacial aspects. CRC Press,
London, New York, pp 523–568

3. Emel’janov VA (2003) Osnovy morskoj geojekologii (basics of marine geoecology). Naukova
dumka, Kyiv

4. Shherbak NP (1990) Mineraly Ukrainy: kratkij spravochnik (minerals of Ukraine: quick-
reference book). Naukova dumka, Kyiv

5. Jusfin JS, Pashkov NF (2007) Metallurgija zheleza (iron metallurgy). Akademkniga, Moscow
6. Pertsov NV (1998) Jeffekt Rebindera v zemnoj kore (fiziko-himicheskaja geomehanika)

(Rebinder effect in Earth crust (physicochemical geomechanics)). Colloid J 60(5):629–640
7. Frye K (1981) The encyclopedia of mineralogy, encyclopedia of Earth sciences, vol IV B.

Hutchinson Ross Publishing Company, Stroudsburg
8. Kovzun IG, Protsenko IT, Pertsov NV (2001) Rol’ himicheskih i fiziko-himicheskih pro-

cessov pri poluchenii i formirovanii svojstv silikatnyh suspenzij (role of chemical and
physicochemical processes for obtaining and property formation of silicate suspensions).
Colloid J 63(2):2014–2019

9. Oleinik VA, Panko AV, Kovzun IG, Ilyashov MA, Protsenko IT (2013) Nanochemical
processes in solid-phase reduction of ferrioxide-silicate materials. Proceeding NAP 2(3):
03AET10

10. Kovzun IG, Ulberg ZR, Protsenko IT, Filatov YuV, Ilyashov MA, Volovik VP, Yushkov EA,
Viter VG (2011) RU Patent 2412259, 20 Feb 2011

11. Kovzun IG, Ulberg ZR, Protsenko IT, Filatov YuV, Ilyashov MA, Volovik VP, Yushkov EA,
Viter VG (2011) RU Patent 2413012, 27 Feb 2011

12. Panko £V, Ablets ¨V, Kovzun IG, Ilyashov ¯£ (2014) Wasteless solid-phase method for
conversion of iron ores contaminated with silicon and phosphorus compounds. Int J Chem
Mater Sci Eng 8(1):35–37

13. Ilyashov MA, Kovzun IG, Protsenko IT, Viter VG, Panko AV (2010) UA Patent 91957, 10 Sept
2010

14. Loboda MV, Babov KD, Zolotarjova TA, Nikipelova EM (2006) Lechebnye grjazi (peloidy)
Ukrainy. Chast 1 (Therapeutical muds (peloids) of Ukraine. Part 1). Kuprijanova, Kyiv

15. Rozanov AJ, Zavarzin GA (1997) Bakterial’naja paleontologija (bacterial paleontology).
Vestnik RAN 67(3):241–245

16. Saranchuk VI, Ilyashov MA, Oshovskij VV (2006) Uglerod: neizvestnoe ob izvestnom
(carbon: unknown about known). UK Tsentr, Donetsk

17. Kovzun IG, Protsenko IT (1994) Hydrophilicity of disperse carbon-silicate compositions and
carbonaceous materials. Colloid J 56(6):712–716

http://dx.doi.org/10.1007/978-3-319-30737-4_14


57 Nano- and Microdisperse Structures in Processes of Metamorphism. . . 755

18. Kovzun IG, Pertsov NV (2005) Kolloidno-himicheskie processy kontaktnoj samoorganizacii
v shhelochnyh silikatnyh kompozicijah i ih vzaimosvjaz’ s obrazovaniem poverhnostnyh
nano-razmernyh struktur (Colloid-chemical processes of contact self-organization in alkaline
silicate compositions and their dependence with formation of surface nanosized structures). In:
Kolloidno-himicheskie osnovy nanonauki (Colloid-chemical basics of nanoscience). Akadem-
periodika, Kyiv, p 361–412

19. Kovzun IG, Pertsov NV (2003) Colloid chemistry process contact self-organization in alkaline
silicate composites and relation to formation of nanosized surface structures. In: Nanoscience:
colloidal and interfacial aspects. Taylor and Francis Group, London, New York, pp 523–568

20. Kovzun IG, Korjakina EV, Protsenko IT, Pertsov NV (2003) -ÑÅÊÖÐ «.¦., -ÑÓâÍËÐÃ ¨.¥.,
PÓÑÙÈÐÍÑ «.µ., PÈÓÙÑÅ °.¥. Kolloidno-himicheskie processy v tverdejushhih shhelochnyh
kompozicijah na osnove aljumosilikatov i shlakov. II. Reologicheskie issledovanija (Colloid-
chemical processes in hardening alkaline compositions on basis of aluminosilicates and slags.
II. Rheological investigations). Colloid journal 65(5): 643–647

21. Vlasova MV (1995) Fiziko-himicheskie aspekty formirovanija ul’tra- i vysokodispersnyh
nemetallicheskih poroshkov (Physicochemical aspects of super- and finedispersed non-
metallic powder formation). Dissertation, ¥ÎÃÔÑÅÃ ¯.¥. ·ËÊËÍÑ-ØËÏËÚÈÔÍËÈ ÃÔÒÈÍÕÞ
×ÑÓÏËÓÑÅÃÐËâ ÖÎßÕÓÃ- Ë ÅÞÔÑÍÑÇËÔÒÈÓÔÐÞØ ÐÈÏÈÕÃÎÎËÚÈÔÍËØ ÒÑÓÑÛÍÑÅ. §ËÔ. : : :
ÇÑÍÕ. ØËÏ. ÐÃÖÍ. – -ËÈÅ: Institute for Problems in Materials Science of National Academy
of Sciences of ukraine

22. Sergeev GB (2003) Nanohimija (nanochemistry). MGU, Moscow



Chapter 58
The Electron Radiation Effect
on Polyvinylchloride (PVC) Nanocomposites
with Multiwalled Carbon Nanotubes

µ. ¯. Pinchuk-Rugal, ±. P. Dmytrenko, ¯. P. Kulish, Yu. I. Prylutskyy,
±. S. Nychyporenko, ¯. I. Shut, V. ¯. Tkach, and V. V. Shlapatska

58.1 Introduction

Polyvinylchloride (PVC), despite a series of important physicochemical properties,
such as considerable resistance against chemical agents and hydrophobic properties
together with high mechanical characteristics, has a low degree of crystallinity,
insufficient elasticity and frost resistance [1]. PVC is vulnerable to destruction
caused by changes in chemical structure in the course of its production and use in
various processes. Moreover, PVC (as with most dielectrics) is characterised with
extremely low conductivity and magnetoplasticity values.

Many performance characteristics of PVC can be improved through softening,
introduction of filling material and formation of polymeric mixtures. Formation
of nanocomposite based on PVC with multi-walled carbon nanotubes (MWCNTs)
uniformly distributed therein is one of the more efficient methods of improving
electro-physical properties of PVC [2–5]. A considerable length-to-diameter ratio
(	1000), specific surface area of nanotubes and their unique electrical and mechan-
ical properties are of importance in this case [6–14]. On the other hand, ionising
irradiation, which can influence the properties of the polymeric matrix, filling
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agent and their implantation, can be a powerful tool for efficient modification of
mechanical, optical and electro-transport characteristics of polymeric composites
[15, 16].

The purpose of this article is in elaborating efficient methods aimed at improve-
ment of physical and mechanical properties of PVC nanocomposites with MWCNTs
(PVC-MWCNTs) through formation/degradation of polyene sequences therein in
the course of mechanical-chemical transformations and transformations stimulated
by irradiation.

58.2 Experimental Studies

To prepare a PVC-MWCNTs nanocomposite, PVC powder of C-7058 grade with
MW D 157 � 103 has been used. MWCNTs has been synthesised by chemical
vapour deposition (CVD) through decomposition of carbon-bearing compounds
in the presence of highly dispersed powder of iron particles as a catalyst at the
temperature of 1000–1300 K. With this end in view, some mixture of gaseous carbon
and buffer gas was blown through a reaction vessel. As a result, MWCNTs with the
length reaching several micrometres and external diameter up to 100 nanometres
were obtained. MWNCTs were clarified from impurities by treating (etching) in
NH4F HF:H2O:HCL solution. PVC and MWCNTs powders were mixed in alcohol
by means of an ultradisperser for 30 min. PVC-MWCNT nanocomposites were
produced by pressing mixtures of powders in a cylindrical mould. Mixtures of
powders were melted at a temperature of 513 K followed by pressing with a pressure
of 300 atmospheres and cooling them slowly in vacuum. So obtained specimens of
nanocomposites contained 0.2, 0.5, 1.0 and 2.0 wt.% of MWCNTs and were 15 mm
in diameter and 1 mm thick.

Specimens were irradiated with electrons by means of a linear electron accelera-
tor (ILU-6, Russia). Energy of electrons was Ee D 1.8 MeV, while the dosage was
equal to some 0.05 MGy. Temperature of specimens in the course of their irradiation
did not exceed 333 K.

Morphology of PVC-MWCNT nanocomposites has been analysed by means of
scanning electronic microscope (SEM Zeiss EVO 60, FRG). The voltage applied
thereto was changed from 3 to 20 kV. Electron penetration depth ranged from 0.2 to
5.1 �m.

Crystalline structure of PVC-MWCNTs nanocomposites has been determined by
means of a X-ray diffractometer (DRON-3 M, Russia) with usage of monochromatic
CoK’ (� D 0.179021 nm) irradiation. X-ray diffraction patterns were taken at the
tube voltage of 40 kV and the current amounting to 25 mA. Measurements were
made with usage of LiF (002) flat crystals and Bragg-Brentano-type geometry.

Raman spectra and luminescence were measured with reflective geometry
method at the room temperature by means of a triple spectrometer (HORIBA Jobin
Yvon T64000, Japan), provided with a cooled CCD detector. To excite Raman
scattering spectra, Ar-Kr ionic laser was used with the wavelength � D 488 nm.
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The photoluminescence spectra were excited using the lines of continuous He-Cd
laser with the wavelength � D 325 nm and Ar-Kr ionic laser with wavelength
� D 488 nm. Exciting irradiation with 1–2 MW of power was focused at the
specimen to a spot of 1 �m in dimension.

To measure Young’s modulus, a pulse measuring method for velocities of short
high-frequency pulses in spring medium has been applied. Young’s modulus has
been determined from the formula E D � � c2, where c stands for the sound
propagation velocity in the substance and � stands for the substance density.

Microhardness of PVC-MWCNT nanocomposites were determined by PMT-3
(Russia) microhardness gauge (Vickers pyramid) [17]. For each nanocomposite was
obtained 50 prints. Microhardness of composites were calculated using the formula
H D 1854�P/d, where P D the load on the pyramid and d D the average length of
two indentation diagonal after removing the load.

58.3 Results and Discussion

Because of dehydrochlorination that took place owing to thermal and mechanical-
chemical destruction, faulty polyene structures have been formed in polymeric PVC
macro-chains. These belong to linear conjugated systems, lengths of which can
vary depending on the synthesis conditions. The presence of �-linkages on such
sections and delocalised electrons as a result influences essentially over optical
properties of PVC and can also cause changes in the conductivity and mechanical
characteristics. Availability of filling agents and high-energy electron irradiation,
conducive to dehydrochlorination process, can also influence over formation of
conjugated polyene structures, including influence over their length and content
[2, 4, 5, 18, 19]. It is obvious that mechanical-chemical and irradiation-stimulated
rearrangement of the said faulty structures results also in changes of their optical
and physical-mechanical properties.

Figure 58.1 shows the SEM images of PVC and PVC-MWCNT nanocomposite.
When PVC is filled with MWCNTs, linkages between them are preserved even

at small concentrations. Thickness of PVC layer covering MWCNTs is some
500 nm with MWCNTs diameter being equal to some 60–70 nm. This evidences
considerable MWCNTs wetting with the polymer.

PVC has an orthorhombic structure and belongs to polymers with slight crys-
tallinity degree. It can be seen from the behaviour of X-ray diffraction pattern for
non-filled PVC (Fig. 58.2(1)): the presence of blurred halos with their maximums
nearby 2
 D 20ı and 2
 D 28ı, availability of which confirms the presence of a
considerable share of amorphous phase.

Diffraction patterns for PVC and PVC-MWCNT nanocomposites are similar
as without exposure to electron irradiation so after it (Fig. 58.2(2); data on PVC-
MWCNT nanocomposites are not shown). It evidences that neither MWCNTs as
the filling agent nor electron irradiation has any effect on the crystalline structure
type characteristic for PVC [20]. At the same time, depending on MWCNTs content
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Fig. 58.1 S¨¯ images of
PVC (Ã) and PVC-MWCNT
nanocomposite with 2.0 wt.%
of MWCNTs (b)

both without exposure to irradiation and after electron irradiation, changes in the
crystallinity degree of PVC-MWCNT nanocomposites are observed with the said
changes being especially essential under small MWCNTs concentrations (Fig.
58.3).

The maximum of crystallinity degree is apparently increased from 0.22 (without
exposure to irradiation) to 0.42% (after electron irradiation) at low (0.5 wt.%)
MWCNTs concentration (Fig. 58.3). The degree of arrangement of macro-chains
is slowly decreasing with higher content of MWCNTs due to their aggregation.
Therefore, the crystallinity degree remains low in PVC-MWCNT nanocomposites
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Fig. 58.2 X-ray diffraction
spectra for non-filled PVC
without exposure to
irradiation (1) and after
electron irradiation (2) with
the dosage of 0.05 MGy
(�CoK’ D 0.179021 nm,
Ee D 1.8 MeV, T D 293 K)
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Fig. 58.3 Crystallinity degree of PVC-MWCNT nanocomposites as a function of MWCNTs
content without exposure to irradiation (1) and after electron irradiation (2) with the dosage of
0.05 MGy (Ee D 1.8 MeV)

without exposure to irradiation (Fig. 58.3, graph 1) even in the presence of artificial
nucleation centres represented by MWCNTs.

The crystallinity degree after electron irradiation rises sharply (Fig. 58.3, graph
2). It is apparent that any further slight (as compared with the specimen without
exposure to irradiation) decrease is caused by destruction of macromolecules,
including the crystalline phase spots. Maximum value of the crystallinity
degree (like the nanocomposites without exposure to irradiation) is observed for
PVC-MWCNT nanocomposite with MWCNTs concentration of 0.5 wt.%.
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Fig. 58.4 Young’s modulus in PVC-MWCNT nanocomposites as a function of MWCNTs content
either without exposure to irradiation (1) or after electron irradiation (2) with the absorption dose
of 0.05 MGy (Ee D 1.8 MeV, T D 293 K)

Since Young’s modulus is a measure of polymer rigidity to be determined with
consideration of crystalline and amorphous phases, it is clear that its increase with
simultaneous rise of MWCNTs content is caused by the change in the crystallinity
degree.

Figure 58.4 shows the behaviour of Young’s modulus in PVC-MWCNT
nanocomposites as a function of MWCNTs content without exposure to irradiation
and after the same.

If MWCNTs concentrations are low (0.2 and 0.5 wt.%), the crystallinity
degree will rise, and Young’s modulus will be increased as well. However, when
MWCNTs concentration reaches 0.5 wt.%, the said increase of Young’s modulus
is decelerated, and it falls down abruptly at a higher MWCNTs content. Such
behaviour of Young’s modulus results from damage of MWCNTs macro-chains
both in crystalline and amorphous phases. Electron irradiation causes a reduction
of Young’s modulus not only in PVC but also in PVC-MWCNT nanocomposites
within the entire range of concentrations. It is apparent that dependence of Young’s
modulus for PVC-MWCNT nanocomposites upon MWCNTs concentration after
their electron irradiation remains similar to that of specimens without exposure to
irradiation in terms of quality.

Considering the applied dosage, damages of MWCNTs are slight, and therefore
changes in mechanical properties of PVC-MWCNT nanocomposites are formed due
to destruction of PVC macromolecules only [20].

Figure 58.5 shows the behaviour of PVC-MWCNT nanocomposite microhard-
ness in their initial conditions and after electron irradiation.

It is obvious that the behaviours of PVC-MWCNT nanocomposite microhardness
prior and after electron irradiation are similar in terms of quantity and are like
to Young’s modulus behaviour. At the same time, the microhardness graph for
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Fig. 58.5 PVC-MWCNT nanocomposite microhardness as a function of MWCNTs content
without exposure to irradiation (1) and after electron irradiation (2) at the dosage of 0.05 MGy
(Ee D 1.8 MeV, T D 293)

a specimen after exposure to irradiation corresponds to its higher values; it
might be related to irradiation cross-linking formed between the macro-chains and
MWCNTs. Such cross-links can result from formation of free radicals caused by
destruction of macromolecules and radiation damages to MWCNTs surface [20,
21].

As a result of PVC (Fig. 58.6) dehydrochlorination, certain spectral bands appear
in Raman spectra of such PVC with the emergence of such bands being related
to nucleation of faulty polyene consequences with various lengths [20]. Bands
corresponding to C-C oscillations with the frequency of ¤ D 1125 cm�1 and CDC
nearby ¤ D 1511 cm�1 are the most intense. Simultaneously, higher harmonics
scattering for oscillation modes ¤1 and ¤2 with frequencies of 2254 (2¤1), 2636
(¤1 C ¤2) and 3360 cm�1 (3¤1) occurs. It is noteworthy that the deformational
and valence oscillations are not observed for functional groups included into the
structure of PVC macro-chains.

To find the length of conjugated fragments, we use an empiric relationship
reflecting a correlation between the frequency ¤2 and number n of conjugated
double linkages CDC in a polyene consequence [21]:

#2 D 1461C 151:24� exp .�0:07808� n/ :

Thus, for non-filled PVC, band ¤2 D 1511 cm�1 includes n D 4 conjugated
linkages; for ¤2 D 1484 cm�1, n D 29; for ¤2 D 1505 cm�1, n D 16; for
¤2 D 1527 cm�1, nD 10, while for ¤2 D 1581 cm�1, nD 3. If the value of integral
intensity of the aforesaid bands is taken into consideration, one can conclude that
the conjugate sequences with nD 10 and nD 16 prevail.
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Fig. 58.6 Raman spectrum
for non-filled PVC
(�ÊÄ D 488 nm, d D 15 mm,
µ D 300 -)
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Fig. 58.7 Raman spectra of PVC-MWCNT nanocomposites as a function of MWCNTs content:
0.2 (1), 0.5 (2), 1.0 (3) and 2.0 wt.% (d D 15 mm, � D 325 nm, T D 300 K)

In view of the availability of conjugated double linkage CDC in PVC, we can
expect influence of MWCNTs over the said faulty structures and, as a result, over
physical and mechanical properties of filled polymers.

Figure 58.7 shows Raman spectra of PVC with different content of MWCNTs.
As can be seen, such spectra contain oscillating modes inherent to non-filled

PVC. High intensity corresponds to ¤2, (¤1C ¤2) and (2¤2), belonging to oscillating
modes of faulty conjugated consequences. At the same time, for a PVC specimen
with 0.2 wt.% of MWCNTs, bands of oscillating modes CDC-H, C-C, CDC and
their higher harmonics become more pronounced. In addition, splitting of bands
with frequencies 2¤2 and 3¤1 occurs. Thus, MWCNTs influence over formation
of linear conjugated structures in addition to PVC reinforcing accompanied with
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Fig. 58.8 Raman spectra of PVC (1) and PVC-MWCNT nanocomposites as a function of
concentrations amounting to 0.2 (2), 0.5 (3), 1.0 (4) and 2.0 (5) wt.% of MWCNTs after electron
irradiation at the dosage of 0.05 MGy (d D 15 mm, � D 488 nm, Fe D 1.8 MeV, T D 300 K)

mechanical-chemical destruction of macro-chains and changes in submolecular
structure.

Due to electronic irradiation, intensity of Raman bands is decreased significantly
as a result of the destruction not only of macromolecules but also of faulty linkages
(Fig. 58.8).

Irradiation damages of PVC-MWCNT nanocomposite with 0.5 wt.% of
MWCNTs are the most catastrophic. Obtained Raman spectrum, despite the
availability of intense bands ¤1(C-C) D 1125 cm�1 and ¤2(CDC) D 1515 cm�1,
evidencing existence of poly-conjugated systems, hardly resembles Raman
spectrum of PVC exposed to irradiation and its nanocomposite with 0.2 wt.%
of MWCNTs. Raman spectrum intensity is low throughout the frequency range,
but the background is also increased significantly. There are no bands caused by
valence oscillations of CH and CH2 groups. It is clear that the irradiation causes
almost complete irradiation destruction not only of with polyvinylidenes but of
polymer itself as well; such events were observed to a considerable lesser extent
with PVC and its nanocomposite with 0.2 wt.% of MWCNTs. Similar destruction
of the polymer takes place in PVC nanocomposite with 0.1 wt.% of MWCNTs.
Raman spectrum of PVC nanocomposite with 2.0 wt.% of MWCNTs after electron
irradiation is more pronounced as compared with the PVC spectrum after exposure
to irradiation and includes the entirety of bands inherent to PVC, as well as •(DCH),
which corresponds to polyene structures.

It is known that appearance of photoluminescence in PVC is caused by avail-
ability of faulty structures in the form of polyene sequences of different length
and �* ! � transition for, respective, poly-conjugated systems. Figure 58.9
shows photoluminescence spectra for non-filled PVC and its nanocomposites with
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Fig. 58.9 Photoluminescence spectra of non-filled PVC (1) and its nanocomposites with 0.2 (2),
0.5 (3), 1.0 (4) and 2.0 wt.% (5) of MWCNTs without exposure to irradiation (a) and after electron
irradiation with dosage of 0.05 MGy (b) (� D 488 nm, Ee D 1.8 MeV, T D 293 K)

different content of MWCNTs without exposure to radiation and after electron
irradiation with usage of exciting light with the wavelength �D 488 nm.

One can see that the photoluminescence is focused within the wide range of
wavelengths (500–800 nm).

Several bands with their maxima located nearby 531, 563, 592 and 620 nm
can be distinguished in photoluminescence spectra for PVC. The high number of
conjugated sections in the spectrum corresponds to nD 10 for 563 nm and to nD 16
for 592 nm. One can see from such spectra that MWCNTs cause considerable
quenching of PVC photoluminescence for all concentration values. At the same
time, any decrease of photoluminescence with an increase of MWCNTs content
does not bear monotonous character. The said photoluminescence is the least for
low MWCNTs content (0.2 wt.%) and the highest for the MWCNTs concentration
amounting to 0.5 Wt.%. It is obvious that such photoluminescence quenching is
caused by implantation of PVC macromolecules to MWCNTs resulting in separa-
tion of photo-generating charge carriers. Polyene sequences with lengths nD 10 and
nD 13 prevail in PVC-MWCNT nanocomposites. If photoluminescence quenching
in PVC and its nanocomposite with 0.2 wt.% of MWCNTs after electron irradiation
is slight, increased concentration of MWCNTs will result in abrupt fall of the
integral photoluminescence intensity. Maxima of bands for PVC after exposure to
irradiation correspond with positions 526, 563, 600 and 646 nm, which differ from
positions of similar maxima for PVC without exposure to irradiation. Moreover,
higher values of integral intensities correlate with the maxima located next to 563
and 600 nm, and not to 620 nm as it took place for the specimen without exposure to
irradiation. Consequently, PVC destruction does not change the photoluminescence
generation mechanism, but causes displacement of electronic transitions to other
polyene sequences. Non-monotonous photoluminescence quenching with increase
of MWCNTs content differs from the situation with PVC-MWCNT nanocomposites
without exposure to irradiation, for which the least intensity value corresponded to
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Fig. 58.10 Photoluminescence spectra of non-filled PVC (1) and its nanocomposites with 0.2 (2),
0.5 (3), 1.0 (4) and 2.0 wt.% (5) of MWCNTs without exposure to irradiation (a) and after electron
irradiation with dosage of 0.05 MGy (b) (� D 325 nm, Ee D 1.8 MeV, T D 293 K)

the specimen with 0.5 wt.% of MWCNTs. If PVC with 1.0 wt.% of MWCNTs
is exposed to irradiation, Raman spectra will evidence much more considerable
destruction of conjugated sections for PVC with 0.5 and 2.0 wt.% of MWCNTs, and
this is the reason of the highest photoluminescence quenching for this specimen.

If light with wavelength � D 325 nm is used, essential rearrangement of
photoluminescence spectra will be observed caused by appearance of bands not
only from polyene fragments but also from CDO linkages in carbonyl groups
(Fig. 58.10).

It is obvious that the photoluminescence spectrum is formed with participation
of several bands, maxima of which are focused nearby wavelengths of 387, 418,
469 and 542 nm. Regardless of MWCNTs content, the set of polyene sequences in
PVC-MWCNT nanocomposite is retained in the same state as for pure thermally
degraded initial polymer except for PVC with 2.0 wt.% of MWCNTs. Simulta-
neously, displacement of maximum positions for these photoluminescence bands
towards the longer wavelengths occurs together with rearrangement of relative
intensities of recombination luminescence related to various emission centres
represented in PVC by polyene sequences of various lengths. Any decrease of
integral intensity of the emission with an increase of MWCNTs concentration
in a nanocomposite proves the photoluminescence quenching at the expense of
the filling agents. This bears evidence of the abatement of the recombination
processes of electron-hole pairs arising due to their scattering in the course
of electron transfers to MWCNTs with high acceptor properties. Such transfer
of charges is accompanied with the establishment of donor-acceptor chemical
interaction between macromolecules and MWCNTs, thus providing improvement
of their implantation. Destruction of polyene sequences because of mechanical
and chemical reactions is probably the main reason of the photoluminescence
quenching [22].
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As to PVC with different MWCNTs content after exposure to irradiation, pattern
of spectral relationships of photoluminescence is similar to that observed for
photoluminescence spectra obtained from PVC-MWCNT nanocomposites with-
out exposure to irradiation. The increase of MWCNTs content results in non-
monotonous photoluminescence quenching. If excitation is made with the light
having � D 488 nm, the least integral photoluminescence intensity will correspond
to PVC with 1.0 wt.% of MWCNTs, while excitation with the light having
� D 325 nm will result in the least photoluminescence observed in the specimen
with 2.0 wt.% of MWCNTs. It evidences the essential role in photoluminescence
quenching not only of MWCNTs, their concentration, uniform dispersion, as well
as destruction of polymeric chains, including the polyene structures.

58.4 Conclusion and Future Perspectives

1. It was demonstrated that both PVC and PVC-MWCNT nanocomposites after
their electron irradiation (Ee D 1.8 MeV, dosage of 0.05 MGy) retain orthorhom-
bic structure of their crystalline lattice.

2. Crystallinity degree of PVC-MWCNT nanocomposites with low MWCNTs
concentrations (0.2 and 0.5 wt.%) is increased, remaining almost constant at
higher values (1.0 and 2.0 wt.%). In the event of electron irradiation, the
crystallinity degree of PVC and PVC-MWCNT nanocomposites tends down-
wards due to destruction of macro-chains within crystalline spots and tends
upwards for PVC and PVC-MWCNT nanocomposites with 0.2 and 0.5 wt.% of
MWCNTs.

3. Thermal destruction of non-filled PVC and of that filled with nanotubes,
manifested in generation of polyene sequences, results in appearance of pro-
nounced bands ¤1(C-C), ¤2(CDC), 2¤1, ¤1 C ¤2, 2¤2 in Raman spectra and
weakly intense lines corresponding to deformational oscillating modes –CDC-
H-. Appearance of ¤2 and 2¤2 bands indicates existence of polyene sequences of
different lengths in thermally degraded specimens. When MWCNTs concentra-
tions in nanocomposites are changed, rearrangement of all Raman bands will be
observed being related to intermolecular cross-linking and destruction of main
chain and faulty sections with conjugated double CDC linkages.

4. It was demonstrated that microhardness and Young’s modulus values as a
function of filling agent concentration in PVC-MWCNT nanocomposites are
similar, while electronic irradiation causes increase of microhardness for PVC
and its nanocomposite.

5. Availability of polyene sequences causes appearance of several bands in the pho-
toluminescence spectrum of PVC. Introduction of MWCNTs into the polymer
matrix and electron irradiation causes rearrangement of the photoluminescence
spectrum (displacement of principal lines, in particular). On the one part, such
changes can be caused by implantation of PVC macromolecules at the ends of
MWCNTs lateral surface owing to the donor-acceptor interactions, while on the
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other part it can be caused by destruction of faulty spots with the said destruction
being accompanied with photoluminescence quenching when MWCNTs content
will be increased.

Thus, usage of high-energy electron irradiation under optimal dosage and
MWCNTs content in PVC is able to improve optical and mechanical performance of
PVC-MWCNT nanocomposites resulting from formation or degradation of polyene
sequences therein.
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(2006) IR laser ablation of poly(vinyl chloride): formation of monomer and deposition of
nanofibres of chlorinated polyhydrocarbon. Polymer Degrad Stab 91:213–220



Chapter 59
Peculiarities of Charge Transfer in Graphite
Intercalation Compounds with Bromine
and Iodine Chloride

Oleksandr I. Prokopov, Irina V. Ovsiienko, Lyudmila Yu. Matzui,
Oleksandra S. Zloi, Nikolai A. Borovoy, Tatiana A. Len, and Dina D. Naumova

59.1 Introduction

Graphite intercalated compounds (GICs) are natural two-dimensional (2D)
electronic systems in which carriers move mainly in parallel to the direction of
the graphite planes. During the intercalation process there is a transfer charge
from intercalate molecules to graphite layers and layers of graphite enriched
with additional charge carriers. In this process, halogens and halides act as
electronic acceptors, enriching the graphite layer with additional delocalized holes.
Redistribution of charge between the layers of graphite and intercalate layers causes
the formation of a charged layer of intercalate that contains localized electrons
and acts as an electrostatic screen between the graphite layers on both sides of
the intercalate layer. This high potential barrier prevents the movement of charge
carriers through the intercalate layer perpendicular to the layers of graphite. The
2D properties of GICs arise from the existence of the charged intercalate layer with
localized electrons. Thus, a charge carrier system in low-stage GICs is a degenerate
2D electron gas. The two-dimensionality of such electron gas is associated with
structural features of the electronic structure of GICs. GICs are a perfect model to
study the physical properties of 2D structures. A number of physical phenomena
were investigated in acceptor GICs. Thus, the literature contains data on the study
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of charge carrier phonon drag, which for GICs based on high oriented pyrolitic
graphite (HOPG) is manifested in a wide temperature range up to room temperature
[1–4].

The quantum effects of the weak localization and interaction of charge carriers
in the 2D case were investigated experimentally for GICs of the acceptor type
based on fine crystalline graphite and graphite fibers [5–8]. These effects in GICs
are significantly pronounced and occur at sufficiently high temperatures. Another
problem that can be solved in the study of GICs is to identify the features of
phase transformations in 2D systems and their effect on the transport properties
of GICs. The structural peculiarities of phase transformations in GICs based on
HOPG and fine-crystalline graphite upon changes in temperature and pressure have
been quite thoroughly researched [9–12]. In particular, it has been revealed that
phase transformations in intercalate layers can be of several types. First, it can
be a phase transformation in which the intercalate layer is transformed from one
commensurate with the graphite layer to another commensurate lattice. Second, it
is a phase transformation in which the intercalate layer is rearranged from being
commensurate with the graphite layer to being incommensurate with the lattice
and vice versa. The third type of phase transformation is a transformation of the
intercalate layer from a quasicrystalline state to a quasiliquid state. The types of
phase transformation and their number depend on the nature of the intercalate
substance, the structure of the source to the intercalation of the graphite, and the
rate of change of external factors, such as temperature and pressure. The effects of
phase transformations of the first and second types on transport properties have
been studied well enough for intercalated compounds based on HOPG and fine
crystalline graphite with, for example, antimony chloride, molybdenum chloride,
and aluminum chloride.

Recently, much attention has been given to researching intercalated compounds
based on nanographite, graphene, and carbon nanotubes with nonpolar intercalate
molecules, such as halogens. These compounds have a number of features that
distinguish them from compounds based on bulk graphite [13, 14]. For example,
much greater intercalated activity of nanographite and carbon nanotubes has been
found in their compounds with iodine as compared to bulk graphite [15, 16]. It has
been revealed that in graphene-based intercalated compounds nonpolar molecules of
intercalate during phase transformations change their orientation relative graphene
layer [17].

GICs with bromine are of particular interest for researchers. Based on HOPG
GICs with bromine in a temperature range of 240–333 K, a whole cascade of phase
transformations of all types is observed. Additionally, the number of transformations
and their types depend on the stage of the compound [18]. In [18], on the basis of
detailed structural studies of GICs, a model of phase transformations in bromine
layers has been proposed. According to this model, bromine atoms in the interlayer
space of graphite form a chain, called polibromine anions, that consist of an even or
odd number of atoms. The number of bromine atoms in a chain and the orientation
of the chain depend on the phase in which there is intercalate. When changing the
parity of a polibromine chain, the charge that is passed from intercalate layers



59 Peculiarities of Charge Transfer in Graphite Intercalation Compounds. . . 773

to graphite layers also changes. That is, according to this model, at the phase
transformations in intercalate layers, the amount of charge that is transmitted from
intercalate molecules to graphite layers changes. Obviously, such a change of the
transferred charge will affect the transport properties of GICs with bromine.

The aim of this work is to present a detailed study of transport properties, namely,
resistivity, thermopower, and the Hall phenomenon, in GICs with bromine in a phase
transformation temperature range to determine the features of charge transfer in
GICs. For comparison, in other work, analogous studies were carried out for GICs
with iodine chloride, for which there is no change of transfer charge at the phase
transformation.

59.2 Experimental Setup

59.2.1 Preparation and Characterization of GIC Specimens

Fine crystalline pyrolytic anisotropic graphite (FPAG) (crystallite size La 	 30 nm,
interplanar spacing d002D 0.34 nm, parameter of preferred orientation of crystallites
� D 103) was used as the source material for GIC synthesis. GIC specimens
were obtained using a standard two-temperature gas-phase method. The parameters
of the intercalation process (temperatures of graphite Tgr and intercalate Tint and
intercalation time t) are presented in Table 59.1.

The molar concentration of intercalate C in the obtained compounds was
determined by the change in mass of the specimens after intercalation:

C D 100 .%/
Mint
Mgr
� m0
�m C 1

; (59.1)

where ¯int and ¯gr are respectively the molar mass of intercalate and graphite,
and �m/m0 is the relative change in mass of the specimen after intercalation. From
the molar concentration of intercalate C the stage of compound S (the number of
graphite layers between two layers of intercalate) was defined using the formula

S D 100 � 2
Cp� ; (59.2)

where p* is the stoichiometric index in the compound formula Cp*X (X is
intercalate).

Table 59.1 Parameters of intercalation process

Specimen Tgr, K Tint, K t, h. S (�m) S(X-R) Is, nm di, nm Stoichiometric formula

GIC-Br2 318 318 48 1.90 2 1.038 0.358 C14Br
GIC-ICl 297 297 48 1.98 2 1.040 0.360 C8ICl
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Fig. 59.1 X-ray diffraction patterns for source FPAG (a) and for intercalated compounds with
bromine (b) and iodine chloride (c)

The structure and phase composition of the synthesized GIC specimens were
studied using a DRON-4-07 automated X-ray diffractometer in filter NiK’ radiation
(wave length � is 0.165791 nm). The identity period Is of intercalated compounds
(Is is the distance between the subsequent intercalate layers separated by S graphite
layers) was determined from 00l-diffraction using the Wulff–Bragg formula

2Is sin 
 D l�; (59.3)

where 2
 is the angle at which a corresponding line is observed on the diffraction
pattern. Identity period Is and the stage of compounds are related using the equation

Is D ds C .S � 1/ � d002; (59.4)

where d002 is the interlayer distance in the source for intercalation FPAG, and ds is
the distance between two graphite layers that contain the intercalate layer.

Figure 59.1 displays the parts of the X-ray diffraction patterns for the source
FPAG used in the intercalation process (Fig. 59.1a) as well as for the intercalated
compounds with bromine (Fig. 59.1b) and iodine chloride (Fig. 59.1c).
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As is easily seen from Fig. 59.1, the X-ray diffraction patterns for the GICs
contain, as for the source FPAG, two intense bands whose positions are shifted
somewhat compared to the source graphite. It should be noted that the distance
between intercalate layers (Br2 or ICl) and adjacent layers of graphite is about
0.35–0.36 nm, and the interlayer distance FAPG d002 is 0.34 nm. Therefore, the
identity periods for the intercalate layers are nearly multiples d002 and the position
of intercalate 00l-lines is very close to the position of graphite 00l-lines. Using the
data of the X-ray diffraction, the identity parameters of the intercalated compounds
Is were determined. The calculated values of the identity parameters Is, thickness
of intercalate layer di, stage number S determined from the X-ray diffraction date
(S (X-R)) and from changes in the specimen mass during the intercalation (S (�m))
and stoichiometric formulas of compounds are shown in Table 59.1. As seen from
the table, second-stage intercalated compounds with bromine and iodine chloride
were obtained.

59.2.2 Characterization Methods

Resistivity along the graphite planes was investigated in a temperature interval
from 77 up to 300 K with a standard four-probe method. The Hall coefficient was
determined by the routine procedure at temperatures 77 and 293 K and a magnetic
field up to 1.5 µ. Thermopower was measured within a 77–293 K temperature range
using the method described in Ref. [19]. The error of measurement for resistivity
and the Hall coefficient did not exceed 0.5% and for thermopower error did not
exceed 1%.

59.3 Results and Discussion

59.3.1 Resistivity of GICs with Bromine and Iodine Chloride

Figure 59.2 presents the typical temperature dependences of resistivity along
graphite planes �a(T) for second stage GICs with iodine chloride and bromine. For
comparison there is temperature dependence of resistivity for the source FPAG in
Fig. 59.1 as well.

As shown in Fig. 59.2, the character of resistivity temperature dependence
�a(T) for GICs is essentially different from such dependence in the source of
intercalation FPAG because FPAG resistivity decreases slightly with increases in
temperature (�a77/�a293 	 1.3). This, as shown in [20], is due to an increase in the
charge carrier concentration in graphite with increasing temperature in conditions
of preferred temperature-independent crystallite boundary charge carrier scattering.
Unlike source graphite for GICs, an increase in resistivity with temperature is
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Fig. 59.2 Dependences �a(T) for second-stage GICs with iodine chloride (1) and bromine (2), for
pure FPAG (3)

observed. For GICs with iodine chloride, the ratio �a77/�a240 is 	0.92 and for GICs
with bromine this ratio �a77/�a220 is	0.84. Such resistivity temperature dependence
�a(T) is typical for acceptor GICs based on HOPG and FPAG [21–23].

In fact, as is known, during the intercalation process, halogens and halides
are acceptors. There is a charge exchange between the layers of graphite and the
intercalate layers. Graphite layers take on an additional positive charge. The quantity
of this positive charge, the character of the positive charge distribution on the
graphite layers, and the peculiarities of charge carrier scattering in GICs are the main
factors causing some type of temperature dependence of the electrical resistivity in
GICs.

However, as seen in Fig. 59.2, there are significant differences in the temperature
dependence of resistivity for GICs with iodine chloride and bromine. For GICs
with iodine chloride, resistivity monotonically increases with temperature up to
µ D 240 K. With further increases of temperature, an abrupt decrease in resistivity
is observed, and it continues through all measurements ranges. A similar character
of the temperature dependence of resistivity and thermopower was observed in the
works of Ko Sugihara [24, 25] for GICs based on HOPG with iodine chloride. For
example, in [25], an abnormal increase in thermopower at 350 K has been found for
GICs based on HOPG with iodine chloride. In addition, there is no explanation for
this abnormal dependence of thermopower in such a temperature range.

For GICs with bromine in the temperature dependence of resistivity, two
temperature intervals (77–160 K and 190–300 K) can be distinguished. In both
intervals resistivity increases with temperature, but the rate of resistivity increase
in each interval is different. The range 160–190 K is transitional.

Let us try to analyze the causes of such temperature dependences of resistivity
of the investigated GICs. We will base our analysis on a 2D model of the
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electronic structure of acceptor GICs [26], and we will take into account known
data on the structural studies of phase transformations in intercalate layers for these
compounds [18].

Let us consider the resistivity for acceptor GICs in terms of the 2D model
of electronic structure. Within this model the 2D resistivity for a second-stage
compound can be written as the sum of two terms:

� D �S0 C �T; (59.5)

where �S0 denotes temperature-independent term and �µ denotes temperature-
dependent term. Temperature independen term or residual resistance can be written

�s0 D �¯
e2kF
� 1

Lb
; (59.6)

where Lb denotes charge carrier mean free path in crystallite boundary scattering, e
is the electron charge, and -F is a Fermi wave vector.

The temperature dependence term is written

�T D �¯
e2kF
� 1

LT
; (59.7)

where Lµ denotes charge carrier mean free path of the temperature-dependent
scattering mechanisms.

Let us consider the main charge carrier scattering mechanisms that give rise to
the temperature dependence of the mean free path and, consequently, forming a
temperature dependence of resistivity �Ã in GICs.

First is electron–electron scattering, which leads to the quadratic dependence of
resistivity on T [22]. However, according to estimates for second-stage GICs with
SbF5 [27], the mean free path of carriers scattering each other is 7 � 10�5 m at 100 K,
which is significantly greater than the mean free path of charge carriers scattering at
phonon and crystallite boundaries (respectively Lph 	 10�7 m, Lb 	 2 � 10�8 m for
FPAG and Lb 	 10�7 m for HOPG). Second is charge carrier scattering on phonons,
which includes scattering on different modes of graphite and intercalate.

Thus, in the first approximation, the generalized temperature dependence of
the charge carriers mean free path is determined by the temperature dependence
of the mean free path for scattering on phonons because with other temperature-
dependent scattering mechanisms the mean free path is much larger: Lµ D Lph(µ).
Charge carrier mean free path in phonon scattering is inversely proportional to the
temperature and can be written

Lph D L0T
�c; (59.8)

where L0 is constant, and ´ 	 1.6.
Two-dimensional resistivity for second-stage GICs in terms of 2D electron

structure model can be written
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�2S D �¯
e2kF
�
	
1

Lb
C 1

Lph.T/



D 3�¯a�0

2e2EF

	
1

Lb
C 1

Lph.T/



: (59.9)

Thus, the temperature dependence of GIC resistivity is determined by the ratio
between the mean free paths for scattering at crystallite boundaries and phonon
scattering. For GICs based on HOPG Lb > Lph at all measured temperatures, that is,
the temperature-dependent term (second term in 59.5) makes the main contribution
to resistivity. This leads to a more pronounced temperature dependence of resistivity
for GICs based on HOPG in comparison with GICs based on FPAG. For GICs
based on FPAG, the temperature-independent term makes the main contribution
to resistivity. This results in a weak temperature dependence of resistivity. This
explains why slightly increasing the temperature dependence of resistivity for GICs
based on FPAG. However, the question arises as to what happens in temperature
intervals where there is a deviation from a monotonic increase in resistivity.

As is known, phase transformations in intercalate layers lead to the appearance
of abnormal temperature dependences of the transport properties of GICs. In
particular, there are local extremes, changes in the dependence slope angle, or sharp
rises or falls of resistivity in the resistivity temperature dependence at the phase
transformation temperature.

Let us consider the factors that can lead to changes in the resistivity of GIC
specimens at phase transformation in intercalate layers:

• Change in the density of states at the Fermi level N(EF) during the phase
transformation that is directly linked with the accommodation coefficient;

• Change of effective relaxation time of charge carriers � ef caused by a change
in the phonon spectrum due to a structural adjustment of the intercalate layer.
At phase transformation the ordering of intercalate ions or molecules in a layer
changes. Transformation from one type of quasicrystalline structure to another,
for example, the transformation from an incommensurate to a commensurate
lattice or an intercalate transformation from a quasicrystalline to a quasiliquid
state, cause a change in the electrical resistance of intercalate layers.

The temperature dependence of the resistivity of low-stage GICs below the
phase transformation temperature is caused by the temperature dependence of
charge carrier scattering because charge carrier concentration in these compounds is
almost independent of temperature [28]. The intercalate layer is a 2D ionic crystal
whose electrical resistance is several orders higher than the electrical resistance of
the graphite layer. GIC conductivity is determined mainly by the conductivity of
graphite layers enriched with additional charge from adjacent intercalate layers.
Any structural transformation in intercalate layers changes the charge carrier
mobility owing to changes in the effective relaxation time of the charge carriers.
Since the value of the charge carriers’ effective relaxation time upon scattering at
crystallite boundaries �b is constant for GICs based on a certain graphite material,
the resistivity during the phase transformation can be changed only by changing
the relaxation time �ph upon charge carrier phonon scattering, in particular, the
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scattering on graphite phonons �ph0 and intercalate phonons �phi. According to [29],
the value (�ph0)�1 	 (q0), where q0D 1/(�0(@� /@r)); �0 denotes matrix elements
in the strong bond model, which characterizes the interaction of carbon atoms
in a layer; and @� /@r describes the change of atomic interaction with changes in
interatomic distance r. This parameter also depends on the distribution of ions or
molecules of intercalates in layers because molecules and ions of intercalates induce
additional charge in layers of graphite.

If in the intercalate layer the transformation from a quasicristalline state to a
quasiliquid state occurs, in this case the intercalate is “mobile ion liquid” that fills
the space between the two layers of graphite. When a constant electric field or
temperature gradient is applied in the GICs, an ordered orientation or transfer of
ions occurs that results in their uneven distribution.

Let us analyze in terms of the present model changes in the character of resistivity
temperature dependence in the phase transformation temperature intervals for the
investigated GICs with iodine chloride and bromine.

As is known, when molecules of acceptor intercalates are injected into the
interlayer space of graphite, a disproportionation reaction occurs. As a result of this
reaction, neutral molecules of intercalate are transformed into negatively charged
ions, and layers of graphite enriched with additional carriers are transformed
into holes. Intercalate forms commensurate or incommensurate with the graphite
layer lattice. A lattice type (commensurate or incommensurate) is conditioned
by character of interaction between intercalate molecules and carbon atoms in a
graphite layer. Such a situation is observed for GICs with iodine chloride. Polar
iodine chloride molecules when injected into graphite are converted into anions,
which form a lattice commensurate with the graphite layer. At a temperature of
	 320 K for GICs based on HOPG and at 240 K for GICs based on FCPG, a phase
transformation of intercalate from a quasicristalline to quasiliquid state occurs [30].
This transformation and the formation of “mobile ion liquid” are apparently the
cause of the anomalous temperature dependence of the resistivity at temperatures
above 240 K. In terms of the 2D model of conductivity (eq. 59.9) with use values
�0 D 3 ÈV, a D 0.246 nm and Lb D 30 nm Fermi energy EF, is estimated EF is
	0.13 eV.

More complicated is the situation with intercalation of nonpolar molecules of
bromine into graphite. X-ray diffraction data indicate that when bromine is injected
into graphite, a layered structure is formed with periodic placing of bromine layers
between the graphite layers. A change in the value of resistivity with bromine
intercalation into graphite indicates that a transfer of additional charge occurs from
intercalate molecules to graphite layers. As shown earlier [18], there is a series of
structural transformation in layers of bromine connected with a different ordering of
bromine in the layers. In GICs based on HOPG at T D 373 K a transformation from a
quasicristalline to a quasiliquid state occurs. Below this temperature bromine forms
a lattice commensurate with a layer of graphite. Diatomic molecules of bromine are
connected in a chain of bromine atoms (so-called polibromine anions) composed of
an odd number of bromine atoms (Fig. 59.3) [18].
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Fig. 59.3 Schematic
representation of polibromine
chains [18]
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In this case each such chain has one extra electron. Upon further slow decrease
in temperature in the bromine layers, a series of structural transformations related
to the reorientation of bromine chains relative to graphite planes is observed.
At the temperature TD 240 K in the intercalation compound based on HOPG
there is a transformation from one quasicrystalline commensurate phase to another
quasicrystalline commensurate phase. In this transformation number of electrons in
the polibromine chain changes from an odd to an even [18] and each chain contains
two additional electrons. Thus, the important feature of such a phase transformation
in bromine layers is the fact that not only the character of charge carrier scattering
is changed, but also there is a change in the accommodation coefficient, that is,
the amount of additional charge transferred from intercalate molecules to graphite
layers. Since the phase transition temperature in GICs based on FPAG is reduced
by about 80–100 K compared to GICs based on HOPG, as shown in [30], the
corresponding phase transformation in GICs based on FPAG occurs at 60 K.
Precisely at 160 K anomalies in the temperature dependence of resistivity are
observed experimentally based on FPAG GICs with bromine. Estimated values of
the Fermi energy EF and the scattering on phonon mean free path L0 according
to (59.4) and (59.5) are EF D 0.22 ÈV and L0 D 3.25 � 10�4 m below the phase
transformation temperature (µ < 160 K) and EF D 0.18 ÈV and L0 D 6.01•10�3 m
above the phase transformation temperature (µ > 160 K).

Thus, it can be assumed, based on experimental studies of the temperature
dependence of resistivity, that the phase transformation in the bromine layer at
T D 160 K causes a change of the accommodation coefficient f. This is reflected
in the change in the coefficient of linear dependence of resistivity below and above
the phase transformation temperature. However, a change in the coefficient of linear
dependence of resistivity can, according to (59.5), be caused by a change not only
in the charge carrier concentration but also in the scattering of the phonon mean free
path below and above the phase transformation temperature. It is therefore necessary
to conduct a study of transport properties in which the effects of changes in charge
carrier concentration and charge carrier mobility can be separated.
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59.3.2 Effect of Thermopower GICs with Bromine and Iodine
Chloride

Among other transport properties, thermopower measurements provide information
about the type and concentration of charge carriers in a material, the value of Fermi
energy, mechanisms of charge carrier scattering, and more. It is known that the
thermopower of graphite materials and their intercalated compounds is the sum
of two components: diffusive thermopwer and phonon drag thermopower. Phonon
drag thermopower for GICs based on HOPG is manifested in a wide temperature
range, unlike GICs based on FPAG, for which phonon drag thermopower occurs
at temperatures less than 90 K [23]. Thus, in the temperature range of study
(T > 77 K) for GICs based on FAPG thermopower is determined by only the
diffusive component. For materials with one type of charge carrier, which are
acceptor GICs of low stages, the diffusive thermopower complex depends on the
temperature [19]. However, if charge carrier boundary scattering is preferred, as
shown in [19], in the first approximation we can assume that diffusive thermopower
is a linear function of temperature:

Sd D kb

e
� �

2

3
� kbT

EF
� .1C p/ ; p D �0:5; (59.10)

where Kb is Boltzmann’s constant.
Figure 59.4 displays the typical temperature dependences of thermopower S(T)

of GICs based on FPAG with iodine chloride and bromine.
As shown in Fig. 59.4, there are significant differences in the temperature

dependences of thermopower for GICs with iodine chloride and GICs with bromine,
which, however, fully correlates with features in the temperature dependences of
resistivity for the respective intercalated compounds. For GICs with iodine chloride,
thermopower increases linearly with temperature throughout all temperature ranges
up to 	260 K; then, like resistivity, there is a sharp drop in thermopower. In the

Fig. 59.4 Temperature
dependences of thermopower
for GICs based on FPAG with
iodine chloride (1) and
bromine (2)

50 100 150 200 250 300
2

4

6

8

10

12

14

16

18

20

T, K

thermopower, mkV/K

1
2



782 O.I. Prokopov et al.

temperature dependence of thermopower for GICs with bromine there are two
intervals, 80–170 K and 200–300 K, in which thermopower increases linearly
with temperature. The temperature range 170–200 K is a transformation range,
in which the angle coefficient of dependence S(T) is changed. Features in the
thermopower temperature dependence for both GIC specimens (maximums and
local maximums in S(T)) cannot be associated with the manifestation of the phonon
drag effect of the charge carriers because the maximum of this effect for GICs
based on FPAG, as mentioned earlier [23], is at 	75–90 K. Therefore, these
peculiarities in the thermopower temperature dependence can be associated either
with change in the charge carrier concentration, leading to changes in the value
of the Fermi energy, or with a change in the parameters of the relaxation time
with different charge carrier scattering mechanisms, or with both of these processes
simultaneously. The different character of thermopower temperature dependence in
the phase transformation temperature intervals for GICs with iodine chloride and
bromine obviously reflects the features of phase transformations in the layers of
intercalate. For GICs with iodine chloride, as mentioned earlier, at T D 250 K
intercalate transformation from a quasicrystalline to a quasiliquid state with the
formation of a “mobile ion liquid” occurs. Obviously this leads to a sharp change in
the nature of the temperature dependence of thermopower. For GICs with bromine
at T D 150 K there is a transformation from one commensurate lattice to another.
The only possible reason for a change in the angle coefficient of dependence S(T)
is the change during the phase transformation of EF. The estimation of values of
the Fermi energy for GICs with bromine below and above the phase transformation
temperature gives values of, respectively, EF77 D 0.3 eV and EF293 D 0.187 eV. For
GICs with iodine chloride according to (59.6), EF is 0.174 È¥.

59.3.3 Hall Effect in GICs with Bromine and Iodine Chloride

Figure 59.5 presents the typical magnetic fields dependences of Hall coefficient
RH(B) at T D 77 K and T D 293 K for GICs with iodine chloride (Fig. 59.5a) and
with bromine (Fig. 59.5b). For comparison, in the inset, the temperature dependence
of the Hall coefficient for the source of intercalation FPAG is also presented.

The temperature dependence of the Hall coefficient of pyrolytic fine crystalline
graphite is known to be rather complicated: it decreases when temperature increases
from 4.2 K to an ambient value, indicating the increasing of total charge carrier
concentration. The sign of the Hall coefficient remains positive within the whole
temperature range. This is conditioned by the greater concentration of holes com-
pared to that of electrons in FPAG. A characteristic feature of the Hall coefficient for
lower-stage GICs is that it is independent of temperature and magnetic field, which
reflects the metallic type of conductivity in such GICs.

As seen in Fig. 59.5 for the investigated GICs, the Hall coefficient is positive,
which indicates a hole type conductivity for acceptor GICs. The Hall coefficient
does not depend on the magnetic field. The value of the Hall coefficient for GICs
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Fig. 59.5 Magnetic field dependences of Hall coefficient at T D 77 K (1) and T D 293 K (2) for
GICs with iodine chloride (a) and with bromine (b); source of intercalation FPAG (c).

decreases compared with source to intercalation FPAG, reflecting the increase
in hole concentration in GICs after intercalation. For low-stage GICs, the Hall
coefficient and bulk concentration of charge carriers are related by the simple
equation

R D 1

e� ne;p
: (59.11)

Let us analyze the Hall coefficient temperature dependence for GICs with iodine
chloride and bromine. As seen in Fig. 59.5, significant differences are observed in
these dependences for GICs with iodine chloride and bromine. For GICs with iodine
chloride, the Hall coefficient decreases very slightly with temperature, and the
Rh293/Rh77 ratio is 0.93. This slight reduction in the Hall coefficient with temperature
increase reveals a corresponding slight increase in the charge carrier concentration
with increasing temperature in GICs with iodine chloride. The corresponding values
of hole concentration are n77 D 2.88 � 1025 Ï�3 and n293 D 3.05 � 1025 Ï�3.
A completely different situation is observed in the Hall coefficient temperature
dependence for GICs with bromine. For GICs with bromine, the Hall coefficient
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value with increasing temperature does not decrease, which is logical, but instead
almost doubles. This increase in the Hall coefficient and the corresponding reduction
of the carrier concentration with increasing temperature is not typical for initial
for intercalation FPAG and for intercalation compounds based on it. For low-
stage acceptor GICs there are two possibilities: a charge carrier concentration is
independent on temperature and a charge carrier concentration is slightly increase
with temperature. However, for GICs with bromine, it has been found that above
the phase transformation temperature (T D 293 K), the charge carrier concentration
is less than half (n293 D 2.98 � 1025 m�3) what it is at temperatures below the
phase transformation (T D 77 K, n77 D 6.89 � 1025 m�3). Thus, studies of the Hall
coefficient have found that for GIC with iodine chloride, the Hall coefficient, and
hence the concentration of holes, is almost independent of temperature and magnetic
field, which is typical for low-stage GICs. For GICs with bromine there is abnormal
growth of the Hall coefficient and therefore an abnormal decrease in the charge
carrier concentration as temperature increases from 77 to 293 K.

59.3.4 Discussion

Let us analyze the obtained experimental results with changing Fermi energy and
charge carrier concentration in terms of the ordinary 2D model of the electronic
structure of GICs (the so-called metallic sandwich model) [31]. In this model,
a GIC’s electronic structure is considered to be the sequence of bands with low
and high free charge carrier density along the Ô axis [26, 31]. One of these bands
corresponds to pure 3D graphite and another to a 2D metallic sandwich consisting
of an intercalate layer and two neighboring graphite layers. The bulk charge carrier
concentration nv in the metallic sandwich is determined mainly by the number of
transferred charges from intercalate layers to the graphite layer:

nv D Nc

Sp
f

d002
dS
; (59.12)

where Nc is the concentration of carbon atoms, f is the accommodation coefficient
(charge portion transferred from intercalate layers to graphite layers in terms of one
intercalate molecule), S is the stage number, and p* is the stoichiometric index in
the GIC formula. The Fermi energy EF values are linked with the accommodation
coefficient f by the following relationship:

EF D �0
 p

3� f

pS

! 1
2

: (59.13)

According to Eqs. (59.12) and (59.13), the accommodation coefficient f and bulk
charge carrier concentration nv were calculated based on experimental data from
electrical resistivity and thermopower studies and the accommodation coefficient
f and Fermi energy EF were calculated based on experimental studies of the Hall
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Table 59.2 Calculated values of Ef, F, and nv for GICs with Br2 and ICl in the approximation of
the linear dependence of resistivity on temperature

Specimen GIC-ICl GIC-Br2

T D 77 K T D 293 K T D 77 K T D 293 K

From experimental �(T)
EF, eV 0.13 0.13 0.22 0.18
F 6.0i � 10�3 6.0 � 10�3 0.016 0.011
nv, m�3 1.60 � 1025 1.60 � 1025 4.82 � 1025 3.23 � 1025

From experimental RH

EF, eV 0.170 0.175 0.263 0.173
F 9.5 � 10�3 0.010 0.023 0.010
nv, m�3 2.80 � 1025 3.05 � 1025 6.89 � 1025 2.98 � 1025

From experimental S(T)
EF, eV 0.174 0.174 0.30 0.187
F 0.01 0.01 0.029 0.011
nv, m�3 3.01 � 1025 3.01 � 1025 8.96 � 1025 3.48 � 1025

coefficient for GICs with both iodine chloride and bromine. Calculation results are
presented in Table 59.2.

As seen from Table 59.2, for each GIC the values of the Fermi energy,
accommodation coefficient, and bulk charge carrier concentration determined from
experimental studies of the Hall coefficient, resistivity, and thermopower differ
somewhat among themselves, but between them there is some correlation. For GICs
with iodine chloride, the Fermi energy values defined by the results of various
experimental studies are close to each other. For GICs with bromine, the variations
in the Fermi energy values below the phase transformation temperature are higher,
and the values of the Fermi energy above the phase transformation temperature
almost coincide. However, for GICs with bromine, the Fermi energy values below
the phase transformation temperature determined from various experimental studies
are always larger than Fermi energy values defined at a temperature above the phase
transformation. This fact is undisputed. Thus, for GICs with bromine, unlike other
acceptor GICs with increasing temperature, the accommodation coefficient changes
owing to the phase transformation of intercalate in a layer from one commensurate
lattice to another. This leads to the anomalous temperature dependence of transport
properties for GICs with bromine, which are not observed in other acceptor GICs
based on FPAG.

59.4 Conclusion

The investigations carried out on the resistivity, thermopower, and Hall coefficient
of GICs with bromine and iodine chloride identified significant differences in
the character of the temperature dependences of these properties. In particular,
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for GICs with bromine, abnormal changes in resistivity and thermopower in a
temperature range of 150–240 K have been revealed. Also for GICs with bromine,
abnormal growth of the Hall coefficient with increasing temperatures has been
found. Established anomalies of the transport properties of GICs with bromine in the
phase transformation temperature range cannot be explained in terms of changes in
charge carrier relaxation time. Only a change in the accommodation coefficient can
be the cause of such an abnormal dependency of transport properties in the phase
transformation temperature range. The accommodation coefficient, charge carrier
concentration, and Fermi energy for GICs with bromine and iodine chloride are
estimated based on the obtained experimental data in terms of a simple 2D electron
structure model of GICs. It is shown that the change in the carrier accommodation
coefficient occurs in phase transformations in bromine layers, unlike with GICs with
polar intercalate molecules.
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Chapter 60
Computer Simulations of the Dynamics
of Cholesterol Molecules Located Between
Graphene Sheets

Przemysław Raczyński, Violetta Raczyńska, and Z. Gburski

60.1 Introduction

Cholesterol is a sterol consisting of four hydrocarbon rings, hydrocarbon tail, and
OH group. The tail is a hydrophobic part of molecule, whereas OH group is
polar. Cholesterol is usually perceived as a source of health problems although
its presence is essential to proper functioning of each cell in the human body. It
controls the fluidity of cell membrane – the structure which protects the interior
of each eukaryotic cell before the outside environment [1]. The biological role of
cholesterol is well known [1–6]. However, cholesterol can exhibit other interesting
undiscovered properties when interacting with nanostructures.

MD simulations have already been successfully applied to study interactions
between atomic/molecular ultrathin layers surrounding carbon-based nanostructures
[7–10]; therefore in this work we utilize MD approach to study the behavior of
thin cholesterol film located between graphene sheets. We placed 80 cholesterol
molecules between two identical graphene sheets. Graphene is only one atom thick,
optically transparent, chemically inert, and very good conductor. The properties
of graphene and its interactions with different molecules are intensively studied
nowadays [11–17]. Thanks to its interesting properties, this material seems to make
it an excellent candidate for various applications.

Our studies explore the interactions between cholesterol and graphene and the
behavior of cholesterol between infinite graphene sheets.
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60.2 Simulation Details

All full-atomistic molecular dynamics simulations were performed using NAMD
2.9b2 simulation code [18, 19], with the all-atom CHARMM force field. Simulated
systems were visualized in VMD 1.9.2 [20].

The studied systems consisted of 80 cholesterol molecules located between
graphene sheets. The graphene sheets were treated as infinite due to periodic
boundary conditions applied on the y- and z-axis of the system. The size of
simulation cell was set to accommodate graphene sheet dimension. All simulations
were performed in NVT ensemble (constant volume and temperature). First, the
systems were equilibrated for 2 ns, and after this equilibration phase, the simulation
data were collected for the next 5 ns.

Three distances d between graphene sheets were set up (d D 18, 26, and 34 Å),
and the formed cholesterol layers were studied at four temperatures (T D 290, 300,
310, and 320 K).

Between neighboring temperatures, the system was slowly heated and again
equilibrated for 2 ns. To ensure sufficient energy conservation, the integration time
step was set to �t D 0.5 fs for all simulation runs. The standard NAMD integrator
(Brünger-Brooks-Karplus algorithm) was used [21].

All interactions in the simulated systems were described with adapted form of
CHARMM potential. Atomic charges on cholesterol molecule were taken from [22].

60.3 Results

Our simulations were performed for three different distances between graphene
sheets, equal to d D 18, 26, and 34 Å. The final configurations, at T D 320 K,
of all three systems are shown in Fig. 60.1. In the case of the smallest distance, the
molecules are closely packed between walls, the free volume where the molecule
can move is limited. When the distance between sheets grows, the cholesterol
molecules group on one of the graphene surfaces, and an empty space between
sheets can be observed. In the case of the largest distance between sheets, only
a few molecules are localized in free space between sheets. The vast majority of
cholesterol molecules is located on the graphene surface forming a thin, one-layer
film. Only these molecules that do not fit on graphene begin to form a second layer
or are located between sheets.

This behavior of cholesterol has an impact on all observables discussed in
this work, beginning from second rank order parameter S2 defined as the highest
eigenvalue of order tensor [23]:

Q˛ˇ D 1

N

NX
jD1

	
3

2
bej˛bejˇ � 1

2
ı’“



; ˛; ˇ D x; y; z;
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Fig. 60.1 The instantaneous configurations, at T D 320 K, of the system where the distance
between graphene sheets was equal to d D 18 Å (a), d D 26 Å (b) and d D 34 Å (c)

where Q is a second rank tensor,bej is a unit vector along the molecular long axis, and
ı˛ˇ is the Kronecker delta. Diagonalization of this tensor gives three eigenvalues and
bn is the eigenvector associated with the largest eigenvalue. Thebn vector is usually
called the director of the sample. The value of S2 is usually calculated as

S2 D hP2 .n � e/i D hP2 .cos 
/i D
�
3

2
cos2
 � 1

2

�

where P2 is the second-order Legendre polynomial, 
 is the angle between
molecular axes and the director n, and <> denotes average over ensemble and time.

The obtained values of S2, average over all timesteps, are presented in Fig. 60.2.
The highest values of S2 correspond to the system with the smallest distance

between graphene sheets. In this system all cholesterol molecules are ordered in x,
y plane, and there are no molecules arranged perpendicular to this plane that can be
observed in other systems (see Fig. 60.1). In the case of distance equal to d D 26 Å,
the values of S2 are the smallest. It can be observed in Fig. 60.1 that in this case, the
large number of molecules is located between sheets and arranged perpendicularly
to graphene diminishing in this way the values of S2. When the distance between
graphene sheets is large, the molecules group on its surface, as described previously.

There is one factor which diminishes the values of S2, shown in Fig. 60.3.
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Fig. 60.2 The comparison of the obtained values of S2 parameter

Fig. 60.3 The snapshot of
arrangement of the
cholesterols on the graphene
surface, for the system where
d D 34 Å and at the
T D 320 K

In this figure one can observe that molecules on graphene rearrange in a way
that the OH group of cholesterol is oriented toward OH groups of neighboring
cholesterols. It can be observed in each system studied, although to a different
degree.
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Figure 60.4a shows the mean square displacement hj�!r .t/j2i of the center of
mass of molecule for the system with the largest distance between graphene sheets
and for the all temperatures. Figure 60.4b shows the comparison of hj�!r .t/j2i for
one temperature T D 320 K and for all systems studied. Mean square displacement
is connected to the diffusion coefficient D, via Einstein relation:

hj�!r .t/j2i � 6Dt:

Fig. 60.4 The mean square displacement of the center of mass of cholesterol molecules in the
case of the system where the distance between graphene sheets was equal to d D 34 Å (a) and for
all systems studied at the temperature T D 320 K (b)
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Fig. 60.5 The comparison of the obtained values of D

Obtained values of D are shown in Fig. 60.5.
Figures 60.4a and 60.5 show that the mobility of molecules grows with the

heating of the system and it is a natural behavior. As observed in Figs. 60.4b and
60.5, we can conclude that the lowest mobility exhibits molecules in system where
the graphene sheets are at the closest distance. As we pointed earlier, the cholesterols
in this system are squeezed and have limited volume to move and this restricts their
mobility. When the distance between sheets grows, the free volume also grows, and

as the consequence the mobility of molecules is higher. The slope of hˇ̌��!r .t/ˇ̌2i
plots allows to conclude that the system is in plastic phase.

The values of Lindemann index, shown in Fig. 60.6, indicate that there are no
phase transitions. The largest difference between two subsequent temperatures can
be observed in the case of system with d D 26 Å in the temperature range between
T D 310 and 320 K. However, this difference is too small to be an indicator of the
phase transition. Additionally, analyzing the slopes of hˇ̌��!r .t/ˇ̌2i, we can confirm
that this system is not in liquid phase at each temperature studied.

Lastly we would like to present in this work the radial distribution function g(r).
In Fig. 60.7 the comparison of the systems with distance between graphene sheets
equal to d D 18 Å and d D 34 Å, at T D 310 K, is shown.

In the case of the system where the distance between graphene sheets is the
smallest, sharp, and distinct peak can be observed at r D 7.2 Å. In the case of
second system presented in Fig. 60.7, this peak is flat and more fuzzy. First peak
shows the distance to the nearest neighbors, and it is evident that in the case of the
system with smaller distance, cholesterol molecules are closer to each other and
have more neighbors. Sharp and clear peaks may even somehow indicate on larger
order in the system as was shown earlier. Such a shape of peaks indicates also on
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Fig. 60.6 The comparison of the obtained values of ıL

Fig. 60.7 The comparison of radial distribution function of the systems where the distance
between graphene sheets was equal to d D 18 Å and d D 34 Å, at T D 310 K

solid or amorphous phase. In the case of the system with dD 34 Å, sharp peaks also
occur, but especially first peak is more fuzzy and smaller, compared to the second
shown in the figure. We can also conclude that this system is in solid or amorphous
phase, but the cholesterol molecules have smaller number of neighbors and they are
not so tightly packed.
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60.4 Conclusions

The systems of cholesterol molecules placed between graphene sheets were studied.
The properties of systems varied with the distance between sheets. Cholesterol
molecules in the system with d D 18 Å are the most ordered and the least mobile.
The phase transition does not occur at the studied temperature range. The mobility
of molecules becomes larger with the heating of the system. The graphene sheets
modify an arrangement of cholesterols molecules, because on graphene surface they
direct their hydrophilic parts toward each other.

References

1. Alberts B (2008) Molecular biology of the cell. Garland Science, New York
2. Lusis AJ (2000) Atherosclerosis. Nature 407:233–241. doi:10.1038/35025203
3. Róg T, Pasenkiewicz-Gierula M, Vattulainen I, Karttunen M (2009) Ordering effects

of cholesterol and its analogues. Biochim Biophys Acta BBA Biomembr 1788:97–121.
doi:10.1016/j.bbamem.2008.08.022

4. Scott HL (2002) Modeling the lipid component of membranes. Curr Opin Struct Biol 12:495–
502. doi:10.1016/S0959-440X(02)00353-6

5. Feller SE (2000) Molecular dynamics simulations of lipid bilayers. Curr Opin Colloid Interface
Sci 5:217–223. doi:10.1016/S1359-0294(00)00058-3
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Chapter 61
Structure Features, Strength,
and Microhardness of Nanocomposites
Obtained from Fe, Cu, and Carbon Nanotubes

S. L. Revo, M. M. Melnichenko, M. M. Dashevskyi, N. N. Belyavina,
O. I. Nakonechna, K. O. Ivanenko, O. I. Boshko, and T. G. Avramenko

61.1 Introduction

Nanocomposite materials (NCMs) or nanocomposites are an important group of
engineering materials that contain a combination of two or more different materials
with a clear interface between them. Such structural features of NCMs as nanosize
of the grains, their morphology, and the dominant role of boundaries provide the
unique complex of physical properties of these materials that it is quite interesting
not only in the context of their application but also to develop our knowledge on
solid state.

Traditionally, the components used for synthesizing NCM are not chemically
interactive but at the same time are compatible with each other or coexist in the
same range of temperatures and pressures. To date, a number of methods for
producing NCMs have developed, namely, physical vacuum deposition, plasma
spraying, vacuum condensation, electrodeposition, pack rolling, etc. Mechanical
alloying is a powder processing technique that allows production of homogeneous
materials starting from blended elemental powder mixtures. Mechanical alloying
involves repeated cold welding, fracturing, and rewelding of powder particles in a
high-energy ball mill. This method makes it possible to obtain new materials that
are difficult to produce in other ways.

Alloys of iron and copper are widely used in the industry. They have proven
themselves in the creation on their base of various compositions including carbon
in various modifications.
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Microstructure of NCMs is characterized by matrix and reinforcement(s), but in
a case of multilayered composite materials (MCMs), the matrix and reinforcement
are placed as different layers.

Practical interest in creating multilayered composites is caused by the possibility
of obtaining extraordinary complex of physical and mechanical characteristics of
the material [1]. While average grain size is the main factor defining the properties
of materials for usual bulk solids in a case of MCMs, its role belongs to the thickness
of layer (hMe).

For these NCMs, an increase in tensile strength (�B) with grain size decreasing
(the thickness of the layers in this case) is described by the Hall-Petch law
supplemented by a contribution of surface tension:

�B D �0 C kbhMe
� 1
2 C �C

hMe
A0 Œ2� ;

where �0 is the flow stress, kb is a blocking factor of dislocations by structural
barriers, ”C is the coefficient of linear tension on boundaries of adjacent lamels,
and A0 is a parameter, which takes into account lamel orientation about the axis of
elongation.

In addition to the grain size, a significant factor affecting the physical and
mechanical properties of the materials is an introduction of high dislocation density
in cold-rolling composite systems. Moreover, a unique combination of high strength
and ductility is intrinsic to NCMs.

The aim of this work is the empowerment of the specified method for producing
NCMs through the use of a planetary ball mill for the production of precursors,
comparative analysis of the mechanisms of structure formation for nanocomposites
obtained by the two abovementioned methods, and study of the effect of structural
features on the physical and mechanical characteristics of the material. The effect
of planetary mill to obtain a precursor in the second case is due to the fact that
during components’ milling occurs not only grinding the powder grains, mutual
dissolution of the insoluble component under equilibrium conditions, but also
changing their physicochemical characteristics. While milling, the powders of
grinding material collide repeatedly in the mill, with the grinding balls and the vial.
Due to these collisions, the mechanical activation of particles takes place at high
accelerations; their reactivity and mutual mechanical alloying are increased. This
work summarizes some results of the authors’ research in this area [3–7].

It should be noted that the acceleration value (g) for widespread mills does not
exceed 20 g. In this case, to obtain an effective impact on the milled material, it
is necessary to process several hours [8, 9]. In our case, the planetary mill allows
to get up to 50 g acceleration. So, it is possible to significantly reduce the time of
processing of powders and improve its effectiveness to produce high physical and
mechanical characteristics of the NCMs.
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61.2 Methods

Elemental Fe [10], Cu [11] powders (99.6% purity) with 4:1 of weight content,
particle sizes of 	100 �m, and multiwall CNTs in the amount of 0.5–2 vol. % (or
0.01–0.05 wt. %) were mixed to give the desired average composition and sealed in
a vial under an argon atmosphere. Multiwalled carbon nanotubes [12] used in this
study were synthesized by catalytic chemical vapor deposition (CVD) method at TM
Spetzmash Ltd. (Kyiv, Ukraine). Parameters of CNTs are as follows: the average
diameter is 10–20 nm, the specific surface area (determined by argon desorption
method) is 200–400 m2/g, and their poured bulk density varies from 20 to 40 g/dm3.
Figure 61.1 shows scanning electron microscope (SEM) images of Fe (Fig. 61.1a)
and Cu (Fig. 61.1b) source powders and transmission electron microscope (TEM)
image of CNTs used (Fig. 61.1c).

High-energy planetary ball mill is used for mechanochemical activation. Hard-
ened stainless steel balls (15 units of 15 mm diameter) and vial (70 mm height,
50 mm diameter) with a ball-to-powder weight ratio of 20:l were used. The vial
temperature was held below 375 K during the experiments by air cooling. The
milling process was cyclic with 5 min of treatment and 25 min of cooling time.
The rotation speed was equal to 1480 rpm, the acceleration was about 50 g, and
the pressure for a substance particle reached 5 GPa. An energy-dispersive X-ray
spectroscopy (EDS) method using a JEOL JSM-840 microscope operated at 10 kV
reveals that no additional Fe due to wear debris from the steel balls and vial are
introduced into the powders after milling.

To compare the structure and properties of materials obtained, the samples with
and without CNT addition have been synthesized.

Elemental powder mixture has been mechanically activated in a planetary ball
mill cyclically (cycle period was 5 min). Then the mixture has been compacted in a
compression mold under pressure of 30 GPa. Material compacted has been annealed
in argon at temperature 950 ıC for 30 min. Such treatment (compacting/annealing)
was repeated several (up to three) times to get a required thickness. Next stage of
the sample preparation includes rolling with relative deformation of 95%. Finally,
the samples have been made from the sheets obtained.

The bulk Fe-C NCM samples have been synthesized to perform the microhard-
ness measurements. Mechanically alloyed powder with 20 and 30 vol. % CNTs

Fig. 61.1 Microstructural characterization of source materials: SEM image of (a) Fe and (b) Cu
powders; (c) TEM image of CNTs
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(containing higher amounts of the Fe3C carbides) has been compacted easily by the
high-pressure high-temperature (HPHT) sintering method. The toroid-type high-
pressure apparatus was used to create the pressure of 8 GPa and temperature of
850 ıC (the test sample powder wrapped into the AlN foil was treated in a high-
pressure cell during 40 s).

It should be noted that the samples of multilayered composite materials made of
elemental powder of iron and copper have been synthesized without mechanochem-
ical activation by simple mixing of source powders and rolling with reduction of
99.8%. At that, the intermediate annealing has been carried out at temperature which
was 0.75–0.85 of melting point of copper. The proposed method has allowed to
obtain samples with 20 nm of thickness of the flakes (layers) of the composite.

It should be noted that the components of such composites (Fe and Cu) are hardly
soluble in each other in the solid state even at temperatures of 830–1100 ıC.

X-ray powder diffraction data were collected with DRON-4 automatic diffrac-
tometer (CoK’ radiation). The diffraction patterns were obtained in a discrete
mode under the following scanning parameters: observation range 2™ D 40–130ı,
step scan of 0.05ı, counting time per step at 3 s. The peak positions and integral
intensities of the observed reflections were determined using full profile analysis.

The original software package elaborated for the automated DRON equipments
and including full complex of the Rietveld refinement procedure (qualitative and
quantitative phase analysis, lattice parameter refinement, crystal structure determi-
nation) was used [13].

The parameters of a deep structure for each ’-(Fe,Cu) solid solution have been
defined from a pair of the 110 and 220 diffraction reflections. The physically
broadened line profiles for these diffractions peaks have been splitted after their
comparison with similar profiles of the annealed ’-Fe sample, the broadening of
which was caused by the geometry of the X-ray experiment only (instrumental
broadening). Each diffraction peak has been smoothed by the cubic spline method
and separated into K’1/K’2 components by the Rechinger method. In the next
place, profile peaks have been treated using several mathematical algorithms such
as approximation method (including the Cauchy or Gauss functions as well as
their superpositions), the Stokes method, and the harmonic analysis method. These
algorithms are described in detail [14], and their combination has been implemented
in a software developed by Dr. L. Akselrud (Lviv State University, Ukraine). Usage
of this software allows us to determine correctly the sizes of the coherent scattering
blocks in each phase-component of the sample. The coherent scattering blocks are
areas, each of which scatters the incident X-rays coherently. Whereas a set of such
coherent scattering regions (or blocks of coherent scattering) composes a grain of
NCMs obtained.

SEM examination of the samples was carried out using a scanning electron
microscope JEOL JSM-840 [15], equipped with a system of X-ray microspec-
troscopy analysis (LINK add-on unit to electron microscope).

Tensile strength (for nonbreakable samples) was determined by computerized
equipment of “Instron” type. The device can measure changes of tension in
dependence on the strain degree � D f("). The rate of bursting machine is
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2.5–25 mm/min. The maximum load on the sample is 200 kg. The sample studied
was cut in a dumbbell-like shape with a 20-mm-wide, 4–5-mm-long working area
with a thickness of 0.15–0.2 mm. Stretching speed was 5 mm/min. Average tensile
strength was measured on ten samples at room temperature.

The microhardness of materials studied has been measured with PMT-3 device
by Vickers method and by microindentation procedure on Micron-Gamma device at
room temperature.

During the Vickers test, the diagonal of indentation has been measured. The
indenter has a pyramid shape with a vertex of 136ı. The load of 50 g has been
applied to the sample for 15 s. All samples were polished by diamond paste. The
number of indentations per one sample was 50. The microhardness value has been
calculated by following formula:

HV D 1854p

d2
;

where p is the load applied in grams and d is a direct average of indent’s diagonals
in micrometers. The microhardness value is measured in GPa.

The second method of microhardness definition is a microindentation with
Micron-Gamma equipment at room temperature.

In Ref. [16], an approach to determine the level of elastic deformation in the
contact area according to the indentation data has been proposed, and in Refs.
[17–20], a new methodology of treatment and analysis of such indentation has
been introduced. This method of automatic indentation allows us to determine the
hardness (°IT), contact elastic modulus (¨r), and the Young modulus (E).

Local indentation on Micron-Gamma apparatus [18] has been carried out by
continuous indentation (the standard Berkovich diamond pyramid) in the test
material with the registration of the indentation diagram (dependence of the load
(F) on the depths of its penetration (h)) [19, 20].

This paper summarizes the data of the tests with a load varying from 20 to 300 g
under the simple “loading-unloading” scheme. Each series of indentation consisted
of 15 penetrations with 100 �m step on a surface of the samples.

61.3 Results and Discussion

The samples of Fe-Cu (4/1) MCMs and their components were preliminary
deformed (rolled) with the same level of relative strain " D 70%. " value has been
chosen taking into account the existing threshold for polycrystalline hardening [21].
It is known [21] that when " reaches 30–40% and in some cases 50%, the metals
almost lose the ability to further strengthening.

According to the X-ray diffraction pattern analysis, the Fe-Cu multilayered
composite is a two-phase mixture of Cu and ’-Fe with lattice parameters close to
those for raw components (Fig. 61.2).
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Fig. 61.2 X-ray diffraction pattern (a) and microstructure (b) (�1500) for Fe-Cu MCM
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Fig. 61.3 X-ray patterns of the powder composites obtained by mechanochemical activation of the
Fe-Cu (4/1) charge in a ball mill after 20 min, 60 min, and 120 min of treatment. CoK’ radiation
(a). SEM patterns of Fe-Cu (4:1) NCM treated for 60 (b) and 120 (c) min in a ball mill

According to the X-ray diffraction data, the proof samples taken after 20 min of
mechanochemical activation of the charge in a ball mill are two-phase ones and
contain a mixture of ’-Fe and Cu in the ratio of a charge material (Fig. 61.3).
The lattice constants of these phases are close to those for source powders. Further
charge treatment leads to a gradual change in the lattice parameters of the phase
which dominates in the charge mixture. This fact indicates the begin stage of the
solid solution formation. Concurrently, this solid solution is gradually saturated by
a second component that causes formation of the supersaturated solid solution on the
base of ’-Fe or Cu. Figure 61.3 illustrates the changes occurring during treatment
of the Fe-Cu (4/1) charge in a ball mill.



61 Structure Features, Strength, and Microhardness of Nanocomposites. . . 805

Fig. 61.4 Dependencies of the ultimate tensile strength (a) and microhardness (b) on a thickness
of iron layer. 1, Fe-Cu (4/1) MCM; 2, the deformed Fe foil; 3, the deformed Cu foil; 4, Fe-Cu (4/1)
pseudoalloy

The X-ray study revealed that rolled samples obtained from Fe-Cu mixture are
two-phase materials containing both ’-Fe phase textured in the [002] direction and
Cu (Fig. 61.3).

Figure 61.4 shows the dependencies of tensile strength �B (Fig. 61.4a) and the
Vickers microhardness HV (Fig. 61.4b) on the thickness of the iron layer hFe for
MCM Fe-Cu (4/1) (curve 1). To estimate a hardening effect, the same dependence
for Fe (curve 2), Cu (curve 3), and pseudoalloy Fe-Cu (4/1) (curve 4) are given.

As it is clearly seen from Fig. 61.4, the thickness of layer hMe decreasing
results in MCMs strength and hardness increasing. Thus, the increase in strength
was observed in comparison with �B of alloy and the additive strength of its
components. The irregularity of curve 1 in Fig. 61.4a is obviously related to the
local fragmentation of the layers as they are thinning. Besides, it is assumed that
the mutual diffusion of the components and its impact on the strength are the same
for this case and for the alloy. This statement is based on the fact that the alloy was
received by remelting of MCM that ensured a fine structure and equal conditions for
diffusion in the alloy and MCM.

As a rule, there is a correlation between strength and hardness of materials [1].
Such correlation is observed for composite components (Fig. 61.4b).

Numerically, the strength on hardness dependence for a work-hardened metal
could be expressed as:

�B D CHV C B; (61.1)

where ´ is equal to 0.4–0.5 for annealed and 0.3 for deformed metal and B is equal
to 1–3 MPa.

Substituting �B and HV values in (61.1), one can find that coefficient C for
MCM has a value greater than the value for the deformed material that is apparently
due to the fact that they are less sensitive to the crack propagation compared with
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Fig. 61.5 Microhardness dependencies on an applied load for the samples of (1) Cu and iron (2)
and the systems of Fe-´u (4:1) (Ã) and Fe-Cu C 1%BHT (4:1) (b) with different treatment time in
a planetary ball mill 20 min (3), 60 min (4), and 120 min (5)

homogeneous materials. Therefore, multilayered composite materials have greater
strength with respect to the iron samples, whereas their hardness is the same.

It is noteworthy that the maximum values of �B in this study have achieved in
the direction along the plane of the layers and the microhardness – in a direction
perpendicular to the layers.

Since the method of compact samples’ obtaining by mechanochemical treatment
of powder mixtures has not provided a creation of the regular layered system, we
have analyzed �B changes on milling time increasing. Analysis of structural change
caused by such treatment shows that the morphology of the particles and their phase
composition are changed gradually. Besides, there is some elongation of the grain
in the rolling direction after rolling the sintered mixtures. For example, both the
average grain size of the powders • and the size d of blocks for coherent scattering
for the Fe-Cu (4/1) NCMs are decreased with milling time t increasing. In particular,
• decreases from 70 to 55 nm and d decreases from 31 to 14 nm with t increasing
from 60 to 120 minutes [4, 5]. �B value reaches its maximum of 140 GPa at 60 min
of treatment time but decreases to 120 GPa with further milling (up to 120 min).
Evidently, the prevailing significance of these changes should be attributed not only
to optimization of the grain morphology and particle size of the powder mixtures
but also to the degree of mutual alloying of the components, which change is also
ambiguous.

For the NCMs produced by the second manner, the microhardness has been
estimated by method of a continuous nanoindentation at different load. The
dependencies of average microhardness estimated by Meyer’s method on the load
for copper (curve 1) and iron (curve 2) and samples of Fe-Cu (4:1) (a) and Fe-Cu
(4:1)C 1% CNTs (b) are shown in Fig. 61.5.

Analysis of the results obtained has showed that the microhardness of samples
in dependence on the load differs both by value and nature of the change in
their behavior. For the Fe-Cu (4:1) system, the microhardness decreases from
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Fig. 61.6 The Young modulus diagram for the samples of Fe-´u (4:1) and Fe-Cu C 1%BHT (4:1)
with different milling time at 20 g of loading on indenter

27–35 GPa to 2–5 GPa with load increasing, while it’s difficult to trace a clear
dependence of the composite hardness on milling time. HV (p) dependencies are
decreasing monotonously for the Fe-Cu (4:1) C 1% CNT system with load on
the indenter increasing. Thus, when the load on the indenter is equal to 10 g, the
microhardness of the Fe-Cu C 1% CNT system reaches 45 GPa after 120 min of
component treatment and is equal to 33 GPa after 60 min of milling and, finally,
reaches 25 GPa after 20 min of treatment. If the load on the indenter is equal
to 100 g, the microhardness values are approaching 2.2 GPa. At the initial parts
of the curves (indentation load is up to 30 g), a steep climb on the dependency
observed indicates the fact that the material is reacting “faster” to load and depth
of indentation changes. It is seen (Fig. 61.5) that microhardness of Fe is equal to
3 GPa, while HV of Cu is half as great in a case of NCMs at indentation load of
80 g.

The indentation performed gives us a possibility to calculate the Young modulus
of samples studied. The results of such calculations are presented in Fig. 61.6.

The maximum Young modulus values both for Fe-Cu and Fe-Cu C 1% CNT
systems (157 and 165 GPa, respectively) have been observed at 60 min of milling
time. So, the optimal (most effective) time of components’ treatment in a ball mill
for systems studied is 60 min. It should be noted that this result is in a good
agreement with �B data.

The materials’ resistance to the creep processes has been estimated by registering
the changes of indentation depth at constant load on the indenter (50 and 100 g)
(Fig. 61.7).

Analysis of the results obtained has shown that the penetration degree of indenter
into the material is the more the longer milling time of powders’ mixture. Besides, as
it is seen from Fig. 61.7, the penetration is deeper for the Fe-Cu system rather than
for the Fe-Cu-CNTs both after 60 and 120 mins of milling. So, one can conclude that
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Fig. 61.8 Dependence of indentation depth on the load applied for the samples: (Ã) Armco Fe, (b)
Fe-CNTs

addition of the carbon nanotubes results in the material strengthening and reduces
permanent deformation under long-term compressive force. Thus, the studies make
it possible to define the optimum conditions of mechanochemical treatment of
powder mixtures of Fe, Cu, and CNTs to synthesize nanocomposites with improved
physical and mechanical features.

Indentation curves obtained on Micron-Gamma tool for Armco Fe and the Fe-
CNT samples are presented in Fig. 61.8.

Analysis of these diagrams (Fig. 61.8) gives us a possibility to define directly
both the maximum penetration depth of the indenter into material and residual
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Fig. 61.9 Dependencies of microhardness on the load applied on indenter for Armco Fe (1, 2)
and Fe-CNTs (3, 4) in a range from 20 cN (Ã) and from 50 ÔN (b) obtained by Micron-Gamma
apparatus (1, 3) and by Vickers method (2, 4)

imprint of indenter after unloading. This allows us to evaluate the physical and
mechanical features of the material studied.

Dependencies of average microhardness on the applied load for the samples
studied by both methods (using Micron-Gamma apparatus and the Vickers method)
are shown in Fig. 61.9.

Curves (Fig. 61.9) are steadily falling throughout the measuring range. Two
areas can be separated for NCMs of Fe-CNT system: fast (Fig. 61.9a) and slow
(Fig. 61.9b) decline of microhardness on the applied load. The beginning area with
higher dynamics of microhardness changes can be connected with a size effect.
The properties of any nanomaterials significantly depend on the size of structural
components as well as the state of their boundaries. The grains of different rate
of structural homogeneities and orientation, with different defects and chemical
composition of boundaries, can be formed depending on a processing mode. A
number of research have emphasized that the decisive role in the specific mechanical
behavior of nanoscaled materials belongs to a near-boundary area and triple joints
[22–24]. This fact is especially true for materials obtained by grinding in a planetary
ball mill. For these materials, the defect structure of grain boundaries has a high
level of internal elastic stresses, increased density of grain-boundary dislocations,
and lattice distortion in the near-boundary regions [25].

Figure 61.9a shows that the hardness measured by Micron-Gamma tool increases
from 20 to 50 GPa with load decreasing from 50 to 20 cN, but the hardness measured
by the Vickers method changes from 20 to 30 GPa. Besides, for the range of F > 50
cN (Fig. 61.9b), the microhardness measured by the Vickers method is significantly
higher than the value obtained through Micron-Gamma apparatus. At the same time,
hardness defined by continuous loading changes from 5 to 10 GPa with the loading
change from 50 to 100 cN and HV measured by PMT-3 tool increases from 7.5 to
16 GPa. This can be explained by the fact that with a decrease in the volume of
a material involved in the process of deformation, the nature of the deformation
mechanism is changing also, resulting in the increased hardness values. And since
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Fig. 61.10 Microhardness
dependencies on the load
applied obtained by
Micron-Gamma apparatus for
the Armco Fe (1) and
Fe-CNTs milled for 150 min
(2) and 500 min (3)

the value of microhardness determined by the parameters of the indent is much
more higher than the value defined by continuous indentation, this is a confirmation
that Fe-CNT nanocomposite demonstrates advanced elastic characteristics, which
are caused by the fact that an elastic restore of indent takes place during the
measurement and we get too high hardness values.

Figure 61.10 summarizes the results of microhardness average values in depen-
dence of load (from 80 to 300 cN) for samples of Armco Fe and Fe-CNT NCMs.

Analysis of the experimental results (Fig. 61.10) shows that microhardness tends
to decrease with load increasing. Moreover, for the Fe-CNTs sample HV shifts to
higher values with milling time in a planetary ball mill increasing. Apparently, this is
due to the increase in the part of Fe3C carbide phase in the material, which hardness
is four times higher than the hardness of austenite.

Using the results obtained (Fig. 61.10) and the method of processing and analysis
of results, the dependence of stress corresponding to the beginning of plastic
deformation on the microhardness has been plotted (Fig. 61.11).

The limiting mean of � IT is changed from 0.34 to 0.59 GPa with load increasing
from 80 to 300 cN for Armco iron whereas for samples of Fe-CNTs from 0.65 to
2.2 GPa. More intense dynamics of tension change, at which plastic deformation
occurs, indicates that Fe-CNT composite reacts faster to external effects in a simple
circuit of loading.

Thus, the use of continuous indentation of material by Micron-Gamma device
can not only provide a nondestructive analysis of material’s surface but also identify
and predict its elastic properties and mechanical behavior.

Acknowledgment Authors would like to thank Dr. L. Kapitanchuk from Ye.O. Paton Elec-
tric Welding Institute of the National Academy of Science of Ukraine for providing SEM
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Chapter 62
Influence of Radiofrequency Electromagnetic
Radiation on Magnetic Properties
of Magneto-Mechanochemically Synthesized
Antitumor Nanocomplex

V. Orel, A. Shevchenko, O. Rykhalskyi, A. Romanov, A. Burlaka, and S. Lukin

62.1 Introduction

Iron oxide nanoparticles (NP) have been widely used in therapeutics of experimental
tumors because of their unique size, magnetic properties, and ability to interact
with a number of biomolecules [1]. We have developed a new cancer magnetic
nanotherapeutic technology based on the ability of external electromagnetic field
(EMF) to induce the changes in electron transitions in complex composed of
semiconductor materials such as ferromagnetic iron oxide Fe3O4 NP and antitumor
drug [2]. The technology is based on known semiconductor materials’ ability, in
NP, to generate oxygen radicals and oxidative stress in biological media. Based on
advanced studies of electromagnetic radiation (ER) on oxidative stress reactions,
the potentially effect of ER on living organisms is that exposure to magnetic field
can increase the activity, concentration, and life time of paramagnetic free radicals,
which might cause oxidative stress, genetic mutation, and/or apoptosis [3, 4].

Primary studies were carried out to accomplish two main objectives: firstly, to
observe the cytotoxic effects of iron oxide NP, and secondly, to clarify the role of
iron oxide NP in reducing oxidative stress. It was confirmed that iron oxide NP
can participate in cyclical regenerative or autocatalytic free radical reactions under
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ER [5]. Thus magnetic anticancer nanocomplex regulates the redox reaction inside
tumor cells. In animal models, the exposure of malignant tumor with antitumor
nanocomplex to EMF consequences in significant decrease of tumor growth and dis-
semination as a result amplification of regulated local oxidative stress in a tumor [6].

The specified magnetic parameters in nanocomplex can be produced by magneto-
mechanochemical synthesis (MMCS). This technology includes the mechanical
fragmentation of separate elements and simultaneous exposure to nonhomogeneous
constant magnetic and electromagnetic fields, which cause eddy currents and mag-
netic vortices in the areas of contact between iron oxide NP and organic compounds
and initiate paramagnetic centers (free radicals) in the structure of magneto-sensitive
NP complex (MNC) [2]. MMCS in magneto-mechanical nanoreactor based on the
integration of two well-known technologies: mechanochemical synthesis (MCS) [7]
and synthesis in the microreactor with magnetic elements [8].

MCS is the coupling of mechanical and chemical phenomena on a molecular
scale. This effect is related to specific coupling of physical and chemical phenomena
leading to initiation of heterogeneous chemical reactions due to mechanical action.
Its top-down approach is “ball milling,” the formation of nanostructure building
blocks through controlled, mechanical attrition of the bulk starting material. Those
nanobuilding blocks are then subsequently assembled into a new bulk material.
High-energy ball milling, the only top-down approach for NP synthesis, has been
used for the generation of magnetic NP [9]. MCS activates the paramagnetic
centers (free radicals) in MNC structure and is accompanied by triboemission
(mechanoemission) [10]. It includes mechanical breakage and chemical behavior of
mechanically stressed solids, e.g., stress corrosion cracking or enhanced oxidation.
Tribolayer formation in polymers is initiated by mechanochemical reactions during
friction producing free radicals that are at least partly transformed into ionic species
with half-lives exceeding tens of hours and have a major if not dominating role in
the formation of triboemission. Triboemission is defined as emission of electrons,
charged particles, lattice components, photons, etc., under dry mechanical action,
e.g., surface damage caused by fracture processes or conditions of boundary friction.
The triboemission phenomena are classified into two classes by physical nature:
emission of particles (“corpuscular”) and emission of energy [11].

In accordance with Lenz’s law in the areas of contacts between Fe3O4 NP and
organic compounds initiated by external ER an eddy current creates a magnetic field
that opposes the magnetic field that created it, and thus eddy currents react back on
the source of the magnetic field [12].

It is well known that magnetic properties of iron oxides NP include in their
membership the ions with unpaired electrons on the inner orbital (3d orbital of Fe
ions in Fe3O4), which determine the magnetic properties of magnetite. A free radical
is an atom, molecule, or ion that has unpaired valence electrons. These unpaired
electrons make free radicals highly chemically reactive towards other substances,
or even towards themselves. The magnetic properties of unpaired electrons of iron
oxides affect an anthracycline antibiotic doxorubicin (DOXO) antitumor activity,
as a result of electron transfer from to DOXO during ER. An analysis of the
magnetic measurements shows that mechanochemical activation and magneto-
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mechanochemical activation reduced the saturation magnetic moment of the Fe3O4

without DOXO samples (partial demagnetization). Adding DOXO to nanocomplex
naturally reduced the saturation magnetic moment. Interestingly, after MMCS the
saturation magnetic moment of MNC changed as compared to particles synthesized
under MCS only. This demonstrates the importance of the application of EMF
during MCS. Under the influence MMCS, the complex NP with DOXO show a
hysteresis curve, which is typical for soft ferromagnetic materials [2].

In cancer patients, molecular structure of malignant tumors is highly heteroge-
nized that determines their individual chemoresistance [13]. Therefore, there is a key
task to synthesize personalized antitumor nanocomplexes with specified magnetic
properties. In order to evaluate the possibility of solving this problem, in this chapter
we have studied the influence of different frequencies of radiofrequency ER on
magnetic properties of MMCS antitumor nanocomplex.

62.2 Materials and Methods

62.2.1 Magneto-Mechanochemical Synthesis

Fe3O4 NP (International Center for Electron Beam Technologies of E.O. Paton
Electric Welding Institute, Ukraine) with diameters in the range of 20–40 nm and
DOXO (Actavis, Romania) were processed in high-precision magneto-mechanical
milling chamber (NCI, Ukraine). The milling chamber is shown at Fig. 62.1. The
samples of Fe3O4 and DOXO were placed in the diamagnetic chamber (5) together
with metallic balls (6). Mechanical processing was performed by vertical vibrations

Fig. 62.1 Magneto-mechanical milling chamber: mechanical chamber (1), permanent magnets
(2), induction coil (3), frequency generator (4), diamagnetic chamber (5), metallic balls (6), Fe3O4

NP and DOXO (7)
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of the chamber at a frequency of 36 Hz and an amplitude of 9 mm for 5 min using
mechanical energy of 20 W/g. Simultaneously, ER in frequency range of 0.99, 1.41,
1.84, 2.92, 5.09, 7.41, and 42 MHz was applied for 5 min with 11 W output capacity
of induction coil (3) and 8 mT constant magnetic field of permanent magnets
(2). Magnetically induced heating in conventional iron oxide NP or DOXO-loaded
MNC was small (0.5 ıC). In addition, we have investigated magnetic properties
of magneto-mechanochemically activated iron oxide NP (without DOXO), MNC
synthesized in MCS conditions (without ER), and NP/mixture of DOXO and Fe3O4

NP without any influence.

62.2.2 Magnetic Studies

The magnetic properties were studied by magnetometry using a “Vibrating Magne-
tometer 7404 VSM” (Lake Shore Cryotronics Inc., USA) with magnetic fields up to
13 kOe. The magnetometer’s sensitivity is 10�7 emu, and that allowed measuring
the magnetic moment of samples weighing milligrams. The mass was determined
by an electronic microbalance AB135-S/FACT with auto-identification (Mettler
Toledo, Switzerland) which has a sensitivity of 10�5 g.

62.2.3 Electron Spin Resonance (ESR) Spectroscopy

In order to measure the g-factor and the concentration of paramagnetic centers in the
samples, ESR spectra were recorded with the spectrometer R¨1307 in a cylinder
resonator with the mode H011 and frequency 9.15 GHz. The power of microwave
radiation was 40 mW, and the magnetic field modulation frequency was 100 kHz.
The samples were placed in a quartz Dewar with an inner diameter of 4.5 mm.

62.3 Experimental Results

62.3.1 Magnetic Studies and ESR Spectroscopy of Iron
Oxide NP

Let’s analyze the first series of our research samples of iron oxide NP (Fig. 62.2
and Table 62.1) [14]. One of the important parameters is the saturation magnetic
moment ms: the state reached when an increase in applied external magnetic field
H cannot increase the magnetization of the sample further. Saturation magnetic
moment was maximal (46.43 emu/g) in the samples irradiated by the radio waves
with the greatest frequency of 42.27 MHz. Minimal values of 27.10 emu/g and
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Fig. 62.2 Hysteresis loops of magneto-mechanochemically activated Fe3O4 NP at 300 K depend-
ing on ER frequency: 0.99 MHz (1), 1.41 MHz (2), 1.84 MHz (3), 2.92 MHz (4), 5.09 MHz (5),
7.41 MHz (6), 42.0 MHz (7), without influence (8). ° – magnetic field

Table 62.1 Magnetic properties of magneto-mechanochemically activated Fe3O4 NP. T D 300 K

Sample
number

Frequency
f, MHz

Energy W,
10�9 eV

Saturation magnetic
moment ms, emu/g

Coercivity
Hc, G

Area of the
hysteresis loop
S, erg/g

1 0.96 4 30.53 17.78 6914.5
2 1.41 6 27.10 23.30 2151.8
3 1.84 8 41.28 8.15 8915.5
4 2.92 12 45.33 4.07 13,644
5 5.09 21 44.60 7.24 17,296
6 7.41 31 35.09 11.72 7973
7 42.27 175 46.43 4.67 2235
Pearson correlation coefficient r 0.48 �0.44 �0.43
8 Without

influence
56.194 10.20 14,394

30.53 emu/g were observed after exposure to significantly lower EMF frequency
of 1.41 and 0.96 MHz, respectively.

The coercivity Hc is the intensity of the applied magnetic field required to
reduce the magnetization of that material to zero after the magnetization of the
sample has been driven to saturation. Thus coercivity measures the resistance of
a ferromagnetic material to demagnetization. The greater the coercivity, the higher
the specific absorption rate (SAR) of EMF. In our experiments, all samples exhibited
low coercivity and hysteresis loops with a small area and can be classified as soft
magnetic materials. The changes in coercivity depending on the ER frequency were
opposite as compared to the saturation magnetic moment. Maximal coercivities of
17.78 G and 23.30 G were registered after radiation by radio waves with lowest
frequencies of 1.41 and 0.96 MHz accordingly. Minimal coercivity HcD 4.67 G was
observed when samples were irradiated by EMF of considerably higher frequency
42.27 MHz.

The area S of hysteresis loop showed the dependence between the induced
magnetic flux density and the magnetizing force. The greatest area of hysteresis
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Fig. 62.3 ESR spectrum of magneto-mechanochemically activated Fe3O4 NP. Frequency of ER:
0.99 MHz (1), 1.41 MHz (2), 1.84 MHz (3), 2.92 MHz (4), 5.09 MHz (5), 7.41 MHz (6), 42.0 MHz
(7), without influence (8). T D 300 K

loop 17,296 erg/g was observed after ER by 5.09 MHz EMF. The minimal area
of 2235 erg/g was in the samples irradiated by significantly greater frequency of
42.27 MHz.

We have assessed the relationship between EMF frequency and magnetic
properties of investigated samples using Pearson correlation coefficient. Results
demonstrated a weak straight correlation for saturation magnetic moment (rD 0.48)
and weak negative correlation for coercivity Hc (r D �0.44) and an area S of the
hysteresis loop (r D �0.43).

We have studied the magnetic properties of NP without influence. These samples
have different magnetic properties (ms, Hc, and S) in comparison with NP under ER.
Saturation magnetic moment (ms) was significantly higher.

According to ESR spectroscopy data of magneto-mechanochemically activated
Fe3O4 NP (Fig. 62.3 and Table 62.2), the maximal relative intensity 1.50 a.u. of ESR
spectrum was observed after ER by 0.96 MHz EMF, and minimal value of 1.00 a.u.
was registered at frequency of 42.27 MHz. Pearson correlation coefficients between
ER frequency and relative intensity of ESR spectra and g-factor were, respectively, –
0.68 and –0.60. Conventional Fe3O4 NP without influence had significantly lower
relative intensity and different g-factors.

62.3.2 Magnetic Studies and ESR Spectroscopy of Magnetic
Nanocomplex

Magnetic properties of MNC comprising iron oxide NP and DOXO synthesized
under MMCS conditions were different as compared to conventional NP (Fig.
62.4 and Table 62.3). Maximal saturation magnetic moment ms D 13.4 emu/g
was registered after ER by radio waves with the frequency of 7.41 MHz. Minimal
values 4.63 emu/g and ms D 9.12 emu/g were observed similarly to the experiments
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Table 62.2 ESR spectrum of magneto-mechanochemically activated Fe3O4 NP. T D 300 K

Sample number Frequency f, MHz Energy W, 10�9 eV Relative
intensity, a.u.

g-factor

1 0.96 4 1.50 2.40
2 1.41 6 1.22 2.46
3 1.84 8 1.39 2.41
4 2.92 12 1.19 2.39
5 5.09 21 1.24 2.44
6 7.41 31 1.49 2.42
7 42.27 175 1.00 2.37
Pearson correlation coefficient r �0.68 �0.60
8 Without influence 0.52 2.73 2.07 1.56

Fig. 62.4 Hysteresis loops of MMCS nanocomplex of DOXO-loaded Fe3O4 NP at 300 -
depending on ER frequency: 0.96 MHz (1), 1.41 MHz (2), 1.84 MHz (3), 2.92 MHz (4), 5.09 MHz
(5), 7.41 MHz (6), 42.0 MHz (7), MCS (8), the mixture of DOXO and Fe3O4 NP without influence
(9). ° – magnetic field

with conventional iron oxide NP after radiation by EMF with significantly lower
frequencies of 1.41 and 0.96 MHz accordingly. Maximal coercivity Hc D 40.52 G
was registered after ER by 1.41 MHz EMF. Minimal coercivity 7.16 G was observed
when the samples were irradiated by radio waves of greater frequency 7.41 MHz.
Maximal area of the hysteresis loop S D 3402 erg/g was registered for the samples
after 42.27 MHz ER; minimal area 615.6 erg/g was observed after ER by EMF
with considerably lower frequency of 1.41 MHz. It was found that EMF frequency
exhibits positive correlation with saturation magnetic moment (r D 0.45) and an
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Table 62.3 Magnetic properties of MMCS nanocomplex of Fe3O4 NP and DOXO. T D 300 K

Sample
number

Frequency
f, MHz

Energy W,
10�9 eV

Saturation magnetic
moment ms, emu/g

Coercivity
Hc, G

Area of the
hysteresis loop
S, erg/g

1 0.96 4 9.12 8.07 1653.0
2 1.41 6 4.63 40.52 615.6
3 1.84 8 10.16 9.01 1561.9
4 2.92 12 6.19 22.23 1388.1
5 5.09 21 10.09 8.45 1745.7
6 7.41 31 13.4 7.16 3282.9
7 42.27 175 11.81 12.57 3402.0
Pearson correlation coefficient r 0.45 �0.17 0.72
8 MCS 13.14 8.33 1259.9
9 Without

influence
19.39 29.91 317.5

area of the hysteresis loop (rD 0.72). The coercivity has a weak negative correlation
with the frequency both in experiments with conventional iron oxide NP and iron
oxide NP loaded with DOXO.

Figure 62.5 and Table 62.4 show ESR studies of DOXO-loaded iron oxide NP
synthesized in MMCS conditions at different frequencies of ER. Maximal relative
intensities of 1.35 a.u. and 1.41 a.u. were observed after ER with the frequencies
of 0.96 Ë 1.41 MHz accordingly. Minimal relative intensity (I D 1) was observed
at 42.27 MHz. Negative correlations between ER frequency and relative intensity
of ESR spectrum (r D �0.67) and g-factors (r D �0.58) were observed. Relative
intensities of ESR spectra for MNC samples synthesized either in MCS conditions
or without influence were different. Relative intensity was maximal (I D 4.65 a.u.)
after MCS. Maximal g-factor (2.56) was recorded in the samples without influence.

62.4 Discussion

This study demonstrates the beneficial effect of the influence of different frequencies
of radiofrequency low-energy ER on magnetic properties of MMCS antitumor
nanocomplex. However, it is necessary to interpret the experimental results based
on previously known experimental facts or theories.

The basis of MMCS was amorphization of DOXO on the surface of iron oxide
NPs. The milling of iron oxide particles did not occur in our experiments. Therefore,
the problem of wide size distribution and contamination of NP during application of
ball-milled synthesis was eliminated. The vibration was used only in order to form
the complex of iron oxide NP core coated with amorphous DOXO shell. Because of
the increased free energy, an amorphous state should have more molecular mobility
and other thermodynamic properties than the crystalline molecular structures [15].
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Fig. 62.5 ESR spectrum of MMCS nanocomplex of Fe3O4 NP and DOXO. Frequency of ER:
0.96 MHz (1), 1.41 MHz (2), 1.84 MHz (3), 2.92 MHz (4), 5.09 MHz (5), 7.41 MHz (6),
42.27 MHz (7), MCS (8), without influence (9). T D 77 K

Table 62.4 ESR spectrum of MMCS nanocomplex of Fe3O4 NP and DOXO. T D 77 K

Sample number Frequency f, MHz Energy W, 10�9 eV Relative intensity I, a.u. g-factor

1 0.96 4 1.35 2.4
2 1.41 6 1.22 2.46
3 1.84 8 1.27 2.4
4 2.92 12 1.14 2.39
5 5.09 21 1.16 2.43
6 7.41 31 1.41 2.42
7 42.27 175 1.00 2.37
Pearson correlation coefficient r �0.67 –0.58
8 MCS 4.65 2.39
9 Without influence 1.06 2.56
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It can be formalized by the change in free Gibbs energy �G:

�GTa;c D –RT ln .�Ta=�Tc/ ; (62.1)

where ¢Ta/¢Tc is a ratio of solubility for amorphous and crystalline forms, R is gas
constant, and T is the temperature.

According to the Gibbs-Helmholtz equation,

�G D �H–T�S; (62.2)

where �° and �S is enthalpy and entropy change. In case of small entropy �S
(crystal structure is not disordered) the member T�S is small, and the Gibbs free
energy �G is determined mainly by enthalpy change �°. For disordered solids,
entropy increases, and T�S member cannot be neglected. The change of free Gibbs
energy as a result of mechanical treatment increases the deviation from equilibrium
and therefore increases the chemical reaction rate [16]. Mechanochemical activation
initiate the amorphization in DOXO with a disordered or defected molecular
structure and increase number of paramagnetic centers [2] that can enhance drug
adsorption on the surface of Fe3O4 NP.

The inductor in magneto-mechanical milling chamber radiates electromagnetic
waves with essential magnetic component [17]. It is well known that a radio
wave can penetrate into depth in a magnetic field perpendicular to the surface of
the metals which is conductors. In most cases, electromagnetic waves are very
rapidly damped in metals (at distances of the order of the skin depth). DOXO,
which is dielectric, has low attenuation coefficient, and therefore radio waves
reflect from it and also easily can pass through it. It should be noted that maximal
energy of ER (1.75�10�7 eV) was significantly lower than kT (25.7 meV) – heat
required to increase the thermodynamic entropy of a system. Therefore possible
nonthermal mechanism is the absorption of electromagnetic energy at magnetic
resonance. Nonthermal physical effects of eddy current on magnetic resonance in
nanostructures are well known [18].

The presence of a constant magnetic field leads to the appearance of char-
acteristic low-frequency EMF oscillations. In phenomena, which accompany the
variable EMF, various kinds magnetic resonances should be observed in core
and shell of the complex [19]. Iron has unpaired electrons with the same spin.
Because they have no opposing fields to cancel their effects, these electrons have an
orbital magnetic moment. At the same time chemically adsorbed on the NP surface
atoms and molecules of DOXO with unpaired electrons during ER may attach
the metal surface, lowering the number of uncompensated spins (paramagnetic
centers) and therefore their a magnetic moment. In Fe3O4 NP, it is initiated by
oxide film [20]. The confirmation of the foregoing can be obtained by our results
(Tables 62.1 and 62.3). These results clearly evident the decrease in saturation
magnetic moment for the samples after synthesis as compared to control samples
without influence both for iron oxide NP and complex in all the experiments on
42% in average. The comparison of Pearson correlation coefficients (r) between
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ER frequency and magnetic properties for magneto-mechanochemically activated
Fe3O4 NP and MMCS nanocomplex of Fe3O4 NP and DOXO has shown the
difference in correlation coefficient for coercivity and area of the hysteresis loop, but
correlation coefficient for saturation magnetic moment was practically identical. It
should be noted that area of hysteresis loop of MMCS nanocomplex had correlation
coefficient r D 0.72 with ER frequency.

Interestingly, relative ESR spectra intensities and g-factors of iron oxide NP have
revealed sufficiently high negative correlation (r �0.6) with the ER frequencies
(Table 62.2). Comparative ESR analysis between iron oxide NP and MNC indicate
about Fe3O4 properties in the spectrum in the presence on the surface of the oxide
film only.

It should be noted as two related, as we think, facts concerning MNC of DOXO-
loaded iron oxide NP (Tables 62.3 and 62.4): (1) positive correlation between the
area of hysteresis loop and EMF frequency and (2) negative correlation between
ESR relative intensity and EMF frequency. It depends on the difference in basic
physical principles of vibrating magnetometry and ESR spectroscopy.

The area A contained within a hysteresis loop represents the energy that can be
transferred into heat per cycle when MNC is exposed to the external alternating
magnetic field and thus gives a measure of specific adsorption rate (SAR) that can
be expressed as [21]:

SAR D A f ; (62.3)

A D
CHmaxZ

�Hmax

�0M.H/dH; (62.4)

where M(H) is the NP magnetization.
According to Eq. (62.3), frequency and strength of magnetic field affect at the

SAR of MNC.
As stated above, an alternating electric field and associated magnetic field do not

penetrate into the conductor but are concentrated mainly in a relatively thin surface
layer (the so-called skin layer). The nature of the skin effect is explained as follows:
free electrons in the conductor, under the impact of an external alternating field,
and it creates currents which compensate the external field within the conductor’s
volume. Current density in skin layer increases in e times relative to current density
in the whole volume of the sample. 86.4% of the total heat generation is released in
skin layer. The skin depth is calculated by the formula:

� D
r

�

��0� f
; (62.5)

where �0 D 4 �10�7 H/m is the permeability of free space, ¡ is resistivity of the
conductor, and f is frequency of electromagnetic filed.
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According to the expression (62.5), the skin depth depends on the ER frequency:
the higher the frequency, the thinner the skin layer. It also depends on the relative
magnetic permeability � of material [22].

The size reduction in the magnetic NP yields higher surface/volume ratio which
leads to different properties than the bulk materials. Fe3O4 NP having the average
size under 100 nm exhibited satisfying performance in electromagnetic waves
attenuation and could be considered as potential candidate for electromagnetic
waves absorption applications. It could be expected that the variation in the
electromagnetic properties of magnetic NP with the average size of NP is mainly
related to the ratio of surface and bulk atoms [23]. We believe that our results on
influence of EMF frequency on MNC magnetic properties can be explained with
the presence of nonthermal skin effect (T D 300 -).

The skin effect of conduction electron resonance for metallic small particles has
been studied thoroughly since the 1950s. [24]. The above-presented ESR data (Table
62.4) may be summarized as follows. Relative intensity in ESR spectrum of MNC
of the iron oxide NP and DOXO decreased as the ER frequency increases. It is
well known that the Zeeman effect is the effect of splitting a spectral line into
several components in the presence of a static magnetic field [25]. This indicates that
the Zeeman coupling between the field and surface spins dominates the magnetic
interactions inside the particles and leads to a decrease of the paramagnetic centers
(free radicals) in MNC. The effect can be interpreted in the framework of the radical
pair mechanism in terms of a change in the extent of singlet–triplet interconversion
in the radical pair when the oscillating field is in resonance with hyperfine splitting
in the radical pairs. During ER of conventional iron oxide NP and NP loading
with DOXO, g-factor is changed in different ways. The theory of paramagnetic
resonance absorption by the conduction electrons in a metal is worked out, taking
into account the diffusion of the electrons in and out of the thin skin into which the
radiofrequency field penetrates. [26]. This indicates different ESR condition with
respect to the magnetizing field. At the same time, a very important role is played
by the resonance effects on the surface of ferrite NPs [27]. It is well known that
an unpaired electron can move between the two energy levels by either absorbing
or emitting a photon of energy h� such that the resonance condition h	 D �E is
obeyed. The weak correlation with the frequency of the ER very logically follows
from the g-factor calculated according to the fundamental equation of the ESR
condition [28]:

h� D g“B; (62.6)

where h is Planck constant, � is frequency, “ is Bohr magneton, and B is magnetic
induction.

The results of ESR spectra indicate that correlation coefficients of ER fre-
quency with both ESR relative intensity and g-factor in the samples of magneto-
mechanochemically activated Fe3O4 NP were equal to MMCS nanocomplex of
Fe3O4 NP and DOXO. Last result can substantiate next. The recombination of the
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radical pair is proportional to the probability �S(t) of finding the pair in the single
state. For initial triplet radical pair, it takes the form

¡S.t/ D �J=
�
2 �

�
sin2� t; (62.7)

where �J is the difference of exchange energies between spin catalyst and each of
the partners of the radical pair, � is evolution frequency, and t is time.

The yield of reaction product generated, for instance, by recombination of the
radical pair in triad, oscillates with frequency � [29].

From the above, it can be noted that MMCS antitumor complex could have
certain magnetic properties with the help of a fixed frequency (energy) of ER. ER
can influence certain steps in the chain of free radical reactions. The fixed number of
free radicals (paramagnetic centers) for the different types of malignant tumor can
be generated in MMCS nanocomplex of DOXO and iron oxide NP. These effects
are related to Zeeman splitting of the spin energy levels and can occur in a wide
range of chemical systems and that they can be caused either by constant magnetic
field or EMF. Whenever two radicals come together, either by chance or because of
the form of generation, their spins can be opposite or parallel. Only in the case of
opposite spins can they react to form a stable molecule that has the proper magnetic
balance [30].

62.5 Conclusion and Future Perspectives

Based on the above interpretation, possible correlation between the frequency
(energy) of ER and magnetic properties of DOXO-loaded iron oxide NP complex
during MMCS can contribute to personalized treatment of cancer patients. We
plan to use magnetic resonance phenomena in the development of computer-
aided nanomedical equipment aimed at controlling redox reaction inside tumor
cells during theranostics of cancer patients. Thus, it is potentially new method of
advanced cancer treatment that could be adopted by the clinicians and minimize the
side effects of conventional chemotherapy treatment [2].

It is possible that technology of MMCS can be implemented in the development
of electronic components for nanoelectronics.
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Chapter 63
Continuum Modeling of Nanoelements

T. S. Nahirnyj and K. A. Tchervinka

63.1 Introduction

Recently nanotechnology development has been focused on investigating and using
materials and systems with improved properties. At the nanoscale, the material
properties are different from the properties of bulk matter. Conventional models of
solid mechanics are to be substantially updated to allow describing the phenomena
found at the nanoscale. The size effects of various mechanical properties occur in
nanoelements, nanomaterials, and nanocomposites, and a few mathematical theories
now offer an explanation.

High strength and high porosity are observed in metal foams containing
ultrahigh-strength nanowires [1], size-dependent elastic properties are described
in many papers [2], and the surface effects play a prominent role in the mechanical
behavior of nanoelements and nanomaterials [3–5].

The nonlocal models of mechanics [6] based on a generalization of the classical
Hooke’s law were used to explain a number of size effects and to describe the
interfacial layers’ properties different from the ones of bulk matter long ago. The
gradient theories [7, 8] were applied to study and model a number of effects
and materials, including size effects with different scales. The gradient elasticity
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relations with thermodynamic restrictions need a set of nonstandard boundary
conditions [9], and the body surfaces play an important role in understanding and
explaining size effects. Some other approaches, models, and methods are used such
as a semicontinuum model for ultrathin films [10], explaining size-dependent elastic
moduli, strength, and other properties of nanomaterials.

Another approach to describe size effects in bodies of structurally nonhomoge-
neous matter such as nanomaterial is the local gradient approach in thermomechan-
ics [11, 12]. It is based on the general principles of irreversible thermodynamics and
nonlinear mechanics. The kinetic relation for mass flow is modified to account for
structural changes, and the density (or the chemical potential) is introduced into the
space of state parameters. The state parameters’ space expansion yields mass bal-
ance equation modification with instant mass flow that is associated with transition
from reference to real body. The number of models is constructed for this approach,
including the models of elastic, thermoelastic, electroconductive solids, and solid
solution. The models described interface phenomena, structural inhomogeneity, and
size effects in solids [13–15]. The choice of boundary conditions for density is
significant in problems of the local gradient approach [16].

In this paper, we consider the main key points of local gradient approach allowing
it to describe in continual 3D model the locally nonhomogeneous bodies and a
number of related effects including the one of specimen size. The properties of
a bulk nanomaterial are determined by the structure and properties of forming its
nanoelements. In the last section, we review main results of investigating the size
effects in nanoelements modeled as objects of simple geometry under influence of
temperature, admixture, charge, or power load.

63.2 Balance, Kinetic, and State Equations

We consider energy balance equation in the local form

@E

@�
D r � .¢ � v � Tjs � Hjm/C �E: (63.1)

Here E denotes the density of body energy; ¢ is Cauchy stress tensor; T is
temperature; H is chemical potential; js and jm are fluxes of entropy and mass,
respectively; v is velocity vector; � is the time; and �E is energy production
considering the body as an open thermodynamic system. We consider also the
momentum kv, entropy S, and mass balance equations in the local form

@kv
@�
D r � ¢; @S

@�
D �r � js C �s;

@�

@�
D �r � jm C �m; (63.2)
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where � s is entropy production, ¡ is mass density, and �m is source of mass
associated to body structure formation. We shall also assume that �m D �E/H. The
role of mass sources is discussed in [14, 17].

The total energy E is the sum of internal energy U and kinetic energy K. The
increase of the latter is expressed through velocity and linear momentum vectors as
dK D v � dkv. So for U we obtain such equation

@U

@�
D ¢W @e

@�
C T

@S

@�
C H

@�

@�
� T�s � js � rT � jm � rH: (63.3)

Here e is the strain tensor, and a colon denotes contraction over two indices.
This equation is the base for equations of state and kinetic equations formulating.

The gradients rT ,rH are usually associated with thermodynamic forces that are
causes for the flows js , jm arising. In the classical representation we got

js D �k
rT

T
� ktrT

from the law of heat conduction qD � krT, also known as Fourier’s law. The
Fick’s first law governing the transport of mass through diffusive means writes
jmD �DrC and leads to

jm D �kmrH:

The cross effects such as Soret, Dufour, etc. may be described as a flow
dependence on a gradient of another nature. In the general case, we suppose that
in the body where two forms of motion exist, the kinetic relations may be written as

js D js .rT;rH/ ; jm D jm .rT;rH/ ; (63.4)

where js , jm are functions. If there are functionals over time, then the model accounts
for history of forces and depends on influence functions (kernels) of the functionals
[12, 14]. If an influence function is decreasing down to zero as j� � (j is growing,
then we obtain the model suitable for describing the fading memory phenomena.
If the influence function is delta-function of j� � (j, then one says about nonfading
memory. We suppose that mass flow must “remember” the events such as the surface
or body structure formation and must contain at least one term proportional to the
delta-function. Limiting ourselves to classical description of heat transfer and to the
absence of cross effects for isotropic material, we accept the kinetic relations (63.4)
in the linear form with nonfading memory term in mass flow

js D ��s
rT

T
; jm D �gmm

@ .rH/

@�
: (63.5)
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If the last relation is used in mass balance equation from (63.2), then

@

@�

�
� � gmmr2H

� D �m; (63.6)

and Eq. (63.3) with account to (63.5) takes the form

@

@�

�
U � gmm

2
rH � rH

�
D ¢W @e

@�
C T

@S

@�
C H

@�

@�
� T�s C �s

T
rT � rT (63.7)

The Eq. (63.6) is mass balance equation modified to describe structurally
nonhomogeneous materials. It contains the mass sources associated with a method
of forming the body surface. It is supposed that the structure of the body material
has arisen suddenly at the initial moment of time and doesn’t change afterward.

Using classical expression for entropy production

�s D �s
rT

T
� rT

T
(63.8)

we obtain that for the energy

F D U � gmm

2
rH � rH � TS (63.9)

the following Gibbs equation holds

dF D ¢W de � SdT C Hd�: (63.10)

The energy F differs from Helmholtz free energy A D U – TS in that it contains
the term with rH, gradient of chemical potential. The change in chemical potential
is identified with the amend in binding energy since the parameter H in fact means
the energy required to modify density by one unit. The presence of the gradient
provides that it may be used efficiently for nonhomogeneous media, including the
ones with a structure.

Note that here strain e, temperature T, and density ¡ are considered as inde-
pendent parameters. While strain and temperature change occur with known
deformation and heat conduction processes, the density change has another nature.
It may be related to change of the structure of the body as discussed in [14].

63.3 Linearized Model and Key Systems of Equations

From (63.10) follows

¢ D @F

@e
; S D �@F

@T
; H D @F

@�
:
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If F(e, T �T� , �� �� ) is a quadratic function in the space of base state deflections
e , 
 �T �T� , �� �� , then we can write linear equations of the state

¢ D 2�eC ��e � .3�C 2�/ am
�
� � ��� � .3�C 2�/ at


�
I;

S D S� C .3�C 2�/ ate � ˛mt
�
� � ���C cv

T� 
;

H D H� � .3�C 2�/ ameC ˛mm
�
� � ���C ˛mt
: (63.11)

Here I is the identity tensor.
This presentation implies smallness of deflections e , 
 , �� �� . In some cases,

the nanomaterials are the ones we cannot accept that (�� �� )/�� < < 1. If so then
we may consider coefficient in (63.11) depending on �� �� , and these equations of
the state become nonlinear.

The complete equation system consists of equations

r � ¢ D @kv
@�
; �sr2T D T

@S

@�
; � � �� � gmmr2H D d�m (63.12)

where d�m D
R �

�1�md� , along with state equations (63.11) and relations

e D �r ˝ uC .r ˝ u/T
�
=2; kv D �v � �@u

@�

if needed.
For the steady state describing and the linear approximation, we obtain key

systems of equations that can be written for displacements

�r2uC .�C �/r .r � u/ � .3�C 2�/ �amr
�
� � ���C atr


� D 0;

r2
 D 0;r2 �� � ��� � 2 �� � ���C 2d�m D 0; (63.13)

or for stresses

r �
�
r �


¢

2�
�
	

��

2� .3�C 2�/ � am
�
� � ��� � at




I
�� T

D 0;

r � ¢ D 0; r2
 D 0; r2 �� � ��� � 2 �� � ���C 2d�m D 0; (63.14)

where  is the constant, � D¢ : I. Here the first equation of the system (63.13) was
used to exclude strain (or displacements) from the equation for density.
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Boundary and integral conditions for density we write as

�j@V D �a
�
0 < �a < �

�� ;
Z

.V/

�
� � ��� dr D

Z

.V/

d�mdr; (63.15)

if problem is formulated for the body occupying domain (V) with border @V.
The nonlinear problem formulation in Cartesian coordinates with local elastic

moduli depending on the density

E D E0

	
�

��


ˇE

; 	 D 	0
	
�

��


ˇN

; (63.16)

was considered in [14] to study the size effect of the effective Young’s modulus and
strength of the layer. The distributions of density and stresses feature two charac-
teristic sizes: the first size can be associated with the structural non-homogeneity
of the material and the second one—with geometrical irregularities of the real solid
surface. The nature of the structural non-homogeneity of the bulk material and of
the near-surface regions modeled by the mass sources is different. Thus, in the case
of near-surface non-homogeneity, we interpret it as variable porosity. To model the
distribution of mass sources, we use the solution for density in the problem without
mass sources �m. The imperfect shape of the real body surface is also taken into
account in the construction of mathematical models of contact interaction of solid
bodies [18].

63.4 The Size Effects in One-Dimensional Problems

The system (63.12) in the form (63.14) along with conditions (63.15) and classical
boundary conditions for temperature and stresses was used to study the stress-
strain state of the bodies of simple geometry such as half-space [17], layer [12,
14], cylinder [12], solid sphere [15], etc. The more general systems were used to
study state of electroconductive solids [13, 20] (the first one without mass sources)
and structurally nonhomogeneous two-component solid solutions [19]. In the case
of electroconductive solids, the model reveals the third characteristic size related
to forces of Coulomb interaction. In the case of solid solution, the presence of
admixture changes the characteristic size of near-surface non-homogeneity.

The study of the model relations and numerical simulation of the one-
dimensional problems shows that in the layer jxj � l (thin film) with identical
free surfaces the stress distribution is symmetric and depends on layer size (Fig.
63.1 solid line represents the thinnest layer with lD 2), and the surface stresses
demonstrate size effects. Its value increases with the layer thickness increasing to
the value of the surface stress in a half-space.
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Fig. 63.1 Stress distribution in the layer for l D 2,4,20, (l D 10

Fig. 63.2 Size effect of effective Young’s modulus

Considering stretched at infinity layer, we study effective elastic moduli and
strength of the layer. The size effect of effective Young’s modulus is shown
in Fig. 63.2 with curves 1–4 corresponding ˇED 1 , 0 , � 1.5 , � 3 in (63.16).
Postulating the local modulus E increase with the density reduction leads to
experimentally observed effective Young’s modulus decrease with the thin film
thickness increase [4].
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Fig. 63.3 Size effect of layer
strength

Fig. 63.4 Comparison of
surface stresses in the sphere
(solid line), cylinder
(dash-dotted), and layer
(dashed)

Since the surface stresses demonstrate size effects and they are the greatest at the
surface (see Fig. 63.1), using maximum principal stress theory reveals size effect of
the strength. If �C is strength limit of thick layers, then the strength of thin films
is depicted in Fig. 63.3. The curves 1–3 are for parameters ˇED � 2 ,ˇN D � 0.5,
ˇED � 1 ,ˇN D � 0.25, and ˇED 1 ,ˇN D 0.25, respectively; the dashed line cor-
responds to linear model.

The effect of body geometry (and surface curvature) for considered effects is
shown in Fig. 63.4, where we can see that for the same material parameters and
comparable sizes (sphere diameter D cylinder diameter D layer thickness), the
surface stresses in the sphere are smallest. The similar regularity is observed for
surface tension and strength [12].

The results of application of the local gradient approach to an electroconductive
solid are demonstrated in Fig. 63.5 where the charge distribution in a free elec-
troneutral layer is shown. The double electric layer is formed near the surfaces, and
it affects the distribution of stresses and strain.
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Fig. 63.5 Charge distribution
in a layer

Fig. 63.6 Size effect of
strength of layer with
admixtures

In the case of structurally nonhomogeneous two-component solid solution, the
model approach is used to study the near-surface non-homogeneity densities of
skeleton and admixture, stresses, and size effects of surface tension and strength
[19]. The size effect of strength of layer with admixtures is demonstrated in Fig.
63.6 (dashed line corresponds to absence of mass sources and dotted one to absence
of admixtures).

63.5 Conclusions

The local gradient approach allows model construction for elastic, thermoelastic,
electroconductive solid, and solid solution. The model relations account for struc-
ture of locally nonhomogeneous bodies and describe various size effects that are
observed in nanoelements.
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Chapter 64
The Electrochromic Feedback Methods
for Obtaining Nanoparticles, Nanoalloys
and Core-Shell Objects in Quasi-reversible
Redox Systems

Yu. P. Vyshnevska and I. V. Brazhnyk

64.1 Introduction

Conducting polymers receiving a growing attention during past decades owe to their
unique mechanical, electrical and physicochemical properties. Extensive studies of
the mechanism of conductivity in such materials and specific phenomena exhibited
in bulk and nanostructured forms pave the way to their application in batteries,
supercapacitors, sensors, organic semiconducting and memory devices.

Even more promising are the hybrid nanostructured materials that combine
metallic nanoparticles embedded into conducting polymeric matrices. High specific
area of the metal-polymer interface and potentially controllable size, shape and
alignment of the metallic NPs allow one to achieve an exceptional control over the
functional properties of obtained hybrid material.

Conducting polymers based on aniline and aniline derivatives have been exten-
sively studied over the past decades owing to their relative high conductivity, facile
synthesis, environmental stability and unique electronic properties [1–3]. Among
the most valuable features of such polymers which may be highlighted are their
electrochromic properties and redox reactivity. The electrochromism phenomenon
is observed in the case that material can reversibly change its light absorption
spectra in response to electrochemical reaction. In particular, polymers based on
aniline derivatives may exist in the different forms depending on the protonation
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state, pH and other conditions, while the transitions between oxidation states are
accompanied by the electrochromism phenomena.

In the case of formation of metallic nanoparticles via reduction of metal ions due
to interaction with conducting polymeric matrices, their oxidation state will change
leading to a subsequent change in optical spectra. This switch may be registered
using optical detector and trigger the automated control system that will apply the
polarization impulse to reduce the polymer to initial state. Thus, polymeric materials
that exhibit electrochromic properties and characterized by high redox reactivity
may be used for optical-coupled NP synthesis.

64.2 Materials and Experimental Methods

The study of the morphology, structure and mechanism of formation of coatings
was carried out using SEM, TEM, AFM as well as Raman and IR spectroscopy
methods. Polarization measurements were carried out using a potentiostat PI-50.1
in potentiostatic and potentiodynamic (a scan rate of 1 mV/s) regimes in a three-
electrode cell with separated cathodic and anodic compartments. Carbon steel
08kp was used as the working electrode, platinum as the counter-electrode and an
AgjAgCljKCl(sat.) electrode as the reference one. The study of the structure and
identification of the elemental composition of the obtained polymer coating were
performed using the methods of infrared spectroscopy (Avatar 370 FT-IR, Thermo
Scientific Nicolet) and Raman spectroscopy (Nanofinder, Lotis TII, Belarus). The
morphological characteristics and elemental composition of the films were carried
out with the scanning electron microscope (EVO-50, Zeiss, Germany) equipped
with the energy-dispersive detector (INCA PENTA FET � 3, Oxford Instruments,
Co., UK). Shape and size of the Ag nanoparticles were investigated by using high-
resolution transmission electron microscopy (PEM-U, Selmi, Ukraine).

64.3 Result and Discussion

Numerous approaches for obtaining hybrid polymeric materials have been imple-
mented, and the resulting hybrid functional coatings have been characterized.
Within the two-step method, the polymeric substrate film and silver NPs have
been prepared separately. Pure poly(diphenylamine) (PDPA) substrate has been
obtained via in situ oxidative polymerization of diphenylamine (DPA) in sulfuric
acid solutions using Fe3C cations as catalyst [4]. After that the AgNP suspension
has been added to a growing PDPA film. The polymerization process continued
until the catalyst has been completely depleted. Poly(diphenylamine) substrate film
has a domain-structured morphology with a clearly visible pattern (Fig. 64.1a).
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Fig. 64.1 Morphology of the PDPA substrate film (a) and PDPA-Ag composite (b) after adding
preliminary prepared silver nanoparticles (c)

1/l, cm-1 1/l, cm-1

T, %T, %

a b

Fig. 64.2 FTIR spectra of DPA (a) and obtained PDPA film (b)

The FTIR spectra of the pure PDPA substrate indicate that a significant amount
of DPA monomer is still present in polymeric film which is required for further step
of embedding the NPs to form a nanocomposite (Fig. 64.2).

Obtained polymeric film exhibits expected electrochromic behaviour under the
conditions of external polarization as well as in a result of the pH change.

Silver nanoparticles have been obtained using precursor method via reduction of
AgC ions as given in [5] according to the following reaction:

AgC C BH4
� C 3 H2O! Ag0 C B.OH/3 C 3:5 H2

The Erlenmeyer flask containing 30 ml NaBH4 0.002 M solution was cooled on
the ice bath for 20 min with constant stirring using a magnetic stirrer. While the
magnetic stirrer is switched on, 2 ml of AgNO3 0.001 M was added with 1 drop
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per second rate. After the operation, the magnetic stirrer was switched off. PEM
image shows the globular-shaped nanoparticles with nonuniform size distribution
(Fig. 64.1c) [6].

Prepared AgNP suspension has been added to a growing PDPA film that results
in a dramatically decreased rate of DPA polymerization. Hence, one may expect
that silver NPs will have nonuniform distribution within polymeric film and would
be present largely in its surface layer. The morphology of PDPA-Ag composite
(Fig. 64.1b) has more strongly marked irregular domain structure compared to pure
PDPA (Fig. 64.1a). It should also be noted that the presence of silver NPs has a
significant influence on the conductivity of the PDPA-Ag nanocomposite due to
delocalization of electrons and interfacial electronic interaction.

The advantage of such methods is a potential ability to obtain almost any kind
of hybrid materials regardless of the nature of nanoparticles and the polymer
itself. On the other hand, two-step methods have significant limitations in terms
of fine control over obtained material and overall complexity of the preparation
procedure. Furthermore, the reagents from the first step like polymerization catalysts
or reducing agents for NPs and their by-products are often considered as undesired
impurity for the resulting material. All these drawbacks are greatly limiting the
application of the split-synthesis approaches and accelerating the development of
single-step methods.

The single-step approach for obtaining the PDPA-Ag nanocomposite may be
implemented owing to the fact that silver nitrate may act as an agent for oxidative
polymerization of DPA. At the same time, the AgC ions will be reduced to the
metallic state that will lead to formation of silver nanoparticles. Thus, the processes
of polymerization and formation of NPs are taking place simultaneously without
any other reagents that may produce undesired by-products.

The single-step synthesis of PDPA-AgNP composite has been carried out in
0.5 M sulphuric acid solution with addition of 0.0006 mol/l silver nitrate and
0.006 mol/l DPA. The products have been deposited on the steel support plate. The
polymerization process has not been interrupted until silver nitrate was completely
depleted.

Among other advantages, this approach allows one to obtain materials where the
NP formation and polymerization processes occurred simultaneously that prevents
aggregation and other undesired effects usually taking place within split approaches.
We may also expect that in situ redox reaction also facilitates the formation of the
well-developed NP/conducting polymer interfaces.

Obtained composite contains spherical silver nanoparticles embedded into con-
ducting PDPA matrices. Nanoparticles have typical size in the range 40–50 nm
with normal diameter distribution, while some particles reach the size of 140 nm
(Fig. 64.3b). Small amount of the larger flakes may also be observed (Table 64.1).

Similar to the most precursor methods, the main approaches for controlling NP
size, shape and alignment are based on determining the optimal concentrations and
concentration ratios, as well as finding best suitable medium and conditions for the
reaction. Such methods may deliver excellent results for mono metallic systems
while facing significant difficulties in more complex cases.
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Fig. 64.3 Morphology of the PDPA-Ag nanocomposite (a) and distribution of silver nanoparticles
within surface layer (b)

Table 64.1 Key to Fig. 64.3: elemental composition of the PDPA-Ag nanocomposite

Spectra C N O Si S Cl Mn Fe Cu Ag

1 2.65 0.00 59.99 0.41 0.00 0.12 0.00 22.08 0.76 13.99
2 1.84 0.00 60.98 0.32 0.00 0.15 0.00 16.20 1.39 19.11
3 2.89 1.32 58.15 0.00 0.13 0.00 0.53 14.96 0.41 21.60
4 2.86 0.00 38.35 0.00 0.00 0.54 0.17 10.80 1.76 45.51
5 1.84 6.79 30.62 0.00 0.00 0.76 1.35 7.22 1.00 50.42
6 2.84 1.70 46.65 0.13 0.85 0.00 1.38 36.27 4.71 5.47
7 2.56 1.82 51.38 0.49 0.42 0.00 0.21 35.12 5.37 2.63

. All values in atomic %

To further expand the capabilities for obtaining hybrid nanostructured materials
with bimetallic NPs, nanoalloys and core-shell objects, the adaptive synthesis
method with online electrochromic feedback has been developed [7].

It was found that formation of silver NPs on a preformed PDPA substrate via
reduction of metal ions leads to the oxidation of the polymer and subsequent
changes in optical spectra that can be registered with the optical sensor. Thus, the
controlled back-coupled method for obtaining hybrid nanostructured materials may
be implemented.

On the first phase, the polymeric ‘template’ film should be grown using the pre-
ferred method for a particular application. Most common polymerization methods
include linear, cyclic or impulse electropolymerization, as well as radical oxidative
polymerization using appropriate agent. At the same time, one of the most promising
approaches for obtaining polymeric substrate is based on oxidative polymerization
with insufficient amount of oxidizing agent that will lead to formation of the
organized structures in a form of nanofibres and nanobrushes [8]. Combining
this method with application of metal-containing oxidizer similar to a single-
step approach will allow one to obtain nanostructured polymeric substrate with
embedded NP seeds.
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On the second phase, the metal-containing precursor should be added to the
system. As a result of the redox reaction, the metal ions will be reduced to the
metallic clusters and NPs, while polymeric film will be gradually transferred to an
oxidized state that will indicate the end of cycle. The PDPA conductivity facilitates
the charge transfer toward a growing NP seeds that also allows the distant molecules
to indirectly take part in a surface redox reaction. Automated optically coupled
control system may register change in optical spectra and apply external polarization
to reduce film to the initial oxidation state to restart the redox cycle.

Cyclic voltammetry in the range of �0.2 to C0.8 V shows expected elec-
trochromic behaviour of the polymeric film. We may also conclude that portion
of the current is consumed by the process of electropolymerization of DPA that is
present in the film. The remaining DPA monomers may also directly or indirectly
interact with the metal ions that will facilitate the formation of nanoparticles and
new portions of polymeric material.

Thus, in addition to concentrations and concentration ratios, the size and shape
of nanoparticles and subsequently the functional properties of the hybrid material
may be controlled by the parameters of discrete pulses of polarization.

64.4 Conclusions

One-step and two-step methods for obtaining PDPA-Ag nanocomposites have been
studied, and resulting hybrid coatings have been characterized. In addition, the
adaptive synthesis method for obtaining hybrid polymeric materials with online
electrochromic feedback has been proposed.

The proposed method expands capabilities for controlling the morphological and
structural parameters of the hybrid material by varying potential, duration and shape
of polarization pulses as well as the relaxation time between polarization cycles.

Splitting of the process into phases also allows one to obtain the mixed NPs, core-
shell and nanoalloy systems by replacing the metal containing precursor between
cycles. Proposed approach can be used for both optimization of the NPs and
nanocomposite preparation methods as well as fabrication of electrochemical and
optoelectronic devices.

References

1. Thummarungsan N, Pattavarakorn D (2014) Electrochromic performances of conductive
polyaniline copolymer. Int J Chem Eng Applications 2:176

2. Molapo KM, Ndangili PM, Ajayi RF, Mbambisa G, Mailu SM, Njomo N, Masikini M, Baker
P, Iwuoha EI (2012) Electronics of conjugated polymers (I): PolyanilineInt. J Electrochem Sci
7:11859

3. Folarin OM, Sadiku ER, Maity A (2011) Polymer-noble metal nanocomposites: Review. Int J
Phys Sci 21:4869



64 The Electrochromic Feedback Methods for Obtaining Nanoparticles. . . 843

4. Vyshnevska YP, Brazhnyk IV, Kudrya SO (2015) Nanoplasmonics, nano-optics, nanocompos-
ites, and surface studies. Springer International Publishing Switzerland, pp 125–133

5. Solomon SD, Bahadory M, Jeyarajasingam AV et al (2007) Synthesis and study of silver
nanoparticles. J Chem Educ 84:322

6. Brazhnyk IV, Vyshnevska YP, Kudrya SA, Rumiantsev DV (2015) The 7th international
conference on chemistry and chemical education “Sviridov Readings 2015”, April 7–11, 2015,
Minsk. p 63

7. Vyshnevska YP, Brazhnyk IV (2016) The 12th international meeting on electrochromism, ISE,
August 28 – September 1, 2016, Delft. p 107

8. Stratakis E, Kymakis E (2013) Nanoparticle-based plasmonic organic photovoltaic devices.
Mater Today 4:133



Chapter 65
Semiconducting and Optical Properties
of Compact Graphene-Like Nanoparticles
of Molybdenum Disulfide

Leonid M. Kulikov, N. B. Konig-Ettel, Lyudmila Yu. Matzui,
Antonina P. Naumenko, Tetyana A. Len, Iryna V. Ovsiienko,
and Vladimir I. Matzui

65.1 Introduction

Graphene-like nanoparticles (NPs) of 2H-MCh2 (M D Mo, W; Ch D S, Se;
structural type, 2H-¯ÑS2; «inorganic graphene-like nanoparticles») or correspond-
ing nanosheets Ch–M–Ch and nanocomposites (nanoheterojunctions) – graphene-
like 2H-MCh2/graphene – are perspective for creating new semiconducting 2D
nanomaterials [1–5]. Recently, in the result of intensive qualitative studies, 2D
nanomaterials have found new applications in nanoelectronics, nanooptoelectron-
ics, nanophotovoltaics, electronic memory devices, flexible electronic systems,
nanomembranes, photocatalysis on semiconducting nanoparticles, lithium sources
of current with high capacity, magnetic nanomaterials, nanosensors and nanobiosen-
sors, and nanomaterials for biomedical applications (see, e.g., [6–9]).

Until recently the changes in the properties of semiconducting graphene-like
nanoparticles of d-transition metal dichalcogenides 2H-MCh2 have been associated
with the decrease in the number of M–Ch–M layers. However, such 2D nanopar-
ticles, prepared by various preparative methods, are anisotropic in sizes, i.e., their
dimensions in the basal plane are much greater than their “thickness” of planar
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nanoparticles (at least by an order of magnitude or more). Therefore, it is reasonable
to suppose that the number of dangling bonds at the edges and, accordingly, the state
of the real surface of 2D nanoparticles, as well as structure-sensitive semiconducting
and optical properties, can be varied by changing the nanocrystal size in the basal
plane while preserving the number of M–Ch–M nanolayers, i.e., the thickness of
nanoparticles, constant.

One of the key problems that have beÈn studied insufficiently is the state of
graphene-like 2H-MCh2 nanoparticles, including molybdenum disulfide. Although
the researches in semiconducting properties of these were reported in a number
of well-known publications [10–12], the semiconducting property studies were
performed either for single nanolayers (e.g., the properties of field-effect transistors)
or for nanofilms produced by depositing nanoparticles on a substrate (used as
gas nanosensors). However, the compacted samples prepared by pressing (without
additional binders and annealing) are also of great interest, but, to our knowledge,
they have not been studied so far.

The investigation of temperature dependences of electrical conductivity for
compacted samples of graphene-like nanoparticles of molybdenum disulfide can
be used for comparative analysis in the study of processes and mechanisms
involved in two-dimensional conductivity of monolayer (bilayers), nanofilms, and
compacted samples in order to estimate the influence of surface states and degree
of conductivity anisotropy. It should be noted that in most studies of graphene-like
nanoparticles or nanolayers of molybdenum disulfide, only the number of S-Mo-
S layers (L D 1, 2, 3,...) has been taken into account, while their planar sizes
have not been controlled. This has led to a noticeably ambiguous interpretation
of experimental results. Therefore, the researches in electrical conductivity of
graphene-like molybdenum disulfide NPs with equal number of S-Mo-S layers
but significantly different sizes along the basal plane are of particular interest.
Since molybdenum disulfide micron powders have been successfully used in
practical applications in composite antifriction materials, this information can be
used for producing electrically conductive, radiation-resistant composite antifriction
nanomaterials based on graphene-like nanoparticles of molybdenum disulfide with
improved performance characteristics for space and terrestrial environments at high
and low temperatures.

The aim of this paper is to study the temperature dependences of electrical con-
ductivity (77–300 K), as well as optical properties (Raman spectra) of compacted
samples of graphene-like 2H-MoS2 nanoparticles in order to reveal the influence of
the size of basal planes and number of layers on their properties.

65.2 Experimental Procedure

Graphene-like nanoparticles of 2H-MoS2 were synthesized from the original ele-
ments by the method of low-temperature chemical vapor deposition (CVD) under
controlled kinetic characteristics of the interaction [13]. Nanosynthesis of 2H-MoS2
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was implemented by the mechanism vapor–liquid–solid in self-oscillating tempera-
tures. The flat 2H-MoS2 NPs with a limited number of individual layers were formed
by self-assembling S–Mo–S monolayers. To control the growth of nanoparticles in
size, the additional annealing in vacuum (	1 10�3 Pa, 820–1120 K) was used [14].

X-ray studies were performed on an automated powder diffractometer HZG-4A
(Cu–K’ radiation) using full-profile analysis (Ritfeld method) and software package
of structural calculations WinCSD. The average sizes of anisotropic nanoparticles
in crystallographic directions [013] and [110] were determined by the method of
X-ray line broadening (Scherrer formula) taking into account the possible impact of
crystal structure distortion (Stokes’ formula). Because of nanoparticles’ anisotropy,
we used the X-ray standard for reflex [013] and [110], which allows us to describe
the function profiles more accurately comparing to the data for calculating the
average size of quasi-spherical particles. The corresponding computer calculations
of the nanoparticle average sizes in crystallographic directions [013] and [110] were
performed with a package of advanced software WinCSD [15].

Scanning electron microscopy (SEM) of the samples was performed on JEOL
JSM-820 Scanning Microscope, and transmission electron microscopy (TEM) was
performed on JEM 100CXII.

The samples were compacted by cold pressing of 2H-MoS2 powders by applying
equilateral pressure (1–1.5) 104 N and using a parallelepiped mold with the
dimensions of 3 � 15 � 2 mm3. The porosity of the samples was about 20%.

The research in electrical resistance of the samples was carried out by the
standard four-probe technique in the temperature range 77–293 K [16–18].
The dependences of the electrical resistance from temperature for graphene-like
2H-¯ÑS2 and micron powder of natural 2H-¯ÑS2 (for comparison) were studied
by standard procedure (direct current, computer-controlled equipment).

Raman spectra were detected by an automated double spectrometer DFS-24
(“LOMO,” Russia), which was equipped with a cooled photomultiplier and reg-
istration system that operates in a photon-counting mode. The experiments used
backscattering geometry. As a light source, a linearly polarized, cylindrical focused
488 nm ArC-laser was used. A particular wavelength of ArC-laser was selected by
a prism located outside the laser resonator, and a cylindrical lens was used to focus
light in a 10x0.1 mm2 spot.

65.3 Results and Discussion

According to X-ray studies and electron microscopy, the synthesized anisotropic
2H-MoS2 NPs are homogeneous by chemical composition (MoS2), structural type
2H-MoS2, and type of nanostructures (2D, “inorganic graphene-like nanoparti-
cles”), have small sizes in crystallographic direction [013] (	1 nm), and do not
contain extraneous impurity phases, including amorphous and other nanostructures.
The average sizes of anisotropic 2H-MoS2 NPs are interconnected and effectively
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controlled in a wide range in the subsequent annealing process. The temperature
(820–1120 K) has the dominant effect on the growth of anisotropic nanoparticles,
while the effect of annealing time (10–60 h) is not essential. As the annealing
temperature increases from 820 K to 1120 K, the exponential increase of nanoparti-
cle size along directions [013] and [110] is observed at that the dominant growth
occurs in [110] direction: d[013] D 2.7 (2) �4.7 (2) nm, d[110] D 8.5 (4) �53
(3) nm. With decreasing the size of 2H-MoS2 nanoparticles, the parameter c of
elementary cells increases linearly in the [013] direction, while for [110] direction
an exponential growth of the parameter is observed. Parameter a of elementary cells
linearly decreases in the [013] and [110] with decreasing of the sizes of 2H-MoS2

nanoparticles (obtained value of parameter a in this case as a rule less than the
value of parameter a in the micron powder). It is estimated that the number of
nanolayers S–Mo–S in the direction of the Z axis is 4–8 for annealing temperature:
820–1120 K.

According to the goals of our work, we used the samples in which nanoparticles
had almost the same number of layers (n D 6–8) but were significantly different
in sizes along the basal plane [110] (17 (1), 43 (3), 53 (3) nm) (see Table 65.1).
For comparison the temperature dependences of electrical conductivity and Raman
spectra for micron powders of natural molybdenum disulfide (see Table 65.1) were
used.

The results of scanning electron microscopy of graphene-like 2H-MoS2 NPs are
shown in Fig. 65.1. It can be seen that 2H-MoS2 nanoparticles tend to agglomerate,
which results in the formation of lamella agglomerates.

The temperature dependences of normalized resistance R/R293K(T) for all the
samples at room temperature are presented in Fig. 65.2. One can see from Table 65.2
that for microdisperse sample 1 the resistance is rather high, while for samples 3 and
4 it is 102–104 times lower. It is worth mentioning that for these samples, which have
similar sizes of nanoparticles in crystallographic directions [110], the temperature
dependences of resistance R/R293K(T) are similar although these samples have
different number of layers.

Table 65.1 X-ray data of graphene-like 2H-MoS2 nanoparticles

Unit cell
parameters, nm

Average sizes of
nanoparticles for
[013] and [110]
crystallographic
directions, nm

Compound Sequence number a c d[013] d[110] Number of layers

2H-¯ÑS2 1 0,31,601(1) 1,22,984(6) >200 >200 –
2 0,31,621(4) 1,2294(7) 4.2(2) 17(1) 6
3 0,31,600(5) 1,2255(7) 4.7(2) 43(3) 8
4 0,31,622(5) 1,2254(8) 3.9(2) 53(3) 6
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Fig. 65.1 SEM image of graphene-like 2H-MoS2 nanoparticles

It is known that the conduction mechanism in disordered semiconductor mate-
rials can be hopping conduction with variable hopping range. The temperature
dependence of resistance in this case is described by equation [19]:
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Fig. 65.2 The temperature dependence of the resistance R/R293K(T) for all samples: –sample

#1, –sample #2, –sample #3, –sample #4

Table 65.2 Parameters of
electrical resistance of
samples

Sample �77, ±hm�m �293, ±hm�m �77/�293 T0, K

Sample #1 >>3�108 5,9�104

Sample #2 1,7�108 2�102 5,1�105 1,3�106

Sample #3 8�103 6 1,3�103 6,3�105

Sample #4 6�103 1,7 3,5�103 8,3�105

where

T0 D ˇ

ad
lockBN .EF/

; (65.2)

n is a constant depending on dimension, aloc is the localization radius of electron
wave function, d is the movement dimension of the current carriers, n D 1 C d, kB

is the Boltzmann constant, and N(EF) is the density of states at the Fermi level. The
experimental data are well described by formula (65.1) with d D 2.

Figure 65.3 shows the temperature dependence of the resistance logarithm for
axes ln[¡(T)] D f (T�1/3) for 2H-MoS2 samples in temperature range 80–300 K.
As seen from Fig. 65.3, the samples with nanosized particles display a linear
dependence of resistance in these axes, which indicates that they can be described
by the theory of 2D hopping conductivity with variable hopping length. The
physical sense of hopping conduction is electron tunneling between localized states
accompanied by energy exchange with phonons. The variable hopping length means
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Fig. 65.3 The temperature
dependence of the electrical
resistance of samples, rebuilt
in the coordinates
ln¡ D f(T-1/3) for (a) the
micron powder sample #1,
(b) sample #2, (c) sample #3,
(d) sample #4

tunneling over long distances with small change in energy or over a small distance
with a large change in energy. In other words, when the temperature becomes
energetically favorable, the tunneling takes place over long distances.

The increase of nanoparticle average sizes both for crystallographic directions
[013] and [110] leads to the formation of 3D structure, and, as a result, the
experimental dependences ¡(T) for the samples with micron-sized particles do not
follow formula (65.2) for 2D hopping conductivity.

From dependences ln¡D f (T–1/3), the parameters of T0 have been obtained (Table
65.2). As it is seen from formula (65.2), parameter µ0 depends on the sample
morphology, density of electronic states at Fermi level, and localization radius. The
analysis of data from Table 65.2 shows that parameter T0 is almost independent
of the number of layers, but it depends on the sizes of sample basal planes. For
samples 3 and 4, the values of T0 are practically identical, which indicates that the
values of localization radius aloc and the density of states at the Fermi level for these
samples are of the same order. With the decrease in nanoparticle sizes, T0 increases
essentially, which could be connected basically with the decrease in the localization
radius aloc of electron wave function.

Raman spectroscopy was used for additional structural certification and study of
vibrational and electronic properties of graphene-like 2H-MoS2 NPs. For compari-
son, Fig. 65.4 presents the Raman spectra of graphene-like 2H-MoS2 NPs (see Table
65.1) and 2H-MoS2 micron powders, which were normalized and vertically offset
for vividness. For micron 2°-MoS2 powder, both modes are observed, the in-plane
E1

2g mode at 383 cm�1 and out-of-plane mode A1g at 409 cm�1 (see Fig. 65.4, curve
1), which is in good agreement with the previous studies [20–26]. The closeness of
the Raman spectra for micron powder and graphene-like 2H-MoS2 NPs shows the
homogeneity of the latter, which confirms the results of our previous X-ray and
electron microscopic studies.
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Fig. 65.4 Raman spectra of
graphene-like 2H-MoS2

nanoparticles (curves 2–4)
and micron particles of
natural 2H-MoS2 (curve 1),
obtained at room temperature
with excitation of ArC-laser
(488 nm). Numbers of curves
correspond to the numbers of
samples from Table 65.1

For micron 2°-MoS2 powder, the spectral position of these modes was found to
shift to 376 cm�1 and 402 cm�1, respectively. A number of low-intensity bands in
the spectral range 240–300 cm�1 (curve 1, Fig. 65.4) were found. These bands are
shifted to 283 cm�1 (curve 3, Fig. 65.4) and 285 cm�1 (curves 2 and 4, Fig. 65.4)
depending on the average sizes of graphene-like 2H-MoS2 nanoparticles. In this
way, we have found that the shifts in the Raman spectra of graphene-like 2H-MoS2

nanoparticles depend on nanoparticle size in crystallographic direction [110], i.e.,
the shifts are due not only to the number of S–Mo–S nanolayers but also to the
nanoparticle sizes.

In general, the results of Raman studies indicate significant impact of anisotropy
of grapheme-like 2H-MoS2 NP sizes, in particular, in the direction [110] under
constant number of S–Mo–S nanolayers, on the formation of the structure-sensitive
optical properties and, accordingly, the characteristics of the semiconductor as a
whole.

65.4 Conclusions

It has been found that the compacted samples of graphene-like 2H-MoS2 nanopar-
ticles display semiconductor type of conductivity (n-type) which correlates with
nanoparticle sizes, in particular with size (17–53 nm) along the basal plane [100] at
a constant number of nanoparticle S–Mo–S nanolayers (n D 6–8). The mechanism
of conductivity is supposed to be hopping conduction for 2D case.

The results of Raman studies indicate significant impact of anisotropy of
2H-MoS2 NP sizes, namely, in the direction of [110], on the vibrational properties
and accordingly the characteristics of semiconductor as a whole.
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Chapter 66
Dielectric Properties of Nanocarbon Polymer
Composites with Binary Filler

M. S. Melnychenko, Yu. S. Perets, L. L. Aleksandrovych, L. L. Vovchenko,
O. A. Lazarenko, and Lyudmila Yu. Matzui

66.1 Introduction

In recent years, due to the extensive development of microelectronic devices,
telecommunication systems, and cellular and satellite communications, which are
working in radio frequencies, there was a problem of electromagnetic (EM)
pollution. This pollution, also known as EMI [1] (electromagnetic interference),
can lead to reducing in performance of electronic devices (noise, degradation,
etc.) and to a negative impact on human health [2, 3]. So, the development of
efficient protection against deleterious influence of radio frequency electromagnetic
radiance (EMR) on electronic equipment as well as on human organism is seen to
be a problem of special importance [4–6]. Total shielding effectiveness (SET ) is
determined by absorption loss, reflection loss, and multiple reflections in the shield
material, which are functions of its magnetic permeability and dielectric permittivity
[7]. SET can be improved by increasing the thickness of the screen [8], but often it
is problematic. Fields of the application of shielding materials cause a number of
requirements to them: they should be thin, flexible, corrosion and mechanical stress
resistant, and not expensive in manufacturing. Traditionally metals and composites
based on them are used as EMI shields. Such materials are simple, convenient,
and cost-effective solution [9, 10]. However, metallic shields possess the essential
shortcomings such as heavy weight and low corrosion resistance.
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Different polymers have found a wide application in the manufacture of
microwave absorbing materials, because of their flexibility, increased processability,
good mechanical properties, and high resistance to impact of the environment.
However, most polymers are completely transparent to electromagnetic radiation in
the microwave frequency range. For this reason, the polymer-based microwave
absorbing materials consist of a polymer matrix and electromagnetic wave
absorbents [11, 12].

Polymer CMs with conductive filler are the new alternative candidate for
electromagnetic interference (EMI) shielding, because of their unique properties,
such as lightweight, low cost, good processability, and tunable conductivities over
a wide range [13, 14]. However, there is a problem of requiring a large amount
of filler. Theoretically, the critical concentration or percolation threshold ®Ô for
spherical, randomly dispersed filler (e.g., carbon black, metallic particles, and
conducting polymer particles) is approximately 10–20 vol%, which is close to the
percolation value of ®Ô	 16 vol% predicted by the classical percolation theory
[15, 16]. Carbon nanotubes (CNTs), graphene, and graphite nanoplates (GNPs)
have gained great attention worldwide owing to their high aspect ratio, excellent
mechanical and electrical properties, as well as outstanding thermal performance
[17, 18]. Unfortunately, their extreme agglomeration behavior during processing
in host polymers generates the relatively high ®Ô. The CMs with high ®Ô always
suffer from various drawbacks: high melt viscosities, low economic affordability,
and inferior mechanical properties (esp. for ductility and toughness) [19, 20].
Therefore, decrease of ®Ô efficiently has become a long-standing major topic during
the fabrication of high-performance polymer CMs.

Dielectric properties and shielding effectiveness of CMs are widely studied in
numerous works, but often they are investigated only in a limited frequency range.
Particularly, in [21] the authors investigate the effect of different carbon-based nano-
and microfillers on the electromagnetic performance of polymer composites in the
frequency range from 8.2 to 18 GHz only. In another work [22] dielectric property
of BaTiO3/polymer composites was investigated at frequencies from 100 Hz to
10 GHz. In work [23] authors performed the dielectric spectroscopy of short carbon
fiber/silica composite in the frequency range from 8.2 to 12.4 GHz. In 2013 Y. Feng
et al. published [24] results of the influence of BaTiO3 nanowires on the dielectric
properties under the frequencies 10�2–107 Hz. So, study of the dielectric properties
of the CMs with conductive filler in a wide microwave range is still an actual task,
which was one of the objectives of this work.

Recently, there is a new tendency to add a two or three types of conductive
filler to a polymer matrix to improve the electric and thermal conductivities of
binary composites [25–29]. For example, Tang’s group found that the addition
of multiwalled carbon nanotubes (MWCNTs) in carbon black (CB)/epoxy resin
composites enhanced the electrical conductivity of composites, and the percolation
threshold appeared when the ternary composite had 0.2 wt.% MWCNTs and
0.2 wt.% CB; however, the percolation threshold of CB/epoxy resin composites was
0.6 wt.%; in addition, the flexural stress and impact fracture toughness of the ternary
composite with 0.2 wt.% MWCNT and 0.2 wt.% CB were higher than those of the
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binary composite with 0.4 wt.% MWCNT or with 0.4 wt.% CB [25]. Yu’s group
prepared MWCNTs–graphite nanosheets (GNSs)/epoxy resin composites and found
that with the same content of the fillers, the ternary composite had higher thermal
conductivity than GNSs/epoxy composite [27].

These interesting results show that multicomponent composites have advantages
in mechanical properties and electric and thermal conductivities. Also the possibility
of the addition of magnetic nanoparticles to the composite with a conductive
(particularly, nanocarbon) filler is actively studied. Thus, in work [30] electro-
magnetic properties were investigated in the frequency range of 12.4–18 GHz
of the barium ferrite decorated with reduced graphene oxide (BaFe12O19/RGO)
nanocomposite. The presence of BaFe12O19 nanoparticles in the nanocomposite
enhances the space charge polarization, natural resonance, multiple scattering,
and the effective anisotropy energy leading to a high electromagnetic interference
shielding effectiveness of 32 dB (	99.9% attenuation) at a critical thickness
of 3 mm. In [31] it had been shown that PS/TGO/Fe3O4 composites exhibit
obviously improved EMI shielding effectiveness in comparison with one of PS/TGO
composite. The EMI shielding effectiveness of PS/TGO/Fe3O4 composite is more
than 30 dB in the frequency range of 9.8–12 GHz with 2.24% of graphene only.

The interesting alternative to using metallic filler is hybrid nanocarbon fillers,
including expanded graphite–MWCNTs or GNPs/MWCNTs. In [32] authors
describe dielectric behavior of expanded graphite (EG)–MWCNTs/cyanate ester
(CE) composites. The ternary composites exhibit dielectric properties significantly
different from the EG/CE and MWCNTs/CE binary composites, showing an
obvious synergistic effect between EG and MWCNTs. The addition of EGs not
only improves the dispersion of MWCNTs in the resin matrix but also helps to form
conductive networks. However, the research mentioned above is carried out in the
low frequency range (from 102 to 106 Hz), and we are interested in microwave
range investigations. In work [33] authors investigated polypropylene/carbon
nanotubes/exfoliated graphite nanoplatelets (PP/CNTs/xGNPs). An EMI SE of
36.5 dB at 1250 MHz was measured for the 80/10/10 wt % PP/CNTs/xGNPs
composite; its sound transmission loss was more than 5 dB higher than that for pure
PP at low frequencies (520–640 Hz). In [34] the synergistic effect of combining
different carbon fillers on composite SE was also observed, but measurements
were done at separate frequencies: 30, 100, 200, 300, 400, 500, 600, 700, 800, and
1000 MHz.

The main idea of the present paper is to identify the synergistic effect of using
the combination of nanocarbon fillers with different structure and morphology
on the electrodynamic properties and shielding effectiveness of polymer–carbon
composite materials in wide frequency range. The dielectric properties and shielding
effectiveness of CMs with ordinary nanocarbon filler (MWCNTs or GNPs) and
binary filler (GNPs C MWCNTs) were investigated in a frequency range from 1
to 50 GHz.
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Table 66.1 Main physical
properties of epoxy L285

Density (at 25 ı´) 1.18�1.23 g/cm3

Viscosity (at 25ı´) 600�900 mPa�s
Epoxy equivalent 165–170
Epoxy number 0.59�0.65

Table 66.2 Main physical
properties of hardener H285

Density (at 25ı´) 0.94�0.97 g/cm3

Viscosity (at 25ı´) 50�100 mPa�s
Amine Number 480�550 mg -±°/g

66.2 Materials and Experimental Details

In order to establish the effect of concentration and type of filler on the dielectric
and shielding properties of nanocarbon polymer composites, the samples of epoxy
(L285)/nanocarbon (MWCNTs, GNPs, MWCNTsC GNPs) have been prepared.

Epoxy resin L285 (LangeCRitter GmbH, Germany) has been used as a polymer
matrix. In the initial state, this polymer has two components: liquid epoxy resin and
appropriate hardener H285. Main physical properties of epoxy L285 and hardener
H285 are presented in Tables 66.1 and 66.2.

The following substances were used as fillers in the investigated composites:

• MWCNTs (Cheap Tubes Inc.), which were obtained by catalytic chemical vapor
deposition (purity 	90%). Dimensions of these MWCNTs are the following:
outer diameter d D 10�30 nm and length lD 10�30 �m.

• GNPs, which were obtained from ultrasonic dispersion (USD) of expanded
graphite (EG). To produce GNPs as liquid media for USD of EG, we used
distilled water. USD process lasted for 30 hours in the ultrasonic bath BAKU
9050 with power 50 W and frequency 40 kHz. After that, dispersed GNPs are
dried at room temperate until complete evaporation of water.

• Binary fillers, which consist of MWCNTs and GNPs with different relative
concentrations.

SEM images of fillers that we used in this work are presented in Fig. 66.1.
CMs with epoxy polymer matrix and nanocarbon fillers were prepared by the

following schemes.
For the first step, epoxy L285 was mixed with acetone to reduce viscosity.

Then we add nanocarbon filler in appropriate mass ratio (depending on required
concentration) stirring constantly. The next step is USD in ultrasonic bath during
30 min for GNPs and 60 min for MWCNTs. Finally, the resulting mixture was
poured into molds for consolidation.

The samples of epoxy L285–GNPs (0.5, 1, 2 wt.%) and epoxy L285–MWCNTs
(0.5, 1.5, 2, 3 wt.%) were prepared by this scheme.
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Fig. 66.1 – SEM images of fillers: GNPs (Ã), MWCNTs (b)

Polymer CMs with hybrid fillers were prepared by the following scheme. First,
MWCNTs were added into the pre-diluted epoxy, followed by the ultrasonic
dispersing of this solution during 1 h. Then, GNPs were added to this system and
the obtained mixture was dispersed for 30 min. Finally the resulting mixture was
poured into molds for consolidation.

According to the scheme mentioned above, we received samples of CMs
with hybrid (GNPs C MWCNTs) fillers with different relative concentrations of
components (0.5 wt.% GNPs and 0.05, 0.15, 0.5, 0.75 wt.% MWCNTs).

The values of conductivity ¢ and percolation threshold ®c of developed CMs
were obtained under investigation of concentration dependences of dc conductivity
[35].

It should be mentioned that in our series of samples the concentrations of the
filler in the CMs with GNPs are less than the critical concentration (percolation
threshold) (®c GNPsD 3.8 wt . %; see in Table 66.3) and therefore all investigated
samples of CMs with GNPs are described by the system of conductive isolated
particles in the dielectric matrix. Otherwise, in CMs with CNTs, the concentration
of filler is higher than percolation threshold (®c MWCNTs0.25 wt . %), and in these
samples the formation of the conductive chains is observed. The interval of the
filler concentration in CMs with binary fillers is 1 wt . % �®c� 1.25 wt . %.
Accordingly, CMs with binary filler with ®/®cD 0.42 , 0.5 , 0.77 can be described
as a system of isolated conductive particles in dielectric matrix and CMs with
®/®cD 0.96 as a system with conductive chains.
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Table 66.3 Conductive characteristics of studied CMs

Type of filler c, wt.% ¢ , Omh�1 ®/®c

GNPs 0.5 1.06*10�9 0.13
®c D 3.8 wt.% 1 1.46*10�8 0.263

2 1.49*10�7 0.526
CNTs 0.5 4.9*10�6 2
®c D 0.25 wt.% 1.5 2.5*10�5 6

2 3.47*10�5 8
3 3.7*10�5 12

GNPs C CNTs 0.5 C 0.05 3.16*10�8 0.423
®c D 1.3 wt.% 0.5 C 0.15 6.54*10�8 0.5

0.5 C 0.5 3.97*10�7 0.77
0.5 C 0.75 2.86*10�5 0.96

Fig. 66.2 The measurement
scheme of dielectric spectra.
Coaxial line and sample

66.3 Experimental Details

66.3.1 Measurements

The complex permittivity ("
0

, "00) spectra were measured by a vector network ana-
lyzer (Keysight Network Analyzer N5227A) using a coaxial transmission–reflection
method in the frequency range of 1–50 GHz. Samples for the investigations were
prepared in the toroid shape. The toroids tightly fit into the coaxial measurement
cell. The cell (Fig. 66.2) has 0.803 mm inner diameter and 1.85 outer diameter. Full
two-port calibration was initially performed on the test setup in order to remove
errors due to the directivity, source match, load match, isolation, and frequency
response in both the forward and reverse measurements. The complex permittivity
("r) is determined from the scattering parameters using the Nicolson models.

66.3.2 Microwave Shielding Properties

Interaction between EMR and CMs is determined by the attenuation of EMR on its
propagation path through the waveguide with the CMs sample. EMR absorption (A)
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and reflection (R) indexes are related themselves and with EMR transmission (Tr)
index by power balance equation [36]:

1 D RC AC Tr (66.1)

RDjER/EIj2, TrDjETr/EIj2, ER, ET , EI are the values of electric field of reflected,
transmitted, and incident waves, respectively.

And, accordingly, reflection loss (RL) and shielding effectiveness (SET ) (in dB)
are determined as

RL D 10 log R (66.2)

and

SET D 10 log Tr (66.3)

The power balance equation for frequency dependences of the shielding effec-
tiveness parameters registered in regime of metal-backed plate transforms to the
form RCAD � 1.In regime of matching loading, the equation is 1DRCACTr.

66.4 Results and Discussion

66.4.1 Dielectric Properties

In order to evaluate the influence of nanocarbon filler concentration on the dielectric
constants of the epoxy-based composites filled with GNPs, MWCNTs, as well
as GNPs/MWCNTs, the frequency dependences of real and imaginary parts of
permittivity were studied over a broad frequency range (1–50 GHz).

The frequency dependences of real ("
0

) and imaginary ("00) parts of permittivity
have been presented in Figs. 66.3, 66.4, and 66.5 for GNPs/L285, MWCNTs/L285,
and MWCNTs/GNPs/L285, respectively, for different contents of the fillers. It
is clear that both real ("

0

) and imaginary ("00) parts of the complex permittivity
increased with increasing the filler content, in the frequency range of 1–50 GHz,
but decreased slowly with increasing frequency for composites with low filler
concentration (<1 wt.%). However, the absolute value of "

0

, "00 increases with
increasing concentration of filler regardless of the type of filler. With increasing
concentration of filler in CMs, regardless of the type of filler, there is a maximum
on spectrum "00, which coincides with relaxation "

0

.
Figure 66.6a, b presents the dependences of the dielectric constants ("

0

, "00)
from filler content at 20 GHz. The synergistic effect is revealed in the dielectric
constants for composites with binary fillers in comparison with the composites
with single fillers: "

0

in CMs with binary filler is greater than in CMs with same
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concentration of single filler. In composites with low filler content, "00 shows
intermediate values between the values "00 in CMs with a binary filler and CMs
with the same concentration of MWCNTs or GNPs. However, when concentration
of hybrid filler approaches ®c (0.5 wt.% GNPsC0.75 wt.% MWCNTs), "00 becomes
higher than "00 in CMs with the appropriate concentration of single filler.

It is known that dielectric loss mechanisms of the CMs with conductive particle
are mainly caused by deflection of dipole and interfacial polarization [37]. The "

0

of composites depends on the configuration and internal fraction structure, which
is proportional to the quantity of charge stored on the surface when the composites
expose to electric field. The increase of the concentration of GNPs in polymer matrix
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Fig. 66.6 Concentration dependencies of the real (a) and imaginary (b) parts of the complex
dielectric permeability of the CMs L285/MWCNTs/GNPs

leads to the formation of more interfaces in CMs, which certainly increased the "
0

of such CMs.
On the other hand, the main factor affecting the "00 is the interfacial polarization

when a sample is filled with low content of GNPs/MWCNTs. When the concen-
tration of binary filler is near the percolation threshold, the conductive chains are
formed in this composite, and the conductivity sharply increased which also can
affect the values of the "00 of such composites. The higher the electrical conductivity,
the higher values of "00 are observed, as it is seen in Fig. 66.6b. Thus, it is reasonable
that the higher complex permittivity (both the "

0

and "00) can be obtained when the
composites filled with higher content of GNPs/MWCNTs.
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66.4.2 The Influence of the Type and Concentration
of Nanocarbon Filler on Shielding Characteristics
of Nanocarbon–Epoxy Composites

The EMI shielding effectiveness (SET ) of a material is defined as the ratio between
the incoming power and outgoing power of an electromagnetic wave. In general,
SE is expressed in decibels (dB). In this study, the EMI shielding effectiveness of
polymer (L285) composites with different nanocarbon fillers was investigated in
broadband region (1–50 GHz), and synergistic effect in shielding properties in CMs
with hybrid filler according to CMs with ordinary fillers was found.

EMI shielding effectiveness was calculated as follows (4), which are described
in [38, 40]:

SET D �20 log

ˇ̌
ˇ̌ 1
4n

ˇ̌
ˇ̌ � h.1C n/2 � e� �l � .1 � n/2 � e� �li (66.4)

Here n is the complex refractive index, � D˛C iˇ is the electromagnetic wave
propagation constant, and l is the thickness:

˛ D 2�

�
� p"0 �

r
.0:5/ �

�p
.1C tg2ı/ � 1

�
;

ˇ D 2�

�
� p"0 �

r
.0:5/ �

�p
.1C tg2ı/C 1

�

Figure 66.7 shows the SET spectra of composites with different contents of
GNPs/MWCNTs with the thickness of 1 mm in broadband frequencies (1–50 GHz).
As it can be seen from figures, SET weakly depends on frequency, and the exclusion
is CMs with high concentration of nanocarbon fillers. Thus, the transmission
decreases with increasing concentration of filler.

Figure 66.8 shows the dependence SET values on the concentration of filler
(in the case of binary filler, summary concentration) at a frequency 20 GHz. The
synergistic effect in shielding effectiveness is clearly observed for the composites
with concentrations near the percolation threshold (1 and 1.25 wt.%). Figure 66.8b
presented concentration dependence SET in units ®/®c, i.e., in conventional units
filler concentration to the critical concentration of the CMs with the appropriate
type of filler.

One can conclude that good shielding properties of investigated MWCNTs–
Larit285 CMs are primarily connected with low value of ®c in these composites.
Otherwise, the composites with GNPs demonstrate high value of SET at concen-
trations lower than ®c GNPs for these CMs. In other words in these composites high
value of SET is achieved mainly due to good dispersion of GNPs in a polymer matrix
and high level of interfaces. This allows assuming that synergistic effect on shielding
effectiveness in CMs with binary filler appears due to different contributions of
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Fig. 66.7 Spectra of SET for different types of nanocarbon fillers: (a) CNTs, (b) GNPs, (c) binary
filler (CNTs C GNPs)

each individual filler. GNPs particles are well dispersed in polymer matrix that
provide the formation of high interfaces which certainly increase the "

0

. MWCNTs
form the conductive networks under low concentration. The addition of GNPs to
a polymer containing MWCNTs not only improves the dispersion of MWCNTs in
the polymer matrix but also creates the additional bridges connecting MWCNTs,
making it easier to form a full conductive network in composites and increase the
electrical conductivity and consequently shielding effectiveness.
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66.4.3 Wave-Absorbing Properties

The wave-absorbing ability of CMs was also investigated. In the theory, the incident
microwave in regime of metal-backed plate was divided into two parts (5), the
reflected microwave and the absorbed one:

Pin D PR C PA

RL D 10 log PR=Pin

A D 10 log PA=Pin

(66.5)

where Pin is the power of the incident wave, PR is the power of the reflected wave,
PA is the power of the absorbed wave, and RL and A are the reflection and the
absorption losses, respectively, measured in decibels (dB). Here the microwave
absorbing efficiency can be evaluated from RL. The larger the absolute value of
RL, the stronger will be the wave-absorbing ability.

It is known that when the electromagnetic wave propagates through the medium,
the reflectivity is affected by many factors, and not only by sample thickness. It also
depends on permittivity, permeability, and electromagnetic wave frequency. In order
to investigate the possibility to widen the range of strong absorption and increase the
absorbing peak value for the composites with low concentration of nanocarbon filler,
we simulated RL (dB) by applying the transmission line theory. RL of EMR under
normal wave incidence at the surface of a single-layer material backed by a perfect
conductor can be defined as [41]

RL D 20 log

ˇ̌
ˇ̌ Zin � Z0
Zin C Z0

ˇ̌
ˇ̌ (66.6)
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where Z0 D
p
�0="0 is the characteristic impedance of free space and Zin Dp

�0�="0"
�
tanh

�
i � 2� f

p
�0�"0"d

��
is the input impedance at the interface of free

space and material.
RL has been simulated for the MWCNTs/polymer nanocomposites (NCs) with

different concentrations of filler and different sample thicknesses using experimen-
tal data for "

0

and "00. In our simulations we neglected the contribution of magnetic
loss and permeability of composites into microwave absorption. We manually set
�

0 D 1 and �00D 0 . As shown in [41], the value of the magnetic tangent loss is
very small for MWCNTs/epoxy NCs, and the dielectric loss tangent is much larger
than the magnetic loss tangent for NCs with different MWCNT contents. Thus, we
supposed that the main contribution in the microwave absorption should be made
by the dielectric loss.

Theoretical spectra of RL for CMs (thickness d D 1 mm) vs filler concentration
are presented for all types of investigated fillers (Fig. 66.9). It is shown that in CMs
RL peak value grows with increasing of filler concentration. The greatest RL value
is�59.2 dB (near 99.9% of absorption) for CM with 3 wt.% CNT at 29.5 GHz. Also
Fig. 66.9 shows the increase in frequency bandwidth at high level of RL (for analysis
we use RL < �10 dB). The best result was observed in sample with 2 wt.% GNPs,
where RL < �10 dB from 20 GHz to end of investigated frequency range (50 GHz).
These are amazing results, for example, in [41] natural rubber-based composites
with carbon–silica hybrid fillers showed just near 3 GHz bandwidth (RL < �10
dB) and RL peak value near -19dB at 1 GHz in natural rubber/CB composite; in
another work [42] the highest result of reflection loss peak is near -12bd for 1.5 wt.%
GNSs/0.5 wt.% MWCNTs with the thickness of 3.5 mm and bandwidth less then 2
GHz where RL < �10dB.

However, interesting results are observed in the CMs with binary filler. If
the summary filler concentration is no more than 1 wt.% (0.5 wt.% MWCNT
C0.5 wt.% GNPs), peak RL value is more than in samples filled with GNPs and
smaller than in samples filled with carbon nanotubes at relevant concentrations (Fig.
66.10a). However, in the sample with total concentration of binary filler 1.25 wt.%
(0.75 wt.% MWCNTs C0.5 wt.% GNPs), value of RL extremely grows higher
than in CMs with both types of fillers with the same concentrations. This allows
speaking about the presence of synergistic effect on absorbing properties in the
CMs with binary nanocarbon fillers (GNPs C MWCNTs) compared to CMs with
single fillers (GNPs or MWCNTs). Synergistic effect and a sharp improvement
absorbing properties in the CMs with binary nanocarbon filler correlated to converge
the percolation threshold, which in these composites is at a concentration 1.3 wt.%
(0.8 wt.% MWCNTsC 0.5 wt.% GNPs) [35].
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Fig. 66.9 Frequency dependencies of RL in CMs with different filler concentrations: (a) CNT, (b)
GNP, (c) binary filler

66.5 Conclusions

The electromagnetic and microwave absorbing properties of nanocarbon–epoxy
Laritte 285 composites filled with GNPs and MWCNTs, as well as ternary CMs
filled with GNPs and MWCNTs simultaneously, were studied as a function of
frequency and fillers’ weight content. It was shown that the values of "

0

, "00increase
with filler content increase for all investigated composites.

It was revealed that under transition from CMs with single (MWCNTs, GNPs)
to CMs with binary filler (MWCNTsC GNPS) composites, the synergistic effect in
behavior of real part of dielectric permittivity in the whole range of frequency and
concentration took place. Meanwhile the synergistic effect in behavior of imaginary
part of dielectric permittivity was observed only when the concentration of fillers in
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Fig. 66.10 Concentration dependencies of RL peak value (a) and bandwidth at RL < �10dB (b)

composite with binary filler was larger than critical. Studies of microwave absorbing
properties have shown that minimum reflection (	33 dB) and bandwidth at �10 dB
for composite with 0.5 wt.% GNPs and 0.75 wt.% MWCNTs in epoxy Laritte 285
were achieved at 28 GHz (thicknesses 1 mm) that is 1.5 and 3.5 times higher than
bandwidth at �10 dB for polymer–epoxy composites with 1.25 wt% MWCNTs and
1.25 wt% GNPs, respectively. So, the obtained results demonstrate that it is possible
to adjust the properties of the composites, including the dielectric permittivity,
shielding effectiveness, and microwave absorbing by a proper combination of
nanocarbon fillers with different structure and morphology due to the synergistic
effect of using binary fillers.
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