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Biological Relevance of Network Architecture

Ioannis Gkigkitzis, Ioannis Haranas, and Ilias Kotsireas

Abstract Mathematical representations of brain networks in neuroscience through
the use of graph theory may be very useful for the understanding of neurological
diseases and disorders and such an explanatory power is currently under intense
investigation. Graph metrics are expected to vary across subjects and are likely
to reflect behavioural and cognitive performances. The challenge is to set up a
framework that can explain how behaviour, cognition, memory, and other brain
properties can emerge through the combined interactions of neurons, ensembles
of neurons, and larger-scale brain regions that make information transfer possible.
“Hidden” graph theoretic properties in the construction of brain networks may
limit or enhance brain functionality and may be representative of aspects of
human psychology. As theorems emerge from simple mathematical properties of
graphs, similarly, cognition and behaviour may emerge from the molecular, cellular
and brain region substrate interactions. In this review report, we identify some
studies in the current literature that have used graph theoretical metrics to extract
neurobiological conclusions, we briefly discuss the link with the human connectome
project as an effort to integrate human data that may aid the study of emergent
patterns and we suggest a way to start categorizing diseases according to their brain
network pathologies as these are measured by graph theory.
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1 Graph Theory

Graph theory may be very useful in neuroscience as a framework for the non-
invasive exploration of the topological organization of brain connectivity both
locally and globally [1]. Brain network graphs are composed of nodes representing
regions or voxels and edges representing structural or functional connectivity among
the nodes. Graphs can be undirected or directed, unweighted or weighted, and there
exist several network metrics that can be used to study the structure and dynamics
of networks [2] and to reveal brain network patterns intrinsically represented in
the brain, and identify neural substrate relationships between intranetwork and
internetwork activity during rest or/and task. The use of imaging modalities, such as
structural MRI, diffusion MRI, functional MRI, and EEG/MEG, etc. He and Evans
[3] is a requirement for the extraction of brain networks on which graph theoretical
analysis can be applied. Graph metrics are expected to vary across subjects and
are likely to reflect behavioral and cognitive performances. Statistical measures
of dispersion (standard deviation, coefficient of variation, etc.) and measures of
central tendency and may serve as markers of neurological dysfunctions, such as
ADHD [4], aging and traumatic brain injury [5, 6]. Other important statistical/graph
theoretical properties, including the degree distribution, cost of connection, clus-
tering coefficients, measures of centrality, modularity, small-worldness, shortest
path length, transitivity, local and global efficiency, highly connected network
hubs, similarity measures, correlations, coherence, transfer entropy, etc., have been
found to change during normal development, aging, and various neurological and
neuropsychiatric diseases.

Modular (community) structures can be detected through the optimization of
a function called modularity [7] which requires approximation algorithms such
as in Clauset et al. [8], where communities merge to optimize the production of
modularity, or in Guimera et al. [9] where the authors used simulated annealing,
or more recently in Blondel et al. [10] where the algorithm finds hierarchical
community structure for different resolutions of community detection. The last
algorithm seems to circumvent the “resolution limit problem” [11].

An optimal parcellation scheme for neuroimaging that will support graph theory
analysis is still to be found. There are three common approaches to parcellation
schemes [1]: (1) The voxel wise approach with the number of nodes ranging
from 3400 to 140,000 nodes. (2) The anatomical atlases approach with ROIs
(nodes) ranging from 70 to 250 nodes. (3) The functional activation meta-analytic
approach, which utilizes ROIs for all subsequent studies, usually modeled by
spheres 3–6 mm radii and number of nodes for this parcellation strategy ranging
from 10 to 264 nodes. Stanley et al. [1] recommend a non-biased network science
dynamic view instead of “static functional unit” approach, because it allows the
modeling of a brain performing complex functions which are emergent features
of the brain system. The voxel based analysis does not require an a priori seed
region ROI definition but, among other issues, it suffers from the need for arbitrary
thresholds to define network properties [12]. A solution based on the intrinsic
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connectivity distribution has been suggested in Scheinost et al. [13]. However,
mapping the human connectome starts with parcellation of grey matter on the basis
of rfMRI time series and variations of connectivity across a parcel is assumed to
be smaller than the differences in connectivity patterns between two parcels [14].
A “parcellated connectome” (parcels � parcels matrix) may be more preferable
than a much larger original “dense connectome” (voxels � voxels matrix) [14].
The Human Connectome Project uses combinations of different imaging modalities
and produces more than one parcellation. In general, current efforts focus one
building brain atlases of minimal functional subunits based on BOLD signals
rather than cytoarchitecture or other anatomic distinctions. Recently, a data driven
approach was presented in Shen et al. [12] using groupwise clustering algorithm
(groupwise multigraph K way clustering algorithm) to jointly optimize the group
and the individual parcellation of the human subjects, with regions of high and
low reproducibility. The groupwise parcellation acts as an implicit constraint that
drives the optimization scheme for the parcellation of each graph towards a common
configuration.

2 Graph Theory and Neuroimaging

Graph theoretical analysis of neuroimaging data is utilized for the investigation
of structural and functional brain connectivity [3]. Structural MRI is based on
correlated changes in gray matter morphology (cortical thickness and volume)
between various anatomically or functionally linked areas [15, 16]. Structural MRI
and graph theoretical methods combined have been used to the study of brain
diseases such as Alzheimer’s disease, schizophrenia, and multiple sclerosis [3]. He
et al. [17] showed that Alzheimer’s disease patients had increased clustering and
path lengths and reduced betweenness centrality in temporal and parietal regions,
suggesting a shift to more local processing and a disrupted structural integrity of
the larger-scale brain systems. Bassett et al. [18] studied schizophrenia patients and
showed a reduced hierarchy, an increased connection distance, and the loss of frontal
hubs. He et al. [19] studied multiple sclerosis patients and showed disrupted small-
world efficiency proportional to the extent of total white matter lesions mainly in
the insula, precentral gyrus and prefrontal and temporal association cortical regions.

In the field of diffusion MRI, deterministic ‘streamline’ tractography infers the
continuity of fiber bundles from voxel to voxel [20]. Probabilistic tractography
allows to compute the connectivity probabilities rather than the actual white matter
pathways between voxels [21]. Li et al. [22] used DTI tractography, and showed that
higher intelligence quotient scores are associated with larger global efficiency in the
brain networks. Shu et al. [23] used DTI tractography and showed that early blind
subjects are associated with decreased connectivity degree and global efficiency
in the visual cortex and increased connections in the motor or somatosensory
areas, evident of a topological re-organization of structural brain connectivity. Gong
et al. [24] showed a decrease in the local efficiency of structural brain networks
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constructed from diffusion-weighted MRI with age and a shift of regional efficiency
from the parietal and occipital to the frontal and temporal neocortex in older
adults. Also, female brains have greater overall connectivity and higher efficiencies
than male brains, indicative of possible age-related and sex-related differences in
cognition and behavior.

FMRI utilizes changes in cerebral blood flow and oxygen consumption in order
to detect neuronal activity, with intermediate temporal (seconds) and spatial (mm)
resolutions. van den Heuvel et al. [25] used fMRI to show a significantly negative
correlation between the path length of brain networks (voxel level) and intelligence
quotient, with more observable effects in the frontal and parietal regions, thus
relating cognitive ability to the topology of the brain functional network. Wang et
al. [26] showed that older adult brains were associated with an increased shortest
path length and a reduction in the long-range connections during the performance
of memory tasks, indicative of age-related declines in cognitive functions. Fair et al.
[27] showed that, in children, modules are consistent with anatomical regions but in
adults they reflect functional relationships. Supekar et al. [28] reported differences
in hierarchical organization and interregional connectivity and a reduction in short-
range connectivity and a strengthening of long-range connectivity from childhood
to young adulthood. Achard and Bullmore [29] used resting state fMRI and showed
reduced efficiency in older adults. Supekar et al. [30] reported that Alzheimer’s
disease patients had reduced clustering in the brain functional networks, indicative
of disrupted local neighboring connectivity. Liu et al. [31] showed that various
topological measurements, such as the clustering coefficient and the global and local
efficiency, were reduced in the brain networks of schizophrenia patients as compared
with controls, and the reduction was negatively correlated with the illness duration.
Wang et al. [32] showed that boys with ADHD had increased local efficiency in
the brain functional networks, with nodal efficiency changes in the prefrontal and
temporal regions. These changes could reflect a compensatory recruitment or a
developmental delay in brain topological organization in this disorder. Liao et al.
[33] showed that patients with mesial temporal lobe epilepsy were associated with
smaller clustering coefficients and shorter path lengths, indicating a more random-
like configuration in the brain functional networks of the patients. In Nakamura et
al. [34], patients with traumatic brain injury had reduced connectivity strength and
increased small-world attributes from 3 to 6 months post injury, suggestive of a
network recovery following severe brain injury.

EEG or MEG measure the changes in the electromagnetic field related to
neuronal activity at a high temporal resolution (milliseconds) but a poor spatial res-
olution (cm). Bassett et al. [35] reported that the cost efficiency of a brain functional
network in the left lateral frontal and parietal regions correlated positively with task
performance (working memory). Micheloyannis et al. [36] showed that young adults
had decreased clustering and increased path lengths in the brain functional networks
as compared with children. In Alzheimer’s disease, resting-state MEG network
[37] revealed decreased clustering coefficients and path lengths, with a preferential
decrease in connections between highly connected network hubs. A resting-state
EEG study [38] reported similar changes in the brain functional network topology
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in Alzheimer’s disease patients but observed changes in the opposite direction
(increased clustering and path lengths) in patients with frontotemporal dementia,
suggesting a different pathophysiology. These findings are inconsistent with those
shown in a previous structural MRI study demonstrating increased clustering and
shortest path lengths in structural brain networks in Alzheimer’s disease [17].
The discrepancies could be attributable to different imaging modality, population
size, network node, and edge definitions applied in these studies. Graph theoretical
analysis based on EEG/MEG data has been also applied to other diseases such as
schizophrenia [39], epilepsy [40], and depression [41].

Functional connectivity (in the resting state) has been positively correlated
with structural connectivity, but functional connectivity has also been observed
between regions where there is little or no structural connectivity [42]. Functional
connectivity is based on seed-based analysis and independent component analysis
(ICA) [1] while structural connectivity analysis is based on methods such as
diffusion tensor imaging (DTI). Previous structural, functional, and diffusion MRI
studies have used both anatomical and/or functional brain atlases and image voxels,
but the resultant networks exhibited significantly different topological properties
[43–46]. Stability and reproducibility of graph metrics are highly desirable for brain
network analysis and some studies have structural [47] and functional (derived from
MEG and fMRI) [48–50] reproducibility of graph metrics across different task
states and subjects. Honey et al. [51] showed results of topological correlations
of structural and functional networks. A disagreement between functional and
structural measurements may be a reflection of false positives in resting state
fMRI (physiological noise induced by cardiac pulse and respiration, from the
BOLD signal), or false negatives in DTI (difficulty resolving small tracts as
they cross larger tracts, incorrect measure of principal diffusion direction for a
particular tract, etc.) [42]. A combined approach of different imaging modalities
that yield convergent results [52–54] may have diagnostic and prognostic capacities
[55]. Functional networks are constrained by structural connectivity, which they
modulate over long timescales [56]. Behavior can thought of as an extension
of brain networks into the world, an association that selects inputs that perturb
the interplay between brain functional networks, producing changes that result in
modulation of subsequent behavior. Behavioral variability may be mediated by
competition between two networks (such as DMN and Attention Network [4]) and
the combination of multimodal imaging techniques may aid the study of the brain
connectivity underlying cognition and behaviors in humans.

According to Byrge et al. [56]: (1) Connectivity goes beyond information
channeling among brain regions, and generates complex system-wide dynamics that
enable local regions to participate to cognitive and behavioral tasks. (2) External
inputs do not just trigger or activate of specific subroutines of neural processing
that are encapsulated in local regions, but they rather perturb ongoing activity and
become integrated with the system’s current dynamic state. (3) The cumulative
history of perturbations as recorded in changing patterns of connectivity—in various
timescales—defines the system’s capacity to respond to input and to generate
internal dynamics. In parallel, in the field of developmental robotics [56], the
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compositionality reflected in higher-order behaviors emerges in systems with
multiscale temporal dynamics that are grounded in sensorimotor processing [57],
and self-generated movements are critical to the development of pattern-based
object recognition supported by changes in connectivity in higher-order visual
circuits [58].

3 Behavior, Cognition and Disease Example Applications
of Graph Theory

The study of the structure and functional interactions in the brain may aid the
understanding of behavior, cognition, clinical disorders and disease [12]. Cognition
may be defined as a behavioral outcome of the neuronal integrative processing that
links sensation and action and includes the manifestations of memory, emotion,
attention, language, thought and consciousness [59]. The neural pathways, process-
ing centers and synapses provide the biological constraint that shapes cognition
and behavior. For instance, limbic processing of rapid learning of behaviorally
relevant relationships may help new memories to enter associative readjustment
[59]. The interaction between environmental events and internal representations
is represented in neural ensembles, resonant with the goals and constraints of the
context. The neuronal paths that link sensory information to perception, recognition,
recollection and behavior can be thought of as noisy informational channels. The
replication of real life events this information represents is unlikely to be faithful
and also, at the higher synaptic levels, emotion, motivation and selective attention
introduce subjective biases. Consciousness is embedded within an illusory reality,
where a person’s mnemonic abilities optimize the adaptive value of behavior [59].
We discuss some studies on behavior, cognition, disorders and diseases that used
graph theory methods on brain networks.

Gong et al. [60] examined the relation between active learning and neural
plasticity by analyzing Action Video Game (AVG) experience related to integration
between Salience Network (attention) and Central Executive Network (working
memory), in AVG experts’ and amateurs’ resting-state brain functions through
graph theoretical analyses (global efficiency, cost, mean clustering coefficient and
nodal characteristics) and functional connectivity. They showed enhanced intra- and
internetwork functional integrations in AVG experts compared to amateurs.

Stanley et al. [61] used local and global efficiency of information transfer for
predicting individual variability in working memory performance on an n-back task
in both young and older adults. Decreases in local efficiency during the working
memory task were associated with better working memory performance in both age
cohorts. Increases in global efficiency were associated with much better working
performance for young adults and with a slight decrease in working memory
performance for older adults. Significant group whole-brain functional network
decreases in local efficiency also were observed during the working memory task
compared to rest.
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Tang et al. [62] obtained intelligence factors (general, speed of reasoning, spatial,
memory, and numerical) from tests completed by young adults, who also completed
DTI and fMRI during a working memory n-back task. Clusters of activation during
the n-back task were found in Anterior Cingulate and bilateral Prefrontal, Parietal,
Insular, visual cortices. For males, activation in the right prefrontal and right
parietal cortices was inversely correlated with spatial intelligence and activation at
the right prefrontal cortex was inversely correlated with general intelligence. For
females, general intelligence was inversely correlated with activation in left and
right parietal cortex and numerical intelligence was inversely related to activation in
the anterior cingulate, left and right parietal cortex. Speed of reasoning was inversely
correlated with activation in the left parietal cortex. All correlations were negative
(higher intelligence was associated with less brain activation). Memory showed no
correlations with activation.

Rosenberg et al. [63] identified functional brain networks whose strength during a
sustained attention task predicted individual differences in performance. These net-
works were shown to predict behavioral performance of novel individuals from their
task based or resting state connectivity, and can also predict symptoms of attention
deficit hyperactivity (ADHD). This indicated that functional connectivity is a robust
neuromarker of sustained attentional abilities. Connections between motor cortex,
occipital lobes and the cerebellum were predictors of better sustained attention.
Connections between temporal and parietal regions as well as intratemporal and
intracerebellar connections predicted worse attention between subjects. Connections
within the subcortical-cerebellum network and the frontoparietal network appeared
more frequently in a low than in a high attention network. Connections between
subcortical-cerebellum network and the medial frontal, motor, visual I and visual
association networks appeared more frequently in the high attention network. The
test of gradCPT test and performance was assessed with sensitivity d.

Whitfield-Gabrieli et al. [64] used a priori bilateral anatomical amygdala seed-
driven resting connectivity and probabilistic tractography of the right inferior
longitudinal fasciculus together with a data-driven multivoxel pattern analysis of
whole-brain resting-state connectivity before treatment to predict improvement in
social anxiety after cognitive behavioral therapy in patients with social anxiety
disorder (SAD). Each connectomic measure improved the prediction of individuals’
treatment outcomes significantly better than a clinical measure of initial severity, and
combination of multimodal connectomics yielded large improvement in predicting
treatment response, indicating that imaging methods, may provide brain-based
neuromarkers for neuropsychiatric diseases.

Davis et al. [65] studied the relationship between impulsivity and the modularity
derived from resting-state fMRI data. In highly impulsive individuals, regulatory
structures including medial and lateral regions of the prefrontal cortex were isolated
from subcortical structures associated with appetitive drive, whereas these brain
areas clustered together within the same module in less impulsive individuals.
Changes in the functional connectivity were observed between visual, sensorimotor,
cortical, and subcortical structures across the impulsivity spectrum.
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Cao et al. [66] used resting-state functional MRI and graph-theory to chart the
lifespan trajectory of the topological organization of brain functional networks in
healthy individuals ranging from 7 to 85 years and observed highly preserved
non-random modular and rich club organization over the entire age range. They
found linear decreases in modularity and inverted-U shaped trajectories of local
efficiency and rich club architecture. Regionally heterogeneous age effects were
mainly located in several hubs (e.g., default network, dorsal attention regions).
Inverse trajectories of long- and short-distance functional connections indicated that
the reorganization of connectivity concentrates across the entire human lifespan,
perhaps underlying variations in behavior and cognition.

Dosenbach et al. [67] investigated brain’s moment-to-moment information
processing by studying interactions of regions that carry signals related to task-
control initiation, maintenance, and adjustment by applying graph theory to resting
state fMRI data. They identified two distinct task-control networks. A frontoparietal
network included the dorsolateral prefrontal cortex and intraparietal sulcus. This
network emphasized start-cue and error-related activity and may initiate and adapt
control on a trial-by-trial basis. The second network included dorsal anterior
cingulate/medial superior frontal cortex, anterior insula/frontal operculum, and
anterior prefrontal cortex. This network may control goal-directed behavior through
the stable maintenance of task sets. These two independent networks appear to
operate on different time scales and affect downstream processing via dissociable
mechanisms.

Miraglia et al. [68] studied functional networks in males and females in resting
state EEGs. They studied the Attentional Network, Frontal Network, Sensorimotor
Network, Default Mode Network. Gender small-worldness differences in some of
resting state networks indicated that there are specific brain differences in the EEG
rhythms when the brain is in the resting-state condition. These specific regions could
be considered related to the functions of behavior and cognition.

DeSalvo et al. [69] used graph theory and compared functional connectivity in
healthy subjects between the resting state and when performing a clinically used
semantic decision task. A language-related module emerged during the semantic
decision task. Overall and within-module connectivity were greater in default mode
network (DMN) and language areas during semantic decision making compared
to rest, while between-module connectivity was diffusely greater at rest. Semantic
decision making was associated with a reduction in distributed connectivity through
hub areas of the DMN and an increase in connectivity within default and language
networks.

Muller and Lindenberger [70] analyzed EEG of heterosexual couples during
romantic kissing to kissing one’s own hand, and to kissing one another while
performing silent arithmetic. Using graph-theory methods, they identified theta-
alpha hyper-brain networks. Network strengths were higher and characteristic path
lengths shorter when individuals were kissing each other than when they were
kissing their own hand. In both partner-oriented kissing conditions, greater strength
and shorter path length for 5-Hz oscillation nodes correlated reliably with greater
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partner-oriented kissing satisfaction. This correlation was especially strong for inter-
brain connections in both partner-oriented kissing conditions but not during kissing
one’s own hand. They concluded that hyper-brain networks may capture neural
mechanisms that support interpersonally coordinated voluntary action and bonding
behavior.

Liu et al. [71] used an attention network test (ANT) as behavioral measure
of the efficiency of the three attention networks (alerting, orienting and executive
networks) within a single task. They investigated the effect of passive hyperthermia
on the attention network with event-related fMRI. Passive hyperthermia of 50 ıC
and 40% relative humidity impaired the executive function, but showed no effect
on the alerting and orienting networks. Passive hyperthermia enhanced the activity
in the right superior frontal gyrus and depressed the activity in the right middle
occipital gyrus, left inferior parietal lobule and left culmen in the alerting network.
It also enhanced the activity in the temporal lobe and depressed the activity in
the frontal, parietal and occipital lobes in the orienting network, and enhanced
the activity in the dorsolateral prefrontal cortex but did not affect the activity in
the anterior cingulate. Passive hyperthermia impaired executive function, especially
the efficiency of resolving conflict and the negative effects of passive hyperthermia
on alerting and orienting were overcome through variant regional brain activation.

Qian et al. [72] simulated environmental heat exposure to 18 participants, and
obtained resting state fMRI data. Brain networks in both normal and hyperthermia
conditions exhibited economical small-world property, but significant alterations in
both global and nodal network metrics were demonstrated during hyperthermia:
a lower clustering coefficient, maintained shortest path length, a lower small-
worldness, a lower mean local efficiency were found, indicating a tendency shift
to a randomized network. Significant alterations in nodal efficiency were found
in bilateral gyrus rectus, bilateral parahippocampal gyrus, bilateral insula, right
caudate nucleus, bilateral putamen, left temporal pole of middle temporal gyrus,
right inferior temporal gyrus. Alterations of normalized clustering coefficient,
small-worldness, mean normalized local efficiency were significantly correlated
with the rectal temperature alteration. Behavioral attention network test (ANT)
results were altered and correlated with the alterations of some global metrics (nor-
malized shortest path length and normalized global efficiency) and prefrontal nodal
efficiency (right dorsolateral superior frontal gyrus, right middle frontal gyrus and
left orbital inferior frontal gyrus), implying behavioral deficits in executive control
effects and maintained alerting and orienting effects during passive hyperthermia.
This study indicates brain functional disorder during passive hyperthermia.

Manelis et al. [73] studied win/loss anticipation in depressed individuals with
bipolar disorder (BDD) versus depressed individuals with major depressive disorder
(MDD) versus healthy control subjects. Participants were scanned while performing
a number guessing reward task that included the periods of win and loss anticipation.
Density of connections, path length, and the global connectivity direction (‘top-
down’ versus ‘bottom-up’) were compared across groups and conditions. Loss
anticipation was characterized by denser top-down fronto-striatal and fronto-parietal
connectivity in healthy control subjects, by bottom-up striatal-frontal connectivity in
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MDD, and by sparse connectivity lacking fronto-striatal connections in BDD. Win
anticipation was characterized by dense connectivity of medial frontal with striatal
and lateral frontal cortical regions in BDD, by sparser bottom-up striatum-medial
frontal cortex connectivity in MDD, and by sparse connectivity in healthy control
subjects.

Luft et al. [74] reviewed transcranial current brain stimulation (tCS) as a way to
provide a causal link between a function or behavior and a specific brain region (e.g.,
primary motor cortex) and they argued in favor of combining tCS method with other
neuroimaging techniques (e.g., fMRI, EEG) and employing graph theory to obtain
a deeper understanding of the underlying spatiotemporal dynamics of functional
connectivity patterns and cognitive performance. Finally, the authors investigated
the neural correlates of human creativity.

Ash and Rapp [75] reviewed the literature on how alterations in structural
and functional networks may contribute to individual differences in cognitive
phenotypes in advanced aging (healthy and pathological aging phenotypes) and
outlined analytic strategies that attempt to quantify graph theory metrics more
precisely, with the goal of improving diagnostic sensitivity and predictive accuracy
for differential trajectories in neurocognitive aging.

Sadaghiani et al. [76] investigated whether ongoing changes in baseline func-
tional connectivity correlate with perception. They used a continuous auditory
detection task and time intervals that permitted investigation of baseline connec-
tivity unaffected by preceding evoked responses. They showed that functional
connectivity before the target predicted whether it was heard or missed and
graph theoretical measures characterized the difference in functional connectivity
between states that lead to hits vs. misses. Before misses compared with hits and
task-free rest, connectivity showed reduced modularity in the default mode and
visual networks and was caused by both reduced within-network connectivity and
enhanced across-network connections before misses. Therefore, dynamic changes
in baseline functional connectivity may shape subsequent behavioral performance.

Tang et al. [77] studied silent lacunar infarcts and their association with subtle
deficits in cognition. They used DTI tractography and graph theory to examine the
topology of white matter networks in patients with silent lacunar infarcts in the
basal ganglia. Compared with controls, the patients exhibited a significant reduction
in local and global efficiency and significantly reduced nodal efficiency, indicating
that small lesions in subcortical brain regions may affect large-scale cortical white
matter network which may lead to associated cognitive impairments.

Lin et al. [78] studied the relationship between the DMN functional connectivity
and cognitive behavior during resting-state and task performance. Nodal degree of
the DMN was calculated as a metric of network topology. They found that the static
and dynamic posterior cingulate cortex (PCC) nodal degree within the DMN was
associated with task performance (Reaction Time), suggesting that the PCC plays a
key role in cognitive function.

Godwin et al. [79] examined functional brain changes associated with awareness
using graph theoretical analysis applied to functional connectivity data acquired
at ultra-high field while subjects performed a simple masked target detection task.
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They found that awareness of a visual target is associated with a degradation of
the modularity of the brain’s functional networks brought about by an increase in
intermodular functional connectivity.

Paolini et al. [80] studied obesity and used global efficiency to study and
the possibility that integration across the Hot-State Brain Network of Appetite
(HBN-A) predicts WL after 6-months of treatment in older adults. Imaging involved
a baseline food-cue visualization fMRI scan following an overnight fast. They
used principal component analysis to show that insula, anterior cingulate cortex
(ACC), superior temporal pole (STP), amygdala and the parahippocampal gyrus
were highly integrated. The HBN-A is comprised of limbic regions important in
emotional processing and visceral sensations and the ACC is key for translating
such processing into behavior. Improved integration of these regions may leading to
more successful self-regulation and to greater weight loss.

Khazaee et al. [81] aimed to identify the changes in brain networks in patients
with AD and mild cognitive impairment (MCI), and used a graph theoretical
approach and advanced machine learning methods. Multivariate Granger causality
analysis was performed on rs-fMRI data and found that patients with AD experience
disturbance of critical communication areas (hubs) in their brain network as AD
progresses. Earlier, Khazaee et al. [82] combined graph theory with Support vector
machine (SVM) to explore the ability of graph measures in diagnosis of AD. In
addition to the machine learning approach, statistical analysis was performed on
connectivity matrices to find altered connectivity patterns in patients with AD. The
authors were able to accurately classify patients with AD from healthy subjects with
accuracy of 100%.

Miraglia et al. [68] investigated the neuronal network characteristics in
Alzheimer’s disease (AD), mild cognitive impairment (MCI), and normal elderly
subjects. They used EEG recordings and graph theory parameters (Characteristic
Path Length, Clustering coefficient, and small-world network) on weighted
networks. EEG analysis showed significant differences in delta, theta, and alpha
1 bands. For the normalized Characteristic Path Length the pattern differences
between normal cognition and dementia were observed in the theta band (MCI
subjects are find similar to healthy subjects), while for the normalized Clustering
coefficient a significant increment was found for AD group in delta, theta, and alpha
1 bands; The small world parameter showed a theta increase in MCI. The fact that
AD patients with respect the MCI subjects were significantly impaired in theta but
not in alpha bands connectivity are in line with the hypothesis of an intermediate
status of MCI between normal condition and overt dementia.

Taya et al. [83] tried to interpret EEG neurophysiological training signal patterns
by assuming that the brain first works hard to learn how to use task-relevant
areas, followed by improvement in the efficiency derived from disuse of irrelevant
brain areas for good task performance during the training on a piloting. Global
information transfer efficiency of the functional network in a high frequency band
first decreased and then increased during the training while other measures such as
local information transfer efficiency and small-worldness showed opposite patterns.
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Additionally, the centrality of nodes changed due to the training at frontal and
temporal sites. They concluded that network metrics can be used as biomarkers for
quantifying the training progress.

Barttfeld et al. [84] studied adults with attention deficit/hyperactivity disorder
(ADHD) or euthymic bipolar disorder (BD) relative to a control group. Resting
EEG was measured and connectivity and graph theory metrics were computed. The
ADHD group showed an enhancement of functional connectivity (fronto-occipital
connections), intrinsic variability compared to control temporal variability of
functional connections association with executive function and memory deficits and
depression, hyperactivity and impulsivity levels association with abnormal intrinsic
connectivity. The BD showed diffuse connections, reduced intrinsic connectivity,
levels of anxiety and depression were associated to abnormal frontotemporal
connectivity. ADHD in children was also studied in Cao et al. [85]. Children with
ADHD have abnormal small-world properties in both functional and structural brain
networks characterized by higher local clustering and lower global integrity, redistri-
bution of regional nodes and connectivity involving the default-mode, attention, and
sensorimotor systems. ADHD-associated alterations have significantly correlated
with behavior disturbances and imaging-based biomarkers may be sufficient for
clinical diagnosis and treatment evaluation in ADHD. Cao et al. [86] used diffusion
MRI and probabilistic tractography method to examine whole-brain white matter
structural connectivity in boys with ADHD and healthy controls. Small-world and
network efficiency were analyzed using graph theoretical approaches. Both the
ADHD and control groups showed an efficient small-world organization in the
whole-brain white matter networks. ADHD exhibited decreased global efficiency
and increased shortest path length, with the most pronounced efficiency decreases in
the left parietal, frontal, and occipital cortices. The ADHD group showed decreased
structural connectivity in the prefrontal-dominant circuitry and increased connectiv-
ity in the orbitofrontal-striatal circuitry, and these changes significantly correlated
with the inattention and hyperactivity/impulsivity symptoms, respectively.

Elton et al. [87] investigated the inhibitory control of behavior as a target of
childhood maltreatment (abuse and neglect) using a Childhood Trauma Question-
naire (CTQ) and fMRI while performing a stop-signal task. Independent component
analysis identified a brain inhibitory control network. Graph theoretical analyses
and structural equation modeling investigated the impact of childhood maltreatment
on this neural processing network. Graph theory outcomes revealed sex differences
in the relationship between network functional connectivity and inhibitory control
which were dependent on the severity of childhood maltreatment exposure. A mal-
treatment dose-related negative modulation of dorsal anterior cingulate (dACC)
activity by the left inferior frontal cortex (IFC) predicted better response inhibition
and lesser ADHD symptoms in females, but poorer response inhibition and greater
ADHD symptoms in males. Less inhibition of the right IFC by dACC in males with
higher CTQ scores improved inhibitory control ability. The childhood maltreatment-
related reorganization of a brain inhibitory control network provides sex-dependent
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mechanisms by which childhood adversity may confer greater risk for drug use and
related disorders and by which adaptive brain responses protect individuals from
this risk factor.

Brown et al. [88] performed diffusion tensor imaging (DTI), T1 structural
imaging, and cognitive testing on aging APOE-4 allele (risk factor for AD)
noncarriers and APOE-4 carriers. Fiber tractography was used to derive whole brain
structural graphs, and graph theory was applied to assess structural network prop-
erties. APOE-4 carriers demonstrated an accelerated age-related loss of mean local
interconnectivity and regional local interconnectivity decreases in the precuneus,
medial orbitofrontal and lateral parietal cortices, significant age-related loss in mean
cortical thickness and significant negative correlations of age and performance on
two episodic memory tasks.

Jin et al. [89] showed abnormal reconfiguration of brain networks in focal hand
dystonia (FHD) patients during motor task, using graph theoretic measures to
assess efficiency and high-resolution EEGs at rest and during a simple sequential
finger tapping task. Mutual information (MI) values of wavelet coefficients were
estimated to produce adjacency matrices or graphs, by thresholding with network
cost. They found that FHD patients have economical small-world properties in the
alpha and beta bands. During a motor task, in the beta band network, FHD patients
have decreased efficiency of small-world networks, whereas healthy volunteers
increase efficiency. Reduced efficient beta band network in FHD patients during the
task was consistently observed in global efficiency, cost-efficiency, and maximum
cost-efficiency, representing a loss of long-range communication and abnormal
functional integration in large-scale brain functional cortical networks. Moreover,
negative correlations between efficiency measures and duration of disease were
found, indicating that the longer duration of disease, the less efficient the beta
band network in FHD patients. FHD patients at rest have high regional efficiency at
supplementary motor cortex (SMA) compared with healthy volunteers; however, it
is diminished during the motor task, possibly reflecting abnormal inhibition in FHD
patients.

Smit et al. [90] examined overall connectivity (synchronization likelihood-SL),
local clustering coefficient and average path length of connectivity, suing resting
state EEG in 1438 subjects and showed that connectivity is more random at
adolescence and old age, and more structured in middle-aged adulthood. These
parameters, in the alpha band, showed high phenotypic and genetic stability from 16
to 25 years. Heritability for parameters in the beta band was lower, and less stable
across ages. The investigators concluded that these connectivity parameters in the
alpha band are good endophenotype for behavior and developmental disorders.

Schroter et al. [91] showed that propofol-induced loss of consciousness is associ-
ated with a breakdown of subcortical-cortical and cortico-cortical connectivity, with
decrease of connectivity pronounced in thalamocortical connections. Compared
with a random network, normalized clustering was significantly increased, small-
worldness and long-range connections were significantly reduced. A breakdown
of connectivity within higher-order association cortices and between higher-order
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association and primary sensory cortices was observed. Previous studies showed a
linear association between functional connectivity of frontoparietal networks and
levels of consciousness [92] where waning of consciousness was associated with
a loss of cross-modal interactions between visual and auditory networks, and a
reorganization of key nodes of the DMN [93] where connectivity of the posterior
cingulate, during sedation, includes the motor/somatosensory cortices, the anterior
thalamic nuclei, and the reticular activating system.

Liao et al. [33] used resting state fMRI data to study functional connectivity
in mesial temporal lobe epilepsy during interictal periods and observed that DMN
regions have a significant decreased number of connections to other regions. They
found no change in normalized clustering coefficient and a decrease in normalized
characteristic path length. This study also found a negative correlation of the
functional connectivity between the right inferior frontal gyrus (opercular) and
the left inferior frontal gyrus (triangular) with the epilepsy duration, suggesting
a relationship between the decreased connectivity and the functional impairment
associated with epilepsy duration.

Vlooswijk et al. [94] used fMRI with a word generation paradigm and an
intelligence test to investigate brain network properties and their association with
intellectual decline in patients with frontal and temporal lobe epilepsy. They
observed lower values of the normalized cluster coefficient and global and local
efficiency in patients when compared with healthy controls. The authors showed
a diffuse disruption of small-worldness in the patient group. They observed that
topology changes in patients with epilepsy were associated with a decline in
intellectual abilities, although it is difficult to distinguish the effect of antiepileptic
drugs from epilepsy itself.

Zhang et al. [95] and Onias et al. [96] used DTI and resting state fMRI to
study whole-brain networks of healthy subjects vs. patients with generalized tonic–
clonic seizures (GTCS). A less-optimized network organization in the second
group was observed during interictal activity, represented by a decrease in “small-
worldness” due to a decrease in the normalized clustering coefficient, with no
change in normalized characteristic path length. GTCS patients showed increased
total connection strength in functional connectivity. They also found a decrease
in functional nodal topological properties in the DMN. The amygdala showed an
increase in functional nodal degree, efficiency and centrality. These changes were
positively correlated with the duration of epilepsy.

In Askren et al. [97], the authors used fMRI to examine pre-treatment predictors
of post-treatment fatigue and cognitive dysfunction in women treated with adjuvant
chemotherapy for breast cancer. Patients treated with or without chemotherapy and
healthy controls were scanned coincident with pre- and 1-month post-chemotherapy
during a verbal working memory task (VWMT) and assessed for fatigue, worry,
and cognitive dysfunction. The chemotherapy group reported greater pre-treatment
fatigue than controls and showed compromised neural response, characterized by
higher spatial variance in executive network activity, than the non-chemotherapy
group. Pre-treatment neural inefficiency (indexed by high spatial variance) in the
executive network, which supports attention and working memory, was a better
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predictor of post-treatment cognitive and fatigue complaints than exposure to
chemotherapy, indicating that this executive network compromise could be a pre-
treatment neuromarker for patients most likely to benefit from early intervention for
fatigue and cognitive dysfunction. Along these lines, executive network inefficiency
and neurocognitive performance deficits pre-adjuvant treatment were predictors of
cognitive dysfunction 1-year post-baseline, particularly in chemotherapy-treated
patients [98].

In Wixted and Mickes [99], Rugg and Vilberg [100] a retrieval cue (such
as a recognition memory test item) can elicit two qualitatively distinct kinds of
mnemonic information: a multi-dimensional recollection signal that provides infor-
mation about qualitative aspects of a prior event, including its context, and a scalar
familiarity signal that can support simple judgments of prior occurrence [100]. The
medialeff temporal lobe MTL (hippocampus and surrounding perirhinal, entorhinal
and parahippocampal cortices) supports episodic memory and perirhinal cortex
plays an important role in familiarity-driven recognition. Hippocampal regions
manifest recollection-related enhancement. Recent studies have identified a network
of cortical regions (each interconnected with the MTL) that are consistently engaged
during successful episodic retrieval, and that constitute a content-independent
network that acts in concert with cortical regions representing the contents of
retrieval to support consciously accessible representations of prior experiences.
The retrosplenial cortex and the mPFC (which connections with the hippocampus,
parahippocampal and retrosplenial cortices) may play a role in the processing of
contextual information [100]. Recollection-sensitive fMRI effects have consistently
been identified in the hippocampus, parahippocampal, retrosplenial/posterior cingu-
late and lateral parietal cortices, and mPFC.

Qiu et al. [101] studied diabetes mellitus (DM) related changes in the topology in
functional brain networks by using fluoro-D-glucose positron emission tomography
(FDG-PET) data to construct functional brain networks of DM patients and sex-
and age-matched normal controls, followed by a graph theoretical analysis. Both
DM patients and control had a small-world topology. The DM group was found to
have significantly lower small-world index, lower normalized clustering coefficients
and higher normalized characteristic path length. Moreover, for diabetic patients, the
nodal centrality was significantly reduced in the right rectus, the right cuneus, the
left middle occipital gyrus, and the left postcentral gyrus, and it was significantly
increased in the orbitofrontal region of the left middle frontal gyrus, the left
olfactory region, and the right paracentral lobule. The diabetic brain was associated
with disrupted topological organization in the functional PET network.

Park et al. [102] identified functional brain networks associated with obesity and
examined how the networks were related to eating behaviors. They used fMRI scans
from people of healthy weight and non-healthy weight, ICA, and a variety of cen-
trality measures to associate connectivity with group-wise differences and correlate
connectivity with scores on a three-factor eating questionnaire (TFEQ) describing
restraint, disinhibition, and hunger eating behaviors. Frontoparietal and cerebellum
networks showed group-wise differences between groups. Frontoparietal network
showed a high correlation with TFEQ disinhibition scores. Both frontoparietal and
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cerebellum networks showed a high correlation with body mass index (BMI) scores.
Brain networks with significant group-wise differences between showed a high
correlation with eating behavior scores.

Laird et al. [103] Generated network images and associated metadata that may
aid the study neuroimaging ontology development relevant to human cognition and
behavior and the interpretation of the functional significance of future resting fMRI.

Tewarie et al. [104] showed that the minimum spanning tree (MST) characteris-
tics were equally sensitive to alterations in network topology as the conventional
graph theoretical measures. The MST parameters were very strongly related to
changes in the characteristic path length when the network changed from a regular
to a random configuration and to the degree of scale-free networks that were rewired
to random networks. Moreover, MST avoids certain methodological biases and can
describe network topology as well as conventional graph measures.

De Vico Fallani et al. [105] studied human social interactions by introducing
the concept of hyper-brain network, a connectivity pattern representing at once the
information flow among the cortical regions of a single brain as well as the relations
among the areas of two distinct brains. Graph analysis of hyper-brain networks
constructed from the EEG scanning of 26 couples of individuals playing the Iterated
Prisoner’s Dilemma reveals the possibility to predict non-cooperative interactions
during the decision-making phase. The hyper-brain networks of two-defector
couples have significantly less inter-brain links and overall higher modularity—i.e.,
the tendency to form two separate subgraphs—than couples playing cooperative or
tit-for-tat strategies. The decision to defect can be “read” in advance by evaluating
the changes of connectivity pattern in the hyper-brain network.

Lv et al. [106] found small-world properties of brain functional networks altered
when human sleeps without EEG synchronization. Park et al. [107] discussed that
heart failure association with resting-state spontaneous brain dysfunction between
multiple sites, and the possibility that autonomic, cognitive, and affective deficits
may stem from the altered functional connectivity, and used graph metrics (degree,
betweenness, efficiency, clustering coefficient) to study the lateralization of changes
to the right hemisphere.

Wu et al. [108] used resting fMRI to show positive correlations between IQ and
the regional nodal properties in brain regions related to the attention system and
negative correlations were found in various brain regions involved in the default
mode, emotion, and language systems. Li et al. [22] used DTI and graph theory
to show that higher intelligence scores are associated with a shorter characteristic
path length and a higher global efficiency of the networks, indicating a structural
aspect of information transfer in the brain. van den Heuvel et al. [25] showed strong
negative association between the normalized characteristic path length of the resting
fMRI brain network and IQ. They associated human intellectual performance to
the efficiency of functional information integration between multiple brain regions
especially in frontal and parietal regions. Langer et al. [109] used clustering
coefficient and path length to show that the functional network is strongly related to
intelligence. Higher intelligence resembles a small-world network and the parietal
cortex may be a main hub as indicated by increased degree centrality that is
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associated with higher intelligence. Crossley et al. [110] used a meta-analysis of
the literature that used fMRI or PET to measure task-related activation (1985–
2010). They used similarity (Jaccard index) and weighted graphs to show that
occipital, central, and default-mode modules were co-activated by specific cognitive
domains (perception, action, and emotion). Rich club of hub nodes were located
in parietal and prefrontal cortex and often connected over long distances, which
were coactivated by a diverse range of experimental tasks. In a further detailed
study, they concluded that the community structure of human brain networks is
relevant to cognitive function. Deactivations may play a role in the integration
between modules, periphery and central rich club properties according to cognitive
demand. In general, Stam [111] says that brain network organization enables
optimal cognitive function at a low wiring cost which can be used as cognitive
background to consider what happens in cognitive and neurological diseases.

Doucet et al. [112] used neuropsychological testing pre- and post-surgery in
verbal and nonverbal episodic memory, language, working memory, and attention
domains to patients who underwent anterior temporal lobectomy and resting fMRI
connectivity graph-theory measures such as local efficiency, distance and centrality
to provide evidence that pre-surgery resting fMRI measures may help determine
neurocognitive outcomes following ATL.

Pandit et al. [113] used resting-state fMRI on traumatic brain injury patients
and graph analysis (average path length, reduced network efficiency) to show that
a network critical to cognitive function (including PCC) shows a shift away from
small-world characteristics and that cognitive function become less small-world
after TBI, perhaps due to diffuse white matter damage.

Finally, Pessoa [114], based on the existence of hubs that regulate the flow and
integration of information between regions, proposes that cognition and emotion are
effectively integrated in the brain, since cognitive and emotional contributions to
executive control cannot be separated (based on a control circuit contains traditional
control areas (anterior cingulate lateral prefrontal cortices), affect (amygdala) and
motivation (nucleus accumbens) and the ventral tegmental area.

4 Human Connectome Project

The human connectome is “a comprehensive structural description of the network
of elements and connections forming the human brain” [115–117]. Connectomics
is the study of the connectome and it refers to mapping of the brain’s functional
architecture and the annotating it with the cognitive or behavioral functions they
subtend [118]. The Human Connectome Project is sponsored by the National
Institutes of Health, and its focus is to build a network map of the human brain
in healthy adults that will assist the study of how functional brain states emerge
from their underlying structural substrate, and how brain function is affected if this
structural substrate is disrupted [116, 117]. The goal is that connectomic maps at
different scales will be joined together into a single hierarchical map from neurons
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(microscale) to cortical areas (macroscale). Given the methodological uncertainties
and the large differences in the connectomes of different subjects, any unified map
will likely rely on probabilistic representations of connectivity data [116, 117].
A macroscale connectome (millimeter resolution) requires accurate anatomical or
functional parcellation of the brain into functionally distinct brain regions with
distinct architectonics, connectivity and function [119] that can be compared to
disease states. In an effort to generate group level brain parcellations and associated
network matrices and combine these with other data modalities and high field
strengths, HCP has focused on the optimization of data acquisition methods and
protocols and the development of robust data preprocessing pipelines [14]. However,
some of the important issues will need further investigation [14] are: (1) Residual
effects of head motion can create complex temporal patterns that the denoising
processes (ICA-FIX) reduce but do not eliminate. “Motion scrubbing” identifies
and excise time points that are irreversibly damaged by head motion [120]. (2)
Global signal regression (regressing the mean time series over all brain voxels out
of every individual voxel/grayordinate time series): it helps remove artefacts shared
across all voxels and may improve the specificity of cortical-subcortical functional
connectivity [121] but it negatively biases all computed correlations. The mean grey
time course MGT may be an alternative. (3) The number of parcels: HCP uses ICA
myelin maps, task fMRI constraints, and T1-w image intensity and cortical folding
to achieve multimodal intersubject alignment for comparisons of subject specific
parcellated connectome. An optimal core parcellation that will survive the noise of
averaging (present in small parcels) is still to be found. (4) Optimal interpretability:
Correlations are the least meaningful and biophysical models. Direct vs. indirect
connections, dominant direction of information flow, temporal nonstationariries, etc.
need to be analyzed.

The human connectome project uses data from more than 1000 subjects, drawn
from families with twins and non-twin siblings, with 1 h of 3T rfMRI data for
each subject (3T is considered to be the field strength most suitable for high
quality data acquisition from a large cohort of subjects �200 subjects will also
be scanned at higher strength), with an isometric spatial resolution of 2 mm
and a temporal resolution of 0.7 s based on recent developments in multiband
accelerated echo-planar imaging [14]. Each subject’s 15 min rfMRI is spatially and
temporally preprocessed, resulting in two versions of the preprocessed time series
data (volumetric and grayordinates (surface vertices plus subcortical and cerebellar
grey matter voxels)). Grayordinate version is more compact and should provide
better alignment across subjects than the volumetric version. The dense connectome
of average correlations could be estimated. This can be fed into a parcellation
(through ICA or clustering algorithms), and from this, via the parcels’ associated
mean time series estimated from the group time series data) one can estimate the
“parcellated connectome”. HCP also uses accelerating fMRI acquisitions, which are
highly advantageous due to: denser temporal sampling of physiological confounds,
importance of temporal degree of freedom for many analysis techniques (such as
high dimensional ICA or the use of partial correlations in network modeling), the
value of temporal characteristics of resting state fluctuations [14]. However, high
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accelerations are limited in SNR by noise introduced by the-un aliasing of simulta-
neously acquired slices (“g factor noise”) and incomplete slice separation (“L factor
slice leakage”) [14, 122]. Moreover, higher spatial resolution is feasible at higher
strength fields such as 7T because of increases in image SNR [123] and in BOLD
based susceptibility contrast [124]. At higher fields the microvascular BOLD signal
becomes more significant (see Smith et al. [14] for more references). T2* blurring
can become an increasing concern at higher field strength.

With respect to behavior, the objectives of the HCP are [125]: (1) to use
behavioral measures that covary with brain connectivity and function, (2) to use
standardized behavioral tests that will aid future projects to compare brain and
behavior. The HCP uses various physical and mental state tests during each
participant’s visit in addition to a series of NIH Toolbox behavioral measures of
cognition, emotion, language processing, motor and sensory function and other
Non-Toolbox behavioral and individual difference measures of visual processing,
personality, cognition, emotion, Psychiatric state, substance abuse and life function,
physical function, sleep, etc. [126]. Behavioral studies will expand on the HCP.
For example, Jia et al. [127] used a 3-level clustering approach (across space, time
and subjects) has been used to allow for group inferences in dynamic functional
connectivity and to explain behaviors (alertness, cognition, emotion and personality)
in resting fMRI behavioral dataset from the HCP. Greater dynamics was associated
with higher performance in behavioral tasks.

5 Discussion

Autonomic, cognitive, and affective deficits may stem from the altered functional
connectivity that is directed from a need for functional non-lesion nodes that
are more influential than in healthy subjects, as this is evident from altered
(usually increased) connectivity degree in blindness [23], task performance [78],
generalized tonic–clonic seizures [95, 96], and other studies. Also, variations in
integration (measured by metrics such as efficiency) seem to be present in disease
such as multiple sclerosis [19], in higher intelligence [22], aging [29] and sex-
related differences in cognition and behavior [23], in schizophrenia [31], in ADHD
(increase in local) [32], the relation between active learning and neural plasticity
by analyzing Action Video Game (AVG) [60], in working memory performance
(decrease in local, increase in global) [32], in hyperthermia (decrease local) [72],
in silent lacunar infarcts and associated cognitive impairments (decrease local and
global), [77], in weight loss [80], in training progress (first decrease then increase for
global) [83], in focal hand dystonia (FHD) [89], intellectual abilities in in patients
with frontal and temporal lobe epilepsy (decrease in local and global) [94], and in
intelligence [22].

Finally variations in segregation through clustering which may indicate dis-
ruption of structural integrity of large scale networks or local neighborhood
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connectivity, are present in Alzheimer’s disease (increased and decreased) [17, 30,
36, 38] in schizophrenia (decrease) [31], in mesial temporal lobe epilepsy (reduced)
[33], in active learning and neural plasticity by analyzing Action Video Game (AVG)
experience [60], in hyperthermia [72], mild cognitive impairment and aging [68],
in ADHD (higher) [85], in the lateralization of changes in heart failure [107], in
diabetes mellitus (lower) [101]. In generalized tonic–clonic seizures (decrease) [95,
96], in loss of consciousness (increased) [91], no change in mesial temporal lobe
epilepsy [33]. It is possible that behavior and cognition occurs as a fusion emergence
which can be thought as an ontological emergence which shows that generative
atomism cannot be a universal method for representing behavior, cognition and
disease or disorder (for a discussion on generative atomism see Santos [128]). It
is possible that there exists a link between behavior and network metrics that is
channeled through the intermediate level between ground anatomical/functional
networks and the final emerging outcome at the higher level. It is possible that
not every behavioral pattern corresponds to a unique microstructural level in a
causal or statistical way and brain network dynamics may be representative of
more information than behavioral and cognitive patterns. Higher level property
or behavior may be built indeed from physical components, but how it is built
determines if it is emergent or not and may display chaotic dynamics.

In an effort to relate graph theoretical measures to the cognitive and behavioral
neurobiology in human subjects, an examination of neuroplasticity (adaptation of
the brain synaptic and non-synaptic structures to new circumstances that arise
out of behavioral and environmental changes), the dopaminergic reward system
(mesolimbic pathway, including the ventral tegmental area, the nucleus accumbens,
the cingulate cortex, and other structures), the orbitofrontal cortex (as the decision
making center) and ways of bypassing it, is necessary. Sustained behavioral
activities influence neuroanatomical structures and an effort to either identify the
features of a behavioral/cognitive pattern or to propose a method to overcome health
situations, such as addictions, will most likely require the elucidation of rewiring
processes in relations to structural and functional networks. Luis Joshua Salés1 has
indicated that a deliberative will of the human subject contains implicitly in its
definition the possibility of making poor choices (either by mistake or by habitual
disposition) and it attaches certain negative valuations to state of affairs, not seeing
things for their non-axiological features (non-valued characteristics), but through
certain feeling and emotion that attaches to them according to the person’s desire.
Such valuations augment the pathological state of deliberately weighing different
options before acting, by distorting the range of possibilities of action through
coloring the perception of reality. This may lead to the development of problematic
behavioral habits.

1Luis Joshua Salés, “Maximos and Neurobiology: A Neurotheological Investigation of Asceticism
as Erosion of the Passions and the Gnomic Will,“Holodny Prize Recipient for most outstanding
pre-professorial presentation, Sophia Institute Conference: New York, NY (December, 2013).
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6 Conclusion

Network science offers a theoretical framework for the study of the nervous system.
The connectome is a comprehensive description of the brain connectivity that can
inform the design of global computational models of the human brain. Clinical
applications of connectomics are expected to relate variations in connectivity to
functional disturbance. Brain networks can be constructed in two ways: one to
denote structural connectivity (pattern of structural connections between neurons,
neuronal populations or brain regions), and one to denote functional connectivity
(pattern of statistical dependencies, e.g. temporal correlations, between distinct
neuronal elements). Regional parcellation schemes and/or voxel based parcellation
schemes can be used and projects such as the Human Connectome Project use com-
binations of different imaging modalities and more than one parcellation. Several
network metrics exist that can reveal brain network patterns intrinsically represented
in the brain, and identify neural substrate relationships between intranetwork and
internetwork activity during rest or/and task. Graph theoretical analysis of human
brain networks requires the use of imaging modalities, such as structural MRI,
diffusion MRI, functional MRI, and EEG/MEG. Complex brain networks have been
shown to be sensitive to behavioral variability, cognitive ability, genetic information,
experimental task, age, gender, drugs, blindness and diseases such as Alzheimer’s
disease, ADHD, etc. Quantitative analysis of patterns through the use of graph theo-
retical measures, such as measures of local connectivity (for processing), measures
of global connectivity (global processing), measures of centrality (importance to
processing), measures of community structure (for functional modules), to mention
a few. Graph structures are extracted either by comparison to random networks,
or by comparison among other real brain networks (e.g., other groups of subjects,
experimental conditions, etc.). Segregation, integration and influence are first fun-
damental aspects of local and global connectivity that may model how connectivity
goes beyond information channeling, to generate complex system-wide dynamics
that enable local regions to participate to cognitive and behavioral tasks. Graph
metrics are expected to vary across subjects and are likely to reflect behavioral
and cognitive performances. However, graph analysis in neuroscience faces many
methodological issues that remaining unresolved, limiting its interpretation and
applicability [129]. Some examples are brain graph filtering, statistical variability
of brain graphs due to noise, spatio-temporality of brain graphs (in long term
scales related to plasticity and in short-time scales related cognitive/motor learning
[130]). However, network modelling and graph theoretical methods can aid the
detection of behavioral patterns that relate to brain function in health and disease and
may help answering the question if behavior and cognition processing is inherited
from the brain network substrate or instead arise from independent converging
processes [131].
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Design of a Compensator Network to Stabilize
Chaotic Tumor Growth

Michael Harney and Julie Seal

Abstract Tumorigenesis can be modeled as a system of chaotic, nonlinear differ-
ential equations. From the analysis of these equations in state space, a feedback
compensator is designed to stabilize the system based on a desired response. The
feedback array constants represent four transducer molecules which could be used
for any tumor type that obeys the same dynamics as the model, reducing drug
investment requirements for a wider range of cancer treatment.

Keywords Chaotic • Tumor • Stabilization • State-space

1 Introduction

Tumorigenesis has been shown in many cases to be modeled as a system of chaotic,
nonlinear differential equations [1–5]. Ivancevic et al. [1], in particular, has shown a
universal model based on a reaction-diffusion cancer growth model, expressed by:
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Where n denotes the tumor cell density, f is the MM–concentration, m is the
MDE–concentration, and c is the oxygen concentration. This model has been
investigated previously by the author using simulations and Wolfram CDF to
determine that low oxygen environments and high glucose conditions will slow
down tumorigenesis [6]. Similar results have been confirmed by studying cancer
chromosomal instability (CIN) [7]. The above model by Ivancevic will be simplified
so as to allow useful parameters to be applied for analysis in state space. Using
standard models of state-space control, the conversion of the equations above to
the Laplace domain will be used to design a compensation network to modify pole
placement for optimum stability.

Current approaches to cancer therapy involve the development of molecular
inhibitors that target specific proteins that are considered essential to the operation
of tumor growth. As this approach changes with the biochemical process associated
with each tumor and tissue type, the number of inhibitors that are designed
is proportional to the number of tumor and tissue types, which is inefficient
considering the current expense of drug development. The approach outlined in
this paper utilizes years of theory in state space control that has been shown to
work across many dynamical systems with a common outcome—a simplified set
of feedback constants to stabilize any system that is determined to be controllable.
This process is scalable across many biochemical systems and is therefore more
efficient than designing a unique inhibitor to block specific biochemical processes
for each type of tumor. The end result is a reduced set of molecular transducers that
will stabilize tumorigenesis in any tissue, which hypothetically covers the dynamics
of the molecular process of all cancerous growth.

2 State Space Analysis

From the reaction-diffusion cancer growth model above, a simplified non-
dimensional non-spatial derivative model was found. This model was further
modified by adding four additional parameters (˛, ˇ, � , ı) which represents tumor
cell volume, glucose level, number of tumor cells, and diffusion saturation level
from the surface, respectively:

P� D 0 (5)

Pf D ˛� .m � f / (6)

Pm D ˇ�n C f .� � c/� m (7)

Pc D �fm � !n � ı�c (8)
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A state-space analysis of a system of interdependent equations can be shown to
take the form [8]:

Px D Ax C Bu (9)

Where x is the state vector [n , f, m; c	; Px is the time derivative of the state vector,
A is the state-transition matrix, B is the input matrix and u is the input which in
this case we establish as a step-input for an example. This will not change the
characteristic equation or resulting pole placement for the un-driven system. The
equations in (5–8) produce the state-transition matrix A as follows:

A D

2
664

0 0 0 0

˛m �˛� ˛� 0

ˇ� � � c �1 �f
� ! �m �f �ı�

3
775 (10)

The characteristic equation of the system is found from the determinant of (sI –
A), where I is the identity matrix and s is the Laplace variable:

jsI � Aj D s4 C s3 .1C ı� C ˛�/

Cs2
�
ı� C vf 2 C ˛�C ˛�ı� C ˛�c � ˛��
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� (11)

This characteristic equation has roots that shows the placement of poles in
the s-domain which corresponds to the stability of the system. The following
typical values (also used for the paper in [6]) are used to calculate the coefficients
of (11): �D 50, �D 0.5, �D 0.025, ˛D 0.06 , � D 26.5 , ıD 40. From this, the
characteristic equation in (11) is:

s4 C 5s3 C 130s2 C 1251s

which has the roots of:

s D �8:07803; s D 0; s D 1:53902˙ 12:34892i

With the last two roots of s D 1.53902 ˙ 12.34892i lying in the right-hand side
of the s-plane, making the system unstable and oscillatory (Fig. 4). The phase-space
plot of this system shown in Fig. 1 diagrams the instability and associated chaotic
attractor for the values used in this example, which corresponds to a cell with high
oxygen and glucose conditions [6].

For poles in the right-hand side of the s-plane, the system is unstable and
corresponds to metastatic growth. In order to control the system, we want to design
a compensator that will place the poles in the left hand side of the plane at s >D 0

for stability.
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3 Design of a Compensator

The open loop system for the state-space equations in (9–11) is shown in Fig. 2.
By adding a feedback loop to the input block B with gain coefficients for the

output (shown in Fig. 3), a compensator is established which effectively changes
the internal gain of the system and alters pole placement and therefore stability.

The determination of the G matrix is found by first determining the desired
response based on the characteristic equation in (11). The equation in (11) is of
the form:

s4 C a1s
3 C a2s

2 C a3s C a4 (12)
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Fig. 4 Compensation moves poles to left-handed side of s-plane

Where a1, a2, a3 and a4 are the open-loop coefficients. Once the open-loop
response is examined, the new coefficients are selected for the desired stability
and these are represented by a1

0, a2
0, a3

0 and a4
0 for closed-loop response. For the

example presented for (11), we had the values a1, a2, a3 and a4 given as (5, 130,
1251, 0) from the open-loop characteristic equation as s4 C 5s3 C 130s2 C 1251s.
The desired coefficients for stability (a1

0, a2
0, a3

0 and a4
0) may be set, for example,

as (4, 4, 1, 0) which produces roots at s D �0.38197, s D �2.6180, s D 0 and
s D �1. These roots are all on the left-hand side of the plane with no oscillatory
response and are therefore stable (Fig. 4). The gain matrix is then found by equating
the difference of the a vector with the a0 vector:

G D
�
.QW/0

��1 �
a0–a

�
(13)

Where Q is the controllability test matrix given by the concatenation of the input
matrix B and the product of the input matrix with the state transition matrix AB
where A and B are given in (9 and 10):

Q D
�
B;AB;A2B;A3B

�
(14)

The matrix W in (13) is given by:

W D

2
664

1 a1 a2 a3
0 1 a1 a2
0 0 1 a1
0 0 0 1

3
775 (15)
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Where a1, a2, a3 are given in (12) and the product [(QW)0]�1 in (13) is the
inverse of the transpose of the product of Q and W. The resulting gain matrix in
(13) stabilizes the system by moving the poles to the left-hand side of the plane in
comparison to the uncompensated system, which has poles in the right hand side of
the plane (Fig. 4).

4 Interpretation of Results

The gain matrix as determined in (13) is a set of coefficients that represent the
negative feedback of the state variables x, through transformation and scaling
through the G matrix, for input into the system through the B matrix. As such,
the G matrix represents transducer molecules that would interact with the known
state variables (n as tumor cell density, f as the MM–concentration, m as the MDE–
concentration, and c as the oxygen concentration) and produce an output at the same
unit level as the input to the system u, in (9). If the initial model in (1–8) is correct,
the design of these four transducer molecules to act as a feedback mechanism is all
that is required to close the loop of tumorigenesis in order to stabilize tumor growth
and reduce metastasis. If the model requires modification, then the requirements
for the transducer molecules represented by the gain matrix in (13) changes with
the new model. Whatever model is used, the hope is that it is accurate enough to
model tumor behavior across many tissue domains, allowing for the treatment of a
wide variety of cancers with only the same four molecular transducers. In contrast,
current approaches to cancer therapy usually involve the development of molecular
inhibitors that target specific proteins that are considered essential to the operation
of tumor growth. As this approach changes with the biochemical process associated
with each tumor and tissue type, the use of a standard control methodology such as
this one that has been successfully tested for many decades on a variety of dynamical
systems, offers a substantial improvement in the investment of drug development.
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Evaluation of Anti-Epileptic Effect of New
Indole Derivatives by Estimation of Biogenic
Amines Concentrations in Rat Brain

Konda Swathi and Manda Sarangapani

Abstract The new heterocyclic compounds are used to treat epilepsy. In the
present work new indole derivatives i.e. 5-[2(3)-di alkyl amino alkoxy] Indole
2,3-di-one derivatives are synthesized and characterized and these compounds
was subjected to acute toxicity and then screened for antiepileptic activity on
Maximal Electroshock (MES) seizures model in albino wistar rats. In that study
5-[2-dimethyl amino ethoxy] Indole 2,3 dione and 5-[2-dimethyl amino ethoxy]
Indole 2-one,3-semicarbazone(IVa) showed good antiepileptic activity and less
neurotoxicity compared to phenytoin. The purpose of the present study is to
investigate the effect of 5-[2-dimethyl amino ethoxy] Indole 2,3-di one and 5-[2-
dimethyl amino ethoxy] Indole 2-one,3-semicarbazone(IVa) derivatives on biogenic
amines concentrations in rat brain after induction of seizures by Maximal Electro
Shock(MES) method. Our aim of study was relationship between seizure activ-
ities and altered the monoamines such as noradrenaline (NA), dopamine (DA),
serotonin (5-HT) in forebrain of rats in MES seizure models. In MES model,
study of 5-[2-dimethyl amino ethoxy] Indole 2,3 dione(IIIa) and 5-[2-dimethyl
amino ethoxy] Indole 2-one,3-semicarbazone(IVa) (100 mg/kg) showed signifi-
cantly restored the decreased levels of brain monoamines such as Noradrenaline,
Dopamine & 5-Hydroxy Triptamine. Thus, this study suggests that study of
5-[2-Dimethyl amino ethoxy] Indole 2,3-dione(IIIa) and 5-[2-dimethyl amino
ethoxy] Indole 2-one,3-semicarbazone(IVa) increased the monoamines on rat brain,
which may be decreased the susceptibility to MES induced seizure in rats.
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1 Introduction

Surendranath pandya. reported the synthesis and anticonvulsant activity of some
novel n-methyl/acetyl,5-(un)-substituted isatin-3-semicarbazones. In the last few
years, Isatin derivatives have been discovered which show potential hypnotic [1],
antibacterial [2–5], MAO inhibitory [6], antioxidant activity. We are reporting
in the present communication the synthesis and characterization of some new
compounds: 5-[2(3)-dialkyl amino alkoxy] Indole 2,3-diones,5-[2(3)-dialky amino
alkoxy] Indole 2-one,3-semicarbazones.

In the present work some new 5-[2(3)-dialkylamino alkoxy] Indole 2, 3-dione
derivatives were prepared from 5-hydroxy isatin and its semicarbazones. All the
compounds were evaluated for anticonvulsant activity by Maximal electroshock
induced convulsion method. These compounds were also evaluated for their neu-
rotoxicity study by skeletal muscle relaxant activity method. 5-[2-dimethylamino
ethoxy] Indole 2, 3-dione(IIIa) and 5-[2-dimethyl amino ethoxy] Indole 2-one,
3-semicarbazone(IVa) showed good anticonvulsant activity when compared with
standard drug Phenytoin and all the compounds showed less neurotoxicity when
compared with standard drug Diazepam. Since the antiepileptic effect of com-
pound(IIIa) and compound(IVa) on brain has been experimentally not confirmed.
Therefore, the aim of the present investigation was to evaluate the effect of
compound(IIIa) and compound(IVa) in rat brain after induction of epilepsy by MES
in albino wistar rats.

2 Materials and Methods

The compounds were mostly synthesized by conventional methods and described in
experimental selection and also by the methods established in our laboratory.

2.1 Chemicals

Diazepam, Di alkylamino alkyl halides, Phenytoin, Semicarbazidehydrochloride
purchased from Sigma- Aldrich Chemicals Private Limited, Hyderabad, India.
p-Amino phenol, Hydroxylamine hydrochloride, Sodium sulfate were purchased
from Merck Chemicals Private Limited, Hyderabad, India.
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2.2 Preparation of 5-Hydroxy Indole
2-One,3-Semicarbazone(II)

As represented in Scheme-1,5-Hydroxyisatin(I)was heated under reflux in methanol
containing two or three drops of acetic acid with semicarbazide hydrochloride
for half an hour. The product 5-Hydroxy indole2-one,3-semicarbazone(II) thus
separated was filtered and purified by recrystalization from suitable solvent.

2.3 Preparation of 5-[2(3)-Dialkyl Amino Alkoxy] Indole
2-One,3-Semicarbazone(III) and 5-[2(3)-Dialkyl Amino
Alkoxy] Indole 2-One,3-Semicarbazone(IV)

As represented in Scheme-1 (Fig. 1), mixture of 5-Hydroxyindole2,3-dione(I)/5-
Hydroxy indole2-one, 3-semicarbazone(II) (0.01 moles) and dialkylamino alkyl-
halide (0.01 moles) placed in 10% alcoholic potassium hydroxide and this mixture
was stirred at room temperature for 6 h. The alcohol was reduced to half of its
volume and cooled. The product separated was filtered, washed with small portions
of cold alcohol repeatedly and dried. It was purified by recrystalisation from hydro
alcoholic mixtures to get a crystalline solid. The physical data of the title compounds
were presented in Table 1. The compounds were characterized by spectral data.

2.4 Spectral Data

The compounds have been characterized by the spectral data IR, PMR and Mass.
Compound (IIIa) showed characteristic IR peaks at 3276(NH), 1651.96 (C O),

1569.82(Ar,C C), 1276(C-O-C), 807.93(Ar). Its PMR spectrum (DMSO,III)
showed characteristic peaks at (d ppm) 300 MHz, DMSO) 10.36(s, 1H,-CONH),
7.01–7.29(m,3 H,Ar-H), 3.2 (t,2H,O-CH2), 2.9 (t,2H,N-CH2), 1.24(m,6H,CH3-N-
CH3). Mass spectrum of compound IIIa showed molecular ion(MC) base peak at
m/z 234 (100%). It also shows peak at m/z (71) may be due to the fragmentation of
the alkyl chain from the molecule ion.

Compound (IVa) showed characteristic IR peaks at 3255.79 (NH), 1728.29
(C O), 1509.02(C C), 1133.15(C-O-Cether). Its PMR spectrum (DMSO,III)
showed characteristic peaks at (d ppm) 300 MHz, DMSO) 10.36(s, 1H,-CONH),
6.65–7.29(m, 3H, Ar-H),3.29 (t,2H,O-CH2), 2.93 (t,2H,N-CH2), 7.41-7.46(d,2H,
NH2), 11.36(s,1H, NH2), 1.24(m,6H,CH3-N-CH3). Mass spectrum of compound
IIIa showed molecular ion (MC) base peak at m/z (291). The mass spectrum
shows its base peak at m/z 77 (100%) may be due to the fragmentation of the
semicarbazone from the molecule ion.
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3 Pharmacology

3.1 Anti-Epileptic Activity

Materials: 1% w/v SCMC, Test Compounds, Stop Watch, Cornealelectrodes,
Phenytoin.
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Table 1 Physical data of 5-[2(3)-dialkyl amino alkoxy] indole 2-one,3-semicarbazone(III) and
5-[2(3)-dialkyl amino alkoxy] indole 2-one,3-semicarbazone(IV)

N O

XCH2-O(CH2)nN
R
R

R1

H

S.No Compound R R1 N X M.F % Yeild M.P M.Wt

1 IIIa CH3 H 1 O C12H14N2O3 91% >320 234
2 IIIb C2H5 H 1 O C14H18N2O3 86% >320 262
3 IIIc CH3 H 2 O C13H16N2O3 93% >320 248
4 IIId CH3 CH3 1 O C13H16N2O3 85% >320 248

5 IIIe

CH3
CH2

H3C H 1 O C16H24N2O3 81.8% >320 292
6 IVa CH3 H 1 NNHCONH2 C13H17N5O3 92% >320 291
7 IVb C2H5 H 1 NNHCONH2 C15H21N5O3 83% >320 319
8 IVc CH3 H 2 NNHCONH2 C14H19N5O3 92% >320 365
9 IVd CH3 CH3 1 NNHCONH2 C14H19N5O3 86% >320 365

10 IVe

CH3
CH2

H3C H 1 NNHCONH2 C17H27N5O3 82% >320 349

3.1.1 Maximal Electroshock Seizure (MES) Method & Neurotoxicity
Study

Method: The antiepileptic activity was studied by Maximal Electroshock Induced
Convulsion method [7] by using electro-convulsiometer. Healthy albino rats
(150–220 g) were fasted for overnight and divided into groups of six animals
each. The test compounds suspended in (1% w/v SCMC) were administered at a
dose of 100 mg/kg body weight i.p. The control group animals received only vehicle
(1% w/v SCMC). The test started 30 min after i.p. injection. Maximal seizures were
induced by the application of electrical current to the brain via corneal electrodes.
The stimulus parameter for mice was 50 mA in a pulse of 60 Hz for 200 ms.
Abolition of the hind limb tonic extensor spasm was recorded as a measure of
antiepileptic activity. The neurotoxicity [8] was studied by rotarod method by using
diazepam as a standard, results are presented in Table 2.

5-[2-dimethyl amino ethoxy] Indole 2,3-dione(IIIa) and 5-[2-dimethyl amino
ethoxy] Indole 2-one,3-semicarbazone(IVa) showed good anticonvulsant activ-
ity when compared with standard drug Phenytoin and other compounds. These
two compounds showed less neurotoxicity when compared with standard drug
Diazepam.

Since the antiepileptic effect of 5-[2-Dimethyl amino ethoxy] Indole 2, 3
di-one(IIIa), 5-[2-Dimethyl amino ethoxy] Indole 2-one,3-semicarbazone(IVa) on
brain has been experimentally not confirmed. Therefore, the aim of the present
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Table 2 Antiepileptic and neurotoxicity study of 5-[2(3)-dialkyl amino alkoxy] indole 2-one,
3-semicarbazone(IIIa-e), 5-[2(3)-dialkyl amino alkoxy] indole 2-one,3-semicarbazone(IVa-e)

S. No Compound MES induced convulsions Neurotoxicity (%)

1. IIIa 65.54˙ 0.341 7
2. IIIb 58.61˙ 1.234 18
3. IIIc 48.42˙ 1.134 6.7
4. IIId 41.5˙ 1.345 3.4
5. IIIe 37.46˙ 1.034 4.6
6. IVa 67.18˙ 0.234 7
7. IVb 66.68˙ 0.243 5
8. IVc 54.76˙ 1.234 6.2
9. IVd 38.18˙ 1.658 7.8
10. IVe 37.44˙ 1.345 7
11. Phenytoin 100 –
12. Control 0 2
13. Diazepam – 88

Number of animals nD 6. P < 0.05. The compounds were tested at a dose of 100 mg/kg (b.w)

investigation was to evaluate the effect of 5-[2-Dimethylamino ethoxy] Indole 2,
3-dione and 5-[2-Dimethyl amino ethoxy] Indole 2-one, 3-semicarbazone(IVa) in
rat brain after induction of epilepsy by MES in albino wistar rats.

3.2 Biogenicamines Estimation by Fluorimetric Micromethod

3.2.1 Experimental Design for Biogenicamine Estimation

Albino wistar rats were divided into four groups of six animals each. Group
I received vehicle control (1% w/v SCMC, 1 ml/100 g) whereas Group-II
received standard drug (Phenytoin, 25 mg/kg) i.p, Group-III and IV, received
5-[2-Dimethylamino ethoxy] Indole 2, 3-dione and 5-[2-Dimethyl amino ethoxy]
Indole 2-one,3-semicarbazone(IVa) (100 mg/kg) i.p respectively for 14 days. On the
14th day, Seizures are induced to all the groups by using an Electro convulsiometer.
The duration of various phases of epilepsy were observed.

3.2.2 A Fluorimetric Micromethod for the Simultaneous Determination
of Serotonin, Noradrenaline and Dopamine

On the 14th day after observed the convulsions of all groups rats were sacrificed,
whole brain was dissected out and separated the forebrain. Weighed quantity of
tissue and was homogenized in 0.1 ml hydrochloric acid—butanol, (0.85 ml of 37%
hydrochloric acid in n-butanol for spectroscopy) for 1 min in a cool environment.
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The sample was then centrifuged for 10 min at 2000 rpm. 0.08 ml of supernatant
phase was removed and added to an Eppendorf reagent tube containing 0.2 ml of
heptane (for spectroscopy) and 0.025 ml 0.1 M hydrochloric acid. After 10 min of
vigorous shaking, the tube was centrifuged under same conditions to separate two
phases. Upper organic phase was discarded and the ethanol phase (0.02 ml) was
used for estimation of Serotonin, Nor Adrenaline and Dopamine assay.

3.2.3 Nor-Adrenaline and Dopamine Assay

The assay represents a miniaturization of the trihydroxide method. To 0.02 ml of
HCl phase, 0.05 ml 0.4 M and 0.01 ml EDTA/Sodium acetate buffer (pH 6.9) were
added, followed by 0.01 ml iodine solution (0.1 M in ethanol) for oxidation. The
reaction was stored after 2 min by addition of 0.01 ml Na2SO3 in 5 M NaOH. Acetic
acid was added 1.5 min later. The solution was then heated to 100 for 6 min. When
the sample again reached room temperature, excitation and emission spectra were
read in the micro cuvette as with 5-HT: in some cases, the readings were limited to
the excitation maxima. 395–485 nm for NA and 330–375 nm for DA uncorrected
instrument values [9].

3.2.4 Serotonin Assay

As mentioned earlier some modifications in reagent concentration became necessary
together with changes in the proportions of the solvent, in order to obtain in
a good fluorescence yield with reduced volume for 5-HT determination, the
O-pthaldialdehyde (OPT) method was employed. From the OPT reagent 0.025 ml
were added to 0.02 ml of the HCl extract. The fluorophore was developed by heating
at 100 ıC for 10 min. After the samples reached equilibrium with the ambient
temperature, excitation/estimation spectra or intensity reading at 360–470 nm were
taken in the micro cuvette [10].

3.3 Statistical Analysis

The data were expressed as mean ˙ standard error mean (S.E.M). The Significance
of differences among the group was assessed using one way and multiple way
analysis of variance (ANOVA). The test followed by Dunnet’s test p values less
than 0.05 were considered as significance.
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4 Results and Discussions

Synthesis and Charecterisation of 5-[2-dimethyl amino ethoxy] Indole 2,3-
dione(IIIa) and 5-[2-dimethyl amino ethoxy] Indole 2-one,3-semicarbazone(IVa)
was done by standard methods.

Effect 5-[2-dimethyl amino ethoxy] Indole 2,3-dione(IIIa) and 5-[2-dimethyl
amino ethoxy] Indole 2-one,3-semicarbazone(IVa) showed good antiepileptic activ-
ity in seizure induced rats by MES. These compounds specifically evaluated for
levels of biogenicamines in rat brain.

4.1 Noradrenaline

In MES model, Noradrenaline levels significantly (p < 0.01) decreased in forebrain
of epileptic control animals. 5-[2-Dimethyl amino ethoxy] Indole 2,3 dione(IIIa)
and 5-[2-Dimethyl amino ethoxy] Indole 2-one,3-semicarbazone(IVa) at the doses
of 100 mg/kg, standard drugs phenytoin and diazepam treated animals showed a
significantly (p < 0.05 & p < 0.01) increased in Noradrenaline levels in forebrain of
rats (Table 3).

4.2 Dopamine

In MES model, Dopamine levels significantly (p < 0.01) decreased in forebrain
of epileptic control animals. Test compounds(IIIa, IVa), phenytoin and diazepam
treated animals showed a significantly (p < 0.05 & p < 0.01) increased in Dopamine
levels in forebrain of rats (Table 3).

4.3 Serotonin

In MES model, Serotonin levels significantly (p < 0.01) decreased in forebrain of
epileptic control animals were observed. 5-[2-Dimethyl amino ethoxy] Indole 2,3
dione(IIIa) and 5-[2-Dimethyl amino ethoxy] Indole 2-one,3-semicarbazone(IVa) at
the doses of 100 mg/kg, standard drugs phenytoin and diazepam treated animals
showed a significantly (p < 0.05 & p < 0.01) increased in Serotonin levels in
forebrain of rats (Table 3).
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Table 3 Effect 5-[2(3)-dialkyl amino alkoxy] Indole 2-one,3-semicarbazone(III), and 5-[2(3)-
dialkyl amino alkoxy] indole 2-one,3-semicarbazone(IV) on neurotransmitters levels in rat brain
after MES induced epilepsy

Group Design of treatment Noradrenaline Dopamine Serotonin

I Vehicle control (SCMC
1 ml/100 gm)

664.25˙ 1.29 540.46˙ 3.17 184.39˙ 3.14

II MES (SCMC 1 ml/100 gm) 428.17˙ 1.31
a**

449.17˙ 1.72a** 65.68˙ 21.25
a**

III Phenytoin 25 mg/kg, i.p 546.15˙ 2.71
b**

625.27˙ 2.64
b**

25.27˙ 2.16
b**

IV 5-[2-Dimethylamino ethoxy]
indole 2, 3-dione 100 mg/kg, i.p

522.41˙ 2.16b** 625.28˙ 4.12b** 95.14˙ 2.25b**

V 5-[2-Dimethylamino ethoxy]
indole 2-one �3-semicarbazone
100 mg/kg, i.p

716.19˙ 2.13b* 524.33˙ 1.31b* 88.19˙ 1.28b*

Values are expressed as mean ˙ SEM of six observations. Comparison between: a- Group I Vs
Group II, b- Group III Vs Group IV and Group V. Statistical significant test for comparison was
done by ANOVA, followed by Dunnet’s test *p < 0.05; **p < 0.01; UnitsD pg/mg of wet tissue

5 Conclusion

A new series of indole derivatives 5-[2(3)-dialkyl amino alkoxy] Indole
2-one,3-semicarbazone(III), 5-[2(3)-dialkyl amino alkoxy] Indole 2-one,3-
semicarbazone(IV) were synthesized by reacting 5-hydroxyindole 2,3 dione/5-
hydroxyindole 2,3 dione schiff bases with 2-N,N di alkylamino alkyl halides.
Evaluation of these compounds as antiepileptic and skeletal muscle relaxant
activity revealed that compounds IVa, IIIa, exhibited more promising activity. 5-[2-
dimethyl amino ethoxy] Indole 2,3 dione(IIIa), 5-[2-Dimethyl amino ethoxy] Indole
2-one,3-semicarbazone(IVa) showed good anticonvulsant activity when compared
with standard drug Phenytoin and all the compounds showed less neurotoxicity
when compared with standard drug Diazepam.

The role of biogenic amines in epileptogenesis and in recurrent seizure activ-
ity is well-documented. Spontaneous and experimentally induced deficiencies in
noradrenaline (NA), dopamine (DA) and/or serotonin (5-hydroxy- tryptamine or
5-HT). It has been implicated in the onset and perpetuation of many seizure
disorders many experimental procedures designed to increase monoaminergic activ-
ity have proven antiepileptic properties [10–14]. In present study, the established
antiepileptic drugs such as phenytoin restored the monoamine levels on brain [15].
Similarly compound(IIIa) and compound(IVa) significantly (p < 0.05 & p < 0.01)
increased monoamines levels in forebrain of rats. Many drugs that increase the brain
contents of GABA have exhibited anticonvulsant activity against seizures induced
by MES [11]. MES is probably the best validated method for assessment of anti-
epileptic drugs in generalized tonic-clonic seizures [16].

In conclusion biogenic amines participate in the control of Maximal electroshock
induced seizure in rat model. Our findings support the hypothesis that decreased
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the monoamines levels in rat brain after induction of seizure. Compound(IIIa) and
compound(IVa) treated rats, monoamines such as NA, DA & 5-HT levels signif-
icantly restored on forebrain. Thus compound(IIIa) and compound(IVa) increases
the seizure threshold and decreased the susceptibility to MES induced seizure
in rats. Hence we suggest that new indole derivatives of 5-[2-Dimethylamino
ethoxy] Indole 2, 3-dione(IIIa) and 5-[2-Dimethyl amino ethoxy] Indole 2-one,
3-semicarbazone(IVa) possess antiepileptic properties that may be due to restored
the biogenic amines in rat brain.
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Does Health Perception, Dietary Habits
and Lifestyle Effect Optimism? A Quantitative
and Qualitative Study

Aikaterini Kargakou, Athanasios Sachlas, Georgios Lyrakos, Sofia Zyga,
Maria Tsironi, and Andrea Paola Rojas Gil

Abstract The aim of the study was to investigate the relationship between opti-
mism, general health perception, nutritional habits and lifestyle. A quantitative
study was conducted on 500 Greek adults. A standardized questionnaire was used
which consisted of the General Health Self-Assessment Questionnaire (GHSAQ),
the Life Orientation Test-Revised (GrLOT-R), the dietary habits and lifestyle
questionnaire. A qualitative study was conducted through interviews and focus
groups. Participants’ average score of GrLot-R was 20.47 (˙4.017) units. The
highest GrLot-R score was statistically correlated to more frequent consumption
of fruits, salads, dairy products, olive oil, high-fibre cereals and water and to the
lower consumption of canned products. Multivariate analysis showed that optimism
is significantly positively predicted by the factors “Vitamin K & A”, “Vitamin C”,
and negatively by “Preservatives.” There was also a positive correlation between
GrLot-R and GHSAQ. The qualitative study analysis showed that physical exercise,
duration/quality of sleeping, family and stress affected participants’ optimism.
It seems that intrinsic factors as vitamins, preservatives, a healthy lifestyle and
extrinsic factors as the family background and the environment that someone is
raised, affect the level of optimism.
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1 Introduction

Diet can be a determinant factor regarding the incidence of chronic diseases and
it severely affects the development of diseases such as cardiovascular diseases,
obesity, diabetes, cancer etc. [1].

The association between dietary habits and physical health is quite familiar
compared to the association between dietary habits, mental health and mood. Cross-
sectional and prospective studies have been carried out with the aim of investigating
the relationship of diet and non-communicable diseases, part of which are mental
disorders [2]. Individuals who have experienced mental disorders like depression,
bipolar disorder, schizophrenia and obsessive compulsive disorder, seem to present
a deficiency of many nutrients and vitamins, minerals, omega-3 fatty acids etc. [3].

Over the last years, the interest of the scientific community has increased
regarding the study of positive emotions and their effect on people’s health. One
emotion considered as “positive” is optimism. The most widely used definition of
optimism is that of Scheier and Carver’s [4], who conceptualize it as “the belief that
good, as opposed to bad, things will generally occur in one’s life.”

The level of optimism, regardless of the theoretical approach used, has been
associated with lower risk of mortality in general medical patients [5], in coronary
heart disease patients [6], with slower progress of atherosclerotic carotid disease
[7] and AIDS [8], with lower pain sensitivity [9], the incidence of lower levels of
inflammation indicators and haemostasis [10] and anxiety [11].

Studies with the object of the association of optimism, dietary habits and lifestyle
are not enough in order to lead to firm conclusions. A study of Boehm et al.
[12] showed that the highest score in optimism correlated negatively with smoking
and alcohol consumption and positively with dietary habits, healthier lipids profile
and physical exercise. Kelloniemi et al. [13] demonstrated that optimist people
consumed more fresh vegetables and salads, fruits, low-fat cheese than the pessimist
ones.

The purpose of the present study was to investigate the association between
optimism, dietary habits, health self-perception and lifestyle on a sample of the
general Greek population.

2 Study Design

The present study was conducted by applying the triangulation method [14]. The
methodological triangulation was chosen in order to obtain more reliable and valid
results, to assure each method’s positive data, to reduce weaknesses and to avoid
methodological limitations.
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Taking into consideration the fact that it is the first study in Greece which
explores the relationship between optimism, dietary habits, health and lifestyle, a
qualitative study was applied in order to interpret quantitative data but mainly to
investigate issues that could not be assessed through a structured questionnaire.

An anonymous reliable and valid questionnaire combined of three standardized
questionnaires was used [15] for the quantitative study. The questionnaire was
consisted of the General Health Self-Assessment Questionnaire (GHSAQ), the
Life Orientation Test-Revised (GrLOT-R) [16], the dietary habits and lifestyle
questionnaire and demographic data. There were 565 questionnaires distributed to
adults of the general population in Lakonia, Greece, of which 500 were returned
completed (response rate 88.5%).

The qualitative study consisted of semi-structured interviews and focus group
discussions (FGDs). Before conducting face-to-face interviews, two personal inter-
views were piloted in order to check the semi-structured questions guide and
any difficulties. The process followed for interviews included: (a) thematize the
study and design the interview guide following the interviews, (b) transcription,
(c) analyzing process and finally and (d) verification of findings. Six (6) women
and four (4) men were participated. Regarding Focus Group Discussions (FGDs),
three groups were conducted, each of four individuals. Time and location of FGDs
were decided jointly. Participants were placed in a circle in order to have eye
contact and better interaction. A 10-point questions guide was used based on the
study’s hypotheses. Sample was selected randomly from the quantitative study’s
participants and all interviews were recorded both in notes and tape with the consent
and verification of the interviewees.

2.1 Data Analysis

Absolute and relevant frequencies for qualitative variables, mean and standard
deviation for quantitative variables are presented. Pearson’s correlation coefficient
was analyzed, t-test was used on two independent samples and one-way analysis of
variance was applied. Welch t-test was applied in the cases of deviation from the
equality of variances hypothesis. In cases where normality was not possible, Mann-
Whitney test and Kruskal-Wallis test were applied. Exploratory factor analysis
through Varimax rotation and multivariate analysis regression was performed in
order to aggregate dietary habits and physical exercise. Multivariate regression anal-
ysis was used to determine the factors affecting the GrLot-R score. The statistical
analysis was conducted through IBM SPSS Statistics 22.0 (SPSS, Chicago, IL,
USA) and all results were considered statistically significant at p < 0.05.

Qualitative data were analyzed using a content analysis method. The information
was coded following themes and the analysis was carried out by the researchers.
More specifically, the researchers read the notes, arranged the content following the
topic, coded, analyzed into themes, and presented integrated with quantitative data.
Finally, all participants reviewed and verified their responses, both recorded and
written ones.
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3 Results

3.1 Quantitative Findings

The socio-demographic characteristics of the 500 individuals who participated in
the study are presented in Table 1.

Life Orientation Test-Revised and General Health Self-Assessment
Questionnaire Study
The total score of GrLot-R was equal to 20.47 (˙4.017) and it was affected by
marital status (p D 0.005), working status (p D 0.004) and education (p < 0.001).
According to the mean values, married people, freelancers and post-graduate degree
holders scored higher on the optimism scale. Moreover, GrLot-R score correlated
negatively statistically significant with participant’s age (r D �0.155; p D 0.001).

The level of optimism correlated statistically significant, although weak, with
water consumption (r D 0.092; p D 0.039) as well as with the weekly frequency
of various food consumption (Table 2). According to the mean values, individuals
who consumed at least four times a week the above foods, achieved higher score
on the optimism scale. The same is observed at individuals who consumed two to

Table 1 Socio-demographic characteristics

N (%)

Gender Male 226 (45.2)
Female 274 (54.8)

Age 35.27 (11.850)a

Marital status Single 261 (52.2)
Married 197 (39.4)
Cohabitation 18 (3.6)
Separated 3 (0.6)
Divorced 16 (3.2)
Widowed 5 (1.0)

Education Primary education 13 (2.6)
Lower secondary education 33 (6.6)
Higher secondary education 107 (21.4)
Undergraduate student 64 (12.8)
University graduate 200 (40.4)
Postgraduate studies 83 (16.6)

Work status Unemployed 112 (22.4)
State employee 174 (34.8)
Private employee 87 (17.4)
Freelancer 46 (9.2)
Farmer 29 (5.8)
Retiree 9 (1.8)
Other 43 (8.6)

aMean (˙SD)
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Table 2 Statistically significant associations between weekly dietary habits and GrLOT-R score

Consumption
frequency
At most once 2–4 times >4 times

How many times
a week do you
consume N Mean SD N Mean SD N Mean SD p-value

Fruits 98 19.19 4.268 190 20.18 3.832 212 21.33 3.880 <0.001a

Salads 45 18.62 4.716 159 19.58 3.747 296 21.23 3.864 <0.001a

High-fibre cereals 278 20.08 4.066 109 20.72 4.105 113 21.20 3.708 0.033a

Canned products 464 20.59 3.973 – – – – – – 0.041a

Lettuce 143 19.66 4.065 262 20.60 3.981 95 21.34 3.855 0.005a

Pepper 256 19.87 4.042 190 21.11 3.916 54 21.09 3.877 0.003a

Tomato 84 19.67 3.551 239 20.03 4.235 177 21.46 3.740 <0.001a

Apple 155 20.04 4.391 230 20.37 3.648 115 21.27 4.113 0.038a

Watermelon 172 19.71 3.991 214 20.75 4.041 114 21.10 3.865 0.007a

Carrot 187 19.92 3.887 231 20.60 4.235 82 21.38 3.491 0.019a

Apricot 230 19.77 4.145 198 20.98 3.705 72 21.33 4.097 0.001a

Orange 77 19.55 4.194 197 19.74 3.906 226 21.42 3.857 <0.001a

Mandarin 163 19.58 4.207 196 20.65 3.956 141 21.25 3.694 0.001a

Yellow—Orange
pepper

374 20.18 3.964 99 21.70 4.009 27 19.96 4.052 0.046b

Pineapple 464 20.54 3.947 24 21.08 4.149 12 16.75 4.901 0.046b

Dairy products 16 18.75 4.074 129 20.24 3.844 355 20.63 4.064 0.001b

Raw olive 61 18.75 3.837 134 20.13 3.687 305 20.96 4.092 <0.001a

aANOVA
bKruskal-Wallis

four times a week green, red, and yellow pepper, pineapple and once a week at most
canned food.

The analyses showed a moderate positive correlation between GHSAQ and
GrLot-R score (r D 0.388, p < 0.001).

Exploratory Factor Analysis of Dietary Habits
By applying factor analysis with Varimax rotation, 12 statistically significant factors
emerged which describe participants’ food preference/consumption and interpret
60.28% of the total dispersion. The foods comprising each factor and the percent of
variance that each factor interprets are presented in Table 3. The factors are consisted
of food groups that contain a common nutrient [17].

Multivariate Analysis
Multivariate analysis showed that GrLot-R score is significantly predicted by
the factors “Vitamin K & A” (“ D 0.885, t(48) D 5.125, p < 0.001) “Vitamin
C” (“ D 0.538, t(48) D 3.117, p D 0.002) and “Preservatives,” (“ D �0.533,
t(48) D �3.089, p D 0.002). These factors interpret a significant variance rate of
GrLot-R score (R2 D 0.079, F(3.496) D 15.173, p < 0.001).
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Table 3 The factors describing participants’ food preference/consumption

Factors Variable
% of variance
interpreted

Flavonoids Pepper, red cabbage, carrot, yellow-orange
peppers, corn

8.210

Vitamin C Apple, watermelon, pomegranate, cherries,
apricots, oranges, mandarins

7.845

Vitamin K & A Fruits, salads, lettuce, carrot, raw olive oil 6.920
Iron Spinach, vegetables cooked with olive oil,

legumes, fish
5.639

Polyphenols Green tea, dried fruits, nuts, whole grains 5.250
Saturated fat Junk food, red meat, fried food 4.894
Preservatives Canned food, pineapple, dairy 4.042
Folate and plant lignans Spinach, broccoli, brown bread 3.939
Pectin Apple, brown rice 3.754
Carbohydrates and cholesterol Sweets, egg, pasta 3.404
Alcohol Alcohol 2.949

3.2 Qualitative Findings

3.2.1 Interview Results

Participants ranged in age from 26 to 50, with a mean age of 39.8 (˙7.177).
A majority of the participants were female (60%).

Optimism and Development Factors
Regarding the factors that affect the level of optimism, participants’ opinions varied.
The main factor mentioned by the majority of participants (80%) was the effect
(positive/negative) of the family environment in which a person is raised. Half of
the participants (50%) mentioned stress as a deterrent whereas their opinions did
not coincide on the issue of the negative effect of financial status.

Difficulties in financial issues, work and livelihood make me feel pessimistic.

Four participants (40%) reported that the feeling of companionship, love and
communication as well as having children are considered substantial factors of pos-
itive effect on optimism whereas loneliness is a negative one. Of total interviewed,
50% reported weather, culture, faith in God and mass media were mentioned as
important factors for optimism/pessimism’s development.

When I feel I have people by my side who support, help and love me I am very optimistic.
My marriage, my wife and my children strengthen my optimism.

Only one (10%) participant noticed that when his/her diet included specific food
such as fruits and vegetables his/her level of optimism was affected positively.
A significant finding is the ignorance and lack of “self-observation” of the effect that
dietary and smoking habits (by the 90% and 100% of participants respectively) have
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on mental health and specifically on the level of optimism, while it was observed
a positive correlation between the level of optimism with physical exercise and
duration/quality of sleeping by 40% of interviewed.

My mood is better and I feel optimistic when I eat healthy : : : also I feel good when I
consume food that I consider tasty.

Association Between Health Self-Assessment and Optimism
The association and interaction between health and optimism and generally mood
was observable and familiar to all interviewees (100%). The effect of optimistic
and positive feelings regarding the significance and expression of symptoms, the
development of chronic diseases and the incidence of psychosomatic symptoms was
estimated very important.

Poor health affects negatively my optimism and being pessimistic affects my body. I
suppose these are interconnected.

3.2.2 Focus Groups Discussions

Participants ranged in age from 25 to 54, with a mean age of 39.91 (˙10.448) and
50% were male.

Optimism and Development Factors
Regarding the level of optimism, it emerged that the majority of the participants
(83.3%) considered themselves as optimistic. Through discussions participants
supported that factors which affect their level of optimism are: health condition,
the adequate duration and quality of sleeping, family background in which someone
is raised, feeling satisfaction and love in their marriage, having communication in
marriage, the possible genetic origin of optimism, mass media, culture, stress and
weather.

Family environment affects children’s optimism. For instance, I notice that I have adopted
behaviors and mentality from my parents.

Moreover, there was a correlation between the lack of observing the effect of
water consumption and smoking had on the level of optimism whereas the opposite
happened for physical exercise.

When I exercise my optimism is increased and my mood is better, it cheers me up. Exercise
and, as far as I’m concerned, hiking is optimism, life, liveliness.

Finally, it was not observed a realization regarding the effect of diet both on
optimism and mood whereas they agreed that consumption of unhealthy food made
them feel regrets.

The anticipation of a good meal, a meal that you like, makes you happy and cheers you up.
Even when it is junk food. Of course you regret it later.
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Optimism and Health
There was unanimity that positive mood and optimism affect positively health and
vice versa.

I am very optimistic and it affects my health. At times that I might be less optimistic, I’ve
noticed I have headaches and my back hurts. Moreover, I think that any physical problem, I
might face, gets worse if I don’t feel optimistic.

4 Discussion

The present study was the first attempt to investigate the association between
optimism, general health self-assessment, dietary habits and lifestyle in Greece.

According to the findings, the mean score of GrLot-R was up to 20.47 (˙4.017)
which categorizes the participants as very optimists. This result is consistent with
Roy’s et al. [10] multinational study on general population, where the mean was
19.9, but is in opposition to the results of other Greek studies like Lyrakos et
al. [16] (on a sample of nursing staff) and Tsakogia et al. [18] (on a sample of
patients) where the mean was 14.4 and 15.5, respectively. The above differentiation
occurs probably due to sample differences e.g. differences regarding the job, the
geographical location the study was conducted, whether it concerns patients or
general population etc.

Association Between Optimism and Demographic Data
The study showed that the higher the age the less optimism the participants felt. This
result is consistent with Lachman’s et al. [19] study and it possibly associates with
the gradual realization of reaching the end of life cycle and the negative feelings
of old age [20]. On the contrary, Isaacowitz’s [21] study in USA shows that older
people interpreted their lives’ events from a more optimistic perspective compared
to young people. The fact that the results regarding the age-optimism correlation do
not coincide, points out that this particular correlation is still quite debatable.

As far as the working status is concerned, the results showed that freelancers
scored higher at GrLot-R, which is in accordance with Blanchflower and Oswald’s
[22] results where “self-employed might be inherently more optimistic and happy
than others.” In addition, the above result might be associated with the fact that
freelancers feel more satisfied in their lives than employees [23].

With regard to marital status, it was found that married people scored higher
at GrLot-R which is consistent with Coll and Draves’ [24] study and probably
is associated with Carr’s [25] view “Couple formation and marriage leads to the
development of a series of important relationships: the marital relationship, the
kinship relationships, and later, the parent-child relationships, all contribute to
happiness and well-being” (p. 287). The qualitative study revealed that it was not
marriage itself that affected positively the participants’ optimism but the existence of
satisfaction, love and communication within it. Furthermore, it showed that people
with kids felt they had a highly important purpose in their lives which contributed
positively to their optimism.
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Correlation Between Optimism and Diet
According to the results of this study the highest score at GrLot-R correlated
positively with the consumption of tomato, lettuce, apricot, apple, watermelon,
pineapple, oranges, tangerines and raw olive oil. A possible interpretation of these
results could be the positive effect of antioxidants –especially those of carotenoids-
on the level of optimism as it was observed at Boehm’s et al. [26] study, while
at Kelloniemi’s et al. [13] study in Finland showed that a diet rich in fruits and
vegetables is more frequent among optimists than pessimists. Moreover, the above
foods are rich in vitamin C which reduces stress, “mental” and “psychological”
fatigue and improves mood [27], while raw olive oil has an antioxidant effect due to
biophenol, which affects positively the mood [28].

In addition, individuals who consumed cereals and dairy products more than
four times a week scored higher at GrLot-R. This might be associated with the
fact that deficiency of magnesium, where the above foods are significant source of
it, is associated with depressive disorders and other mental health problems like
irritability, sadness and stress [29]. The same association was observed with the
consumption of water, where people who consumed more water on daily basis were
more optimists. This can happen due to the negative effect of mild dehydration on
psychosomatic functionality [30].

The multivariate analysis showed that the GrLot-R score is predicted statisti-
cally significant by the factors “Vitamin K & A” and “Vitamin C,” which is in
accordance with the aforementioned studies [13, 26, 27, 31]. Regarding the factor
“Preservatives,” which as it came out from the analysis affected negatively the above
score, could be linked with bisphenol A (BPA), which is widely spread in plastic
containers and canned foods. BPA exposure has been adversely associated with
some sociosexual behaviors and anxiety at relatively low doses [32].

The qualitative study showed that individuals had not observed any effect of
specific foods consumption on their optimism but it was found that the adoption of
healthy diet contributes generally in the creation of positive emotions. In addition, as
the participants reported, the consumption of junk food made them feel a temporary
satisfaction at the beginning but afterwards felt guilty and regrets. The relation of
junk food and satisfaction could be associated with the fact that consumption of
food rich in carbohydrates and sugar leads to insulin release which in turn causes
serotonin production that contributes to a temporary satisfaction, pleasant mood and
relaxation [33].

Correlation Between General Health Self-Assessment and Well-Being
and Between Physical Exercise and Optimism
In regard to the positive correlation of the total score on GrLot-R and total score on
GHSAQ, from the present study it was shown that optimists have a more positive
perspective regarding their health, they feel that their organism is more resistant
to infections and viruses, they use natural ways that strengthen their organism and
they don’t feel often fatigue. This result is consistent with Roy’s et al. [10] study,
conducted on individuals from 45 to 84 years old, where optimists appeared to have
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lower concentrations of inflammatory markers than pessimists. At Maruta’s et al.
[5] study on 723 patients, was found that pessimism is correlated significantly with
mortality on a rate of 19% which highlights the determinant effect of optimism.

From the qualitative study emerged that the level of optimism was affected by
physical exercise and especially the type of physical exercise. This finding could
be interpreted by applying the Self-Determination Theory and the intrinsic-extrinsic
motivation in physical exercise, according to which every person chooses to exercise
based on his/her personal needs (social, psychological etc.) that wants to fill [34].

Other Factors Affecting Optimism

One of the most important findings of the qualitative study was that the majority
of the participants considered that the family background and the environment that
someone is raised and developed, is one of the most significant factors that develops
optimism and that optimist parents raise optimist children. This finding is in line
with the theories and studies regarding the association of parents’ and children’s
optimism. It has been suggested that children’s behavior is harmonized with the
environment they grow up, they copy and adopt their parents’ attitude towards life
as well as the way they interpret it [35].

A factor that was correlated negatively with participants’ optimism in the present
qualitative study was stress. This result coincides with Dewberry and Richardson’s
[11] study in which stressed individuals were less optimistic than the non-stressed
ones. The results of Zenger’s et al. [36] study, performed on 427 patients, were
similar, according to which the highest score on Life Orientation Test correlated
reversely with stress.

Finally, some additional factors were reported from participants during the
qualitative study, which affected positively their level of optimism such as the
adequate duration and quality of sleeping, “nice” weather and faith in God, whereas
media mass correlated negatively, results that have been observed at previous studies
[35, 37–39].

5 Conclusion

Obviously, the issue of health and optimism is multidimensional and as it seemed
from the study’s results is affected from both intrinsic factors like diet and extrinsic
like family. It seems that a diet rich in vitamin C, K and A, and with less
preservatives affects positively optimism. In addition, from the qualitative study
it emerged that participants had not realized any effect of their dietary habits on
optimism although in the quantitative study there was a statistically significant
correlation. Also, the fact that the participants of the qualitative study confused
healthy dietary habits with diet and consciously consumed unhealthy food for
temporary pleasure, leads to the conclusion that there is a lack of awareness and
education in these specific areas.



Does Health Perception, Dietary Habits and Lifestyle Effect Optimism... 59

It makes necessary and imperative the need of applying specially designed
programs, which will be addressed to all ages and will run preventive, educationally
and supportively for the purpose of reducing risk factors regarding physical and
mental health.
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Abstract Motivational Interviewing provides the opportunity to health profes-
sionals to have an effective strategy to increase the level of readiness to change
health behaviors. Along with the Transtheoretical Model (Stages of Change Model)
compose the theoretical base of intervention in psychiatry settings. Objective:
This study was aimed to change nutritious behavior of psychiatric patients using
a specific Model of Change and Counseling implementing a health education
program. Methodology: A quasi-experimental design was adopted on a random
sample of 60 psychiatric patients at Military Hospital of Athens. Patients were
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divided into two groups as follows; (a) Intervention Group (four sessions of
counseling and encouraging motivation for modification of their nutritious habits),
and (b) Control Group (simple information sessions about the principles of healthy
alimentation). Results: The mean age of Intervention Group (IG) was 43.9 ˙ 9.5
and Control Group (CG) 46.1 ˙ 9.1, ranging from 40 to 55 years old. Also,
26.7% of the participants were female, 23.3% were married and, 10% divorced. Our
analyses showed that IG patients were significantly loss weight post-intervention
compared to CG patients. Specifically, IG patients were significantly moderated
the intake of starchy foods in every meal (p < 0.001) and the intake of fruits and
vegetables (p < 0.001). Similarly, IG patients were moderated the intake of low fat
dairy foods while they changed the full fat dairy foods with low fat (p < 0.001).
Also important, IG patients showed significant enhance (80%) regarding drugs
compliance, suggesting that 34% of the CG patients often forgot to take their
medication. Finally, IG patients reported a positive attitude towards moderating
unhealthy nutritious behaviors (p D 0.032). Conclusions: Our results confirms
that health educational and promotional Interventions may change behavior of
psychiatric patients and thus may positively influence their nutritious habits.

Keywords Health education program • Nutritious habits • Psychiatric patients •
Ttranstheoretical model of change • Motivational interviewing • Moderating

1 Introduction

Motivational Interviewing is a therapeutic approach which incorporates the princi-
ples of therapeutic relationship in Carl Rogers’s humanistic therapy (1951) and the
more active cognitive-behavior techniques adjusted at individual’s stage of change
[1]. It is settled as human centered method that raises individual’s motive for change,
by expressing and resolving the ambivalence for adaptation and maintenance
healthy behaviors [2]. Motivational Interviewing are short interventions (5–60 min
and a frequency of 1–5 sessions), and mainly used to raise patients’ knowledge
about health matters to think and adapt changes improving their health [3]. On
the other hand, Transtheoretical Model is an integrative model of behavior change
[4]. Behavior change was often construed as an event, such as quitting smoking,
drinking, or over-eating. The Transtheoretical Model construes change as a process
involving progress through a series of five stages. In particular, Precontemplation is
the stage in which people are not intending to take action in the foreseeable future
usually measured at the next 6 months [5]. Contemplation constitutes the stage in
which people are intending to change in the next six months and, Preparation is the
stage in which people are intending to take action in the immediate future, usually
measured as the next month [6].

It is widely recognized that comorbid diseases such as cardiovascular diseases
and metabolic syndrome are more prevalent among patients with chronic mental
health disorders especially in ageing. It has also been suggested that obesity is
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the common and major health problem in several psychiatric disorders such as
major depression, bipolar disorder and schizophrenia [7] and, has been associated
with the use of psychotropic, antipsychotic and antidepressant medicine that raises
body weight and thus metabolic disorder [8, 9]. However, excluding obesity, there
are many other non-modified risk factors such as hypertension, smoking, diabetes,
hyperlipidemia, lack of exercise and unhealthy eating habits and that can be
modified improving psychiatric patients’ quality of life. Therefore, health education
programs regarding Nutritious Behavior adopting the Transtheoretical Model of
Change and Counseling to these patients are considered appropriate as well as helps
individuals to make decisions for adapting behaviors and acting in accordance with
their health needs [10].

Consequently, this study was aimed to change behavior of psychiatric patients
moderating their nutritious habits. Our secondary aims were the evaluation of
patients’ classification at stage (Stages of Change) and the evaluation of patients’
satisfaction using motivational interviewing, concerning the effectiveness of the
health education program.

2 Material and Methods

2.1 Study Design

In this comparative study a quasi-experimental design was adopted on a random
sample of 60 psychiatric hospitalized patients at Military (Naval) Hospital of
Athens. Particularly, we studied already diagnosed (DSM criteria) patients with
bipolar disorders, anxiety, panic attack disorders and schizophrenia. All included
patients were asked to participate in health education program and were wiling
participated after their informed consent. Participants were accidentally divided
into two groups as follows; (a) Intervention Group (four sessions of counseling and
encouraging motivation for modification of their nutritious habits), and (b) Control
Group (simple information sessions about the principles of healthy alimentation).
Excluded only patients that already were participated in similar health educational
program at the same time-period. Demographic characteristics such as age, educa-
tional level and socioeconomic characteristics were recorded.

2.2 Study Instruments

Health Questionnaire It is self-administrative questionnaire that includes questions
concerning personal and family status, medical conditions and, health behaviors or
habits such as smoking, alcohol consumption, and alimentation, taken medicines.
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Questionnaire of Stages of Change It is constituted by 6 sections and classifies
patients in stages of change as follows; precontemplation, contemplation, prepara-
tion, action and maintenance of healthy nutritious habits [11].

The Change Questionnaire It is consisted of 12 questions in six categories related
to motivation for change: desire, ability, important reasons, need, commitment and
taking action for behavior modification [12].

Short Form-12 It is include 12 questions concerning physical and mental Health-
Related Quality of Life (HRQoL).

Questionnaire of Process Evaluation Evaluates the post-intervention process and
the effectiveness of the health education program [13].

2.3 Study Implementation

The study has been held in three phases:

Preliminary Phase Evaluation of the health parameters and health behaviors using
the questionnaires that filled-out at their visit and follow-up at Liaison Psychiatry
department. The CG patients were received a short telephone communication (5–
10 min) that they were informed about the results and the evaluation of the
questionnaires and also about the choices of therapeutic interventions as well as
the benefits from the modification of their nutritious behavior.

Intervention Phase At this phase IG patients’ behavior profile was evaluated (what
they consume, how many meals per day, how much salt, etc.) including patients’
stage of change into four personal sessions of 45 duration. These sessions have been
achieved (a) in first contact after the evaluation, (b) the 2nd week (c) the 4th week
(d) 6th week. The consultant was communicating with the participants once per
week between the sessions and with patients’ voluntarily consent.

Evaluation Phase IG and CG patients were asked to complete both; the health and
the behavior change questionnaire once again.

3 Results

Demographic characteristic are presented in Table 1. Specifically, the mean age of
IG patients and CG patients was 43.9 ˙ 9.5 and 46.1 ˙ 9, respectively. The majority
of IG patients were male (73.3%), 23% pensioners, 50% have University degree
and, 63% were married. On the other hand, 40% of the CG patients were male, 16%
pensioners, 60% have University degree and, 73% were married.

The distribution of the patients according to the stages of change and the
transtheoretical model before and after the intervention is presented in Table 2.
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Table 2 Distribution of the patients according to the stages of change(Intervention group—
Control group)

Pre intervention Number of
patients n

Post intervention Number of
patients n

Pre-contemplation 13 Contemplation 5
Intervention
Group

Contemplation 17 Preparation 3

Action 22
Total 30 Total 30

Control Group Pre-contemplation 14 Pre-contemplation 7
Contemplation 16 Contemplation 10

Preparation 3
Action 10

Total 30 Total 30

We found that Intervention Group had a positive attitude in moderating unhealthy
nutritious behaviors (p D 0.032) compared to Control Group, suggesting that IG
patients were positively increased their health behaviors. Also, IG patients moder-
ated the intake of starchy foods in every meal (p D 0.001) and the intake of fruits and
vegetables (p D 0.001). Similarly they moderated the intake of low fat dairy foods
while they changed the full fat dairy foods with low fat (p < 0.001). Moreover,
IG patients were significantly decreased alcohol consumption (p D 0.017) and
thus, improved their “bad” habits that also positively were related to their HRQoL
(p D 0.019) compared to CG patients. Also important, 34% of the control group
patients forgot to take their medicines in comparison to the intervention-group
patients that improved their compliance (80%).

Furthermore, 30% of the participants were reported that modifying their behavior
as helpful and 67.7% find this intervention program real helpful. In addition, 20%
of both patients groups; helped them to improve quite their daily living, 53.3%
adequate and 26.7% more adequate. The majority of the patients (96.7%) would
recommend this program to a friend and, 80% of them evaluated their decision
to participate to this program as positive. Moreover, 66.7% of them stated that
this program fulfilled their expectations quite, 16.7% adequate and 16.7% more
adequate.

4 Discussion

In this study we modified the nutritional habits of psychiatric patients and evaluated
the effectiveness of health interventions conducting a health education program. It
is widely accepted that psychiatric patients tend to have an unhealthy diet, rich in
saturated fats [14]. Also, unhealthy nutritional habits, overweight and obesity are
prevalent in psychiatric patients and constitute risk factors for multiple chronic and
life threatening conditions [15].
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The main finding of the present study was that the Motivational interviewing
model was resulted as an effective intervention on the modification of nutritional
habits. This finding is in line with the results of similar studies as well as this
model-intervention was adequately effective in various patient populations [16–18].
Moreover, the effectiveness of this intervention was also confirmed by numerous
studies’ outcomes concerning psychiatric populations that had participated in
similar interventions program using motivational interviewing [19–21]. Similarly,
the effectiveness of motivational interviewing for behavior modification has been
demonstrated in the international literature [22, 23]. However, the figures among
studies are conflicted due to a different methodological approaching and thus, the
effectiveness of motivational interviewing for nutritious behavior modification is
considerably biased [24].

We also found change on stage, suggesting that classification in stages was
differ according to expectations and suggestions of the Transtheoretical Model—
patients moved from one stage to next, after the completion of the intervention.
This is in agreement with the results of the Rollnick and Cohen’s [25] study that
patients were classified in stage readiness closer to the achievement of modification
6 months after the intervention. In contrary, Colby, Mont and Barnett [26], found
no significant differences between intervention and control group in relation to
patients’ movement from one stage to another at a three month follow-up. However,
this finding may be attributed to the fact that this intervention included only one
session. In the view of that, it may be hypothesized that more sessions are necessary
in order to motivate patient’s movement from one stage to another. Importantly,
patients that were classified in a stage more close to behavior modification (stage of
preparation), the modification of their nutritious habits was much easier. This aware-
ness is reinforced by Steinberg, Ziedonis, Krejci study [27] in which motivational
interviewing was found to be more effective in patients that mentioned small or no
intention to moderate their behavior.

The lengthening of the duration of the intervention and the possibility of giving
a larger number of sessions has been considered from the majority of the patients
(90%) as a way of supporting them in achieving their goals in relation to moderate
unhealthy food consumption. Additionally, it is positive that patients had moved on
into the stages of change and managed to reduce fat and starchy food consumption
after the completion of the intervention. Remarkably, this finding supports the use of
motivational interviewing as an appropriate model in behavior modification as well
as our control group have received only a short telephone communication. Also
important, intervention-group has managed to lose weight (81.2 ˙ 14.1 kg: Pre
intervention and 78.8 ˙ 13.3 kg post-intervention).

Also important, intervention group patients were significantly reported positive
attitudes in relation to health education program integrating in health care settings.
It is essential that the relationship between patients and health professionals is
depended on the collaboration of both; and not only to professional’s authority.
Although, there is no evidence about consulting technique that have an important
role to change of patients’ behavior, it is however obvious that motivational inter-
viewing has succeeded patients’ empowerment for adaptation healthy behaviors.
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5 Conclusion

This study confirms that motivational interviewing in health educational programs
may change behavior of psychiatric patients and thus may positively influence their
nutritious habits increasing their HRQoL. Moreover, the Transtheoretical Model
of Change and Counseling can be strongly used by health professionals as an
instrument for nutritious behavioral programs.
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Approaches on Generating Optimized Sequences
of Items Used in Assessment

Doru Anastasiu Popescu, Daniel Nijloveanu, and Nicolae Bold

Abstract Assessment is a key element in education. Given its multiple methods,
assessment contains the aspect of correctness and honesty from both the assessor
and the assessed. These methods can be classified and their types are numerous,
starting from single questions to tests and practical work. Concerning tests, their
vast usage in practice raises problems such as progressing difficulty, concept
understanding regardless the test morphology or test sort depending on subject.
Generally, we will refer at questions within a test or tests within a group of tests as
items. In this paper, we present several approaches for generating items, defining or
not some restrictions, in order to obtain optimized sequences of items (OSI). These
restrictions consist in connections between items regarding degrees of difficulty
or sorting depending on item subject. These cases will be solved using nature-
inspired algorithms (genetic algorithms), arborescent structures and lexical usage
(keywords).

Keywords Tree • Genetic • Test • Question • Keyword

1 Introduction

Assessment is an important issue in the educational environment, due to its
function of checking the gained knowledge. Assessment can be formal or informal,
depending on its purpose. Whatever its type, assessment depends on four basic
elements: the assessor (the person which makes the evaluation), the assessed (the
person which is evaluated), the method of evaluation and the context.

Usually, the assessor can identify with the assessed, in the case of auto-
evaluation. However, in most cases, the assessor is the teacher and the assessed
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Fig. 1 The scheme of assessment for our method

persons are the students. These two categories have different perceptions on
assessment, as in the study presented in paper [1]. This difference leads to the trial
of new methods, including the technology-based one. This raises implications about
both the positive and negative effects on assessment, as shown in [2]. Examples of
good effects are the one given by the methods described in this paper, which consist
in time savings, better management of assessment and an increased efficiency.
Other examples and a comparative study between traditional and technology-based
methods have been made in [3].

Including technology in assessment led to the creation of two directions of
technology usage. On one hand, this led to new improved methods of assessment,
whose description is the object of the paper and which assist the traditional methods
of assessment. On the other hand, it led to the creation of web environments, which
replace the traditional assessment. Examples of these environments are found in
[4–6]. All these types of methods must be optimized on a long term, using principles
such as the ones presented in [7, 8].

We will focus in this paper on the improved methods of assessment. Thus, the
assessor can use a variety of methods to test the assessed. The most used types of
methods are tests formed of a set number of questions. Our method of assessment
can be summarized in Fig. 1.

Usually, in practice, we use for assessment a large number of tests and questions,
grouped in battery of tests or of questions. What happens in the case in which the
items are related through degrees of difficulty or the assessor wants to select items
described by certain subjects from a battery of items? What if the assessor just wants
to generate random sequences of tests which respect certain restrictions?

The main objective of this paper is to present some modalities of generating
optimized sequences of items. These items are grouped differently, based on certain
criteria. Optimization consists in respecting the given restrictions and giving the
best results in terms of respecting the restrictions in the same time. In addition,
optimization means that a fitness function must exist.
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For solving the problem, we used notions and concepts from different areas.
Depending on the structure of the items, we used arborescent structures (trees),
genetic algorithms, random notions and word processing. We used in the paper
algorithms defined by network and nature-inspired concepts. We could have also
used backtracking algorithms, but the complexity restrictions limit the usage for
large amount of items.

The solutions described in this paper have a wide range of applications, besides
education. They can be used in domains that need the presence of at least two
operations: selection of specific items from a large pool of items and optimization
of the result. Generally, these domains are the ones which use evaluation.

2 Issue Approaches

Before starting to present the approaches, we must familiarize with the notions used
in this paper. The definitions that follow will clarify these notions. We must mention
that the items can be sequentially connected or isolated, meaning that two cases can
be possible:

– the items are connected when they are related through a type of connection,
one depending on the previous question (sequential character), the connection
depending on characteristics such as subject, domain, degree of difficulty etc.

– the items are isolated, meaning that they do not depend one from another, the
relatedness of items having a random character.

Remark 1 We will state by optimized sequence of items and denote by OSI an
optimized sequence of questions (OSQ) or an optimized sequence of tests (OST).
This will be made for an easier and clearer language, as we will also refer at items
in general.

Definition 1 Let q1, q2, : : : , qn be n questions. A test is a sequence of n questions
which are sequentially connected or isolated. A test is denoted by T.

Obs.: The questions will be codified with numbers from 1 to n (e.g., q1 ! 1) and
referred as numbers in the paper.

Definition 2 Let T1, T2, : : : Tn be n tests. A battery of tests is a sequence of n tests
which are sequentially connected or isolated. A battery of tests is denoted by BT.

Observation 1 The tests will be codified with numbers from 1 to n (e.g., T1 ! 1)
and referred as numbers in the paper.

Remark 2 We will state by item and denote by Ii a question qi within a test or a test
Ti within a BT. This will be made for an easier and clearer language, as we will also
refer at items in general.

Definition 3 Let T be a test according to Definition 1 which contains n questions
fq1, q2, : : : , qng and a fitness function f :f1,2, : : : ,ng ! R. For k sequences, an
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optimized sequence of questions (denoted by OSIi) is a sequence of m questions
(m � n) for which f .OSQi/ � f

�
OSQj

�
;8j D

�

1;K or f .OSQi/ � f
�
OSQj

�
;

8j D
�

1; k.

Definition 4 Let BT be a battery of tests according to Definition 2 which
contains n tests fT1, T2, : : : Tng and a fitness function f :f1,2, : : : ,ng ! R. An
optimized sequence of tests (denoted by OST) is a sequence of m tests for which

f .OSTi/ � f
�
OSTj

�
;8j D

�

1;K or f .OSTi/ � f
�
OSTj

�
;8j D

�

1; k.

Remark 3 The fitness function, used as in the context of a genetic algorithm, is
a mathematical function with a definite form whose values are calculated for a
sequence of items and which characterize it. For example, the fitness function for a
sequence of items can be the degree of difficulty of the sequence of items, given the
separate degrees of difficulty of the component items of the sequence summed up to
form the general difficulty of the sequence (for a sequence OSI D fI1, I2, : : : , Img,
f .OSI/ D

Pm
iD1 value of .Ii/ ;8m � n).

Observation 2 Depending on restrictions, f tends to maximum or minimum. Thus,
f is a function of maximum/minimum.

Remark 4 Let I D (I1, I2, : : : In) be a test T or a battery of tests BT. For
simplification, I is considered to be (1, 2, : : : , n), where I1 is codified with 1, I2

with 2 and so on. Thus, essentially, the OSIs will be sequences of numbers.
As we presented in the introduction, the cases of generating tests have several

instances. We identified four cases of generation which can be divided in sub-
cases:

– depending on the items that are studied, we can generate questions or tests;
– depending on the connection between items, the items can be sequentially

connected or isolated;
– depending on the existence of characterization, we can generate items that are

characterized by keywords;
– depending on item timing, we can generate items characterized by solving time,

depending on a given global time.

Depending on the items that can be studied, the problem can be referred in case of
tests and questions. Questions within a test can be permuted, as well as the choices
of a questions (if they exist), in order to form different variants of the same test.
This permutation is made to verify if the information contained by a question was
understood in a correct way. Another usage of the solution of this case is to rearrange
the questions or variants for the teacher in order to prevent forgery or to avoid the
memorization of the variants.

The second criterion of classification is the degree of connection between the
items. Thus, the items can be connected through a degree of difficulty (the items are
situated on levels of difficulty) or they can be isolated, forming a heterogeneous mix
of items. The solutions made in these cases are useful when the assessment is made
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following a progressive increase of difficulty or the items have different degrees of
difficulty.

Another criterion of the approach is the one in which the items are characterized
or not by keywords. The solution in these cases is useful for situations when the
assessor wants to select several items characterized by certain keywords or labels.
These keywords mean the assessor wants to test only for certain topics from a certain
domain or to avoid items characterized by certain keywords.

The latter criterion is the time given for a certain item. In this case, given a fixed
amount of global time and times for each item, the assessor wants to find optimized
sequences of items which fit in the global time.

This classification is purely for clarifying the approaches that we studied for this
problem. In practice, the criteria can interchange and mix. For example, the assessor
wishes to generate optimized sequences of tests which contain untimed isolated tests
characterized by keywords.

For generating all kinds of items, we can use tree-based algorithms or genetic
algorithms. The general algorithm used in all four cases will be a genetic algorithm,
except for the case of connection between items. We will also use in all cases notions
of random algorithms. Depending on the structures and algorithms used, the tests
will be considered nodes within a tree or genes in a chromosome. Every item will
be described by a list of keywords (if case) and a time (if case). The generation is
made using random algorithms or genetic algorithm, depending on case.

Genetic algorithms are used in many domains: traffic [9], chemistry [10], web
applications [11, 12], agriculture [13], design [14], optimization problems and even
fashion [15]. We chose genetic algorithms for the fact of outputting many solutions
using large input data and for their character of optimization.

Arborescent structures are used in many types of application. Examples of
domains which use trees are optimization problems [16], sort or web applications
[17]. We used them for the easiness of application of tree structures in our problem
and the nature of the problem to be solved whose similarity with tree structures is
noticed.

3 Applied Strategies and Models

Respecting the classification above, we used different models to mathematically
represent the used structures, connections and strategies to solve the problems.
Basically, the cases presented above can be solved using two major methods: using
arborescent structures (trees) or genetic algorithms. Some variables and notations
are used in the paper and they are shown in Table 1.

In addition, we will use for genetic algorithm some arrays (T and TN), whose
significance is given in Table 3.

The mathematical model when a tree is used is shown in Table 2.
The mathematical model for the genetic-based method is shown in Table 3.
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Table 1 Variables and structures used in the paper

Using trees Using genetic algorithms

Common variables
• N—the total number of items

• M—the desired number of OSI to be output

• nKW—number of keywords given by the user to be found

• TG[nKW]—keywords given by the user to be found

• keywords for each item (stored as binaries in T and TN).
Uncommon variables
• L – the number of levels in a tree • Gen—number of generations

• T[n] – the parents node array • NG—number of chromosomes in the
population• sol[L] – the array that store the solution

(the OSI) • nKWN—number of keywords given by the
user to be avoided

• TG[nKW]—keywords given by the user to be
avoided

• Tt—the given global solving time

• Tt[n]—the solving time for each item

Table 2 Mathematical model for connected items (using trees and genetic algorithms /random
generation)

Input data Possible restrictions Output data

• N • no. of generated testsD L/M • sol[L]

• M • L of sol[i]¤ L of sol[j], i,j� L (nodes from OSI on different
levels)

• T[n] • sol[i]D/¤ T[sol[i C 1]], i � L

• L • the nodes from the OSI are maximally linked (the number of
missing edges between the nodes in the OSI is minimal)

Table 3 Mathematical model for isolated items (using genetic algorithms)

Input data Possible restrictions Output data

• N, M, NG, keywords for each
item (iKWi), nKW, nKWN

Obs: T[i][j] is 1 if TG[j] is found
amongst keywords of test i; analogous
for TN[i][j].

– pop[NG][m]

• TG[nKW] – no. of generated testsD m

• TGN[nKWN] –
P

T[pop[i][j]] maximal, i � n,
j � m

• T[N][nKW] – stores the
keywords for the item

–
P

(T[pop[i][j]]-TN[pop[i][k]])
minimal, i� N, j,k�M

• TN[n][nKWN] – stores the
keywords for the item to be
avoided

– pop[i][j]¤ pop[i][k], i � NG,
j,k �M

• Tt
–

P
Tt[pop[i][j]] � Tt and minimal,

i � NG
• Tt[n]



Approaches on Generating Optimized Sequences of Items Used in Assessment 79

Table 4 contains the main models and strategies used for solving the problem in
all cases, as well as other characteristics of them. As seen from the columns, the
main cases are considered depending on the existence of connections between the
items. The two cases can be combined (e.g., the items are represented as nodes in a
tree and the OSI is obtained as a result of a genetic algorithm).

The restrictions can be limitless. In Table 4 we gave some studied cases of
restrictions and combinations of restrictions. Considering an OSI sol D (sol[1],
sol[2], : : : , sol[L]), for the tree-based algorithms, other restrictions that we studied
in previous papers are:

– L of sol[i] ¤ L of sol[j], i,j � L (nodes from OSI on different levels) and
sol[i] D T[sol[i C 1]] [1];

– L of sol[i] ¤ L of sol[j], i,j � L, sol[i] D/¤ T[sol[i C 1]] and the keywords of
the items in the OSI must be found among the keywords given by the user (which
paper is in course of publication).

Considering the sequence pop[i] D (pop[i][1], pop[i][2], : : : , pop[i][M]), for the
genetic algorithms, we studied the next restrictions:

–
P

T[pop[i][j]] maximal, i � n, j � m and pop[i][j] ¤ pop[i][k], i � NG, j,k � M
[2];

–
P

(T[pop[i][j]]-TN[pop[i][k]])minimal, i � N, j,k � M and pop[i][j] ¤ pop[i][k],
i � NG, j,k � M [3];

–
P

Tt[pop[i][j]] � Tt and minimal and pop[i][j] ¤ pop[i][k], i � NG [4].

A special work is made in paper [18], where we present the generation of several
different tests using the same questions using genetic algorithms. In this case,
optimization means the finding of a higher number of distinct tests which resemble
as least as possible, using the same questions.

The choice of one of the methods presented above is made depending on the
case. Thus:

– the tree-based method can be applied mostly in cases when the items are
connected. The main advantage of this method is based on the fact that items can
be placed on levels, which is a requirement in cases of sequentially-connected
tests or batteries of tests. Another advantage is the discovery of the most optimal
solution for reasonable amount of input data.

– the genetic-based method is most useful in cases of items that are not connected.
However, a great advantage is that this method can be also used for the opposite
case, another advantage being the possibility of usage of this method for large
input data.

Given the two reduced cases, we will show the steps of the algorithms for each
one in the next section.
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4 Steps of the Algorithms

The models presented above were materialized and structured in algorithms. Based
on these algorithms, we will solve the problem depending on restrictions.

The general form of a tree-based algorithm is presented in Table 5.
We present the steps for the algorithm which uses arborescent structure:

Step 1. Input data is read.
Step 2. The tree is built from the array of parent nodes and the leaves are determined

(optionally).
Step 3. Starting from the root or from a leaf, the sequence is built. The passage to

the next level is made through breadth-first search or depth-first search or using
any other methods. The restrictions for the current node are verified.

Step 4. The sequence is output.

The general form of the genetic-based algorithm is presented in Table 6.
Now, when using a genetic algorithm, the steps of this are:

Step 1. Input data is read.
Step 2 (depending on case). The keywords of tests which are found among the given

keywords are stored in an array.
Step 3. The initial population of chromosomes is generated gene by gene, using

random generation.
Step 4. The fitness function is calculated for each chromosome of the initial

population. Each time we calculate the fitness, we verify the actual restrictions

Table 5 The tree-based
algorithm

The tree-based algorithm

read(); //Reads the input data (N, array of parent nodes)
leafs(); //The leafs from the tree are determined
while root is not reached or leaf is not reached do

generation(); //a node is generated using random or
genetic-based generation
if restrictions are respected then
store_node(); //If the restrictions are respected, the node

is stored output_solution(); //Found solutions are output

Table 6 The genetic-based
algorithm

The genetic-based algorithm

read(); // Reads the input data (N, M, NG, arrays TG, TGN,
Tt)
generation(); //Generates the initial population of
chromosomes
for iD 1,Gen do

mutation(); //Mutation operation is applied
crossover();//Crossover operation is applied

output_solutions(); //Solutions are output
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which are summarized by the fitness function. Then, the chromosomes are sort
depending on this value.
The next two steps are iterated for a set number of times which represents the
number of generations. Step 5 and 6 can be followed in an order.

Step 5. The mutation operation is applied (in various ways) on the current
population. The chromosomes are sort.

Step 6. The crossover operation is applied (in various ways) on the current
population. The chromosomes are sort.

Step 7. The first chromosomes are output.

As genetic methods, we used mutation and crossover with one point. The
mutation has different forms. A form used in the paper consists in the replacement of
one gene with a randomly-generated one (C) in a randomly-generated position (k).

pop Œi	 D .pop Œi	 Œ1	 ; pop Œi	 Œ2	 ; : : : ; pop Œi	 Œk	 ; : : : ; pop Œi	 ŒM	/ !

pop Œi	 D .pop Œi	 Œ1	 ; pop Œi	 Œ2	 ; : : : ;C; : : : ; pop Œi	 ŒM	/ (1)

As well as the mutation, the crossover may have different forms. The form we
used in the paper uses two chromosomes (k1 ¤ k2).

pop Œi	 D .pop Œi	 Œ1	 ; pop Œi	 Œ2	 ; : : : ; pop Œi	 Œk1	 ; : : : ; pop Œi	 ŒM	/

pop Œj	 D .pop Œj	 Œ1	 ; pop Œj	 Œ2	 ; : : : ; pop Œj	 Œk2	 ; : : : ; pop Œj	 ŒM	/

#

pop Œi	 D .pop Œi	 Œ1	 ; pop Œi	 Œ2	 ; : : : ; pop Œj	 Œk1	 ; : : : ; pop Œj	 ŒM	/

pop Œj	 D .pop Œj	 Œ1	 ; pop Œj	 Œ2	 ; : : : ; pop Œj	 Œk2	 ; : : : ; pop Œi	 ŒM	/ (2)

These two methods help to increase the fitness function values for the future
populations.

5 Discussion on Results

Using these algorithms (with variations of restrictions), we obtained some good
results for input data. Although this is the primary objective of the problem, we
would also like to obtain optimized results for large amounts of data. Thus, we will
study also the runtime of the algorithms.
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Fig. 2 Battery of 46 tests for our example

There exist approaches on this problem in the literature. However, they present
the problem using different types and structures, based especially on specially-
defined coefficients and using other methods. We will compare our results for
genetic algorithms with the ones presented in these papers. As shown in paper [19],
a divide-and-conquer memetic algorithm for a pretty similar issue has a similar trend
(even if the runtime cannot be compared for obvious reasons related to development
of technology), both of them appearing to increase proportionally with the number
of items, ours according to the function in [20]. Other approaches based on genetic
algorithms also showed similar behaviors [21, 22]. Still, restrictions and approaches
are quite different with the ones presented in this paper and a strict comparison is
hard and quite inappropriate to be done. Moreover, the approaches described in this
paper are singular. This introduction was done in order to show the up-to-a-point
similarity between approaches.

In case of tree-based algorithms, because of the short amount of space and for a
purely functioning example, we will take a simple example of a tree with 46 nodes,
shown in Fig. 2. The restrictions are:

– tests must be different in an OSI;
– each level must be represented by a test.

Some desired output can be (10, 12, 2, 23, 28) or (10, 1, 41, 46, 8). The runtime
for this algorithm was approximately 0.015 s. Paper [23] shows the variation of
runtime depending on the number of tests. We can observe that the value of runtime
slightly increases as n grows.

As for the algorithm based on a genetic method, we will take an example of a
battery of tests with 500 items and an example of generating variants of tests using
the same questions.

For our first example, the variables have 500 items, 15 items desired to be output,
200 generations and the next values, presented in Table 7.
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Table 7 The form of items for the first example

Item Keyword number Keywords

Item 1 2 Operating
Item 2 2 Java, taskbar
Item 3 5 Taskbar, operating, window, Android, partition
Item 4 2 partition, engine
: : : : : : : : :

Item 148 4 Window, folder, Android, file
: : : : : : : : :

Item 216 5 Folder, Linux, taskbar, terms, drive
: : : : : : : : :

Item 499 5 Website, boot, path, search, engine
Item 500 5 Engine, path, Internet, window, taskbar
Given by the user (TG) 10 Operating, Android, Windows, Linux, system,

file, folder, path, start, taskbar

Table 8 Results for the first example

Optimized sequence of items (a number is an item—148
represents the item 148)

Number of keywords from the
ones given by the user

148 216 284 124 70 30 344 285 434 480 398 53 483 301 312 35
53 70 398 301 264 344 30 312 434 148 284 483 285 124 480 34
264 285 53 124 148 284 344 434 30 483 398 312 70 301 480 34
148 398 53 124 264 344 30 312 434 483 70 285 301 284 480 34
284 70 148 124 264 312 30 285 434 483 53 344 398 301 480 34
148 70 284 124 434 344 30 285 264 483 398 301 53 312 480 34
148 70 434 124 264 344 30 53 285 483 398 312 284 480 301 34
483 301 264 124 284 344 398 285 434 70 30 148 312 53 480 34
148 53 312 124 264 344 284 285 434 483 30 398 70 301 480 34
312 70 284 285 124 483 148 264 434 30 398 53 344 480 301 34

The algorithm outputs the sequences which have the highest sum of the keywords
found in items, keywords which coincide with those given by the user (TG). In the
example, for the first sequence, 35 is the sum of the keywords of item 148 found in
TG (which is 3) plus the keywords of item 216 found in TG (which is 3) and so on.
Table 8 presents the first 10 OSI output by the algorithm.

The runtime for this example was 2.869 s. The number of keywords from the
second column in Table 8 can grow. For example, for 700 generations, we obtained
38 keywords. Runtimes for genetic algorithms can be studied in papers [20, 24, 25].

As for the second example, the questions and their choices can be permuted in
order to form a desired number of tests. For 10 questions, number of variants of
each question equal to (4, 4, 4, 3, 3, 4, 4, 2, 5, 3) and 5 tests desired to be output, we
obtained the next values presented in Table 9.
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Table 9 Results for the second example

Test 1 Test 2 Test 3 Test 4 Test 5

It. Variants It. Variants It. Variants It. Variants It. Variants
1 1 3 4 2 1 1 3 4 2 1 1 4 3 2 1 1 4 2 3 1 1 4 3 2
3 1 4 3 2 10 1 2 3 3 1 3 2 4 6 1 4 3 2 6 1 2 4 3
2 1 3 4 2 2 1 4 3 2 2 1 3 2 4 10 1 3 2 5 1 2 3
4 1 3 2 3 1 4 2 3 9 1 4 2 5 3 3 1 2 3 4 8 1 2
9 1 3 2 5 4 5 1 2 3 10 1 2 3 9 1 4 3 2 5 10 1 3 2
5 1 3 2 9 1 4 3 5 2 5 1 2 3 7 1 4 2 3 9 1 4 5 2 3
10 1 3 2 7 1 3 2 4 7 1 4 2 3 2 1 4 2 3 4 1 3 2
8 1 2 6 1 2 4 3 4 1 3 2 5 1 3 2 3 1 4 2 3
6 1 4 3 2 8 1 2 8 1 2 8 1 2 2 1 2 4 3
7 1 2 3 4 4 1 2 3 6 1 3 4 2 4 1 2 3 7 1 4 3 2

The runtime of this algorithm is approximately 0.0077 s. For example, for 10
questions and 3200 output tests, the runtime was 29.1506 s, as shown in paper [18].

6 Conclusions

The variety of the restrictions can lead to different types of algorithms and values.
The restrictions can be unlimited or structured on the needs of the assessor. As future
work, we would like to create a graphic interface that would sum up all our work
on this domain. This future work would concentrate all the work in this domain and
unify the concepts and structures used until now in this domain.

The future web application would mainly consist in generating items to form
sequences of items (i.e., a test or a series of tests). This would make the connection
between the assessor and the assessed. From a database of items which is completed
in time, the assessor generates items and form tests/series of tests with these items
using the approaches presented in this paper. This newly-formed test/series of tests
is then shown to the assessed and proposed to be solved. After solving, the assessed
person submits the answers. The answers are then corrected by the assessor and the
answer is given to the assessed person. These will be made using a web interface
and login restrictions.

The technology is used in many aspects and domains. The key to balance with
these approaches is the rational usage of technology-based methods in order to
obtain the expected results and to take into account the human factor, which is the
most important in the process of education, and the restrictions given by the users.
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Evaluation of Pulse Oximetry Knowledge
of Greek Registered Nurses
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Victoria Alikari, Evangelos C. Fradelos, Helen Bakola,
and George Panoutsopoulos

Abstract Proper use and evaluation of the pulse oximeter readings in everyday
clinical practice are related to patient safety and quality of provided patient
healthcare. Purpose of this study was the evaluation of Greek registered nurses’
knowledge in pulse oximetry before and after an educational intervention imple-
mented in a 2-h educational intervention (workshop). Anonymous self-administered
validated questionnaire consisted of two parts was used to collect the data, after
the written consent of the author, in a sample consisted of 78 participants (12
men and 66 women) and the output data were analyzed with SPSS v. 19.0 (SPSS
Inc., Chicago, IL). The quantitative variables are expressed as mean values (SD)
or as median values (interquartile range D IQR) while the qualitative variables
are expressed as absolute and relative frequencies. For the comparison of the
proportions of the correct answers before and after the intervention, Mc Nemar
tests were used. A knowledge score was computed for every participant from all
correct answers and converted to a scale from 0 to 100 (where 0 D none correct
answer and 100 D all answers were correct). Paired Student’s t-tests were used
for the comparison of the knowledge score before and after the intervention. All
reported p values are two-tailed and the statistical significance was set at p < 0.05.
The mean knowledge score increased significantly from 73.4 to 80.5% after the
intervention. The study showed that the implementation of educational programs
contributes positively to update registered nurses’ Knowledge on clinical issues,
which cannot be replenished only through undergraduate education and experience.
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1 Introduction

A bloodless and non invasive method which plays a crucial role for the assessment
of peripheral oxygen saturation (SpO2) is pulse oximetry. Its measurement is based
on the pulse created by the circulation system of human body [1, 2].The photo
detection method is used for measuring the level of SpO2. Particularly, two differing
wavelengths of light (red light at 660 nm and infrared light at 940 nm) radiate
through a well-perfused body area thus measuring the changing absorbance for
each separate wavelength. By comparing the amount of the absorbed infrared and
red light, the oxyhaemoglobin/deoxyhaemoglobin ratio is calculated by the device’s
algorithm and thus the percentage of saturation of arterial haemoglobin displayed
on its screen. Using the above mentioned physical principle, pulse oximeters, were
first developed in Japan during mid-1970s. Only a decade later, when the multiple
use probe (sensor) was introduced, pulse oximeters became commercially available,
[3, 4]. Because of the early identification of hypoxemia, its simplicity and cost-
effectiveness, pulse oximetry is most preferable by clinicians. It has been widely
used in much different clinical settings, especially in intensive care units, emergency
departments and home care also.

Therefore, the necessity of health care professionals’ knowledge and especially
nurses’ knowledge on pulse oximetry is urgent in order to achieve patient safety
and to avoid misinterpretation of SpO2 values. The topics in which nurses should
be aware of are the oxyhaemoglobin dissociation curve, method’s basic principles,
technical characteristics, as well as the conditions under which its readings can
be affected [5, 6]. Several studies have found that there is a lack on respiratory
physiology, basic principles and limitations of pulse oximetry [7–14]. Remarkable
knowledge deficits are observed in subjects related to what exactly pulse oximetry
counts and what the normal range of values is.

2 Materials and Methods

This study comes to evaluate the knowledge of Greek registered nurses in
pulse oximetry before and after an educational intervention. Anonymous self-
administered validated questionnaire consisted of two parts was used to collect the
data, after the written consent of the author [15]. The questionnaire consisted of
two parts: the first contained demographical questions (ex. sex, age, marital status,
educational level, overall working experience, etc) and the second part consisted
of 21 questions (True of False type) investigating registered nurses’ knowledge on
the principles of oximeter’s operation and the factors that affect the accuracy and
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reliability of its measurements. Before conducting the specific study, permission
from the Hellenic Data Protection Authority was requested and obtained (Approval
Number 4038, 06/08/2015). In the application form, the names of researchers
who took part in the survey, the purpose and form of the study along with how
the output data was going to be used, were mentioned ensuring the anonymity
of the participants and the confidentiality of the results. This study followed all
the fundamental principles of research. Specifically, all the information about
the participants was completely anonymous and confidential. Commitment given
that the information and the extracted data will be used solely for the purposes
of this study. The whole educational intervention was implemented in a 2-h
educational workshop including lectures, case studies and interaction questions
between lecturers and workshop participants.

Concerning analysis, quantitative variables are expressed as mean values (SD).
Qualitative variables are expressed as absolute and relative frequencies. For the
comparison of the proportions of the correct answers before and after the inter-
vention, Mc Nemar tests were used. A knowledge score was computed for every
participant from all correct answers and converted to a scale from 0 to 100 (0 D none
correct answer and 100 D all answers were correct). Paired Students’ t-tests were
used for the comparison of the knowledge score before and after the intervention.
All reported p values are two-tailed. Statistical significance was set at p < 0.05 and
analyses were conducted using SPSS v. 19.0 (SPSS Inc., Chicago, IL).

3 Results

Our intervention sample consisted of 78 participants (12 men and 66 women). Our
sample is a sample of convenience and as in all studies conducted in Nurses in
Greece the majority of participants were women. Our sample was collected within
two conducted Pan-Hellenic Nursing Conferences and consisted of Nurses of many
different disciplines and workplaces derived from hospitals throughout the entire
Greek territory. The sample characteristics are presented throughout in Table 1.
Almost half of the participants (47.4%) aged less than 29 years, 32.1% aged from
30 to 39 years and 20.5% aged from 40 to 49 years. Most of the participants were
Technological Education Registered Nurses (70.5%). Additionally, 80.8% of the
sample was Registered Nurses, 11.5% were Shift Managers and 7.7% were Head
Nurses. Also, overall Experience as Registered Nurse for most of the participants
(62.8%) was more than 4 years.

The proportion of correct answers before and after the intervention, along
with the knowledge score are presented in Table 2. A significant increase in the
proportion of correct answers was found after the intervention for all questions
except for those numbered with 4, 11, 15, 17 and 18. The mean knowledge score
(Fig. 1) increased significantly (p < 0.001) from 73.4 to 80.5% after the intervention.
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Table 1 Sample
characteristics

N (%)

Sex
Men 12 (15.4)
Women 66 (84.6)

Age
20–29 37 (47.4)
30–39 25 (32.1)
40–49 16 (20.5)

Family status
Single 53 (67.9)
Married 22 (28.2)
Divorced 3 (3.8)

Number of children, median (IQR) 0 (0–1)
Educational status

Technological education registered nurses 55 (70.5)
University education registered nurses 13 (16.7)
MSc 9 (11.5)
PhD 1 (1.3)

Nurse specialty 8 (10.3)
Second degree 3 (3.8)
Degree in English 76 (97.4)
Hospital location

Athens 33 (42.3)
Thessaloniki 14 (17.9)
Other prefecture 31 (39.7)

Job position
Head nurse 6 (7.7)
Shift manager 9 (11.5)
Registered nurse 63 (80.8)

Professional status
State employee 63 (80.8)
Private law employee 9 (11.5)
Contract employee 6 (7.7)

Overall experience as registered nurse
0–4 years 29 (37.2)
5–9 years 21 (26.9)
10–14 years 11 (14.1)
15–19 years 11 (14.1)
>20 years 6 (7.7)

Working experience in present nursing department
0–4 years 44 (56.4)
5–9 years 24 (30.8)
10–14 years 8 (10.3)
>15 years 2 (2.6)
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Table 2 Proportion of correct answers before and after the intervention

Correct answers
Before After

Question N (%) N (%) P Mc Nemar test

1 69 (88.5) 72 (92.3) 0.375
2 35 (44.9) 50 (64.1) 0.025
3 18 (23.1) 31 (39.7) 0.011
4 53 (67.9) 62 (79.5) 0.064
5 40 (51.3) 49 (62.8) 0.212
6 66 (84.6) 63 (80.8) 0.607
7 72 (92.3) 74 (94.9) 0.754
8 71 (91.0) 74 (94.9) 0.508
9 66 (84.6) 60 (76.9) 0.180
10 65 (83.3) 77 (98.7) 0.002
11 74 (94.9) 71 (91.0) 0.508
12 60 (76.9) 72 (92.3) 0.017
13 72 (92.3) 73 (93.6) 1.000
14 34 (43.6) 52 (66.7) 0.001
15 41 (52.6) 42 (53.8) 1.000
16 55 (70.5) 55 (70.5) 1.000
17 66 (84.6) 68 (87.2) 0.791
18 53 (67.9) 59 (75.6) 0.263
19 60 (76.9) 72 (92.3) 0.002
20 66 (84.6) 72 (92.3) 0.070
21 67 (85.9) 71 (91.0) 0.388
Knowledge score (%), mean (SD) 73.4 (13.5) 80.5 (13.7) <0.001a

aPaired t-test

Fig. 1 Mean knowledge
score before and after the
intervention
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4 Discussion

This particular study, aimed to assess the level of knowledge of pulse oximetry
among registered nurses, working in hospital wards and critical care units of all
kind of hospitals, from medical centres through tertiary hospitals and who use
pulse oximetry in everyday clinical nursing practice. The sample of 78 participants
(12 men and 68 women), although it seems questionable for its size in order to make
relevant conclusions, seems to be enough comparing with other similar size studies
using as a tool the same questionnaire and which were targeted only at specific
nursing departments like the one contacted by Kiekkas et al. [15]. However, in other
international studies, there are also cases that had a much more sample size than ours
[7, 16] and which also showed the same results. Today, there are several instruments
for the assessment of knowledge on pulse oximetry [6, 7, 13] on the other hand, we
opted to use a modified version of questionnaire previously utilized by Kiekkas et
al. in his similar research contacted in 2012, for two major reasons: (a) because the
specific questionnaire could be completed in a short period of time and (b) because
it contained items in the form of closed questions “true/false”. For the above reasons
this modified questionnaire appeared to be very motivating for nurses to participate
in this survey.

The findings of our study with regard to questions related to the physiology of
the respiratory system and the questions related to the principles of operation of
the pulse oximeter are in agreement with the results of relevant studies conducted
by Harper in 2004 to a sample of 19 nurses working post-anesthesia care units
(PACU), in Greece by Kiekkas et al. [15] held in a sample of 53 nurses working
in anesthesiology departments [15], also by the another study of Kiekkas et al. [14]
where it was held in a sample of 207 nurses working at Anesthesia Departments,
Emergency Departments and ICU’s and finally with the latest study held in to the
same parts with the Kiekkas et al. [14] study [17]. With regard to questions related
to the clinical presentation of the patient, the results are also similar.

Also, our study results are comparable to those of other relevant studies and
from the literature review that conducted for the purposes of this research found the
existence of relevant studies conducted in Paediatric Departments and NICU staff
[10] and a group of studies in which there was a knowledge comparison between
doctors and nurses on the same topics concerning pulse oximetry [7, 9, 18].

From all the above seen there is an intense research interest on knowledge of a
seemingly easy-to-use medical device, but nevertheless it demonstrated that there
is deficit of knowledge on this issue. The deficit related knowledge, as shown in
all the relevant studies with undergraduate education of nurses and the lack of
continuing education programs on the subject of pulse oximetry. Instead, we see at
the same studies that the findings related to clinical experience and years of service
in specialized areas (e.g., Intensive Care Unit, Emergency Department, Anesthesia
departments, etc.) show no statistical significance.
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5 Conclusion

Summing up, it seemed insufficient knowledge to the understanding of the phys-
iology of the respiratory system, the principles and operation modes of the pulse
oximeter and the factors that can affect the accuracy of its measurements. This leads
to limited clinical value and reliability of this device. Although the use of pulse
oximetry has been established internationally for many years now, it seems that
in our country there is a need to develop educational programs and undergraduate
education enrichment, so as to ensure safe patient care and improved in treatment
quality.
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Psychodynamic Leadership Approach
and Leader-Member Exchange (LMX):
A Psychiatric Perspective on Two Leadership
Theories and Implications for Training Future
Psychiatrist Leaders

Christos Plakiotis

Abstract An increased emphasis in recent years on psychiatrists as healthcare
leaders has not only drawn attention to the skills they can bring to this role but
has also raised questions about how to best train and prepare them to assume
leadership responsibilities. Such training should not be conducted in isolation from,
and oblivious to, the wide-ranging expertise in human behaviour and relationships
that psychiatrists can bring to the leadership arena. The aim of this theoretical paper
is to draw attention to how psychiatrists can use their existing knowledge and skill
set to inform their understanding of leadership theory and practice. In particular,
the Psychodynamic Leadership Approach and Leader-Member Exchange theory are
compared and contrasted to illustrate this point. The former represents a less well-
known approach to leadership theory and practice whereas the latter is a widely
familiar, conventional theory that is regularly taught in leadership courses. Both
are underpinned by their emphasis on leader-follower relationships—and human
relationships more broadly—and are intuitively appealing to psychiatrists endeav-
ouring to understand aspects of organisational behaviour in the healthcare settings
in which they work and lead. The application of these theories to assist reflection
on and understanding of professional and personal leadership behaviours through
leadership-oriented Balint-style groups and 360-degree appraisal is proposed. It is
hoped that this paper will serve to stimulate thought and discussion about how
leadership training for future psychiatrists can be tailored to better harness their
existing competencies, thereby developing richer formative learning experiences
and, ultimately, achieving superior leadership outcomes.
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1 Introduction

Leadership of mental health services is a multidisciplinary endeavour involving
professionals from a range of clinical and non-clinical backgrounds. As clinical
experts across the spectrum of mental health and illness, psychiatrists are potentially
important players in the leadership arena but, tasked with extensive clinical respon-
sibilities, may find themselves all too easily deferring to non-medical colleagues to
administer the health services in which they work. Not utilising psychiatrists’ skills
to their full potential, including in the leadership domain, may be to the detriment
of mental health services and the patients whom they treat.

In recent years, there has been an increased interest in psychiatrists as leaders
of mental health services [1–3]. The important role that psychiatrist leaders can
play—in partnership with their clinical counterparts—in facilitating clinically sound
organisational change and innovation has been identified [4]. In discussing the
contribution that doctors in general can make to the leadership and management of
healthcare services, the need to provide doctors with specialised training in this area,
as distinct to their existing clinical skills, is frequently emphasised [5, 6]. Goodall
[7] noted, however, that leaders’ ‘expert knowledge’ (technical competence) has
been shown to highly correlate with organisational performance in many settings,
and for this reason proposed that placing psychiatrists in leadership positions might
lead to better organisational performance in mental healthcare.

This increased emphasis on psychiatrists as healthcare leaders not only draws
attention to the skills they can bring to this role but also raises questions about how to
best train and prepare them to assume leadership responsibilities. Adopting a generic
approach to leadership training for psychiatrists may lead to their unique under-
standing of diverse areas pertaining to human behaviour, psychological factors,
communication, interpersonal relationships and systems theory being overlooked
or underutilised in developing formative learning experiences in this field.

2 Objectives

The aim of this theoretical paper is to draw attention to how psychiatrists can use
their existing knowledge and skill set to inform their understanding of leadership
theory and practice. A psychiatric perspective on two leadership theories will
be provided as an example of this approach. In particular, the key principles of
the Psychodynamic Leadership Approach and Leader-Member Exchange (LMX)
theory will be reviewed as a basis for comparing and contrasting the similarities
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and differences and advantages and limitations of these two theories. Consideration
will also be given to how these theories can be applied to improving leadership
practice. While the paper is focussed on psychiatrists as leaders, the ideas presented
are equally relevant to clinicians from non-medical disciplines who are involved in,
or aspire to, senior leadership roles in mental health services.

3 Psychodynamic Leadership Approach

3.1 Why Apply Psychodynamic Theory to Leadership?

An understanding of human behaviour in organisations and the skill to motivate
others to willingly do things are central to effective leadership. Successful leaders
are able to grasp group processes and calm collective anxieties while satisfying
followers’ needs and inspiring them to attain their hopes and aspirations. While
most leadership theory and practice focusses on phenomena that are observable,
measurable, rational and conscious, organisations are an extension of everyday
life in which unconscious and potentially irrational factors drive human behaviour
[8, 9]. The psychodynamic leadership approach, as espoused by proponents such
as Zaleznik [10] and Maccoby [11], applies the principles of depth psychology
and psychoanalytic theory to leadership and management research and practice
[12, 13]. It offers a perspective on understanding and managing the complexities
of organisational life by examining the underlying subtexts of human behaviour [9].

3.2 Basic and Applied Psychodynamic Concepts

An individual’s first encounter with leadership—as both follower and leader—
is through interaction with one’s family of origin (parents) in early life and the
socialisation experiences this provides [13]. Past interactions with significant others
are repeatedly played out in a scripted manner in an inner theatre of the mind and
may result in responses to the perceived (rather than real) intentions of people at
work [9]. Parental values are carried into adulthood but may be altered through
maturation and individualisation [13].

Exact behavioural outcomes are not easily foreseen. Either domineering or
inclusive leadership styles may mirror or contrast with strict or permissive parenting
experiences. In turn, employees may respond in a dependent, antagonistic or
independent manner towards leaders depending on their own early life experiences.
Dependency may see employees unconsciously seeking refuge in a ‘parent-like’
leader to guard against a sense of vulnerability [9]. An independent response
entails challenging the limits of the leader-follower relationship and questioning
and disregarding non-meaningful directions [13].
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Suppression of socially unacceptable thoughts, feelings and behaviours (e.g. urge
towards physical aggression) deeply within one’s conscience and replacement with
more socially acceptable alternatives (e.g. verbal debate) is encouraged through
socialisation but may only partially succeed. Thus while a leader may perceive
any authoritarian tendencies as successfully suppressed, followers may continue to
recognise these in displayed behaviours (as a shadow of the ego) [13].

Despite training leaders in responding appropriately to followers, regression
may occur under pressure towards familiar but maladaptive behavioural patterns
originating in childhood. Taught leadership techniques can only overlap with,
and not supplant, these deep-seated patterns [13]. Employees may also resort to
regressive social defence mechanisms and problematic behaviours to cope with
work stressors that are not effectively contained by the leader. Employees may
divide colleagues and supervisors into allies or adversaries (splitting) and display
hostility through absenteeism, work avoidance and resignation (fight or flight
responses). Protection against perceived weakness may be sought by pairing up
with others, further exacerbating conflict. In turn, senseless rules and regulations
may be relied upon by leaders to help employees distance themselves from their
anxieties [9].

Leaders may concentrate on boosting their approval among employees (ideal-
isation) rather than advancing organisational objectives, in a mutually flattering
mirroring process. Identification with the aggressor may emerge among employees
as a defence against hostile leadership tactics and honesty and truth may be
compromised in a folie à deux (joint delusional) process to avoid disputes with a
leader who is out of touch with reality [9, 14, 15].

3.3 A Psychodynamic Perspective on Leadership Development
and Styles

Leadership manifests when a group of people project their values onto an idealised
individual via projective identification [16–18]. As long as the group’s identification
needs are met, the leader is overvalued and negative aspects overlooked. However,
this unwavering support may be replaced with condemnation where the group’s
expectations are no longer satisfied [13, 19].

From a psychodynamic perspective, many organisations directly or indirectly
treat followers as child-like, immature individuals whereas leaders are designated
the adult role [20]. Complementary transactions (e.g. between a leader-parent and
employee-child) are associated with stability, and mismatching transactions (e.g.
between a leader-parent and employee-adult) with instability, in leader-follower
relationships [13, 21, 22].

Narcissism, encompassing the spectrum of rational self-respect to unfettered
selfishness, provides leaders with the confidence needed to rouse others’ allegiance
[9, 23]. Maccoby [24] asserted that narcissistic (proud, self-protective, aggressive,
pursuing good impressions) and narcissistic-coercive (meticulous and self-assured)



Psychodynamic Leadership Approach and Leader-Member Exchange (LMX). . . 101

leadership styles are most consistent with the concept of capable leadership.
Through Freud’s processes of identification and idealisation, such leaders symbolise
their followers’ principles while rising above them [13].

There are limitations to the benefits of narcissism, however. Constructive, or
healthy, narcissists have had positive childhood experiences and are able to inspire
others towards high achievements in a reflective, empathic manner. Conversely,
reactive, or excessive, narcissists are preoccupied with their own status, accomplish-
ments and ability to dominate others as a means of redressing childhood trauma.
Removed from reality, they can inflict chaos upon an organisation [9].

3.4 Implications for Leadership Training

Peer group coaching under the guidance of a skilled facilitator can be used
advantageously in psychodynamic leadership training to create reflective leaders,
by allowing collective consideration of relational and leadership styles, work habits,
problem-solving and decision-making in the wider organisational environment.
Appropriate defence mechanisms, emotional expression and reality orientation can
be addressed in this context [8, 9, 25].

4 Leader-Member Exchange (LMX) Theory

4.1 Premises of Leader-Member Exchange (LMX) Theory

The central concept of the Leader-Member Exchange (LMX) theory is that an
exchange relationship gradually forms between a leader and follower founded on
the degree of like-mindedness and the follower’s skill and reliability. It is a role-
making process whereby the follower’s role is jointly established [26–28]. The
theory presupposes that leaders lead and followers follow because they derive gains
from each other in a mutually beneficial exchange relationship [29], the quality of
which is the focus of investigation [13, 30].

4.2 Quality of Leader-Member Relationships

LMX theory describes vertical dyadic linkages between a superior and his or
her subordinates as ‘low-quality’ or ‘high-quality’ leader-member relations. The
former occur within the constraints of formal contractual agreements between
the leader and members of the ‘out-group’. The latter are extended relationships
based on mutual trust, rapport and negotiation between the leader and members of
the ‘in-group’ [13]. The theory posits that leaders generally establish high-quality
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interactions with a few dependable followers who act as aides and confidants [28].
Whether subordinates become members of the ‘in-group’ or ‘out-group’ depends
on how the delineation of leader-member responsibilities evolves as well as their
personal appraisal of the risks and benefits of a closer leader-member relationship
and the wider organisational responsibilities beyond the formal contract that this
will entail [13, 26].

Future leader-member relationships are influenced by prior experiences as well
as the temperament, beliefs and personal and professional skills of both parties in
the dyad [13]. There is evidence that the quality of the leader-member exchange
is established very soon after the relationship starts, with first impressions of
whether the leader and follower can meet each other’s expectations counting [31].
The likelihood of ‘in-group’ membership is enhanced by a positive atmosphere
between leader and follower and political savviness on the follower’s part [32].
As the relationship develops, leaders offer followers collaborative duties extending
beyond formally-defined contractual obligations by way of a trial. If a follower’s
reaction to this is interpreted positively by the leader, further opportunities for closer
collaboration will be presented; otherwise, the relationship will revert to formally
defined norms [13, 33].

The quality of the leader-member exchange is continuously evolving and has
been postulated to be influenced by: (1) perceived contribution to the exchange;
(2) loyalty; (3) affect (perceived interpersonal attraction) [33]; and (4) professional
respect [13, 34].

4.3 Developing Leader-Member Relationships

Graen and Uhl-Bien [35] delineated three phases in the development of high-quality,
‘in-group’ relationships as part of leadership making [13, 32].

1. Phase 1 (‘role-taking’ or ‘stranger phase’): Mutual awareness of how respect is
perceived and expected by leader and follower.

2. Phase 2 (‘role-making’ or ‘acquaintance phase’): Deepening of trust as a basis
for the relationship progressing and leader and follower shaping one another’s
views and actions.

3. Phase 3 (‘role routinisation’ or ‘partner phase’): A high-quality pattern of leader-
member exchange is now standard.

4.4 Effectiveness of Leader-Member Relationships

Compared to out-group members, who receive little attention or support, in-group
members perform better and are more dedicated to organisational goals [36].
They are more content at work and less likely to resign. In-group members in
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a healthcare context displayed superior citizenship behaviours—such as working
harder to perform their roles—that increase the likelihood of a leader conferring
additional resources, e.g. a budget increase or pay rise [37]. Furthermore, in-group
members in various industrial settings are more likely to display helpful workplace-
related behaviours extending beyond the call of duty and role definition [38, 39].

In the banking sector, managers perceived as being superior in status were able
to forge higher-quality relationships with employees [40]. Furthermore, better LMX
relationships across a range of industries increased the transformational effective-
ness of leaders, with positive implications for teamwork [41]. High quality LMX
relationships were shown to facilitate emergent leadership in a telecommunications
team with a shared vision, which in turn may enhance team performance [42]. Better
LMX relationships among group leaders in the manufacturing sector resulted in
improved communication about, and attention to, safety and fewer work-related
accidents [39, 43].

5 Similarities and Differences

A common underpinning of both the psychodynamic leadership approach and LMX
theory is their focus on leader-follower relationships. LMX theory is more akin to a
range of other leadership theories in focussing on observable aspects of leadership
that can potentially be subjected to qualitative and quantitative investigation. The
psychodynamic approach can complement and add greater depth to the understand-
ing of leader-follower relationships afforded by the LMX model. Its underlying
precepts may be harder to recognise or demonstrate, however, limiting the ability to
undertake empirical leadership studies. Furthermore, whether in practice, training or
research applications, psychodynamic theory may (ironically) be met with greater
resistance from potential participants who may be unprepared to confront the deeper
understanding of their behaviour encouraged by this approach. Embarking on an
in-depth psychodynamic understanding of oneself outside a longer-term individual
psychotherapeutic relationship may entail risks for some participants that need to
be considered in rolling out time-limited, psychodynamically-oriented leadership
workshops. With this perspective in mind, it is worth considering more fully the
advantaged and limitations of each approach.

6 Advantages and Limitations

Strengths of the psychodynamic approach include its attention to the intricacy
of relationships, conscious and unconscious motives, how leaders originate and
are maintained, and relevance to a range of organisations [13]. Furthermore, the
psychodynamic approach aims to generate reflective practitioners by concentrating
on leaders’ and followers’ insight into the factors motivating their relationship.
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Coaching, case studies and 360-degree feedback can be employed to provide a
meaningful understanding of individual and organisational behaviour [9].

Strengths of LMX theory are that it comprehensively describes leadership
processes (particularly the difference between ‘in-group’ and ‘out-group’ relation-
ships), draws attention to the importance of communication in leadership [44], and
is validated by research findings in the public sector [13, 45].

Weaknesses of the psychodynamic approach include overlooking the situational
context in which leadership occurs and application of subjective Freudian theory—
which is hard to scientifically verify—to ‘normal’ leader-follower behaviour [9,
13]. As the route to psychodynamic change varies between individuals, a uniform
training model may be difficult to achieve. Furthermore, important structural factors
may be missed by an individually-focussed training program [9].

LMX theory also has limitations. A leader must simultaneously value all
followers while fostering a closer relationship with a subset of aides in the interests
of advancing organisational goals [28]. Accordingly, a better understanding of how
differing dyadic relationships impact on each other and collective organisational
efficacy is needed [46], along with more research regarding how LMX relationships
develop and role-making occurs over time. The impact of situational factors (e.g.
demographic, job and organisational variables) on LMX relationships also merits
further investigation [28, 47].

7 Discussion

Although the Psychodynamic Leadership Approach may appear abstract and distant
from the reality in which organisations operate, there is some literature describing
its practical application in the business sector. For example, Kets de Vries et al.
[48] described a psychodynamically-informed leadership development program for
business executives incorporating predominantly group-based leadership coaching
practices. Similarly, Bell and Huffington [49] outlined a systems psychodynamic
approach to leadership coaching designed to promote self-awareness and attunement
to organisational factors that can impede or facilitate the leadership role. Ward
et al. [50] examined the psychotherapeutic modalities that psychodynamic group
coaching draws upon, such as intensive short-term dynamic psychotherapy and
group therapy, and concluded that each was separately effective. However, further
research into the effectiveness of psychodynamic leadership coaching as an entity
in its own right appears warranted.

Adapting psychodynamic leadership coaching for use among psychiatrist leaders
and other senior mental health leaders and managers is an obvious possibility.
However, psychodynamic leadership coaching, as implemented in the business
world, is not entirely alien to psychoanalytically-informed approaches to supervi-
sion and professional development already in use within medicine and psychiatry
in particular. ‘Balint groups’ are a well-established approach to fostering reflective
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practice among medical practitioners and other health professionals involved in
direct patient care [51]. Balint groups allow doctors to meet regularly to discuss the
cases of patients they perceive as a source of interpersonal difficulties in their day-to-
day work. Balint group leaders are either psychoanalysts or professionals working
in closely-related fields. Their role is to foster a tolerant and safe environment in
which cases can be presented by participants and subsequently commented on and
discussed without fear of criticism or interrogation by other group members [52, 53].
Groups are made up of 6 to 12 members and convene over several years at weekly to
monthly intervals. Over time, this approach assists group members to gain a broader
outlook on the initial challenges they encountered and promotes improved doctor-
patient interactions [54]. The benefits of Balint groups in introducing psychiatry
trainees to psychological processes [55] and serving as an introduction to more
comprehensive psychotherapeutic practice [56] have been reported.

It is evident that the Balint group methodology could be adapted from a patient-
oriented to a leadership-oriented focus to assist psychiatrists and other mental health
professionals with leadership responsibilities to reflect on and better understand the
factors underlying professional (e.g. establishing organisational goals) and personal
(e.g. building good workplace relations) leadership behaviours they display at
work [57]. Insights gained may be invaluable in overcoming complex interpersonal
challenges encountered in the leadership role. In Australia, the Royal Australian
and New Zealand College of Psychiatrists’ (RANZCP) Continuing Professional
Development (CPD) Program provides a structure under which mandatory peer
review groups are constituted to support practicing psychiatrists in exercising
their duties [58]. Peer review activities will also be a mandatory part of the
new Continuing Education Program (CEP) of the Royal Australasian College of
Medical Administrators (RACMA) that is due to be implemented fully in 2017
[59]. Although RANZCP peer review groups are not required to adopt an explicitly
Balint-style methodology or focus exclusively on leadership issues, psychiatrists
with an interest or involvement in leadership can draw upon both these perspectives
in presenting topics and participating in related group discussions.

The approaching introduction of revalidation for doctors by the Medical Board
of Australia is likely to entail increased rigour in the CPD requirements expected
by specialist medical colleges of their individual members [60, 61]. In view of
the evolving regulatory climate in which medicine is practiced, there may be
dual benefits for psychiatrists in leadership roles to establish Balint-style groups
focussed on leadership topics—both to assist them in exercising their leadership
responsibilities more effectively but also to satisfy regulatory authorities as to
their continued learning and reflective practice in this field. For such groups
to function effectively, however, it is essential that material discussed remains
confidential within the groups themselves (as opposed to group attendance records,
which may be of relevance to regulators). Ensuring confidentiality in leadership-
oriented Balint-style groups is even more important than in their patient-oriented
prototypes, as effectively de-identifying discussions about workplace colleagues
may be problematic in small organisations. Indeed, this may be a major barrier to
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effective group functioning if not handled appropriately. Groups should preferably
be established with psychiatrist leaders outside one’s own workplace to address this
issue.

In the spirit of interprofessional learning and practice [55, 62], such groups need
not be restricted to psychiatrists. Indeed, there may be advantages in constituting
groups comprised of psychiatrists and other senior medical administrators from
other areas of medicine, or psychiatrists and senior mental health service leaders and
managers from non-medical disciplines. The former approach allows psychiatrists
to compare and contrast their own leadership experiences with those of colleagues
in other medical fields whereas the latter may assist in better understanding the
experiences and perspectives of non-medical team members in services akin to those
which they lead. In both cases, psychiatrists may offer unique insights to other group
members in relation to the leadership challenges that are discussed.

Balint groups constituted for doctors and healthcare workers outside the psychi-
atric sector rely on the psychodynamic expertise of the group leader [52, 53] but do
not entail specialised knowledge of psychodynamic theory or related terminology
by group participants [51]. However, in constituting such groups for psychiatrists
and other mental health service leaders, it may be assumed that this group of
professionals is likely to bring along a greater understanding of the complexity
of human interactions than the average healthcare professional. This may facilitate
deeper engagement with the psychodynamic aspects of the leadership dilemmas that
are brought to the group for consideration.

Furthermore, while Balint groups may have their origins in psychodynamic
thinking, the similarities between the Psychodynamic Leadership Approach and
LMX theory suggest that the latter may also provide a useful framework for
understanding leader-follower relationships within a Balint-style group. The poten-
tial benefits of effective leader-member relationships for the multidisciplinary
mental health teams that psychiatrists lead—and the patients that team members
collectively care for—are manifold. For example, there is evidence from the
manufacturing sector that high-quality leader-member exchanges may improve
communication about safety, with an increased commitment to safety and fewer
workplace accidents as a result [39, 43]. The scope to translate this research into
improved risk management and patient safety in a multidisciplinary mental health
setting is readily apparent.

Similarly, the finding that positive leader-member exchanges resulted in superior
citizenship behaviours in a hospital setting [37, 39] has implications for psychiatrist
leaders in the multidisciplinary mental health sector. An improved understanding
of the disparity with which members of the ‘in-group’ or ‘out-group’ may be
inadvertently approached by leaders can enable psychiatrists to reduce unjustified
preferential treatment between multidisciplinary team members and promote better
leader-member relationships with all clinicians whom they lead. In turn, this may
strengthen team members’ commitment to organisational goals and to the teamwork
needed to achieve these, as has been demonstrated in the retail sector [36, 39].

There is also evidence that emergent leadership is more likely to occur in teams
characterised by positive LMX relationships and a shared vision for the future
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[39, 42]. It is important for psychiatrist leaders to be aware of and actively foster
this process in leading clinical teams and services more broadly, in the interests
of identifying and supporting potential future leaders in both the clinical and
administrative domains. The need to sponsor effective mental health leaders is
especially pertinent and urgent in the face of a looming shortage globally in the
availability of psychiatrists and other specialist mental healthcare workers [63].

A further example of how the Psychodynamic Leadership Approach and LMX
theory can be incorporated into existing approaches for leadership development is
provided by 360-degree appraisal or multi-source feedback, a process for assessing
doctors’ performance and professional behaviours by systematically obtaining feed-
back from colleagues and patients [64–66]. The introduction of revalidation may
see 360-degree appraisal become a more widespread CPD activity for Australian
doctors, as is currently the case in the United Kingdom [67]. Indeed, RACMA has
already introduced this technique as an optional CEP activity and, from 2017, it
will be one of the ways in which the mandatory requirement for annual peer review
activities can be met [59]. For psychiatrist leaders, the Psychodynamic Leadership
Approach and LMX theory dovetail well with the methodology of 360-degree
appraisal. Both theories can assist psychiatrist leaders to maximise the learning
derived from this process by offering useful frameworks for reflecting on and
making sense of feedback received.

8 Conclusion

The important role that psychiatrists can play in the effective leadership and
management of psychiatric services is being increasingly recognised. Psychiatrists’
existing clinical expertise does not represent a sufficient skill set on its own to
prepare them for leadership positions and cannot supplant the need for specialised
training in this field. Such training, however, should not be conducted in isolation
from, and oblivious to, the wide-ranging expertise in human behaviour and relation-
ships that psychiatrists can bring to the leadership arena.

In this paper, the Psychodynamic Leadership Approach and Leader-Member
Exchange theory have been compared and contrasted to illustrate this point. The
former represents a less well-known approach to leadership theory and practice
whereas the latter is a widely familiar, conventional theory that is regularly
taught in leadership courses. Both are underpinned by their emphasis on leader-
follower relationships—and human relationships more broadly—and are intuitively
appealing to psychiatrists endeavouring to understand aspects of organisational
behaviour in the healthcare settings in which they work and lead. These theories
can be applied in leadership-oriented Balint-style groups to reflect on and work
through challenging leadership dilemmas. They can also be used by psychiatrists to
make sense of feedback received about their leadership behaviours through 360-
degree appraisal. It is hoped that this paper will serve to stimulate thought and
discussion about how leadership training for future psychiatrists can be tailored
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to better harness a range of existing psychiatric competencies that are unique
among medical practitioners and potentially applicable to leadership roles. Such an
approach may be helpful in developing richer formative learning experiences and,
ultimately, achieving superior leadership outcomes in mental healthcare.
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An Approach of Non-Linear Systems Through
Fuzzy Control Based on Takagi-Sugeno Method

Andreas Giannakis, Konstantinos Giannakis, and Athanasios Karlis

Abstract Today, the advanced technology is a part of the everyday’s life. As a
result, most of the applications used require a more complex system in order to
achieve a better performance. These systems have a mathematic background indi-
cating the need of a better mathematical tool to increase the reliability of them. One
of the most significant problems coming up against these systems is undoubtedly
the non-linearity of the equations governing them. Herein, a linearization method is
proposed and studied through intelligent control. The transformation of a non-linear
system into a linear is based on fuzzy logic and more specifically on Takagi-Sugeno
technique. Firstly, it is analyzed in a theoretical level followed by two examples.
The fuzzy model was developed through Matlab program. Finally, the efficiency
of the above method was investigated setting up various values for the under study
variables and comparing the results of them with the “actual” ones. The square
error method was used for a better evaluation indicating that this method is a useful
technique except from the applications where the high accuracy is mandatory.

Keywords Non-Linearity • Intelligent control • Fuzzy logic • Takagi-Sugeno
technique • Matlab

1 Introduction

One of the most significant problems today technology is facing is the description
of complex systems [1–4]. In this study, the systems’ non-linearity issue is analyzed
proposing a method of transforming this into linear system using an approximate
technique based on intelligent control. Recently, several strategies have been
studied. Some of them are presented in [5–8]. Intelligent control faces the processing
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control problems in a different way than the existing conventional techniques
do [9]. The knowledge and the experience of the person-operator is the base of
this method and it does not require specialized learning of the controlled process.
Consequently, intelligent control can be considered as the first control technique
without standard indicating a promising future. Generally, intelligent systems use
a collection of experienced and non-experienced logical facts and other types of
knowledge, in combination with other methods in order to draw conclusions with
respect to the required control acts for the controlled process. One of the most
significant advantages of this control method is their ability to draw conclusions
from insufficient and uncertain data. The main aims of the intelligent control use
are; (1) Energy saving, (2) Increase the productivity, (3) Reduction of production
cost and (4) Better performance of the control process.

Intelligent controllers consist of the fuzzy logic controllers (FLCs) and the neural
networks (NNs) [3]. The FLCs are based on the fuzzy logic theory [8, 10] and the
NNs on the Trainee Artificial Neural Networks. Herein, an approach of non-linear
systems via FLCs is analyzed and proposed. The purpose of this is to enrich or go
beyond the standard models such the non-conventional computing operates.

2 Fuzzy Systems

Fuzzy systems begun to grow in 1965 by Zadeh and later, their use started into
real control problems. Their goal is to describe effectively the fuzziness of the real
world having the fuzzy logic and the fuzzy sets as their “tools.” Fuzzy sets are
generalization of the classic crisp sets providing a way of a qualitative description
of the sizes where the fuzziness and the indeterminacy are by definition. The fuzzy
sets theory handles these values as linguistic variables giving them linguistic values.
Each value is described by a fuzzy set with a specific meaning. Each input signal
is measured and depending on the crisp value of the signals, it can be expressed in
terms of the degree of membership (
) of the fuzzy sets [11]. Fuzzy logic is an effort
for modeling the human’s way of thinking, providing mechanisms of approximate
reasoning and decision making, as the human brain tends to perform similar actions
instead of accurate reasoning based on abundance data. It can be understandable
that the simplicity and the effectiveness of fuzzy systems have established them as
one of the most promising control methods. So, several applications since ‘80 until
today use fuzzy systems. The main subjects are the image and the signal processing,
the identification of patterns, telecommunication systems, the economic theory,
sociology and bio-engineering systems. Fuzzy logic controllers are considered non-
linear intelligent controllers. They can be very accurate with high performance,
using the experience of the system operator. The design of FLC consists of three
basic steps: (1) the determination of the inputs, (2) the setting up of the rules and (3)
the defuzzification which is a designing method in order to convert the rules into a
crisp output signal.
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2.1 Fuzzy Rules and Membership Functions

The fuzzy rules are depicted through if/then rules. These rules are conditional
statements and are described by the below equation.

IF x is A THEN y is B (1)

where A and B are fuzzy sets of x and y which are defined from the X and Y spaces.
The phases “x is A” and “y is B” are fuzzy propositions. On the left side of the
rule, the “IF” is called pre-conditional part (or premise part or IF part) and includes
the assumption of the rule. On the right side, the phrase “THEN : : : ” is called the
consequent part (or THEN part) and includes the conclusion of the rule.

The membership of the x element into the fuzzy set A is given by the membership
function 
A(x). This function gets values between 0 and 1. A fuzzy set is thoroughly
described by the membership functions. The four most used types are the triangular,
the trapezoidal, the Gaussian and the generalized Bell.

2.2 Fuzzy Models

The need for the modeling process to be automated with the help of numeric data
used for trainee has emerged. Recently, data-driven techniques have attracted the
worldwide interest in order to create more flexible models. There are the intelligent
systems among them. As mentioned earlier, these systems consist of the fuzzy and
neural systems. In this study, the first type is presented. Moreover, there are also
two methods for the fuzzy systems, named Takagi-Sugeno and Mamdani method.
Of course, there are systems where a combination of these methods is used [12].
A comparative study between the two methods is presented in [2]. Takagi-Sugeno
models are considered as a powerful “tool” for the engineering science in order to
model complex systems. They provide effective and computer attractive solutions
in a wide range of problems, indicating a multiple model structure which is capable
of approaching non-linear dynamic systems. An implementation of this technique
is given through an example in [13].

2.3 Fuzzy Models Based on Takagi-Sugeno

As mentioned above, one of the most used fuzzy method is the Takagi-Sugeno (and
Kang) model, known as TS (or TSK) fuzzy model, proposed by Takagi, Sugeno
(and Kang later). Their aim was to develop an approximated system for fuzzy
rules development from a known in advance input-output data set. A such model
is described by the following equation.
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IF x is A AND y is B THEN z D f .x; y/ (2)

where A and B are the fuzzy sets in premise part while the z D f(x,y) is a crispy
function in consequent part. Regularly, the f(x,y) is a polynomial, but it can be
also any other function describing appropriate the model’s output. When the f is
a constant function, then the TS model is called zero-order TS model and when
it is a first degree polynomial, the arising fuzzy system is called first-order TS
fuzzy model. In contrast with other fuzzy models where they need a defuzzification
system in order to convert the fuzzy output to crispy value, the TS fuzzy model uses
the weighted average method avoiding the time consuming defuzzification process.
This leads to the TS model being a particularly interesting and popular choice for
fuzzy modeling based on samples data. The aim of this study is to present the
solutions for non-linear dynamic systems via TS fuzzy models. Two examples of
non-linear equations are given, which can be solved following the fuzzy model TS.
Their base is the IF-THEN rules. The fuzzy model construction is the main and
the most significant process in the approach of the non-linear system. Generally,
there are two techniques for this construction, as illustrated in Fig. 1, the first one is
called “Identification using input-output data” and the second one is the “Physical
model,” where the equations of system is a mandatory requirement to extract the
fuzzy model.

The process in the first technique consists of two parts. Firstly, it is the
identification of the structure part and then the identification of the parameters.
This technique is suitable for systems for which it is difficult to extract analytical

Fig. 1 Fuzzy controller
construction

Nonlinear
System

Physical
Model

Identification
using input
output data

Fuzzy Model
(Takagi-
Sugeno)

Fuzzy
Controller

Parallel Distributed
Compensation
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Fig. 2 Graphical representation of the expression of “non-linearity sector” (a) global and (b) local
type

equations models. On the other hand, non-linear dynamics models for mechanical
mainly systems can be represented by methods such as Lagrange and Newton-Euler,
which are in line with the second technique. This technique uses the expressions
“non-linearity sector” and “local estimators” or a combination of them. The first
expression is based on the following idea: Considering a simple non-linear system,
dx/dt D f(x(t)), where f(0) D 0. The goal is to be found a relation such that:
dx/dt D f(x(t)) ©[’1 ’2]x(t). The next figure (Fig. 2) illustrates this approach. This
method certifies the fuzzy model construction. However, in some cases it is difficult
for such relations to be extracted. In these cases, a “local non-linearity sector” is
considered. This is a very common approach due to the fact that the variables of the
physical world are always within boundaries (Fig. 2b).

3 First Example

Subsequently, a first example of linearization is given and solved through Takagi-
Sugeno fuzzy model. In the first stage, they are referred the problem’s data and then
the way of solution via Matlab is following. The non-linear equation system, which
is a simple mathematical problem, is given:

 
dx1
dt

dx2
dt

!
D

 
�x1.t/ C x1.t/x22.t/

�x2.t/ C
�
3C x2.t/

�
x31.t/

!
(3)

where x1(t) ©[�1,1] and x2(t) ©[�1,1]. The above equation can be written as:

dx

dt
D

�
�1 x1.t/x22.t/�

3C x2.t/
�

x21.t/ �1

�
x.t/ (4)
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Fig. 3 Membership functions of (a) Mi and (b) Ni

t is defined that z1(t) D x1(t) x2
2(t) and z2(t) D (3 C x2(t)) x2

1(t). The next step includes
the minimum and the maximum calculations of the zi functions. These are achieved
through a code, developed in Matlab’s environment. It is given that Mi and Ni

(i D 1,2) are the membership functions of zi for the minimum and the maximum
values. The arising graphical depictions of these are illustrated in Fig. 3.

Considering the membership functions as “positive,” “negative,” “big” and
“small” respectively and based on the four rules for every possible couple, M1-N1,
M1-N2, M2-N1, M2-N2, the desired fuzzy model is extracted (i.e. if z1 “positive”
(M1 D 1 and M2 D 0) and z2 “big” (N1 D 1 and N2 D 0) then dx/dt D A1x). The
output value is given by the following equation:

dx
dt

D

4X
iD1

hi.z.t//Aix.t/ (5)

where h1(z(t)) D M1(z1(t)) � N1(z2(t)), h2(z(t)) D M1(z1(t)) � N2(z2(t)), h3(z(t)) D M2(z1(t)) �

N1(z2(t)), h4(z(t)) D M2(z1(t)) � N2(z2(t)).
For the above, we consider the minimum of these elements in fuzzy logic. The

efficacy of the fuzzy model was investigated by setting up various values for the
variables x1 and x2 and then making a comparison with the “real” solutions for
dx1/dt and dx2/dt. Specifically, setting up x1 D 0.9 and x2 D 0.9 in the original
system, the arising results are dx1/dt D �0.2439 and dx2/dt D 1.9431, while running
the program the results are given as dx1/dt D �0.3838 and dx2/dt D 1.7207. For
these values, some significant results are depicted (Fig. 4).

In Tables 1 and 2 and Figs. 5 and 6, the efficiency of the proposed linearization
system through fuzzy model compared to real responses is illustrated. Specifically,
at first stage, the x1 variable was set as steady with value 0.5 and the second
variable, x2 was set with various values. Subsequently, from the arising results, using
the square error method in order to investigate the efficiency of the fuzzy model
approach, the imported errors are 0.0392 and 0.0736 for the two outputs dx1/dt and
dx2/dt, respectively.
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Fig. 4 Arising results through Matlab using fuzzy model approach: (a) minimum and maximum
values of zi, (b) membership functions values, (c) Ai arrays, (d) intermediate results related to hi

and (e) final results

Table 1 Results for steady x1 and various x2 for both actual and TS fuzzy model used

x1 D 0.5

x2 �1 �0.5 0 0.5 1
dx1/dt �1 �0.5625 �0.5 �0.4375 0
dx1/dt (with TS) �0.9 �0.5476 �0.5 �0.4565 �0.1667
dx2/dt 1.25 0.8125 0.375 �0.0625 �0.5
dx2/dt (with TS) 1.4 0.9762 0.5455 0.1087 �0.3333

Table 2 Results for steady x2 and various x1 for both actual and TS fuzzy model used

x2 D 0.5

x1 �1 �0.5 0 0.5 1
dx1/dt 0.875 0.4375 0 �0.4375 �0.875
dx1/dt (with TS) 0.9 0.4565 0 �0.4565 �0.9
dx2/dt �4 �0.9375 �0.5 �0.0625 3
dx2/dt (with TS) �3.7 �1.1087 �0.5 0.1087 2.7

Similarly to the previous case with steady x1 and various x2, herein, it was
investigated the efficiency of the TS fuzzy model changing the x1 variable and
keeping the x2 steady. The arising results are illustrated in the below table and figure.
It is mentioned that using the square error method, the imported errors for the two
outputs dx1/dt and dx2/dt are 0.0089 and 0.0977 respectively.
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Fig. 5 Graphical depiction of the arising results for steady x1 and various x2
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Fig. 6 Graphical depiction of the arising results for steady x2 and various x1

4 Second Example

For a better understanding, a second example is following. Firstly, it is given
the below non-linear equations system. In contrary with the first example, these
equations simulate a physical system. More specifically the motion of an inverted
pendulum [14] is governed by the below set of equations.

dx1
dt

D x2.t/ (6)
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dx2
dt

D
gsin

�
x1.t/

�
�
˛mlx22.t/sin

�
2x1.t/

�

2
� ˛cos

�
x1.t/

�
u.t/

4l

3
� ˛mlcos2

�
x1.t/

� (7)

where x1(t) is the angle of the pendulum from the vertical and x2(t) is the angular
speed. Moreover, g D 9.8 m/s2 the gravity standard, m is the maze of the pendulum,
M the overall maze, 2 l the length of the pendulum and u the force. Also, it is given
that ’D 1/(m C M) and x1(t) ©(� /2, /2) and x2(t) ©[�’,’]. The following variables
are defined:

z1.t/ D
1

4l

3
� amlcos2

�
x1.t/

� (8)

z2.t/ D sin
�
x1.t/

�
(9)

z3.t/ D x2.t/sin
�
2x1.t/

�
(10)

z4.t/ D cos
�
x1.t/

�
(11)

From the above equations, the arising system of equations is:

� dx1
dt

dx2
dt

�
D

�
0 1

gz1z2 � aml
2

z1z3

��
x1
x2

�
C

�
0

� az1z4

�
.u1 u2/ (12)

For x1(t) D � /2 and x1(t) D  /2 the system becomes uncontrollable. For this reason,
it is considered that x1(t) ©[�880,880]. The first step includes the calculation of the
minimum and maximum values of the zi. In contrast with the previous example,
herein the shape of the z2 membership function defined as generalized bell which
depicted in Fig. 7. In the right of Fig. 7 illustrates the local estimators with b1*x1

(b1 D 1) and b2*x2 (b2 D 2/p) as linearization sectors of z2, according to the theory.
The rest of the membership functions have the same shape with the example I. It
is given that Ei (i D 1 “positive”, i D 2 “negative”), Mi (i D 1 “zero,” i D 2 “not
zero”), Ni (i D 1 “positive”, i D 2 “negative”) and Si (i D 1 “big”, i D 2 “small”)
are the membership functions of the zi (i D 1,2,3,4) for the minimum and maximum
values.

Following, the arrays Aijkl and Bijkl are calculated such that dx/dt D Ax C Bu.
The configuration of these arrays is based on the above consideration of 16 rules: A
combination of the membership functions Ei-Mj-Nk-Sl (from 1111 to 2222) based
on the IF-THEN logic (i.e. if z1 “positive” (E1 D 1 and E2 D 0) and z2 “not zero”
(M1 D 0 and M2 D 1) and z3 “negative” (N1 D 0 and N2 D 1) and z4 “big” (S1 D 1
and S2 D 0) then dx/dt D A1221x C B1221u, and the arrays A1221 ›’š B1221 are
extracted). Then, calculating all the Aijkl and Bijkl arrays with the same way, the
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Fig. 7 Membership functions of M1(z2(t)) and M2(z2(t)) on the left. Function z2 and its
linearization sectors on the right

desired fuzzy model is extracted. Finally, the output value is given by the equations
below:

dx
dt

D

16X
pD1

hp.z.t//
�
Apx.t/ C Bpu.t/

�
(13)

p D l C 2 .k � 1/C 4 .j � 1/C 8 .i � 1/ (14)

hp.z.t// D Ei.z1.t// � Mj.z2.t// � Nk.z3.t// � Sl.z4.t// (15)

It is mentioned that for the above multiplication of two elements, it is the
minimum of these element in fuzzy logic. Similarly to example I, the efficacy of
the fuzzy model was investigated setting up various values for the variables x1

and x2 and then making a comparison with the “actual” solutions for dx1/dt and
dx2/dt. More specifically, setting up x1 D 0.9, x2 D 0.1, m D 1, M D 4, l D 1,
u1 D 1 and u2 D 0 in the original system, the arising results are dx1/dt D 0.1 and
dx2/dt D 6.1109, while running the program (code in Matlab) through fuzzy model
the results are given as dx1/dt D 0.1 and dx2/dt D 5.9279. For these values, in the
above figures (Figs. 8 and 9), some significant results are illustrated.

In Tables 3 and 4 and Figs. 10 and 11, the efficiency of the proposed linearization
system through fuzzy model compared to real responses for the pendulum example
is illustrated. Initially, the x1 variable was set as steady with value 570 and the second
variable x2 was set with various values. Subsequently, using the square error method
in order to investigate the efficiency of the fuzzy model approach, the imported
errors are 0.0 and 0.0273 for the two outputs dx1/dt and dx2/dt, respectively. It is
noted that the rest of the parameters remained steady (m D 1, M D 4, l D 1 and
u D [1 0]).

As in the previous case with steady x1 and various x2, herein, it was investigated
the efficiency of the TS fuzzy model changing the x1 variable and keeping the x2

steady (D0.1). The arising results are illustrated in the below table and figure. It
is mentioned that using the square error method, the imported errors for the two
outputs dx1/dt and dx2/dt are 0.0 and 0.125 respectively.
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Fig. 8 Arising results
through Matlab: (a) minimum
and maximum values of zi,
(b) membership functions
values and (c) final results

max1 =

0.8824

0.9994

−0.9994

0.7501

0.3480

0.6432

0.3568

0.6520

min1 =

max2 =

min2 =

a) b) c)

E1 =

E2 =

M1 =

M2 =

0.2000 0.7435

max3 = N1 =

−0.2000 0.2565

min3 = N2 =

1 0.6079

max4 = S1 =

0.0349 0.3921

min4 = S2 =

5.9279
0.1000

dxdt =

5 Conclusion

In the above study, the fuzzy model approach for non-linear systems was investi-
gated. More specifically, the Takagi-Sugeno technique was used in order to evaluate
the efficiency of the proposed linearization method. For a better validation of the
under-study scheme, two examples were examined using the square error method
as an indicator of the performance. Both of them showed that the imported error
in the solutions had a minimum value indicating probably that this method is useful
for applications where the time consuming and complexity are more significant than
the accuracy.
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Fig. 9 Results for the 16 Aijkl and Bijkl arrays

Table 3 Results for steady x1 and various x2 for both actual and TS fuzzy model used

x1 D 570

x2 �0.2 �0.1 0 0.1 0.2
dx1/dt �0.2 �0.1 0 0.1 0.2
dx1/dt (with TS) �0.2 �0.1 0 0.1 0.2
dx2/dt 6.3804 6.3826 6.3833 6.3826 6.3804
dx2/dt (with TS) 6.4337 6.4593 6.4186 6.4593 6.4337

Table 4 Results for steady x2 and various x1 for both actual and TS fuzzy model used

x2 D 0.1

x1 (0) �88 �44 0 44 88
dx1/dt 0.1 0.1 0.1 0.1 0.1
dx1/dt (with TS) 0.1 0.1 0.1 0.1 0.1
dx2/dt �7.352 �5.6515 �0.1765 5.4176 7.3416
dx2/dt (with TS) �7.4829 �5.1495 0 5.1495 7.4829
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Chronic Lymphocytic Leukemia Patient
Clustering Based on Somatic Hypermutation
(SHM) Analysis
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Stavros Papadopoulos, Anastasia Hatzidimitriou, Panayiotis Vlamos,
Kostas Stamatopoulos, and Dimitrios Tzovaras

Abstract Somatic Hypermutation (SHM) load in the immunoglobulin heavy
variable (IGHV) gene of the clonotypic B cell receptor immunoglobulin (BcR
IG) is one of the most important prognostic markers in CLL, segregating
patients into two distinct categories, with contrariwise disease course. Over the
last years, immunogenetic studies have identified that �30% of CLL patients
carry (quasi)identical BcR IG and thus can be assigned to different subsets with
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distinct clinicobiological profiles. This characterization was achieved by applying
rules mainly concerning the diversity of the VH complementarity determining
region 3 (CDR3). Following, studies have also identified subset-specific somatic
hypermutation further highlighting antigen selection in disease ontogeny and
evolution. In this study, an innovative attempt to explore possible associations
amongst SHMs in different CLL patients is implemented and also the potential
correlations with VH CDR3 stereotypy is examined, leading to a new classification
algorithm implicating both SHM and CDR3 patterns. All results are classified to a
ground level analysis, focusing on the most frequent SHMs, their paired associated
amino acid changes and the formation of subgroups sharing the same VH CDR3
pattern, the latter being used as a similarity metric. In addition, all results are
compared to established VH CDR3 patterns of the well-known CLL subsets in
order to confirm the validity of our findings.

Keywords Chronic Lymphocytic Leukemia (CLL) • Somatic Hypermutation
(SHM) • CDR3 patterns • Mutation Association • Visual Analytics

1 Introduction

Immunogenetic studies have provided strong evidence for antigen implication
in Chronic Lymphocytic Leukemia (CLL) ontogeny and evolution by revealing
repertoire skewing as well as patterns of somatic hypermutation (SHM) typical of
antigen receptors selected by antigen [1–5].

SHM load is one of the most important prognostic markers in CLL, segregating
patients into two distinct categories, with contrariwise disease course. More specif-
ically, patients with no SHMs or those carrying a low SHM load (unmutated CLL;
U-CLL) usually follow a more aggressive disease course whereas those carrying a
heavier SHM load (mutated CLL; M-CLL) are characterized by a more indolent
disease course [3, 6].

Yet, the strongest evidence for antigen selection in CLL emerged from the finding
that �30% of CLL patients carry identical or quasi-identical immunoglobulin B-
cell receptor (Ig BcR) and thus can be assigned to different subsets with distinct
clinicobiological profiles [7]. The identification of stereotypy in CLL involved a
complex exhaustive search algorithm that included rules concerning VH CDR3
diversity. In more details, rules concerned amino acid and amino acid properties
identity (50% and 70% respectively), the usage of different yet phylogenetically
related IGHV genes, and also criteria related to the tertiary protein structure, thus
clustering only sequences with identical VH CDR3 lengths [7]. All patterns shared
the same offset.

Parallel and subsequent studies [18, 19] have demonstrated that in some cases,
stereotyped subsets were also characterized by subset and disease specific SHMs,
further highlighting antigen implication in disease course [17].

Prompted by the aforementioned findings, an attempt to explore possible asso-
ciations amongst SHMs in different CLL patients was applied and also examined
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the potential correlations with VH CDR3 stereotypy aiming to a new classification
algorithm implicating both SHM and VH CDR3 patterns. All results were set to
a ground level (level 0) of SHM analysis by establishing a threshold of recurrent
SHMs (associated amino acid changes). To this level the selected were linked to
known “stereotyped” amino acid changes [5] and to subgroups of the already proved
CLL stereotyped subset groups [7].

2 Methods

The current study was accomplished through the combination of a density based
clustering algorithm with a force-directed graph drawing visualization. Case specific
parameters were set related to the study requirements and there will be explained
briefly in the following paragraphs. CLL patients were grouped based on IGHV
gene usage, into three phylogenetic clans namely Clan I; Clan II and Clan III
[8]. At that point, a region weight factor was set based on the physicochemical
properties of the amino acids and the entropy of the SHMs in the complementarity
determining regions (CDRs) and the framework regions (FRs). The Euclidean
distance between the sequences was defined as a combination of the Blosum
Matrix and the region weight factor, following by the implementation of DBSCAN
clustering algorithm. Finally, through a force-directed graph drawing visualization
the associations between SHMs and CLL groups was underlined using the VH
CDR3 patterns as similarity metric.

2.1 Position Score

An evolutionary divergence sequence based analysis was accomplished for every
amino acid sequence. To efficiently perform the analysis, germ line sequences
were obtained from IMGT/Gene-DB and used as a benchmark for comparisons.
Sequences held in average more than 80% identity to the corresponding germlines
constituting the Blosum80 matrix [8] as the optimum divergence score. The process
output concerned newly formed sequences where all amino acids were transformed
to numbers corresponding to a score with respect to alignment outliers and gaps.

The SHM variance of each position was calculated through the position entropy.
Shannon entropy [9] expresses the expected value of each SHM in each codon i.e.
the position of the amino acid in the sequence, and is defined as:

H2.X/ D �

nX
iD1

mi

N
log2

mi

N
(1)

where mi/N is the frequency of the SHM i in every codon of the IGHV genes
sequence. The position entropy was normalized to the length of CDRs and FRs
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accordingly. The normalized entropy revealed a greater SHM variance in CDR
regions (Fig. 1). Due to the fact that evolutionary divergence score described by
the Blosum matrix cannot fully evaluate the position SHM significance of the
immunoglobulin regions (FRs and CDRs), a more complex factor needed to be
defined. Accordingly, the information derived of position entropy was combined
with the physicochemical similarity so that a multivariable position weight could be
applied to each position score defined by Blosum80.

The physicochemical similarity was defined according to the 11 “IMGT Physic-
ochemical” classes, for the 20 amino acids” [10]. The 11 IMGT ‘Physicochem-
ical’ classes were designated based on the ‘Hydropathy’, ‘Volume’, ‘Chemical’,
‘Charge’, ‘Hydrogen donor or acceptor atoms’ and ‘Polarity’ properties of the side
chains (or R- groups) into the following classes: (1) aliphatic (A, I, L, V), (2) basic
(R, H, K), (3) sulfur (C, M), (4) hydroxyl (S, T), (5) contain acidic (D, E), (6) amide
(N, Q), and (7–11) contain a single amino acid: G, F, P, W, Y. The description of
each class is present in Fig. 2.

The aforementioned physicochemical weight was defined to characterize the
expected value of the SHMs in codons. More explicitly, the position SHM entropy
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Table 1 Multivariable physicochemical weight

Similar physicochemical class Dissimilar physicochemical class Clan

FRs 0.35 0.8 Clan1
CDRs 0.4 1
FRs 0.3 0.9 Clan2
CDRs 0.6 1
FRs 0.35 0.85 Clan3
CDRs 0.5 1

was measured and grouped into two categories, those presenting in FRs regions
and those in CDRs. Each group was normalized based on the length of the region,
according to the IMGT unique numbering for V-DOMAIN [11]. Next, for each
group the maximum and minimum entropy values were computed, and all the values
were normalized into the range [0, 1]. The total region weight [20] was calculated
based on the following formula:

Wregion D

nX
iD1

Hi

N
(2)

where, Hi is the entropy position value of the region FR or CDR. To point out
the significance of the physicochemical class alterations, the region weight was set
to the maximum normalized entropy (Fig. 1). A summary of the physicochemical
weight is forgathered in Table 1.

2.2 SHM Clustering

Regarding the distance metrics, the SHM distance between pairs of sequences was
calculated based on the Euclidean distance:

Distance
�
Si; Sj

�
D

vuut
nX

iD1

�
Wiqi � Wjqj

�2
(3)

where qi and qj are the position scores based on Blosum80 and Wi Wj are the
position normalized physicochemical weights. All the possible pairs of distances
where stored in a distance matrix in a format that can be utilized by a dimensionality
reduction algorithm. At that point, classic distance-based methods of multidimen-
sional scaling were applied to facilitate data visualization for the selection of the
more adequate clustering method for further analysis [12].

According to the data distribution in the two dimensional space, the need
of an algorithm robust to outliers, that does not a priori request the definition
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of the number of clusters, led to the selection of a density cluster algorithm.
DBSCAN algorithm [13] was implemented to the data. The algorithm required the
predefinition of two parameters: (1) the radius from a given point p that defines the
circular area where neighbouring points are reachable from p, " (eps) and (2) the
minimum number of points required to form a dense region, (minPts). Data two-
dimensional representation demonstrated that the majority of points in all datasets
laid within 20 units from their nearest neighbour, for this reason the optimal " was
set at 20. Additionally, the minimum number of neighbor points that could form
a cluster was set to 20 for Clan I and Clan III and 30 for Clan II. Eventually, the
clustering parameters set to (20, 20) for groups Clan I and Clan III and (20, 30) for
Clan II. Clusters consistency was evaluated by the application of Davies–Bouldin
index (DBI) a common metric for evaluating clustering algorithms [3]. Finally the
comparison to the established subsets was defined by the use of Jaccard Index.

3 Results

A total of 19,635 IGHV-IGHD-IGHJ gene rearrangement sequences from CLL
patients were examined. Based on IGHV gene usage, all cases were subgrouped into
three phylogenetic clans namely Clan IjIGHV1/5/7), n D 5439; Clan IIjIGHV2/4/6,
n D 5092 and Clan IIIjIGHV3, n D 9104. Each group was studied separately
following the same process.

The density based algorithm revealed two clusters for clan I, three clusters for
clan II and two clusters for clan III. The sequences included in each cluster are
summarized in Table 2.

The best intra-cluster similarity and inter-cluster differences were identified in
the dataset group of Clan II with Davies–Bouldin index (DBI) equal to 1.08. The
high consecration in the first cluster of each group is due to the high similarity of
sequences belonging to evolutionary related subgroup genes [1]. The application of
most severe clustering rules could produce adverse sequence group segmentation.
The clustering results were plotted in two dimensional scatterplots (Fig. 3).

Associated SHM distribution in each cluster was as follows: (1) for the Clan
I: n D 49,214 for the Cluster1 and n D 10,411 for the Cluster2, (2) Clan II:
n D 130,181 for the Cluster1, n D 21,834 for the Cluster2 and n D 8294 for the
Cluster3 and finally (3) for Clan III n D 217,733 for the Cluster1 and n D 36,541
for the Cluster2. The greatest number of associated SHMs could be identified among
sequences utilizing IGHV genes belonging to subgroup 3 (Clan III).

Table 2 Clustering result Cluster 1 Cluster 2 Cluster 3 Outliers

Gr. clan I 4496 766 n/a 218
Gr. clan II 3992 824 171 107
Gr. clan III 7671 1092 n/a 342
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Fig. 3 Density based algorithm clustering results for Clan I, Clan II, Clan III respectively, based
on Multidimensional Scaling results

The aforementioned associations across every cluster where represented through
an in-house developed force-directed graph drawing. This visualization method is a
network diagram that aims to position the nodes in the two dimensional space so that
the system comes to a mechanical equilibrium state; i.e., their relative positions do
not change anymore from one iteration to the next [14]. More explicitly, the nodes of
the graph represented SHM associations and patients’ IDs and while forces applied
to the nodes, the nodes where pulled closer or pushed further apart. The force at a
vertex v is described by

F.u/ D
X
.u;v/2E

.pu � pv/ (4)

A graph is an ordered pair G D (V,E) comprising a set V of vertices or nodes
or points together with a set E of edges or arcs or lines. The attributes used for
the graph implementations was the set I D fPatientsg, and the set A D fMutation
Associationsg. According to graph parameter definition [16] the set of vertices V
is the union of the attributes V � I [A while the set E of edges is the subgroup
E 	 I � A. The positions of the nodes in this equilibrium depict the relations
between the SHM associations and the patients based on the frequency of the first
to the second.

In order to manipulate the large amount of information, a threshold of SHM
association significance was set in the minimum graph vertices. More precisely,
level 0 of graph analysis was set to minimum 20 vertices in the small clusters and 50
vertices to the bigger ones. In terms of associations, this level involved only SHM
associations that were connected with at least 50 different patients (large patient
subsets) in the first clusters of all groups and above 20 connections (small patient
subsets) for the rest. The aforementioned threshold resulted to 106 associations that
conformed to the established “stereotyped” amino acid changes [5] and expanded
them to SHM associations. An example of the known SHM S to T in the subgroup
gene IGHV4-34 sequences: IMGT VH FR2, codon 40 that is common in Subsets 4
& 16 of patients was discovered through the visualization tool as an associate to the
SHM I to M in codon 78 and to S to N in codon 92 and is included in Fig. 4.
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Fig. 4 Relation between SHM associations and CLL patients in Cluster1 of Clan I. On the right
side there is a total representation of the SHMs associated to patients under the ground level
analysis for ClanI. On the left side there is the ability of specific view, where a preferred area
can be projected in larger scale. In this mode a more detailed study of the area is available. Here
a detailed view for the T-I-64_E-K-82 SHM association was selected that is linked to 25 patients.
The red lines stand for selected parameters and are interactive in both modes. Red dots represent
the patients while blue dots the SHMs’ associations

The format of the SHM associations that was created for the data visualization
is based on the format: G-M-C_AG-AM-AC where: G: Germline amino acid, M:
Mutated amino acid, C: Codon of the mutation, AG: Associated Germline amino
acid, AM: Associated Mutated amino acid and, AC: Associated Codon.

The ground level of the SHMs association analysis named S-M-78_V-A-100 as
the most common SHM in Clan I (related to approximately 700 patients). Although
Clan II appeared as more mutated, the most common SHM associations (P-A-
46_V-I-30, P-A-46_Y-R-55, P-A-46_Y-T-58 & P-S-16_C-Y-103) do not exceed
the relation to 100 patients. Similar to Clan II, Clan III presented four SHMs
associations that are linked to individual groups of approximately 100 patients
(K-R-72_K-3-84, S-N-36_A-V-96, S-N-38_S-G-62, T-A-68_G-D-82).

By the threshold application, SHM associations formed mainly independent
groups analyzed in terms of VH CDR3 to discover the link between SHMs and
patterns. The results revealed ten patterns linked to eight CLL established subsets.

Simultaneously, each group pattern was related to at least one SHM association.
Groups linked to more than one SHM were Subset 59 that was characterized by two
and Subsets 1 and 28A with five. The summarized information about the discoveries
that establish the significance of the SHMal status of IGHV genes in forming
prognostic subgroups of chronic lymphocytic leukemia (CLL) is represented in
Table 3.

For each case, Jaccard similarity was defined in order to demonstrate the
similarity to the original subset. The higher similarity was underlined in subsets
28A and 77 while the lower in subset 4.
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VH CDR3 amino acid patterns of different subsets were visualized using
WebLogo (http://weblogo.berkeley.edu/). Each logo consists of stacks of symbols,
and the size of the letter represents its frequency. CDR3 are shown from IMGT
positions 105 to 117 [10].

4 Discussion

In the present study, we analyzed 19,635 unique IGHV-IGHD-IGHJ gene rear-
rangement sequences from CLL patients. Sequences were grouped in three datasets
according to the phylogenetic relationship of the IGHV genes used. The cohort was
clustered conforming to density based algorithm. At this point, an agglomerative
approach of clustering was tested. The comparison of the two methods (density
based and hierarchical clustering) revealed a better cluster consistency on the
density based results. Additionally the agglomerative method had a bigger error
factor in comparison to the well-established CLL subsets.

The density based clustering methodology formed seven clusters in the total
patient cohort and 474,208 somatic hypermutations SHMs with at least once
interactively connection underlined.

The visualization of the associated SHMs for different patients was accomplished
through a force-directed graph-drawing algorithm that achieved a detailed descrip-
tion of each cluster’s SHM status. A threshold of (50, 20) was set to highlight
the most frequent relations between SHMs across different patients. Defining the
ground level of analysis in the 106 main SHM associations, solid groups of patients
where formed in the two dimensional space linked to specific SHMs. All groups
were analyzed based on the patients’ VH CDR3 pattern -which is the primary
specificity characteristic [15] and their possible relation to the established CLL
patterns of each subset [7].

Frequently observed SHMs in IGHV leading to amino acid changes (replace-
ment) that were characterized as “stereotyped” [5] and were linked to specific
subsets, based on our results, are now upgraded into subset specific associated
SHMs.

In conclusion a novel classification algorithm that combines both SHM and
CDR3 patterns was demonstrated and the results were presented through new
associations only between pairs of SHMs.

Next level analysis will include associations between more than two SHMs. SHM
patterns in the VH region will then be associated with CDR3 patterns leading to the
identification of newly recognized and yet uncharacterized group of patients.

Acknowledgment This work is supported by the EU funded project MEDGENET (Grant
agreement No: 692298).
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Development of Novel Indole Molecules for
the Screening of Anti-Inflammatory Activity

Konda Swathi, Cidda Manasa, and Manda Sarangapani

Abstract In the present work, some new 5-[2(3)-dialkylamino alkoxy] Indole
2,3-diones were prepared from 5-hydroxy isatin. A mixture of 5-hydroxy isatin,
dialkylamino alkylhalide in alcoholic potassium hydroxide was stirred at room
temperature for 6 h to get the 5-[2(3)-dialkylamino alkoxy] Indole 2,3-diones.
The structures of the products were characterized by IR, NMR, MASS Spectral
studies. All the compounds were evaluated for anti-inflammatory activity. Some of
these compounds showed good anti-inflammatory activity compared with standard
compound Indomethacin.

Keywords Synthesis • 5-[2(3)-dialkyl amino alkoxy] Indole 2,3-diones • Antiin-
flamatory activity

1 Introduction

Isatin is an endogenous compound isolated in 1998 and reported [1] to possess
a wide range of central nervous system activities. Pandeya and Senthil Raja [2]
reported the synthesis and anticonvulsant activity of some novel n-methyl/acetyl,
5-(un)-substituted isatin-3-semicarbazones. In the last few years, Isatin derivatives
have been discovered which show potential hypnotic [3], antibacterial [4–6] and
MAO inhibitory [7], antihistaminic [8] activity. It is evident from the literature sur-
vey that Isatin derivatives dialkylamino alkyl derivatives showing more promising
antiinflamatory activities. Keeping in view of these two molecular moieties viz.,
5-hydroxy isatin and dialkylamino alkyl (Resembles diphenhydramine), it is our
endeavor to bring such important moieties into a single molecular frame as a model
for molecular conjunction by appropriate synthetic routes and to screen them for
anti-inflammatory activity.

We are reporting in the present communication the synthesis and characterization
of some new compounds: 5-[2(3)-dialky amino alkoxy] Indole 2, 3-diones.5-
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Hydroxyisatin condensed with dialkylamino alkyl halide by using Williamson
synthesis to prepare the 5-[2(3)-dialkylamino alkoxy] Indole 2, 3-dione derivatives.
All the compounds of the series have been screened for antiinflammatory activity
and the structures of these compounds were identified by IR, NMR and Mass
Spectrums.

2 Materials and Methods

The compounds were mostly synthesized by conventional methods and described in
experimental selection and also by the methods established in our laboratory.

2.1 Chemicals

Caragenan, Indomethacin, Dialkyl amino alkylhalides purchased from Sigma-
Aldrich Chemicals Private Limited, Hyderabad, India. p-Amino phenol, Hydrox-
ylamine hydrochloride, Sodium sulfate were purchased from Merck Chemicals
Private Limited, Hyderabad, India.

2.2 Chemistry

Solvents were dried or distilled before use. Melting points were obtained on
a Thoshniwall melting point apparatus in open capillary tubes and are uncor-
rected. The purity of the compounds were ascertained by TLC on silica gel –G
plates(Merck). Infrared spectra(IR) were recorded with KBR pellet on a Perkin-
Elmer BX series, Infrared spectrophotometer. Mass spectra were recorded by the
direct inlet method on Thadmam-mass-quantam API 400H mass spectrophotometer.
1H NMR spectra were recorded on Brucker spectrospin 400 MHz spectrophotome-
ter in DMSO-d6.

5-hydroxy Isatin was synthesized from p- amino phenol by using Sandmayer8

method(Scheme-1). It consists in the reaction of aniline with chloral hydrate and
hydroxylamine hydrochloride in aqueous sodium sulfate to form an isonitrosoac-
etanilide(I), which after isolation, when treated with concentrated sulfuric acid,
furnishes isatin (II)in >75% overall yield (Fig. 1).
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Fig. 1 Scheme 1

2.3 Preparation of 5-[2(3)-Dialkyl Amino Alkoxy] Indole 2,3
Dione(III) Derivatives

A mixture of 5-hydroxyisatin (I)(0.01 moles) and dialkylamino alkylhalide
(0.01 moles) placed in 10% alcoholic potassium hydroxide and this mixture was
stirred at room temperature for 6 h (Scheme-1). The alcohol was reduced to half
of its volume and cooled. The product separated was filtered, washed with small
portions of cold alcohol repeatedly and dried. It was purified by recrystalisation
from hydro alcoholic mixtures to get a crystalline solid. Similarly other 5-Hydroxy
Isatin derivatives were prepared and their melting points were determined in Open
capillary tubes using Toshniwall melting point apparatus and are uncorrected. Purity
of the compounds was checked by TLC (Fig. 2).

The physical data of the title compounds were presented in Table 1. The
compounds were characterized by spectral data.

2.4 Spectral Data

The compounds have been characterized by the spectral data IR, PMR and Mass.
IR spectrum (KBr) of compound (III) exhibited absorption bands (cm-1) 3421.47

(OH), 1630.08 (C O), 1548 (Ar,C C), 1282(C–O–C), 883.85–579.8 (Ar). Its
PMR spectrum (DMSO, III) showed characteristic peaks at (d ppm) 300 MHz 13.3
(s, 1H, OH), 10.36(s, 1H,–CONH), 6.65–7.29(m, 3 H, Ar-H). Mass spectrum of
compound III showed molecular ion(MC) base peak at m/z (164.1).
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Fig. 2 Graph showing Antiinflammatory activity of 5-[2(3)-dialkylamino alkoxy] Indole 2,3-
dione derivatives

Table 1 Characterization data of 5-[2(3)-dialkylamino Alkoxy] Indole 2,3-Diones

S. No. Compound R R1 n X M.F % YEILD M.P M.Wt

1 IIIa CH3 H 1 O C12H14N2O3 91% >320 234
2 IIIb C2H5 H 1 O C14H18N2O3 86% >320 252
3 IIIc CH3 CH3 1 O C13H16N2O3 93% >320 248
4 IIId C2H5 CH3 1 O C15H20N2O3 85% >320 276
5 IIIe CH3

CH2
H3C

H 1 O C16H22N2O3 81.8% >320 290

6 IIIf CH3 H 2 O C13H16N2O3 93% >320 248
7 IIIg C2H5 H 2 O C15H20N2O3 75% >320 276
8 IIIh CH3

CH2
H3C

H 2 O C17H24N2O3 74% >320 304

9 IIIi CH3 H 0 O C11H12N2O3 85% >320 220
10 IIIj C2H5 H 0 O C13H16N2O3 90% >320 238
11 IIIk CH3

CH2
H3C

H 0 O C15H22N2O3 75% >320 276

Compound (IIIa) showed characteristic IR peaks at 3276(NH), 1651.96 (C O),
1569.82 (Ar,C C), 1276(C–O–C), 1080(C–N), 2860(C–C), 807.93(Ar). Its PMR
spectrum (DMSO, IIIa) showed characteristic peaks at (d ppm) 300 MHz 10.36(s,
1H,–CONH), 7.21(d, H,Ar-H), 7.26(d, H,Ar-H), 7.01(s, H,Ar-H), 3.2 (t,2H,O–
CH2), 2.9 (t,2H,N–CH2), 1.36(s,6H,N–(CH3)2). Mass spectrum of compound IIIa
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showed molecular ion (MC) base peak at m/z 234 (100%). It also shows peak at
m/z (72) may be due to the fragmentation of the alkyl chain from the molecule ion.

Compound (IIIb) showed characteristic IR peaks at 3274(NH), 1681.53
(C O), 1570.21(Ar,C C), 1243(C–O–C), 1084(C–N), 2890(C–C), 845.51(Ar).
Its PMR spectrum (DMSO, IIIb) showed characteristic peaks at (d ppm)
300 MHz 10.25(s, 1H,–CONH), 7.22(d, H,Ar-H), 7.26(d, H,Ar-H), 7.11(s, H,Ar-H),
2.99(t,2H,O–CH2), 2.72(t,2H,N–CH2), 1.24(s,4H,N–(CH2–C)2), 1.22(s,6H,(N–C–
CH3)2). Mass spectrum of compound IIIb showed molecular ion (MC) base peak
at m/z 252 (100%). It also shows peak at m/z (90) may be due to the fragmentation
of the alkyl chain from the molecule ion.

Compound (IIIc) showed characteristic IR peaks at 3274(NH), 1651.96(C O),
1579.72(Ar,C C), 1266(C–O–C), 1095(C–N), 2898(C–C), 805.91(Ar). Its PMR
spectrum (DMSO, IIIc) showed characteristic peaks at (d ppm) 300 MHz 10.46(s,
1H,–CONH), 7.22(d, H,Ar-H), 7.26(d, H,Ar-H), 7.11(s, H,Ar-H), 2.84(m,H,O–
CH), 2.51(d,3H, R1 CH3), 2.48(d,2H,N–CH2), 1.25(s,6H,N–(CH3)2).

Mass spectrum of compound IIIc showed molecular ion (MC) base peak at m/z
248 (100%). It also shows peak at m/z (86) may be due to the fragmentation of the
alkyl chain from the molecule ion.

Compound (IIId) showed characteristic IR peaks at 3257(NH), 1679.64
(C O), 1546.86(Ar,C C), 1245(C–O–C), 1180(C–N), 2960(C–C), 812.71(Ar).
Its PMR spectrum (DMSO, IIId) showed characteristic peaks at (d ppm)
300 MHz 10.51(s, 1H,–CONH), 7.22(d, H,Ar-H), 7.26(d, H,Ar-H), 7.11(s, H,Ar-H),
2.76(m,2H,O–CH), 2.45 (t,3H, R1 CH3), 2.48(d,2H,N–CH2), 1.24(s,4H,N–(CH2–
C)2), 1.22(s,6H,(N–C–CH3)2). Mass spectrum of compound IIId showed molecular
ion (MC) base peak at m/z 276 (100%). It also shows peak at m/z (114) may be due
to the fragmentation of the alkyl chain from the molecule ion.

Compound (IIIe) showed characteristic IR peaks at 3257(NH), 1689.46
(C O), 1576.34(Ar,C C), 1228(C–O–C), 1170(C–N), 2870(C–C), 814.53(Ar).
Its PMR spectrum (DMSO, IIIe) showed characteristic peaks at (d ppm) 300 MHz
10.26(s, 1H,–CONH), 7.22(d, H,Ar-H), 7.26(d, H,Ar-H), 7.11(s, H,Ar-H), 2.96
(t,2H,O–CH2), 2.82(t,2H,N–CH2), 1.35(s, 2H,N–(CH)2), 1.21 (d,12H,N–C–
(CH3)2). Mass spectrum of compound IIIe showed molecular ion (MC) base peak
at m/z 290 (100%). It also shows peak at m/z (128) may be due to the fragmentation
of the alkyl chain from the molecule ion.

Compound (IIIf) showed characteristic IR peaks at 3286(NH), 1651.96 (C O),
1566.82 (Ar,C C), 1266(C–O–C), 1150(C–N), 2910(C–C), 808.93(Ar). Its PMR
spectrum (DMSO, IIIf) showed characteristic peaks at (d ppm) 300 MHz 10.46(s,
1H,-CONH), 7.22(d, H,Ar-H), 7.26(d, H,Ar-H), 7.11(s, H,Ar-H), 3.2(t,2H,O–CH2),
2.9(t,2H,N–CH2), 3.01(m,2H,C–CH2–C), 1.36(s,6H,N–(CH3)2). Mass spectrum of
compound IIIf showed molecular ion (MC) base peak at m/z 248 (100%). It also
shows peak at m/z (86) may be due to the fragmentation of the alkyl chain from the
molecule ion.

Compound (IIIg) showed characteristic IR peaks at 3274(NH), 1681.53
(C O), 1570.21 (Ar,C C), 1243(C–O–C), 1210(C–N), 2885(C–C) 845.51(Ar).
Its PMR spectrum (DMSO, IIIg) showed characteristic peaks at (d ppm) 300 MHz
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10.25(s, 1H,-CONH), 7.22(d, H,Ar-H), 7.26(d, H,Ar-H), 7.11(s, H,Ar-H), 2.99
(t,2H,O–CH2), 3.04(m,2H,C–CH2–C), 2.72 (t,2H,N–CH2),1.23 (s,4H,N–(CH2–
C)2), 1.21 (s,6H,(N–C–CH3)2). Mass spectrum of compound IIIg showed molecular
ion (MC) base peak at m/z 276 (100%). It also shows peak at m/z (114) may be due
to the fragmentation of the alkyl chain from the molecule ion.

Compound (IIIh) showed characteristic IR peaks at 3257(NH), 1689.46
(C O), 1576.34 (Ar,C C), 1228(C–O–C), 1280(C–N), 2970(C–C) 814.53(Ar).
Its PMR spectrum (DMSO, IIIh) showed characteristic peaks at (d ppm) 300 MHz
10.26(s, 1H,–CONH), 7.22(d, H,Ar-H), 7.26(d, H,Ar-H), 7.11(s, H,Ar-H), 2.96
(t,2H,O–CH2), 3.06(m,2H,C–CH2–C), 2.82 (t,2H,N–CH2), 1.35 (s, 2H,N–(CH)2),
1.21 (d,12H,N–C–(CH3)2). Mass spectrum of compound IIIh showed molecular
ion (MC) base peak at m/z 304 (100%). It also shows peak at m/z (142) may be due
to the fragmentation of the alkyl chain from the molecule ion.

Compound (IIIi) showed characteristic IR peaks at 3276(NH), 1651.96
(C O), 1569.82 (Ar, C C), 1276(C–O–C), 1089(C–N), 2865(C–C) 807.93(Ar).
Its PMR spectrum (DMSO, IIIi) showed characteristic peaks at (d ppm) 300 MHz
10.36(s, 1H,–CONH), 7.21(d, H,Ar-H), 7.26(d, H,Ar-H), 7.01(s, H,Ar-H), 2.8
(s,2H,N–CH2–O), 1.36 (s,6H,N–(CH3)2). Mass spectrum of compound IIIi showed
molecular ion (MC) base peak at m/z 220 (100%). It also shows peak at m/z (58)
may be due to the fragmentation of the alkyl chain from the molecule ion.

Compound (IIIj) showed characteristic IR peaks at 3274(NH), 1681.53 (C
O), 1570.21. (Ar,C C), 1243(C–O–C), 1180(C–N), 2940(C–C), 845.51(Ar). Its
PMR spectrum (DMSO, IIIj) showed characteristic peaks at (d ppm) 300 MHz
10.25(s, 1H,–CONH), 7.22(d, H,Ar-H), 7.26(d, H,Ar-H), 7.11(s, H,Ar-H), 2.78
(s,2H,N–CH2–O)1.24 (s,4H,N–(CH2–C)2), 1.22 (s,6H,(N–C–CH3)2).

Mass spectrum of compound IIIj showed molecular ion (MC) base peak at m/z
238 (100%). It also shows peak at m/z (76) may be due to the fragmentation of the
alkyl chain from the molecule ion.

Compound (IIIk) showed characteristic IR peaks at 3257(NH), 1689.46 (C O),
1576.34 (Ar,C C), 1228(C–O–C), 1165(C–N), 2970(C–C), 814.53(Ar). Its PMR
spectrum (DMSO, IIIk) showed characteristic peaks at (d ppm) 300 MHz 10.26(s,
1H,–CONH), 7.22(d, H,Ar-H), 7.26(d, H,Ar-H), 7.11(s, H,Ar-H), 2.76 (s,2H,N–
CH2–O), 1.35 (s, 2H,N–(CH)2), 1.21 (d,12H,N–C–(CH3)2). Mass spectrum of
compound IIIk showed molecular ion (MC) base peak at m/z 276 (100%). It also
shows peak at m/z (114) may be due to the fragmentation of the alkyl chain from
the molecule ion.
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3 In Vivo Experiments

3.1 Anti-Inflammatory Activity

Carrageenan - induced rat paw edema method [9] was employed for evaluating
the anti-inflammatory activity of the synthesized compounds by in vivo model.
Wister Albino rats of either sex weighing approx 200–300 gm, were housed in
clean polypropylene cages and kept under room temperature (25 ˙ 2 ıC), and
relative humidity 40–50% in a 12 h light-dark cycle. Food was withdrawn 12 h
before and during experimental hours. In this study, the animals were divided into
groups as shown in the Table 2. Acute inflammation was produced by sub plantar
injection of 0.1 ml of 1% suspension of Carrageenan in normal saline, in the right
hind paw of the rats. After intra peritoneal administration of the test compounds,
the paw volume was measured Plethysmometrically at 1, 2, 3, and 4 h intervals.
Indomethacin 5 mg/kg in normal saline was used as standard drug.

In Vitro TMPD Assay Method for Anti-Inflammatory Activity [10] was
employed for evaluating the anti-inflammatory activity of the synthesized
compounds by in vitro method. Cayman’s Colorimetric COX (ovine) Inhibitor
Screening Assay Kit was used to carry out the in vitro anti-inflammatory
activity. Principle involved in this method is the enzyme activity was measured
using chromogenic assay based on oxidation of N, N, N0, N0-tetramethyl-
p-phenylenediamine (TMPD) during the reduction of prostaglandin G2 to
prostaglandin H2 by COX-2 enzyme. The Colorimetric COX Inhibitor Screening
Assay measures the peroxidase component of cyclooxygenases. The peroxidase
activity is assayed colorimetrically by monitoring the appearance of oxidized
N,N,N0,N0-tetramethyl-p-phenylenediamine (TMPD) at 590 nm. Inhibition of COX

Table 2 Antiinflammatory activity of 5-[2(3)-dialkylamino alkoxy] Indole 2, 3-dione derivatives
by caragenan induced rat paw edema method

Compound 1 h % Inhibition 2 h % Inhibition 3 h % Inhibition 4 h % Inhibition

IIIa 0.54 36.29 0.43 48.91 0.51 64.7 0.43 75.4
IIIb 0.54 35.6 0.51 47.9 0.48 62.9 0.48 74.3
IIIc 0.72 16.6 0.56 32.6 0.55 57.6 0.53 70.5
IIId 0.74 13.1 0.68 30.6 0.63 51.5 0.55 69.4
IIIe 0.76 11.7 0.70 28.5 0.63 51.5 0.55 68.4
IIIf 0.72 15.4 0.68 32.6 0.65 50.45 0.56 68.8
IIIg 0.63 22.5 0.58 37.9 0.56 54.9 0.45 72.1
IIIh 0.62 27.2 0.48 40.8 0.50 61.5 0.43 71.1
IIIi 0.67 20.1 0.53 34.7 0.53 58.2 0.46 71.4
IIIj 0.67 22 0.65 33.6 0.56 56.9 0.48 70.3
IIIk 0.67 24 0.63 35.7 0.58 55.3 0.51 70.6
Indomethacin 0.63 25.8 0.53 45.9 0.48 63.07 0.43 76.1
Control 0.85 – 0.98 – 1.3 – 1.8 –
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Table 3 Anti-inflammatory
activity of
5-[2(3)-dialkylamino alkoxy]
Indole 2,3-dione derivatives
by TMPD method

S. No. Compound % Inhibition of COX-2 at 100 
M

1 IIIa 75.00
2 IIIb 66.13
3 IIIc 50.00
4 IIId 38.71
5 IIIe 10.48
6 IIIf NA
7 IIIg 39.52
8 IIIh 36.13
9 IIIi 33.87
10 IIIj 2.42
11 IIIk 24.31
12 Etoricoxib 67.74
13 Celecoxib 58.06

activity, measured by TMPD oxidation, by a variety of selective and nonselective
inhibitors, shows changed potencies similar to those observed with other in vitro
methods. The Cayman Colorimetric COX Assay is a time saving tool for screening
vast numbers of inhibitors. In this method compound IIIa-k are compared with
standard drugs Celicoxib and Eetoricoxib (Table 3).

4 Results and Discussions

Physical data TLC, IR, 1H NMR and mass spectra confirmed the structures
and purity of the synthesized compounds. All the title compounds de-composed
before melting. All the synthesized compounds were evaluated for their in vivo
antiinflamatory activity. Among the compounds were subjected to antiinflamatory
activity and it was observed that compounds IIIa and IIIb showed more promising
activity compared to standard drug Indomethacin in caragenan induced rat paw
edema method (Table 2). Compounds IIIg, IIIh, IIIi, IIIk, IIIj and IIIc were
found to be next in the order of reducing the duration of inflamation. IIIc and
IIId compounds also exhibited moderatere protective activity against carrageenan
induced inflammation. In Vitro TMPD Assay Method for Anti-Inflammatory Activ-
ity showed compound IIIa, IIIb and IIIc showed good COX inhibition compared to
standard drugs Celicoxib and Etoricoxib.
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5 Conclusion

A new series of five 5-[2(3)-dialkyl amino alkoxy] Indole 2,3 dione derivatives were
synthesized by reacting 5-hydroxyindole 2,3 dione with 2-N,N di alkylamino alkyl
halides. Evaluation of these compounds as antiinflamatory activity by invivo rat paw
edema method and invitro TMPD assy method. Compounds with a dimethyl (IIIa),
di ethyl(IIIb) amino ethyl chain derivatives was found to be relatively superior in
antiinflamatory activity and other compounds (IIIg, IIIh, IIIi, IIIk, IIIj and IIIc)
are next in the order of activity.
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Short Review on Quantum Key Distribution
Protocols

Dimitris Giampouris

Abstract Cryptographic protocols and mechanisms are widely investigated under
the notion of quantum computing. Quantum cryptography offers particular advan-
tages over classical ones, whereas in some cases established protocols have to
be revisited in order to maintain their functionality. The purpose of this paper
is to provide the basic definitions and review the most important theoretical
advancements concerning the BB84 and E91 protocols. It also aims to offer a
summary on some key developments on the field of quantum key distribution,
closely related with the two aforementioned protocols. The main goal of this study
is to provide the necessary background information along with a thorough review on
the theoretical aspects of QKD, concentrating on specific protocols. The BB84 and
E91 protocols have been chosen because most other protocols are similar to these,
a fact that makes them important for the general understanding of how the QKD
mechanism functions.

Keywords Quantum key distribution • Quantum key • Key distribution • Quan-
tum key distribution protocol • Quantum cryptography • Quantum computer •
Physical review letter • Quantum key transmission • Pseudo random sequence •
Quantum repeater • Raw key • Short review • Key agreement protocol • Decoy
pulse • Quantum game • Quantum channel • Quantum key distribution system •
Practical quantum key distribution

1 Introduction

Processing power is growing fast. A 20–30% increase has been observed over a
period of every 2 years, as stated in the famous Moore’s law [1]. Transistor sizes
have been shrinking exponentially over the last decades, but this is about to come
to an end in the next few years [2]. One potential step regarding the evolution of
computing, in general, could be the implementation of the quantum computer. As
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it has been shown, problems that have been considered hard to solve with classical
computers, are not that difficult to solve with the use of a quantum computer [3].

The problem that arises is that most of the current public key cryptographic mod-
els rely on those problems, something that makes them vulnerable when opposed
to a quantum computer. However, not all the existing classes of cryptographic
systems are vulnerable when opposed to a quantum computer. Hash-based, code-
based, lattice-based, secret-key and multivariate-quadratic-equations cryptographic
systems are believed to have resilience against this kind of adversary [4]. Although
these system can serve as replacement for public key cryptography, quantum key
distribution serves as a replacement that in some cases can guarantee absolute
security. Given the power of quantum computers, the next step in order to protect
key transmissions and sensitive information conveyance is quantum cryptography.
Quantum cryptography is vastly different from the classical cryptography, because
instead of using difficult to solve mathematical problems, it relies on physics laws
as a basis for establishing security. In the case of quantum key transmission and
more specifically the BB84 protocol, security is based (amongst other laws) upon
the Heisenberg’s uncertainty principle, as an eavesdropper, by trying to measure
photons, will disturb their state and cause hopefully detectable errors [5].

The goal with quantum key distribution is not to protect the transmission of big
amounts of data over a quantum channel, but to securely distribute a key which upon
the data will be encrypted. After the encryption, data can be transferred with the use
of a classical channel.

This paper aims to give a quick start to new researchers attempting to understand
the field of quantum cryptography. Quantum computing in general can be a daunting
field in the eyes of someone who has only been researching classical computing.
This paper is written with balance between technical terms and as easy as possible
explanations in mind. The structure is as follows: first is the current literature
and advancements in the field, then are the main protocols and important research
concerning each one of them and finally there is a short general discussion on the
matter.

2 Current Literature and Advancements in the Field of QKD

Despite the fact that quantum key transmission is theoretically an efficient solution
for the transmission of a key without leaks, there are economical and technical
obstacles for the actual implementation of such mechanisms. The first physical
problem for these systems is the noise. Recently, it has been shown that there
is progress concerning the speed of the transmission related to distance. This
is achieved with the use of division-multiplexing wavelength, the use of the
colorless interferonic method and the use of specific quantum key transmission
and key distillation hardware. More specifically, a key generation rate 200-kbps
was achieved, with 14.5-db transmission loss at the distance of 45-km, with the
perspective of 1-mbps for less than 10-db transmission loss [6] in 2012. In 2015
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a compact and autonomous QKD system was presented with the capability of
distributing secure cryptographic keys over 307-km of optical fibre [7].

There are various approaches regarding the study and the design of efficient
and trustworthy protocols. Some of them include game-theoretic notion. Games
and cryptography are strongly connected and various studies have explored this
observation, i.e. [8, 9]. Quantum games are well-studied in recent years, see for
example the works in [10–12]. Also, in [13], the authors showed the existence of
a relation between specific games and automata variants (in particular quantum
periodic automata of [14]).

Besides, the computational cost, there are more barriers (at least for the mainte-
nance of absolute security). One example was the transmission of videos, which was
considered to be very difficult until 10 years ago through quantum key transmission
and the use of one time pad (since there was a need for coding for every data bit)
was necessary. However, after the relevant progress at this field, we have the ability
to transmit a video between nodes with a rate of 128–1024-kb/s without considering
any overhead data, with the only disadvantage of the delay for a few seconds [15].

On the other hand, in the technical aspect of the barriers, we mainly encounter the
problem of the relay of photons or other particles [16]. This fact makes the quantum
key transmission possible only at the distances of a few hundred kilometers.
The idea behind the embodiment of a quantum repeater is to have a unit which
regenerates the original bits every one kilometer. So far there has been no practical
application of a quantum repeater. However, theoretical models and methodologies
that investigate the theoretical foundation for a future achievement, are constantly
developed [17, 18].

Additionally, another significant problem that emerges is the device indepen-
dence. It means that if the quantum device that the quantum cryptographic protocol
is utilized upon, are created by a malicious creator, will there be a way for the
protocol to function securely? This question was answered with the use of a slightly
modified version of E91 and the proof was based on the understanding of the
monogamous nature of quantum co-relations [19].

3 Cryptographic Protocols

3.1 BB84

The BB84 protocol was proposed by Bennet and Brassard in 1984. It is based on
three basic principles:

• The no-cloning theorem, which makes quantum states impossible to duplicate,
something that hinders an eavesdropper (Eve) from intercepting the quantum
channel of communication, copying the states in order to create a key, and
sending the original states to the original recipient (Bob).

• Measurements lead to the collapse of the quantum states. An important fact in
quantum key distribution (QKD) is the use of different bases for creating series
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of bits. When one of the given bases is measured, the state of the other base
collapses, resulting in completely random measurements. Consequently, when
we extract information from the cryptosystem, we agitate its state.

• Measurements are non reversible [20].

Let’s assume that Alice has a source of solitary photons. The spectral properties
of photons are strictly defined so that the only degree of freedom is polarization.
Alice and Bob align the polarizers and agree to use the horizontal or vertical position
.C/, or the complimentary base of linear polarizations C45=� 45.�/. Specifically,
the bits are encoded as below:

jHi, corresponds to 0C
jVi, corresponds to 1C
jC45i, corresponds to 0�
j�45i, corresponds to 1�

We observe that both bit values (0 and 1) can be encoded with two possible ways,
or more specifically to non-orthogonal states because:

j ˙ 45i D .1=
p
2/.jHi ˙ jVi/

Given the above, the BB84 protocol is utilized as follows:

• Alice prepares a photon in one of the for aforementioned states and sends it to
Bob using a quantum channel. Bob makes measurements using either the C or
the � base. This step is repeated N times. As a result, Alice and Bob have a list
of N pairs (bits, basis).

• Alice and Bob communicate with a classic channel and compare the basis value
for every object, deleting every case that both of them have used different bases.
This procedure is called sifting. Finally, Alice and Bob have a list N=2 bits, with
the promise that for every pair, the encoding used by Alice is matched by Bob’s
measurements. This list is called raw key.

• Alice and Bob disclose a random sample of bits that are contained in the raw keys
and estimate the error rate in the quantum channel. In the case that there are no
errors and the raw key is the same for Alice and Bob, the raw key is considered
the secret key. In case there are errors, Alice and Bob must correct them and
delete the information that a passive enemy could potentially obtain. Both of
these procedures can be conducted in a classic channel of communication. This
part of the protocol is called classical post-processing. When this part is over
Alice and Bob share a truly secret key or nothing at all (in the case that the
enemy intercepted a big part of the transmitted information) [21].

3.1.1 Proof of Security and the PNS Attack

In theory the BB84 has been proven secure given some conditions, but this is not the
case when one party inadvertently sends two or more identical copies of it’s qubit
instead of just one copy [22]. A multi-photon part of a signal creates a security
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hole which can be exploited by the photon number splitting attack (PNS). Let’s
assume that an active enemy exists (Eve). Eve splits one photon off each multi-
photon signal. In order to do that, she projects the state onto subspaces characterised
by n, which is the total photon number, which can be measured via a quantum
nondemolition (QND) measurement.

The projection into these subspaces does not modify the polarization of the
photons. Then she performs a polarization-preserving splitting operation, for
example, by an interaction described by a Jaynes-Cummings Hamiltonian or an
active arrangement of beam-splitters combined with further QND measurements.
She keeps one photon and sends the other .n � 1/ photons to Bob. We assume
(conservatively) that Bob’s detector cannot resolve the photon number of arriving
signals. When receiving the data regarding the basis, Eve measures her photon and
obtains full information. Each signal containing more than one photon in this way
will yield its complete information to an eavesdropper [23].

3.1.2 The SAGR04 Protocol

This protocol uses the same four states and the same measurements (from Bob’s
side) as the BB84 protocol, but the bit is encoded on the basis and on the state (base
X equals to zero and base Y to one). Bob has to choose the basis with 1=2 probability.
The creation of the raw key is more complex in comparison to the BB84 protocol.
If we assume that Alice sends jCxi: in an error free case, if Bob measures X, the
result will be sb D C, else if he measures Y, the result will be sb D C=� with the
same probability.

In the sifting phase Bob discloses the sb and Alice indicates to Bob to accept
if he had prepared a state where sa ¤ sb, in which case Bob accepts the bit that
corresponds to the base he did not use. The reason will become clear after the next
example: in an error free case, sb D � a wrong base is excluded. The SAGR04 was
invented to be applied when attenuated laser are used, because it is more resistant to
the PNS attack that the BB84 protocol [21].

3.1.3 Decoy States

As mentioned before, a multi-photon part of a signal creates an opportunity for the
PNS attack to be implemented. However, there have been proposed some methods
in order to mediate the problem. One of these methods involves the use of decoy-
pulses. In this setup, a legitimate user intentionally and randomly replaces signal
pulses by multi-photon pulses (decoy pulses). Then they check the yield of the
decoy pulses. If the yield of decoy pulses is abnormally higher than that of other
signal pulses, the whole protocol is aborted. Otherwise, to continue the protocol,
they estimate the yield of signal multi-photon pulses based on that of decoy pulses.
This estimation can be done with an assumption that the two losses have similar
values [24].
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3.1.4 Quantum Key Agreement

A key agreement protocol is one whereby two or more parties agree upon a key over
insecure communication channels based on their exchanges messages. In contrast
to the key distribution, where one party decides the key and then distributes it to
the other parties, each party in a key agreement protocol contributes its part to the
shared key and the share key should not be determined fully by any party alone
[25]. There have been QKA protocols which are based on the BB84 protocol, for
example the one presented by Song-Kong Chong and Tzonelih Hwang [25], which
claims three basic advantages over the QKD:

1. The outcome of the protocol is influenced by both parties: no one can determine
the shared key alone.

2. The protocol has 50% qubit efficiency after the random sampling discussion.
3. It provides the unconditional security.

3.2 E91

This protocol is based on the quantum entanglement phenomenon. Let’s assume that
we have a Bell state, where Alice has one part of the EPR pair and Bob has the other.
Let’s also assume that the state of the EPR pair is:

jˇ00i D
j00i C j10i

p
2

Considering the above, we know that Alice and Bob will have measurement
results completely co-related. In contrast, if we use the state:

jˇ01i D
j01i C j10i

p
2

then Alice and Bob will have measurement results completely non-related. Alice
and Bob will then have to measure each qubit with randomly selected bases. When
the measurements are complete, they have to communicate by using a classical
channel, in order to verify the bits that they measured with the same bases.

From the fact that the measurement results are either completely co-related
or completely non-related, it is easy for Alice and Bob to discover any possible
eavesdropper. The errors that occur just by default and not because of some enemy,
can be corrected to a degree with various techniques. In all cases of QKD, a distilled
key is a result from a procedure known as privacy amplification [21, 26].
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3.3 Important Research Concerning E91

3.3.1 Proof of Security and the Detection Loophole

The E91 protocol can be summarized as follows: If Eve provides separable states
to Alice and Bob, then Eve can get information on the key. However, in this case
the separable states cannot violate Bell’s inequality in the checking phase, thus Eve
is detected. For example, let us assume that Eve provides either j0ij1i or j1ij0i

with equal probability after recording which state she sends at each instance. In the
normal phase nothing unexpected happens here. In the checking phase, however, the
samples cannot violate Bell’s inequality and thus the attack by Eve is detected.

On the contrary, if Eve provides the legitimate Bell state, she can pass the
checking phase. However, in this case Eve has no information on the key generated
at Alice’s and Bob’s sites. If Eve provides a partially entangled state, then she will
get partial information on the key. However, Eve can utilize the free-choice loop-
hole in the E91 protocol. Let’s assume that a manufacturer designs a QKD system
such that each device chooses spin-measurement directions according to a pseudo-
random sequence that is installed in the device beforehand. Here the pseudo-random
sequences in the two devices are independent. The pseudo-random sequence is one
that appears to be random but actually is not. The QKD system is also designed such
that one device contains an algorithm for generating the pseudo-random sequence
of the other device.

Thus, effectively, one device has information about the choices on the spin-
measurement direction of the other device. Therefore, the locality condition:

SA.p/ D f .p; �/; SB.q/ D g.q; �/

can be effectively violated in the QKD system provided by the manufacturer. In
this case, users, after careful inspections, will become aware of a problem in the
devices and that the measurement choices claimed to be random are not really
the measurement choices claimed to be random, are not really random, of course.
However, it is impractical for many users to perform such a careful inspection, and
moreover, it is a very difficult task to identify a pseudo-random sequence.

In other respects, the design of the devices is inline with that the hidden variable �
is encoded on the timing of the pulses carrying qubits. The devices can read out and
make use of the classical information thus encoded. Therefore, Eve can successfully
eavesdrop by adopting an effectively nonlocal hidden variable model that simulates
the Bell state j
�i [27].

4 General Discussion

Quantum key distribution does not require the use of a quantum computer. It is
realized with commercially available technologies [28]. There are already some well
known and operational quantum key distribution networks like the DARPA quantum
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network, which is a 10 node network operating since 2004, and the Tokyo QKD
network, which involves commercial and academic entities.

Also, QKD systems are commercially available by companies like Toshiba or
MagiQ Technologies, meaning that although a general purpose, every day use
quantum computer is years ahead from implementation, quantum key distribution is
already a reality. Although, QKD is heading to commercialisation, it is not yet that
of a general use type. Quantum repeaters don’t exist yet, something that constricts
the range of a QKD network to that of a few hundred kilometers. The realization
of the quantum repeater seems like the most important barrier towards global QKD
networking.
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Abstract Over the last two decades, Objective Structured Clinical Examination
(OSCE) has become an increasingly important part of psychiatry education and
assessment in the Australian context. A reappraisal of the evidence base regarding
the use of OSCE in psychiatry is therefore timely. This paper reviews the literature
regarding the use of OSCE as an assessment tool in both undergraduate and
postgraduate psychiatry training settings. Suitable articles were identified using
the search terms ‘psychiatry AND OSCE’ in the ERIC (educational) and PubMed
(healthcare) databases and grouped according to their predominant focus: (1) the
validity of OSCEs in psychiatry; (2) candidate preparation and other factors impact-
ing on performance; and (3) special topics. The literature suggests that the OSCE
has been widely adopted in psychiatry education, as a valid and reliable method of
assessing psychiatric competencies that is acceptable to both learners and teachers
alike. The limited evidence base regarding its validity for postgraduate psychiatry
examinations suggests that more research is needed in this domain. Despite any
shortcomings, OSCEs are currently ubiquitous in all areas of undergraduate and
postgraduate medicine and proposing a better alternative for competency-based
assessment is difficult. A critical question is whether OSCE is sufficient on its own
to assess high-level consultancy skills, and aspects of professionalism and ethical
practice, that are essential for effective specialist practice, or whether it needs to be
supplemented by additional testing modalities.
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1 Background

Clinical competence, and its reliable and valid assessment, has increasingly become
a focus for medical educators and a range of stakeholders with legitimate interests
in the clinical competence of medical students and postgraduate medical trainees.
In this context, it is essential that methods for assessing clinical competence
effectively discriminate between adequate and inadequate performers [1].

The field of competency assessment in medical education was revolutionised in
the 1970s with the introduction of the first objective structured clinical examination
(OSCE), which evaluated the performance of professional behaviours through
actors and choreographed scenarios [2, 3]. Candidates involved in OSCE rotate
sequentially through several ‘stations’ at which specific tasks are undertaken in
relation to structured cases. Tasks are usually clinically-focussed, e.g. taking a
history or performing a physical examination or procedural skill. A specified time is
allocated for each station and marking schemes are structured and pre-determined.
OSCEs may vary with regard to the time allocated to individual stations, the use
of mannequins or standardised patients, the choice of examiners (e.g. clinicians or
standardised patients), and the marking method used (e.g. checklist or rating scale).
However, the notion that all candidates must undertake the same task in the same
amount of time and be marked using identical criteria is essential to all OSCEs [1].

In a seminal paper in the field of psychiatry education, Hodges [4] provided
a comprehensive guide for developing, monitoring and improving the quality of
psychiatry OSCEs that involved the following key elements:

1. Planning (budgeting, funding, team set-up, sourcing standardised patients)
2. Creation (blueprinting, station development, measurement instruments)
3. Preparation (recruiting and training standardised patients and examiners, venue

location)
4. Conduct (preparation, useful documents, reporting results)
5. Quality control (monitoring and improvement, data analysis, standard setting)
6. Research.

In a commentary on the OSCE guide developed by Hodges [4], Davis [5] argued
that medical education had stalled educationally and depended on ‘attestation’ as
the means for assuring competence and quality for far too long. The focus on
core competencies in medical education, and the use of OSCE to assess them, was
identified as a potential driver of educational innovation. The scope of OSCEs to
both educate and test was emphasised. A strategic selection of cases across the
spectrum of competence was recommended to ensure the validity and reliability
of the process. OSCEs’ ability to evaluate performance in acute care situations
(that would otherwise be practically and ethically difficult) and low-frequency
but high-stakes situations (such as suicide risk assessment and management)
was emphasised. However, a need to demonstrate a relationship between OSCE
performance and clinical outcome was identified.
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Over the last two decades, the OSCE has become an increasingly important
part of psychiatry education and assessment in the Australian context. At an
undergraduate (medical student) level, psychiatry stations frequently feature in
OSCEs conducted jointly with other medical disciplines. The OSCE has also been a
key component of the examination for Fellowship of the Royal Australian and New
Zealand College of Psychiatrists. A review of the evidence base regarding the use
of OSCE in psychiatry is therefore timely to evaluate the positive contributions it
has made to psychiatry education and training as well as to consider its potential
shortcomings.

2 Objectives

This paper reviews the literature regarding the use of OSCE as an assessment
tool in both undergraduate and postgraduate psychiatry training settings. Suitable
articles from English-speaking countries primarily were identified using the search
terms ‘psychiatry AND OSCE’ in the ERIC (educational) and PubMed (healthcare)
databases. Papers were grouped according to their predominant focus: (1) the
validity of OSCEs in psychiatry; (2) candidate preparation and other factors impact-
ing on performance; and (3) special topics. Key findings from the literature are
subsequently discussed in light of the author’s own experience as an undergraduate
and postgraduate OSCE candidate and examiner. Given the increasing emphasis on
interprofessional education and assessment for postgraduate health practitioners, the
use of OSCE in the related fields of clinical psychology and neuropsychology is also
briefly considered.

3 The Validity of OSCEs in Psychiatry

Papers focused predominantly on the validity of OSCEs in psychiatry are reviewed
below and summarised in Table 1.

Loschen [6] reported on the use of OSCEs to assess the clinical skills of second-
and fourth-year psychiatry residents at the Southern Illinois University School of
Medicine since 1985. A separate examination was developed for each trainee group.
Stations generally incorporated a written component. Each OSCE was comprised
of six 40-min stations, allowing eight residents to complete it over 6 h. The
OSCE format fared favourably as a method of formative assessment. However,
marked differences between global OSCE ratings and clinical ratings of residents’
performance by supervisors and unit heads prompted the authors to avoid its use
for summative assessment until more acceptable performance standards could be
established. A tendency to base OSCE scenarios on unusual or rare cases was
discouraged as a marked departure from the goal of testing clinically relevant skills
was felt to compromise the method’s validity.
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Hodges et al. [7] assessed the feasibility, reliability, and validity of an OSCE
for University of Toronto medical students undertaking their psychiatry rotation.
A ten-station OSCE was developed in two parallel forms and administered three
times. Performance was assessed via a checklist (content) and a global-rating scale
(process) for each station. Additionally, each student’s performance was graded as
‘pass,’ ‘borderline’ or ‘fail’ (by the examiner) and comments were recorded (by
the examiner and standardised patient). Ninety-four students were examined with
the first form (mean score 70.47%) and 98 with the second (mean score 67.66%).
The findings suggested the viability and reliability of OSCE for assessing high-level
psychiatric skills in a format appreciated by students and teachers.

In an effort to encourage psychiatry educators to adopt the OSCE in place of oral
exams with inferior psychometric properties, Hodges and Lofchy [8] developed a
four-station ‘mini-OSCE’ and trialled its use among 42 medical students undertak-
ing their psychiatry clinical placement at the University of Toronto. Marks were
assigned for content and process and the two domains equally weighted to derive
a final score. Feedback was provided based on a global judgment of performance
(as ‘pass,’ ‘borderline,’ or ‘fail’). Exam scores ranged from 56 to 86%, with a mean
of 74%. The mini-OSCE demonstrated good interstation reliability and was well-
accepted by students and academic staff, benefits conferred without the expense
associated with longer OSCE formats.

Hodges et al. [9] examined the validity of a psychiatry OSCE comprised of
eight 12-min stations conducted among 33 medical students on their psychiatry
rotation and 17 psychiatry residents at the University of Toronto. Medical students’
rankings on global scores, but not checklist scores, were accurately predicted by
communication instructors. Prediction of medical students’ OSCE performance by
faculty supervisors, as measured by checklist scores but not global ratings, was
reasonably accurate. Residents obtained significantly higher mean OSCE scores
than medical students on global ratings only. Scenarios were rated by residents as
highly realistic. Based on these findings, the authors suggested the OSCE to be a
valid tool for assessing medical students’ clinical competence.

Loschen [10] described the role of OSCE in both resident evaluation and medical
student teaching at the Southern Illinois University School of Medicine. This
examination was composed of 5–6 stations and evolved over the years to include
more comprehensive tasks than the circumscribed ones reported in an earlier paper
[6]. A 3-station OSCE exam—after a format developed by Barrows et al. [11]—was
used to test senior medical students’ clinical skills competency at the conclusion of
their psychiatry rotation. Each station involved a 20–30-min outpatient psychiatric
evaluation of a standardised patient followed by 15–20-min of computerised short-
answer and multiple choice questions. The author concluded that OSCE represented
a cost-effective means of performance-based clinical skills assessment that allowed
evaluation of the practical application of knowledge in a manner not possible with
traditional pen-and-paper knowledge-based tests.

Park et al. [12] analysed aggregated archival data from two classes of third-
year medical students (286 in total) at the St Louis University School of Medicine
to assess the construct validity of the checklist and global process scores for an
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OSCE in psychiatry. Binary checklists were used to evaluate clinical skills and
numeric rating scales to assess standardised patients’ perception of interpersonal
skills. History taking, interpersonal skills and physical examination scores in a
separate Clinical Skills Examination reflected scores for the same skill set in the
psychiatry OSCE. The pattern of relationships that emerged confirmed acceptable
construct validity for both the checklist score and global process score especially,
supporting their continued use in psychiatry OSCEs.

Walters et al. [13] evaluated the validity and reliability of a multimodal OSCE
developed on a limited budget for undergraduate psychiatry teaching at the Royal
Free and University College Medical School in London. Four OSCEs were eval-
uated, comprised of 15–18 stations each and administered to 128 fourth-year
medical students. Station types included: (1) history taking ‘interactive’ stations;
(2) communication skills ‘interactive’ stations; (3) telephone communication with
colleague; (4) video mental state examination; (5) written case vignette; and (6)
written problem orientated vignette with visual prompt. Perceived face and content
validity were high and overall reliability was moderate to good. The OSCE was
practically viable and well-received by students, simulated patients and examiners.
Integrating an array of modalities enabled the testing of many students and broad
topic inclusion while avoiding the cost of simulated patient payments.

The Clinical Assessment of Skills and Competencies (CASC) is an OSCE used as
a clinical examination gateway, granting access to becoming a senior psychiatrist in
the United Kingdom (UK). In a debate paper, Marwaha [14] examined the utility of
the CASC from the viewpoint of a senior psychiatrist. The author argued that while
OSCEs might be the ‘gold standard’ in medical student clinical assessment, their
validity, authenticity and educational impact are open to challenge in postgraduate
professional psychiatry examinations. It was suggested that an inability to test
complex real life scenarios and high level psychiatric reasoning might compromise
the standing of the profession and future patient care.

4 Candidate Preparation and Other Factors Impacting
on Performance

Papers regarding candidate preparation and other factors impacting on psychiatry
OSCE performance are reviewed in this section and summarised in Table 2.

Blaskiewicz et al. [15] analysed aggregated archival OSCE performance data
(in the form of a 25-item binary content checklist) from a class of 141 third-year
medical students at Saint Louis University School of Medicine to investigate the
impact of testing context and rotation order on student performance on a station
common to both the obstetrics and gynaecology (O&G) and psychiatry OSCEs.
Regardless of rotation order, students were less likely to address O&G issues in the
psychiatry OSCE and psychiatric issues in the O&G OSCE. The authors concluded
that testing context may bias students’ collection and interpretation of patient
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information and that OSCEs may better simulate clinical reality by incorporating
scenarios with diagnostic options not restricted to the most recently completed
rotation.

Park et al. [16] analysed archival data from six classes of third-year medical
students (869 in total) at the St Louis University School of Medicine to see
whether completion of the psychiatry rotation early in the clerkship cycle adversely
affected student performance. No association was found between performance
and rotation timing or between performance trends and potential performance
moderators (student preference for rotation order and specialty choice).

Robinson et al. [17] described a training program to prepare psychiatry residents
at the University of Western Ontario for the OSCE component of the Royal College
of Physicians and Surgeons of Canada’s (RCPSC) psychiatry specialty examination.
Each month, residents attended a 2-h OSCE training session in which they acted as
examiners for new stations they had authored themselves. A moderator facilitated
the conduct of these training stations in a group setting. Once refined through a
group feedback and discussion process, stations were incorporated in a bank of
training stations. Residents also participated in a formal departmental OSCE twice a
year. The OSCE training program was a key drawcard of the University’s residency
program and all 26 residents who completed it in the 5 years since its inception
passed the RCPSC examination on their first attempt.

A psychiatry OSCE station completed by 136 fourth-year medical students at
Harvard Medical School as part of a nine-station OSCE was used to compare
the performance of students who had (46%) or had not (51%) completed a core
psychiatry clerkship and determine which areas distinguished the two groups
[18]. Psychiatry clerkship completion was associated with significantly better
OSCE performance on phenomenology and mental state examination (six items)
and differential diagnosis (three items). History taking, communication skills and
treatment planning did not differ between groups.

Morreale et al. [19] demonstrated that, relative to conventional lectures, an
active learning curriculum gave rise to superior student satisfaction and sense
of preparedness for the OSCE at Wayne State University School of Medicine.
Active learning seminars involved viewing video vignettes of patient interviews,
formulating the mental state examination and differential diagnosis in small groups,
and discussion of these components and treatment planning with the clerkship
director.

A longitudinal, integrated, third-year psychiatry curriculum implemented within
the Harvard Medical School-Cambridge Integrated Clerkship was demonstrated
over 8 years to provide effective learning through OSCE scores, National Board
of Medical Examiners shelf-exam scores, written work, and observed clinical work
[20]. In addition to didactic and clinical teaching, the program incorporated longi-
tudinal mentoring, psychotherapy experience, psychopharmacology instruction and
immersive acute psychiatry exposure. An increased uptake of psychiatry as a career
choice was a further benefit.
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5 Special Topics

In this section, papers focussed on a range of special topics related to psychiatry
OSCEs are reviewed. To further orient the reader, these papers are summarised in
Table 3.

5.1 Attitudes of Learners and Teachers Towards Psychiatry
OSCEs

Sauer et al. [21] evaluated the experience and views of psychiatry senior house
officers in the UK on the inherent ability of OSCE to assess their clinical skills,
using a modified version of the questionnaire developed by Hodges et al. [22] to
assess Canadian psychiatry residents’ attitudes to the OSCE. The authors conducted
a mock OSCE based on Royal College of Psychiatrists’ (RCPsych) OSCE format
(twelve 7-min stations), but each station had three junior trainees (one candidate
and two observers, 36 in total) and each candidate was examined at four stations
instead of twelve. Trainees evaluated the OSCE positively, with 86% considering
it fair and 89% appropriate in assessing clinical ability, and found it preferable to
the individual patient assessment which it replaced in the RCPsych membership
examination.

In a survey of 111 final-year medical students at University College Dublin,
administered after the final psychiatry examination but prior to results being
released, OSCE was the most highly-rated teaching and examination method
[23]. The utility of an OSCE-based methodology in both teaching clinical skills
and subsequently assessing the effectiveness of learning may have underpinned
students’ preference for this technique.

5.2 Standardised Patients in Psychiatry OSCEs

Sadeghi et al. [24] examined the views of 21 final-year psychiatry residents and 24
board-certified psychiatrist examiners regarding standardised patients’ competence
in simulating psychiatric disorders, and the accuracy of their performances, in an
OSCE setting in Iran. The OSCE was comprised of eight 12-min stations and
the standardised patients were university students or Tehran Institute of Psychiatry
employees rather than professional actors. Both psychiatry residents and examiners
found standardised patients acceptable, with both groups considering them compe-
tent to depict complex scenarios and accurate in their portrayal of psychiatric illness.
The higher ratings provided by examiners in relation to competence may have been
due to their involvement in writing case scenarios.
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5.3 Who Should Serve as Psychiatry OSCE Examiners?

In anticipation of the possibility that standardised patients might be called on
to contribute to the scoring of postgraduate psychiatry OSCEs in the UK in
future, Whelan et al. [25] measured the degree of agreement between scores given
by examiners and standardised patients in two consecutive postgraduate mock
OSCEs for 55 psychiatry trainees on a London psychiatry rotation. Standardised
patients only allocated marks for communication skills and overall performance,
whereas examiners also scored other skills and technical domains. Examiner and
standardised patient scores for communication skills and overall performance were
moderately correlated. Correlation between examiners’ scores on these two domains
was stronger. The authors concluded that including standardised patient scores in
postgraduate psychiatry OSCE marking schemes required caution, as their moderate
correlation with examiner scores was indicative of poor concurrent validity.

In a commentary on the paper by Whelan et al. [25], Hodges and McNaughton
[26] argued that it is important to look beyond an OSCE’s psychometric properties
in considering who is most suited to the examiner role. A subjective, evaluative
dimension is clearly present in OSCEs in which examiners complete global ratings
or overall judgments of competence, and use of binary checklists to assess complex
phenomena which exist on a continuum, such as empathy, rapport, and problem-
solving, may be invalid and create an illusion of impartiality [27]. Furthermore, the
process of scoring an OSCE performance is not entirely objective from a simulated
patient perspective either. Some emotionally-laden roles (e.g. a patient with bor-
derline personality disorder experiencing abandonment) might affect standardised
patients’ perceptions of interviewers’ competence. Economic incentives were iden-
tified as a possible contributor to the popularity of standardised patient examiners in
some settings. Incorporation of broader educational and sociopolitical factors into
research regarding the appropriateness of OSCE examiners was recommended to
ensure the fair appraisal of doctors’ competence.

O’Connor et al. [28] compared 163 final-year medical students’ self-assessment
of empathy prior to their psychiatry OSCE at University College Dublin with assess-
ments of empathy by clinical examiners and simulated patients during the OSCE
itself. Self-assessment of empathy was significantly higher among female students.
Concurrent validity was higher between simulated patient assessment (rather than
clinical examiner assessment) and self-assessment of empathy, highlighting the
potential validity of simulated patients as assessors of medical student empathy in
an OSCE setting.

5.4 Child and Adolescent Psychiatry in the OSCE Setting

Hanson et al. [29] reported on the development and integration of four child
psychiatry stations into a medical student psychiatry clerkship OSCE, designed
to assess skills in recognising four common conditions. Child psychiatrists with
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experience in OSCE prepared the case scenarios and marking checklists and
supervised the training of standardised patients. Despite considerable financial and
staffing resources being required, the educational benefits derived from the success
of this initiative were substantial. Following the examination of 402 students,
the mean scores were 68–86% for content and 69–76% for process, and station
reliability and examiner feedback were satisfactory.

Recognising the potential for adolescent standardised patients to experience
adverse simulation effects in psychiatry OSCEs, Hanson et al. [30] evaluated an
adolescent standardised patient selection method and simulation effects resulting
from low- and high-stress roles. A two-component standardised patient selection
method excluded 21% of the 83 applicants (7% on employment and 14% on
psychological grounds). Selected applicants were randomly assigned to a low-
stress medical role (abdominal pain of infectious origin), a high-stress psychosocial
role (substance abuse) or wait list control group. Thirty-nine standardised patients
participated in a medical student OSCE at the University of Toronto. Acquisition of
job skills and the satisfaction of contributing to society were identified as benefits of
OSCE participation by standardised patients. Conversely, an unexpectedly strong
negative perception of the substance abuse role emerged. No long-term adverse
effects were noted. The authors concluded that time invested in developing and
potentially pilot testing high-stress OSCE case scenarios may be worthwhile in
reducing risks posed to adolescent standardised patients.

5.5 Suicide Risk Assessment in the OCSE Setting

Hung et al. [31] developed a competency-assessment instrument for suicide risk-
assessment (CAI-S) and evaluated its use in an OSCE involving 31 trainees (26
psychiatry residents and five clinical psychology interns) at the University of
California. The OSCE included a 15-min standardised patient interview; 15 min to
write a progress note; a 10-min oral presentation, including an assessment summary
and suicide risk management plan; CAI-S completion by the faculty assessor; and
a 25-min discussion and feedback session for trainees. Good internal consistency,
reliability, and interrater reliability were demonstrated for the CAI-S and the better
performance of senior compared to junior trainees in the OSCE setting supported
its concurrent validity.

5.6 Addiction Psychiatry in the OSCE Setting

In order address the problem of inadequate substance abuse teaching in the medical
student curriculum, Matthews et al. [32] examined the immediate and delayed
effects of an intensive 1 or 2-day substance abuse interclerkship program. The pro-
gram integrated several teaching modalities (with a focus on small-group teaching)
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and was delivered to third-year medical students at the University of Massachusetts
Medical School between standard clerkship blocks. Improvements in knowledge,
attitudes and confidence were demonstrated in pre- to post-interclerkship assess-
ments. Skills in substance abuse assessment and intervention, as assessed by
two OSCE interviews with simulated patients (one with and one without active
substance abuse problems) at the end of a 6-week psychiatry clerkship, were
significantly improved where the interclerkship had previously been completed.

5.7 Assessing Cultural Competence in Psychiatry OSCEs

OSCE-based training centred on the DSM-5 Cultural Formulation Interview was
shown to be effective in familiarising 17 psychiatry trainees at the University of
Massachusetts with culturally competent interview skills [33]. The training incor-
porated the presentation of a cultural formulation by trainees on which feedback
was provided.

5.8 Comprehensive Psychiatric Evaluation in a Single-Station
OSCE Format

In order to improve the teaching of psychiatric history taking, diagnosis, and
management to first-year family medicine residents at the Sunnybrook Medical
Centre (University of Toronto teaching hospital), Moss [34] developed and delivered
a series of weekly, 1-h psychiatry seminars to six residents during their four-month
Family Medicine Rotation. The program’s effectiveness was evaluated via an OSCE
conducted among 11 residents, five of whom had not participated in the seminar
program. The single OSCE scenario revolved around a 47-year old separated woman
with fatigue, abdominal pain and a depressed mood. Performance on history taking,
communications skills and diagnostic and management skills was rated using a 100-
point marking system that emphasised the importance of accurately diagnosing
a major depressive episode. OSCE performance was significantly better among
residents who participated in the seminar.

An OSCE designed to simulate a detailed psychiatric interview was used to
assess 52 medical students at Tulane University School of Medicine [35]. Students
were provided with the patient’s chief complaint, a brief medical history and
vital signs prior to undertaking a 45-min simulated patient interview. A written
task encompassing differential diagnosis, safety risks and treatment planning was
completed over a further 15 min. Students were graded using a 36-item content
checklist and patient perception scale (both completed by the standardised patients)
and a written examination component (completed by a psychiatrist). Checked
independently by three fourth-year medical students who watched the interviews
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on videotape (content checklist and patient perception scale) or an independent
grader (written exam component), all three assessments correlated with students’
essay examination and ward grades and scores on the National Board of Medical
Examiners psychiatry examination. Students rated the time availability, usefulness
and believability of the process favourably.

5.9 The OSCE as a Teaching Tool in Psychiatry

Chandra et al. [36] described the implementation of objective structured clinical
assessment with feedback (OSCAF), an adaptation of OSCE for teaching purposes,
at the National Institute of Mental Health and Neurosciences in Bangalore, India.
OSCE adaptation involved language and cultural modification, use of supervised
role play rather than standardised patients, and development of a 14-item checklist
to guide feedback. While OSCAF was convenient, economical and required few
resources, improvements in scoring and feedback, and evaluation of effectiveness,
were recommended to establish its place in postgraduate psychiatry education.

5.10 Evaluation of Contextual Factors Impacting
on Psychiatry OSCE Performance

In a theoretical paper regarding the validity of OSCE, Hodges [37] raised the
possibility that approaches to assessing validity may themselves be invalid. OSCEs
were identified as distinctly contextual and strongly formative social experiences
that are significantly influenced by culture, economics and power relations. Sophis-
ticated qualitative research, incorporating cross-cultural approaches and analysis
of sociological variables underpinning doctors’ behaviours, was suggested to be
necessary to explain their ‘contextual fidelity.’ These themes were elaborated upon
in a further paper by the same author [3].

6 Discussion

Review of the literature suggests that the OSCE has been widely adopted in
psychiatry education in the English-speaking world. Available studies indicate that
it can be a valid and reliable method of assessing competencies in psychiatry
and is acceptable to both learners and teachers alike. Some shortcomings are
readily apparent, however. Given its wide uptake in postgraduate (specialist)
examinations, it is striking that much of the available research has been undertaken
in undergraduate (medical student) psychiatry teaching. The validity of the OSCE
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as a postgraduate psychiatry examination has been directly challenged [14]. For this
reason, the recommendation that OSCEs be used in conjunction with other methods
of clinical skills assessment [38] is particularly pertinent in the postgraduate setting.
Problems in using OSCE as a form of summative assessment in residency training
were identified since its inception [6]. While subsequent refinements in technique
may have led to improvements in its validity as a summative assessment tool for
medical students, it is unclear that this issue has been satisfactorily addressed in the
postgraduate psychiatry domain. OSCE may be less prone to challenge when used
exclusively as a tool for teaching [36] and providing formative assessment [6].

The aim of OSCE to examine practical competencies that are necessary for
effective professional practice is undoubtedly well-intentioned. However, despite
being labelled ‘objective’ and ‘structured,’ there is inherently greater subjectivity in
the assessment of OSCE performance relative to other forms of assessment such a
multiple choice questions, where absolute consensus regarding what constitutes a
correct or incorrect answer is more easily achieved. In other words, highly objective
but practically uninformative tests of knowledge have been replaced by the clinically
relevant but potentially more subjective OSCE. Hodges [3, 37] identified a need
to assess broader sociocultural and other contextual factors that may impact on
performance in the psychiatry OSCE. Despite this call over a decade ago, qualitative
research in this area is still lacking. Psychiatrists will be among the first to recognise
the impact of ‘unseen’ psychodynamic factors [39] and sociocultural influences
on human interactions outside the examination setting. The same variables are
likely to come into play in the complex, high-stakes, emotionally-charged OSCE
setting. However, subjecting these variables to scientific scrutiny may be far more
complicated than merely identifying their potential existence.

With the above limitations in mind, the importance of adequately preparing
both candidates and examiners for this form of assessment must be emphasised.
OSCEs are very resource intensive to conduct and this may pose challenges in
providing candidates and examiners with adequate practice for their respective
roles. Furthermore, OSCE scenarios represent an idealised view of clinical practice
and expecting candidates to acquire proficiency in performing them solely through
observing and participating in busy clinical work schedules (as opposed to dedicated
clinical skills teaching sessions) may be unrealistic. In the author’s experience,
groups of candidates will often establish their own OSCE preparation groups outside
the formal teaching curriculum. Ideally, this should be complemented by formally
instituted training sessions involving both candidates and examiners akin to those
described by Robinson et al. [17].

It has been noted that creating high-quality OSCE stations requires time and
effort [1]. It is important that OSCE stations are fit for the purpose for which
they are designed. Relatively brief stations with checklist-like marking sheets may
be suitable for examining discrete tasks in medical students (such as enquiring
about manic symptoms) but may be inadequate for examining more sophisticated
scenarios at a postgraduate training level (such as arranging assistance for an
emotionally distressed junior colleague). Potentially longer stations and more
sophisticated marking schemes are necessary for the latter. At the same time,
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however, it is important from the candidates’ perspective—and in the interests
of fairness—that transparency about what is expected of them is maintained in
presenting OSCE scenarios. A tendency to base stations on unusual or rare cases
was one of the earliest identified challenges to the validity of psychiatry OSCEs [6]
and remains pertinent to this day.

The benefits of ‘reverse engineering’ or ‘deconstructing’ OSCE stations became
apparent to the author in the process of preparing for his own postgraduate
psychiatry OSCE. This approach was based on the notion that a better understanding
of how OSCE stations were developed increased the chances of exam success,
and has recently been espoused in an entire textbook on the topic [40]. However,
deconstruction may be ineffective if a station is poorly conceptualised and its
required tasks not clearly presented. An understanding of the standard-setting
method used for determining the OSCE pass mark may also be advantageous to
both candidates and examiners [1].

OSCE may not be optimally suited to truly evaluating ethics and professionalism,
as socially-expected responses may easily be learned and portrayed by candidates
in simulated examination settings. The same limitation may be true, however, of
other formal examination modalities. An essential, albeit subjective, adjunct to
the appraisal of these domains may be supervisors’ observation of students’ and
trainees’ conduct in day-to-day clinical activities [41].

In light of the fatigue that traditional multi-station OSCE formats may cause in
candidates and examiners [38, 42, 43], the question is raised of whether developing
OSCEs with small numbers of in-depth stations would be advantageous. This
approach might help to avoid sudden, repeated shifts in thinking, but its sampling
of a smaller area of the curriculum may be a disadvantage. Two studies included in
this review [34, 35] reported on the use of single-station OSCE formats involving
lengthier patient interviews that were reminiscent of older-style clinical interview-
based exams [44] but potentially better ‘operationalised’ in terms of their marking
schedules. However, whether such single-station examinations should be regarded
as OSCEs in the traditional sense—which imply a circuit of multiple stations—or
classed in a category of their own remains open to debate, due to their sampling of
a limited area of the curriculum.

Psychiatry, like medicine as a whole, has taken a leading role in adopting OSCE
to assess clinical competencies. There is limited emerging evidence, however, of
its adoption in the related field of psychology. Cramer et al. [45] recently proposed
core competencies and an integrated training framework for suicide risk assessment
training in doctoral psychology programs. At Monash University, with which the
author is affiliated, both Clinical Psychology and Neuropsychology students are
required to participate in two formative OSCEs and one summative OSCE during
their Doctor of Psychology (DPsych) program, in keeping with recommendations
for competency assessment by the Australian Psychology Accreditation Council
(APAC) [46]. Sharma et al. [47] recently took the OSCE even further, describing
their development of a Team OSCE (TOSCE) to promote interprofessional learning
among psychiatrists, clinical psychologists and social workers in a mental health
setting.
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Despite any shortcomings, OSCEs are currently ubiquitous in all areas of
undergraduate and postgraduate medicine and proposing a better alternative (other
than returning to and refining former assessment methods) is difficult. The limited
evidence base regarding the validity of OSCE in postgraduate psychiatry exami-
nations suggests that more research is needed in this domain. A critical question
is whether OSCE is sufficient on its own to assess high-level consultancy skills,
and aspects of professionalism and ethical practice, that are essential for effective
specialist practice, or whether it needs to be supplemented by additional testing
modalities.
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The Effectiveness of Neurofeedback Training
in Algorithmic Thinking Skills Enhancement

Antonia Plerou, Panayiotis Vlamos, and Chris Triantafillidis

Abstract Although research on learning difficulties are overall in an advanced
stage, studies related to algorithmic thinking difficulties are limited, since interest
in this field has been recently raised. In this paper, an interactive evaluation screener
enhanced with neurofeedback elements, referring to algorithmic tasks solving
evaluation, is proposed. The effect of HCI, color, narration and neurofeedback
elements effect was evaluated in the case of algorithmic tasks assessment. Results
suggest the enhanced performance in the case of neurofeedback trained group in
terms of total correct and optimal algorithmic tasks solution. Furthermore, findings
suggest that skills, concerning the way that an algorithm is conceived, designed,
applied and evaluated are essentially improved.

Keywords Neurofeedback • Learning disabilities • Alpha waves • Beta waves
• Algorithmic thinking • Neuroeducation

1 Introduction

In this study, a method is proposed in order to check algorithmic thinking ability
with the use of a screener presented in an interactive way enhanced with neu-
rofeedback elements. Besides generalized test concerning dyscalculia, there are
several skill games, mainly commercial releases that are related to creativity and
algorithmic thinking. However, the motivation of this case study is the evaluation of
users’ efficiency in algorithmic problem solving using interactive environment with
the use of cognitive and neuroscience aspects within the frame of neuroeducational
studies. The term Neuroeducation is referred to a recent interdisciplinary field that
carries together researchers of developmental cognitive neuroscience, educational
psychology, and other related disciplines. In this context, neurosciences, and
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cognitive educational theories combine the perception of brain function in order
to improve the educational process. The goals of neuroeducation are to enhance the
perception of the mind, brain and learning interrelationship, through natural science
investigation of educational issues [1]. Neuroeducation could encompass a wide
variety of learning disabilities, allowing educators to improve teaching methods to
students with mild to more severe mental handicaps. This is a reformation that would
have innumerable benefits [2].

Research in Neuroeducation is based on tools and technologies of brain imaging
in order to explore cognitive functions and improve educational practices. Con-
sidering the fact that genetic factors affect brain function and cognitive abilities,
mathematical perception, learning difficulties in mathematics and algorithmic think-
ing abilities are evaluated within this frame with the use of imaging techniques. In
particular brain regions and functions associated with the mathematical perception
and the ability to algorithmic thinking are evaluated with the frame of knowledge of
molecular biology and cognitive science related to brain function. The researchers
of educational neuroscience are studying the neural mechanisms and the interaction
of biological processes with learning and namely in processes such as reading,
arithmetic, attention and learning difficulties, dyslexia, ADHD and dyscalculia
(difficulties in perception of number notion, in spatial perception, in computational
procedures, in calculus and algorithmic processing) [3].

2 Participants

Participants were selected from the proper population according to sampling theory
have to deal with algorithmic tasks in order to the study their brain activity during
their engaging in the given problems and evaluating their ability of algorithmic
lesion stimuli. The sample of the present research was parted from 182 participants
and was randomly selected (convenience sample). From them, 91 participants were
allocated to neurofeedback trained (NFB) group and 91 participates were allocated
to control group. In the case of the control group (CG) elements of HCI, color, narra-
tion and neurofeedback elements were excluded. Subjects were randomly assigned
to one of the two groups. None of the patients used any kind of medicine. Subjects
determined to have a diagnosed psychotic or personality disorder (based on DSM-
IV criteria), or a seizure disorder, were excluded. They did not differ according
to the variables such as age, sex, IQ scores and severity of learning disorders.
Subjects were solicited to participate in a study of two approaches to employing
brainwave biofeedback to evaluate algorithmic thinking abilities. Training sessions
were conducted at the Bioinformatics and Human Electrophysiology Laboratory,
Department of Informatics, Ionian University, Corfu, Greece. Participants of this
case study are adult’s undergraduate students of the Department of Informatics of
the Ionian University in Corfu. The range of participant’s age was 18–25 years
old with average 19.802 and 20.307 for the neurofeedback and the control group
respectively.
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3 Material

The Att-Oncee (Algorithmic Thinking Training—Online Neuro-Cognitive Educa-
tional Evaluation) test incorporates with ten algorithmic tasks which are mainly
derived from the computer science, graph, and game theory. In particular, “Divide
and conquer” algorithm is involved for the case of “Hanoi Tower”. Backtracking
algorithmic based tasks like “The Eight Queens Problem” and “The Knight Tour”
are also used. Additional algorithmic tasks used like the “Minimum Spanning Tree”,
the “Traveling Salesman Problem” and the “Chinese Postman Problem”, are derived
from the graph theory (the optimal path is required). Finally, crossing river puzzles
and tasks based on “Four Color theorem” are also included within the overall
algorithmic thinking evaluation.

The virtual environment used in this study, named “Att-Oncee”, was developed
with the intention of generally stimulating reasoning by generating positive atti-
tudes. In addition, it was also developed to confront users with tasks within the frame
of pedagogical aspects. The environment is accessed with an Internet Explorer-
compatible web browser [4]. The algorithmic interactive tasks were materialized
with the use of “Scratch” software. Scratch is a free educational programming lan-
guage that was developed by the Lifelong Kindergarten Group at the Massachusetts
Institute of Technology (MIT). Scratch is a visual programming language used for a
range of educational projects, in order to create quizzes and games that stimulate the
mind and interact with students. During the game, a visual guidance is provided in
order to keep stress effect and anxiety at low levels. Recurrent audiovisual reminders
of encouragement are provided to the participants in order to remain calm and
stay focused. In addition, they were frequently repeatedly to check their breathing
and breathe tranquility with the use of audiovisual guidance which is related to
performance expectancy. The neurofeedback trained group participants were asked
to control their brain activity within the theta rhythm range in order to maintain the
maximum concentration while dealing with algorithmic tasks.

4 Methods

The specifications of the Att-Oncee screener are based in human computer interac-
tion theory and focuses on interactive elements and the usability of the platform.
Successful interaction design provides consistency, predictability, which improves
learnability and usability. Learnability indicates that familiarity and intuition are
essential for every interface while usability is a basic element for sufficient
interactive in order to build insights into the design [5]. The screener design was
based on the proportion, structure, size, and shape and color effect. Sounds effect is
used and adjusted in accordance with the three main components i.e. pitch, volume,
and timbre or tone quality which can [6]. User’s feedback and interaction, based
on action and reaction element were enhanced in order the screener environment to
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be friendly, interesting, and helpful. Each step of the experience included emotions
enhancement. Texture can convey emotion as well as the storyline of the virtual
environment in order to promote user interaction [7].

5 Neurofeedback Elements Effect

Participants were asked to deal with interactively presented algorithmic procedures
in order to assess their ability in algorithmic processing stimuli. The training was
conducted within 10 sessions that lasted 60–80 min for approximately nine months.
While of their engaging in the given tasks EEG signals of the brain is recorded by
means of a sensor system in order to study and analyze their brain activity. This
is carried out by protocols based on neuroscience and mainly in neurofeedback
methods. In specific two protocols based on neurofeedback were employed namely
the Alpha-Theta and the SMR-low Beta protocol in order to reinforce low and high
frequencies respectively during the various stages of the neuroeducational approach
Neurofeedback treatment was performed based on enhancement of Alpha-Theta
ratio in the C4 region and SMR-low Beta ratio enhancement in the P4 region. The
reference electrode was placed in the right earlobe [8].

At the initial phase of neurofeedback training, the participants are asked to relax
with their eyes closed while listening to relaxing music while Alpha-Theta protocol
is applied. In this stage, the low frequencies are reinforced, namely Alpha ratio
(8–12 Hz) and Theta ratio (4–8 Hz) respectively while Delta ratio (0.5–4 Hz) and
Gamma ratio (30–128 Hz) were suspended [9]. The NFB trained participants to
remain for a time in a relaxing state with their eyes closed while they are asked
to breathe calmly. This stage is essential in order to feel calm, to minimize the
stress effect and enhance the quality of learning during the neurofeedback training.
Participants are guided in relaxing situations, to reinforce the intuitive perception
and to come into deeper levels of consciousness. The Alpha-Theta ratio state is
believed to promote self-awareness and spiritual and intuitive enhancement [10].

After this stage, the participants are free of stress and in the state of mental clarity.
They are prepared to deal with the algorithmic tasks in order their performance to
be evaluated. During their engagement with the given processes, the SMR-low Beta
protocol is applied and signals of their brain are recorded. According to the SMR-
low Beta training protocol the Beta ratio (12–15 Hz) is enhanced and this is related
to high alertness, concentration and focused Attention. The SMR-low Beta protocol
is often used for treating ADD-ADHD, and other disorders [11].

The analysis of the electrical signals obtained from the brain to assess cognitive
effects is used in order the learning ability of the brain on the algorithmic thinking to
be understood and to provide suggestions for novel and improved learning methods
and learning approach. The analysis of the electrical waves is carried out using
Acknowledge software and mathematical model analysis.
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6 Human–Computer Interaction Effect

Human–computer interaction (HCI) researchers the design and use of computer
technology, in order to design efficient and usable experiences between the human
and the computer interface. Users interact directly with hardware for the human
input and output such as displays, e.g. through a graphical user interface. Computer
graphics are effective for gaining attention and can encourage students to create
mental images that in turn make it easier for them to learn certain types of
information [12]. In addition, authors take into account empirical measurement
contacting a pilot study. It is essential to establish quantitative usability specifics
such as the time needed to complete the tasks and the number of errors made during
the tasks. Thereafter the following iterative design steps were performed. Estimating
and evaluating errors and required training time interaction and to interactive
interface efficacy was increased. The iterative design process was repeated until
a sensible, user-friendly interface is created [13].

7 Color Effect

The color is suggested to be an important visual experience to humans [14]. Color
could be significantly effective in learning and education. Color display could
produce a higher level of attention and work more effective in working memory.
Attention and arousal are important elements in memory performance. Colors
can attract attention and produce emotional arousal. Arousal, especially emotional
arousal, can play an essential role in keeping the information in the memory
system. Colors can enhance the relationship between arousal and memory. Color can
produce the emotional arousing effect but the range of arousal vary depending on
the emotional element that is being attached with a specific type of color. Especially,
the red color is being attached to stronger emotion or feeling compared to the other
type colors [15].

The interactive environment was designed using color proposed to enhance
concentration. The algorithmic tasks objectives were provided visual and displayed
on the platform screen. In addition recorded instructions accompanied instruction
visual display. During the tasks, optical and audible encouragement was used in
order help participants to continue their effort in the game. This aspect is related to
user effort expectancy aspect. Color inspires creativity and helps students to evaluate
and solve questions. The benefits of color on learning does not only pertain to
infants and children. Eighty percent of the brain receives information visually. Color
stimulates the visual sense and encourages the retention of information. Very strong
or bright colors should be used sparingly or between dull background tones, whereas
soft colors make it easy for us to spend the longer duration of time to read things.
For background, the use of soft, dull or neutral colors that allow smaller, bright text
or images to stand out vividly were used. Participants that are overly stimulated
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could benefit from the relaxing colors. The shades of red, orange and yellow colors
stimulate and increase brain activity. In our case shades of orange and yellow were
mainly used and slightly shades of red. Additionally, a monochromatic color scheme
for grouping similar object or facts were used. Finally, a lighter background was
used in order to ensure a higher readability level [16].

8 Narration

Narratives are used in the interactive version of the Att-Oncee test. The benefits
of using narratives are that narratives instruct user for what they should do while
increasing their attention and excitement. It is easier to form memories when
something is told as a story, and, therefore, better undergo learning and training and
make engagement easier and longer [17]. Narratives provide enjoyment, passionate
involvement, structure, motivation, ego gratification, adrenaline, creativity, and
interaction. The element of narration is essential and instructions and directions are
given during the narration.

9 Statistical Analysis

A descriptive analysis of the study population characteristics was conducted. For
all categorical variables absolute and relative frequencies are reported. In the case
of continuous variables, the median value and the corresponding interquartile range
(IQR, 25th–75th percentile) are reported. Univariate associations were examined
in order to evaluate potential differences between the two intervention groups,
namely the control and neurofeedback trained group. In specific Fisher’s exact test
was performed for categorical data and non-parametric tests i.e. Mann-Whitney or
Kruskal-Wallis were performed for continuous data as appropriate. Results were
computed with the use of the same tests in reference to participants’ gender and IQ
level. Further, a sensitivity analysis was conducting excluding all the participants
that reported learning difficulties. Statistical significance was set at 0.05 level.
Analyses were conducted using STATA software, version 13.0 [18].

10 Demographic Data

The case study participants were divided into two equal groups of 91 participants
each. The neurofeedback group was parted from 46 male and 35 female participants
while the control group by 42 male and 49 female participants respectively (p-value
0.695). The results of the cognition IQ pretest showed that the median score for the
neurofeedback trained group was 141 and the median IQ score for the control group
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was 129 while the difference was not statistically significant (p-value D 0.188), thus
the two groups are not considered to be unbalanced in respect with the IQ scale. The
mean value of the age of the participants is 19.92 for the control group and 20.3 for
the neurofeedback trained group (p-value D 0.776).

11 Algorithmic Tasks Performance Results

The overall correct responses in reference to both NFB and CG responses to the Att-
Oncee test is to follow. The correct answers in reference to Hanoi tower task and
5 � 5 queens for both groups were 96.2% and 100% respectively while referring to
the optimal answers the overall percentages was 53.8% and 46.2% respectively. In
the case of the knight tour and Chinese postman tasks overall correct answers and
optimal solutions, the percentage of success were 96.2% and 0% (correct answers)
and 0% (optimal solutions) respectively. The correct answers reached the 30.8%
and 26.9% in respect for the traveling salesman and minimum spanning tree and
30.8% and 26.9% for the optimal solution given overall. In the case of the two bridge
crossing puzzles, the correct answers given were 80.8% and 11.5% while the overall
optimal solutions were 69.2% and 11.5% respectively. In the case of four coloring
tasks the correct answers percentage reached the 100% and 96.2% respectively and
the optimal solution 38.5% and 69.2% respectively. In Fig. 1, the overall results in
terms of the correct and optimal responses and the number of efforts needed for both
groups are presented.

12 Overall Results in Algorithmic Thinking

Algorithmic thinking ability is a term which describes the capacity needed in order
to complete a task using a series of default actions, aiming to complete a process.
This term is somehow a group of skills, concerning the way that an algorithm

0 5 10 15 20
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correct answers

Number of
optimal solution

Number of
efforts

Att-Oncee test results

NFB group Control group

Fig. 1 Att-Oncee test overall results
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is conceived, designed, applied and evaluated. The term algorithm describes a
finite sequence of actions, which describe how to solve a given problem [19].
Basic algorithmic principles contribute to the development of logical thinking and
learning methodologies, which are needed to solve problems [20]. Some of the
basic principles needed are the ability to conceive the given problem. Moreover, the
design of strategies is needed in order to solve a problem [19]. Moreover, application
of strategies, are needed in order to solve a problem [21].

Specifically, concerning problem-solving difficulties, algorithmic thinking dif-
ficulties are noticed on three basic aspects, namely perception; procedure and
best solution difficulties. Firstly, difficulties in proper perception, evaluation and
problem decoding i.e. problem perception difficulty. In addition difficulties in the
algorithm, design is noticed i.e. problem-solving design difficulties and difficulties
in applying algorithmic steps needed to solve the problem i.e. problem-solving
procedure difficulties. On the other hand, lack of perception of the optimized
solution is noticed i.e. problem solving the best solution difficulty [3]. Resuming, the
basic steps for algorithmic problem solving is the problem perception, the problem
solution planning, the problem-solving procedure and the best solution evaluation.

The results presented below are retrieved by the overall analysis of the results
obtained within the present study in reference to the participants’ tasks performance
evaluation. During the evaluation phase, the neurofeedback trained group received
a relaxation time period (median value 6.090 s and IQR (5.250, 6.720)).

According to Gerald Futschek in order to solve an algorithmic problem the ability
to conceive the given problem is required [19]. In this case, study control group
participants needed 3.402 s (median value and IQR (2870, 3.521)) for reading the
instructions and trying to perceive instructions of the given algorithmic tasks. The
other group participants spend 5.425 s (median value and IQR (5.110, 5.810)) in
order to perceive the task problem. These difference is statistically significant (p-
value < 0.001) and this result lead to the conclusion that the NFB trained group
spent more time in order to read and perceive the tasks specifications. Therefore
NFB trained group is considered to present enhanced ability during the problem
perception phase.

In addition, the abilities to design strategies and finding the algorithmic step
required to solve a problem are a prerequisite in order to solve an algorithmic prob-
lem according to Futschek’s approach [19]. In this case study, the CG participants
used 889 s (median value, IQR (469, 1.260)) for planning their solution while the
NFB trained participants needed 966 s (median value and IQR (798, 1.673)) for the
solution planning phase. In this case, there was a marginal difference concerning
the time spent for planning the problem-solving strategy nevertheless this is not
statistically significant at the 5% level (p-value 0.054).

Moreover, in order to solve an algorithmic problem, the algorithmic steps should
be efficiently applied according to Schoenfeld’s approach [21]. This case study
findings suggest that the CG participants spend 5.411 s (median value 5.411 and IQR
(4.060, 8.071)) in comparison to the NBF group who spend 2.975 s (median 2.975
and IQR (2.373, 3.472) for the problem-solving phase. This difference is highly
significant (p-value D 0.001) and this finding implies that the CG spent more time
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in the solution phase probably due to the fact that they didn’t spend enough time
for the problem perception and planning the solution phases, hence these phases
were not efficiently completed. It is worth mentioning that their performance was
statistically worse comparing to the NFB trained group.

The last step for efficient algorithmic problem solving is the phase where the
solution is evaluated whether to be optimal or not i.e., best solution evaluation. The
CG participants needed 70 s (median value and (IQR (35, 210)) in order to check
whether the solution they provided to the tasks was optimal. On the other hand, 161 s
were spent by the NFB trained group (median value and (IQR (133, 210)) while the
p-value was computed to be 0.051. This result suggests the neurofeedback trained
group spent more time in order to evaluate their solution. The total time needed
for the CG to solve all problems was 6.552 (6.552 median value and IQR (4.564,
8.932) in comparison to the NFB group participants who totally needed 4.522 (4.522
medians, IQR (3.500, 6.412)) and p-value D 0.022) for solving the given task. In
Fig. 2, the results in respect of the time needed for each phase of the algorithmic
task solving for both groups participants are presented.

13 Conclusions and Discussion

Research within the Neuroeducation aims to strengthen its relations between educa-
tion and neuroscience, namely to examine and comprehend thoroughly the learning
ability of the brain in order to provide suggestions for improved learning and for new
teaching processes. This case study provides evidence about the neuroeducational
efficiency in terms of algorithmic thinking. Results suggest the efficiency of the
HCI, color, narration and neurofeedback elements effect in the algorithmic thinking
evaluation. Additionally, findings suggest the enhanced performance in the case



190 A. Plerou et al.

neurofeedback trained group in terms of the correct answers and solving algorithmic
tasks optimally. Furthermore, the skills, concerning the way that an algorithm
is conceived, designed, applied and evaluated are improved in the case of the
neurofeedback trained group participants. Author’s future directions are addressed
towards both in a follow-up study to confirm Att-Oncee results stability over time
and an overall Att-Oncee test efficiency evaluation in terms of secondary educated
participant’s implementation.
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QM Automata: A New Class of Restricted
Quantum Membrane Automata

Konstantinos Giannakis, Alexandros Singh, Kalliopi Kastampolidou,
Christos Papalitsas, and Theodore Andronikos

Abstract The term “Unconventional Computing” describes the use of non-standard
methods and models in computing. It is a recently established field, with many
interesting and promising results. In this work we combine notions from quantum
computing with aspects of membrane computing to define what we call QM
automata. Specifically, we introduce a variant of quantum membrane automata that
operate in accordance with the principles of quantum computing. We explore the
functionality and capabilities of the QM automata through indicative examples.
Finally we suggest future directions for research on QM automata.

Keywords Unconventional computation • Membrane systems • Quantum com-
putation • QM automata

1 Introduction

Recently, the term “Unconventional Computing” has gained momentum in the
literature. It is an umbrella term that describes the implementation of non-standard
methods and models in computing. It constitutes an interdisciplinary field, inspired
by other scientific areas besides Computer Science, such as Physics, Biology, Mate-
rial Science etc. (see [1] for a description of the evolution of the Unconventional
Computing). Two of the most famous and, at the same time, promising unconven-
tional methods are the bioinspired computation and the quantum computation.

Membrane systems, usually known as P systems, belong to the field of “Natural
computing.” Natural computing is an area that advocates the use of nature-inspired
computing methods and architectures. For example, the functionality of cellular
membranes can be seen as a computing device, with specific inputs, rules, and
outputs. Combined research efforts from the fields of Computer Science and
Biology have achieved several results. P (or membrane) systems were proposed in
[2] and since then the field has evolved with many interesting results and ideas.
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Membrane computing is inspired by organic cells and their membranes. They can
be used in computer science to model phenomena and solve particular problems,
especially those exhibiting dynamic behaviour. Well-known variants of P systems
that have been extensively studied are: P systems with active membranes, P systems
with symport/antiport rules, communicating P systems and tissue P system. P
automata are variants of P systems with automata-like accepting behaviour [3, 4].

Quantum theory, which is the theoretical basis of much of modern physics, and
which explains the behavior of matter and energy at the atomic and subatomic level,
perceives computing as a natural phenomenon that relies on and exploits the laws
of quantum mechanics. Quantum computing via the use of quantum mechanical
methods strives to expand and evolve the classical computing model. In the quantum
paradigm transitions among (quantum) computational states are achieved through
the application of unitary operators. It was Feynman in the ’80s that pointed out that
it is not feasible to simulate efficiently an actual quantum system using a classical
computer [5].

Combining the above observation with the fact that Moore’s law is reaching its
limits, the need to search for novel technologies and computation models becomes
obvious. There seem to be particular advantages of quantum computing over
classical in terms of complexity [6, 7]. Quantum mechanics and the use of quantum-
inspired computing technologies could possibly offer an increase in computational
capabilities and efficiency, since the quantum world has an inherently probabilistic
nature and non-classical phenomena, such as superposition and entanglement, occur.

Two milestones in this area of research are the algorithms proposed by Shor
and Grover. Shor devised a quantum algorithm that solves the problem of integer
factorization in polynomial time. The ability to factor integers in polynomial time
is a major breakthrough, which affects various fields in computer science, such as
cryptography and complexity. The second landmark was Grover’s algorithm; a novel
quantum algorithm for searching an unsorted array of n elements in �(

p
n).

In this work we investigate the possibility of combining variants of P automata
with mechanisms derived from the field of quantum computation. Specifically, we
propose a new hybrid type of automaton, the QM automaton (Q for quantum and M
for membrane). QM automata are membrane state-machines that operate via unitary
transformations. We demonstrate their functionality through indicative examples,
which also serve to explain how arbitrary inputs and outputs are transformed into
appropriate formats. We explore the computational power of QM automata and
suggest potential applications. We then compare the advantages and disadvantages
of our constructions with respect to existing similar approaches.

Our paper is organized as follows: After the introduction, we present the
analysis of the related literature. In Sect. 3 we provide the necessary mathematical
terminology and definitions. Sections 3 and 4 contain the vital part of our approach.
Specifically, the definitions of our proposed variant of quantum membrane automata
are provided in Sect. 3. Afterwards, in Sect. 4 we sketch the expressive power of
the QM automata by giving indicative examples. Finally, Sect. 5 is devoted to the
discussion of our results along with directions for future work.
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2 Related Work

Current literature is full of elegant and well-presented studies regarding the com-
putation process with membranes. Membrane computing was initiated in the late
’90s by G. Păun [2]. Since then, the field has widely spread and many variants have
been proposed [8–10]. Ciobanu and Aman in [11] offer an extensive overview of
the current trends and updates, such as complexity issues regarding process calculi
and natural computation. Recent updates regarding P systems can be found in [12].

P automata are variants of P systems with automata-like accepting behaviour
[3, 4]. The first variants of P automata were one-way P automata with only symport
rules [3, 13], and analysing P systems, which accept a computation by halting
configurations [14]. Besides their computational capabilities, variants of membrane
(or P) automata are also used in modeling and describing complex biolocal
processes [15, 16]. This observation emphasizes the need for further research in
this direction.

Feynman was the first who envisioned quantum computing in [5]. Quantum
computation models like automata have already been introduced (see for example
[17, 18]). The complexity of quantum systems was described in [19] providing
important results about space and time complexity. Below we present to the most
relevant literature regarding our approach.

In [20] the authors discuss ways of approaching quantum P systems. Inspired by
classical energy-based P systems, the authors describe two models: one based on
strictly unitary rules, which implement permutations on the alphabet, and the other
based on the use of creation and annihilation operators in a generalised Conditional
Quantum Control technique [21], which is used to implement potentially non-
unitary operations. In both systems, objects are represented by qudits, with d
equal to the cardinality of the alphabet, while multisets are compositions of such
individual systems. Energy units, associated with the objects, are incorporated in
the system in the form of actual quanta of energy, with values ordered and arranged
in an equispaced manner. These are interpreted as the energy levels of a “truncated”
quantum harmonic oscillator.

The concept is further refined in [22] and [23] in which to each membrane is
associated an infinite-dimensional quantum harmonic oscillator. The state of the
oscillator represents the energy assigned to the membrane. Again the lowering and
raising of energy levels is achieved through creation and annihilation operators. In
this model objects can change their state but can never cross membranes to move to
another region. Instead, interactions happen through the modification of energy of
the oscillators in each membrane.

Such systems can compute any partial recursive function f W Na ! Nb. These
results apparently depend on the use of post-selection operators constructed from
the creation/annihilation ones, whose use is known to give efficient results not only
for NP-complete problems but also for PP-complete ones [24].
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2.1 Our Approach

In QM automata we eschew the use of energy-based rules, oscillators, and non-
unitary rules in favour of more conventional quantum computing techniques. In
particular, our rules are strictly unitary, permuting input and output registers
associated with each membrane. We also avoid the problems associated with the
notion of “transferring” systems/objects, which is inherent in the aforementioned
works. We tackle this obstacle by providing registers with fixed “depths” that can
easily be manipulated with standard unitary operators.

3 QM Automata

We begin with a review of the mathematical background, nomenclature and
definitions of quantum computation and then proceed to define of our QM automata.

3.1 Mathematical Background and Terminology

Quantum computation can be described by the successive application of unitary
operators in order to evolve an initial state, followed finally by a measurement to
obtain results. A Hilbert space Hn is a n-dimensional vector space equipped with an
inner product, such that it is also a complete metric space with respect to the metric
induced by the inner product. We focus on finite-dimensional Hilbert spaces over
the complex numbers, where our quantum systems reside. A state of our quantum
system is a unit vector j i 2 Hn. We consider states of the form j i D aj0i C bj1i

which represent qubits. Composition of systems of qubits is given in terms of the
tensor product H ˝ V of their respective spaces. In the finite dimensional case, such
a product can be computed via the Kronecker product ˝ of matrices and vectors.

A unitary operator U is an operator that preserves the norms of vectors and
(if operating on a finite-dimensional space) is represented by a unitary matrix.
Equivalently, a complex-valued matrix U is unitary if it has an inverse and if kU k

= k k holds for every vector  . For unitary matrices it also holds that U�1 D U�

(which is the same as U�U D UU� D I) and also kUk D 1, where U� is the
Hermitian conjugate of U. A square complex matrix that is equal to its conjugate
transpose, i.e. H D NHT , is called a self-adjoint or Hermitian matrix and describes
the observables of our system.
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3.2 P Systems in Short

In P systems objects are described by strings evolving under string processing rules
like rewriting rules. There are also evolution rules acting upon these objects, acting
in specified compartments or on the membranes themselves. A membrane system
is represented either by a Venn diagram or by a tree. The root represents the skin
membrane. The outer membrane is called skin and the space which surrounds the
membrane system is called environment.

Membranes can contain other membranes creating an hierarchical structure. Each
membrane contains a series of objects and rules. P systems evolve via rules that
are executed in a non-deterministic, parallel way, and the whole system behaves as
being synchronized by a global clock. There are three fundamental characteristics
that membrane systems possess: the membrane structure, multisets of objects, and
rules. Through the application of rules, transitions among configurations take place.
A sequence of transitions is interpreted as computation.

3.3 Introducing the QM Automata

Let us now present the definition for our proposed variant of membrane systems.

Definition 1 A QM automaton is a tuple

… D .�; �;W;R;F/;

where

1. � is an alphabet, whose elements we will refer to as objects.
2. � is a membrane structure, in which membranes are nested in hierarchically

arranged layers, in a way such that inputs and outputs form a pipeline through
the layers. Each membrane consists of two Hilbert spaces, an input and an
output one, any of which is potentially shared with other membranes, as
described bellow. We consider the outermost membrane to contain the result of a
computation.

3. W contains the initial configurations of the membranes. To each membrane m 2

� corresponds a wm 2 W that describes the initial configuration of m. Each wm

is composed of j� j qubits, each signifying the amplitude of the corresponding
object, and can be thought of as a unit ket in a j� j-dimensional Hilbert space.

4. R contains the rules of the system. To each membrane m 2 � we assign a rule
Rm which acts as some unitary operator on the kets of m 2 � and as the identity
everywhere else.

5. F is the set of accepting configurations. After completing the computation, if the
state of the outermost membrane matches any of the accepting configurations,
then we say that we accept the initial configuration defined by W. Otherwise it is
rejected.
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We can recursively define the state spaces for each layer, starting from the inner-
most one, which is considered to be layer 0, and reaching the outer-most one:

• Input and output state spaces:
Each membrane in layer 0 has its own input space and a shared output space.

For each layer k > 0, the membranes of layer k have as inputs the output space
of layer k�1, and share an output space, which in turn is the input of layer kC1,
except for the outermost membrane which does not share its output space with
other membranes. The global state of our system is the tensor product of all the
constituent input and output systems.

Let us also describe the rules in more detail, as well as how to chain them
together to perform computations:

• The rules:
Each rule Rm acts as some unitary operator j imin ˝ j�imout 7! j 0imin ˝

j�0imout and as the identity everywhere else in the global state—that is for any
other membrane k 2 � ¤ m, Rm is the map j ikin ˝ j�ikout 7! j ikin ˝ j�ikout

• Computation:
The input region of each membrane m is initialised with instances of the

objects defined by wm. Computation starts from the innermost layer (layer 0)
by applying the of rules Rm to each membrane m that belongs to layer 0. The
computation proceeds successively to layer 1, layer 2, etc., until the outermost
layer is processed. The output space of the outermost layer contains the result of
the computation.

The example depicted in Fig. 1 shows a membrane structure that consists of
3 membranes, namely M1, M2, and M3. Inside them, there are some “objects”,
represented as letters from the alphabet � D fa; bg. For each membrane m, the
input and output state kets jabi D jai ˝ jbi are composed of two qubits, whose
values represent the “degrees of existence” for each letter, and ultimately correspond
to the probabilities of finding “a” and “b” in membrane m after measurement. For
example, M1’s initial state is j10i D j1i˝j0i, as we have an occurrence of the letter
“a” but not of “b”. The whole initial configuration of the system can be described as
the tensor product of its constituent systems, i.e. each membrane:

j10iM1in ˝ j11iM2in ˝ j00iM1out=M2out=M3in ˝ j00iM3out

Fig. 1 Our example of a
system with its initial state

M1

M2

M3

a

ba
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Here Kin=Kout are the input and output spaces of a membrane K, respectively; for
instance, M1in is the input space of M1. We have that M1out D M2out D M3in and
so we use the symbol “/” in a membrane’s indexing to indicate the chains among the
membranes, where one output is identified with an input.

We also define an arbitrary state to be our accepting state, say F D fj11ig.
Below we present the membrane rules that govern the evolution of each

membrane’s state.

• Membrane 1 rule: R1 D j10iM1in ˝ j00iM1out ! j00iM1in ˝ j10iM1out

• Membrane 2 rule: R2 D j11iM2in ˝ j10iM2out ! j00iM2in ˝ j11iM2out

• Membrane 3 rule: R3 D j11iM3in ˝ j00iM3out ! j00iM3in ˝ j11iM3out

Again, Kin=Kout are the input and output spaces of a membrane K, respectively.
Of course M1out D M2out D M3in, but we choose to use M1out when talking about
the rule R1, M2out when talking about R2 etc, for the sake of clarity.

The rules would actually work on the whole space:

M1in ˝ M2in ˝ M1out=M2out=M3in ˝ M3out

with R1 acting as the identity on M2in, M3out, R2 acting as the identity in M1in,
M3out and R3 acting as the identity in M1in, M2in. We omit the identical parts, again
for the sake of clarity.

We apply our rules in sequence, starting from the innermost membranes and
moving outwards, i.e. R1;R2;R3—which can be done by multiplying the respective
matrices R3 
 R2 
 R1. Starting with an initial state of:

j10iM1in ˝ j11iM2in ˝ j00iM1out=M2out=M3in ˝ j00iM3out

after the application of the rules we get the final state:

j00iM1in ˝ j00iM2in ˝ j00iM1out=M2out=M3in ˝ j11iM3out

The results of the computations are present in the last membrane’s output, which in
this instance is M3out. Because M3out matches our sole accepting configuration, we
say that we accept the initial configuration described above. In the above example,
we showed how the quantum-inspired rules are being applied on the proposed
membrane system. By applying the rules R3 
R2 
R1 (starting from R1 up to R3), the
structure switches from one configuration to another. Since we refer to automata,
these configurations are actually states of the automaton.



200 K. Giannakis et al.

4 Simulating Classical Automata

In this section we sketch a constructive proof for the simulation of classical finite
automata by QM automata. Given a fixed k 2 N, we are able to build a QM
automaton that simulates classical automata running on words of length k.

Construction:
We build a QM automaton whose alphabet consists of the alphabet of the

automaton we are simulating, plus all its states (represented as tokens/letters).
Consider k nested membranes, with input/output spaces coupled as before. Each

space consists of two components: a letter and a state so that it looks something like
this:

jletteri ˝ jstatei

Starting from the inner membrane, we initialize the letter kets to the value of the
corresponding letter of the input word such that the k-th membrane contains the k-th
letter (counting from the innermost membrane towards the skin).

All state kets are initialised to jq0i, where q0 is the initial state of the automaton
we simulate. Without loss of generality, we can assume that this will be j0i. Then to
each membrane is assigned the sum of n D j˙ j rules of the form:

jletteri hletterj ˝ U;

where j˙ j is the length of the automaton’s alphabet and U changes the output state’s
ket to jnewStatei based on the automaton’s transition function:

ı.letter; currentState/ D newState

The accepting configurations of our simulator matches that of the classical
automaton. If for example the accepting states of the classical automaton to be
simulated are:

F D fs0; s3g:

Then the corresponding accepting configurations of our simulator are js0i and
js3i.

4.1 Simulation Example

Below we present and describe the example we use as a simulation of the run on
our proposed automata variant (see the automaton in Fig. 2). Consider the following
classical automaton:
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Fig. 2 This figure depicts the
automaton of our example

s0 s1

b

a

b

a

• ˙ D fa; bg

• Q D fs0; s1g
• F D fs0g
• ı.a; s0/ D s1;
ı.b; s0/ D s0;
ı.a; s1/ D s1;
ı.b; s1/ D s0

The first membrane’s rule is:

jai haj ˝ js0i hs0j ˝ I ˝ flip ˝ IC

jbi hbj ˝ js0i hs0j ˝ I ˝ I ˝ IC

jai haj ˝ js1i hs1j ˝ I ˝ flip ˝ IC

jbi hbj ˝ js1i hs1j ˝ I ˝ I ˝ I

While the second one’s is:

I ˝ I ˝ jai haj ˝ js0i hs0j ˝ flipC

I ˝ I ˝ jbi hbj ˝ js0i hs0j ˝ IC

I ˝ I ˝ jai haj ˝ js1i hs1j ˝ flipC

I ˝ I ˝ jbi hbj ˝ js1i hs1j ˝ I

In the above expression, I denotes the identity operator and flip is the operator
that “flips” a qubit’s value.

Let us simulate a run at depth k D 2 for the word “ab”.
Our membrane system’s initial state is:

jaim1in ˝ js0im1in ˝ jbim1out=m2in ˝ js0im1out=m2in ˝ js0im2out

We can see how each membrane corresponds to one “phase” of our simulation.
The first membrane’s input corresponds to reading the first letter of our word,
namely “a” and the second one’s to the second letter “b”. We also initialise all state
kets to js0i, since we start our simulation from the initial state “s0”. Note that we
omitted the letter ket of m2out, as it wouldn’t be used in the computations (as we also
did for the rules above).
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Applying the first rule to our initial state we get:

jaim1in ˝ js0im1in ˝ jbim1out=m2in ˝ js1im1out=m2in ˝ js0im2out

We see that m2in’s state ket has changed to js1i, as the automaton would transition
to s1 after reading “a”.

Finally, applying the second rule we get:

jaim1in ˝ js0im1in ˝ jbim1out=m2in ˝ js1im1out=m2in ˝ js0im2out

The result of our simulation is in the output of the last membrane, i.e. it is m2out’s
state ket, which is js0i. This corresponds to the fact that after reading “b”, our
automaton would transition back to s0. Because js0im2out matches our accepting
state, we accept the initial configuration that corresponds to “ab”, as described
above.

If instead we started with:

jaim1in ˝ js0im1in ˝ jaim1out=m2in ˝ js0im1out=m2in ˝ js0im2out

which corresponds to simulating a run with the word “aa”, the final space after the
application of the two rules would be:

jaim1in ˝ js0im1in ˝ jaim1out=m2in ˝ js1im1out=m2in ˝ js1im2out

We see that after reading the first letter, “a”, our simulated automaton switched
to state s1 (which is m1out=m2in’s state ket). Finally, after reading the second letter,
“a”, the simulated automaton remains in s1 and so m2out’s state ket is js1i, so our
automaton rejects the initial configuration that corresponds to “aa”.

5 Conclusions

Computational models inspired by concepts of Unconventional Computing (and,
specifically, quantum computing) have drawn the attention of the research commu-
nity for quite some time now. There are a lot of works that try to combine a classical
approach with a modern, unconventional one. In this study, we followed this line
of research and we proposed a variant of P automata that make use of quantum
computing techniques, which we called QM automata.

In particular, we proposed membrane state-machines that operate under unitary
transformations. We demonstrated the functionality of our model through examples,
and we explained our methodology regarding the construction of the quantum
rules. Finally, we compared our approach with similar ones, like those in [20, 22].
The novelty of QM automata lies mainly in their use of strictly unitary rules.
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As far as the future directions are concerned, of primary interest would be
investigating and fully describing languages accepted by QM automata. Variations
on the QM automata such as infinitary QM automata would also be of interest.
Another possibility is the exploration of game-theoretic connections. Quantum
games are widely researched and the association of strategies of these games with
inputs in appropriate automata types has already been proposed [25]. Finally, it
would be interesting to examine whether our automata may be used to describe
complex bioinspired computational models efficiently.
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9. Martın-Vide, C., G. Păun, J. Pazos, and A. Rodrıguez-Patón. 2003. Tissue P systems.
Theoretical Computer Science 296(2): 295–326.
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On the Detection of Overlapped Network
Communities via Weight Redistributions

Stavros I. Souravlas and Angelo Sifaleras

Abstract A community is an important attribute of networking, since people who
join networks tend to join communities. Community detection is used to identify
and understand the structure and organization of real-world networks, thus, it has
become a problem of considerable interest. The study of communities is highly
related to network partitioning, which is defined as the division of a network into a
set of groups of approximately equal sizes with minimum number of edges. Since
this is an NP-hard problem, unconventional computation methods have been widely
applied.

This work addresses the problem of detecting overlapped communities (commu-
nities with common nodes) in weighted networks with irregular topologies. These
communities are particularly interesting, firstly because they are more realistic,
i.e., researchers may belong to more than one research community, and secondly,
because they reveal hierarchies of communities: i.e., a medical community is
subdivided into groups of certain specialties. Our strategy is based on weight
redistribution: each node is examined against all communities and weights are
redistributed between the edges. At the end of this process, these weights are
compared to the total connectivity of each community, to determine if overlapping
exists.

Keywords Networks • Community detection

1 Introduction

Several systems of high interest to the scientific community can be successfully
represented as networks. Network examples are the Internet, the World-Wide
Web, and the social networks [1]. Perhaps the latest are the type of networks
in which researchers are most interested nowadays. Examples of social net-
works are Facebook (1.6 billion users), Instagram (400 million users), or Twitter
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(320 million users) [2]. Typically, social networks are organized in groups of users
[3]. These users join a network, create their own profile, publish information and
find other users with the same interests. In this way, small or larger groups of users
are formed within networks. Such groups are referred to as communities. Although
there is no universally acceptable definition of a community, one can define it as
a set of nodes and links in a network such that, its internal connections are more
than its external connections [4]. The nodes of a community are considered similar
to each other, dissimilar to the other nodes of the network [5], and represent its
users. The edges represent the connections between the users of one community or
between users of different communities.

A lot of effort has focused on detecting communities in social and data networks.
Communities give a more realistic approach of the networks and they can also
be used to help the relay of messages within a network [6–9]. The majority of
the research papers focused on this subject state that common experience shows
that communities really exist in social and data networks [3, 10]. The study of
community structures is highly related to the problem of network partitioning. Typ-
ically, the network partitioning problem is defined as the partitioning of a network
into a set of groups of approximately equal sizes with minimum number of edges
[5, 11]. This problem is NP-hard and thus, heuristics and approximation algorithms
are usually employed [12]. Much of this work involves parallel computations to
enhance performance. Specifically, the nodes of the system represent computations
while the edges represent communications and the general idea is to equally assign
nodes among the processors, so that the communications (edges) between them are
minimized. However, network partitioning is not the ideal method for the analysis
of networks and for community detection. This is firstly due to the fact that in
real networks, the communities formed rarely have approximately the same size,
secondly because the connections are not minimized and finally because network
partitioning does not consider the similarities between nodes (or users), which are
inherited in a social network.

Most of the papers found in the literature agree that the members of a community
are more strongly connected between them than they are connected to members of
other communities. These papers introduced a number of algorithms to identify
communities and measures to test and compare these algorithms [11, 13]. The
most popular metric in the literature, which is used to quantify the strength of
a community structure is modularity. This metric was defined by Newman and
Girvan [11] and it measures the difference between the density of edges inside the
communities and the density that would have occurred if the edges were randomly
distributed over the entire network. A number of papers have been influenced by
this metric [10, 14–18], although it has some flaws like the resolution limit, which
can be partially overcomed by techniques like [19].

Members in the same community share the same interests, viewpoints, pref-
erences, hobbies, professions, newsgroups, and, as far as social networks are
concerned, they are more likely to comment or “like” topics of the same interest.
In most of the papers, this whole activity is modeled via analyzing the link weights
[5, 9, 15, 20–23] of the network. In order for a node to be considered as member
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of a community, its internal/external links to this community should follow some
well-defined properties. Some algorithms also detect overlapping communities
[9, 20, 21, 24, 25]

The main problem in these techniques is that, the aforementioned analysis usu-
ally suffers high complexity times, although there are also linear-time approaches
[5, 26]. Lu et al. [9] proposed a strategy which can detect both overlapping and non-
overlapping communities by adding one node to a community at each expanding
step. In each expanding step, the authors initially compute the belonging degree
of a number of nodes to a community C and they pick the one with the highest
belonging degree. This node is temporarily attached to C, forming C

0

. Then, if the
conductance of C

0

is lower compared to the conductance of C, the selected node is
finally attached to C. The worst time complexity can grow as large as n2, where n is
the number of nodes in the network.

Another interesting strategy proposed by Newman and Girvan [11] repeatedly
calculates the betweenness scores between all the edges in the network and remove
the edge with the highest score. Again, this strategy operates in worst-case time that
can be as large as O.n3/. More strategies for modeling the relationships between
the nodes of a network have quadratic or worse complexities [15, 22, 23]. An
interesting linear-complexity approach was presented by Raghavan et al. [5], which
uses a simple label propagation algorithm. Unlike most of the strategies found in
the literature this strategy does not use a predefined objective function (like the
conductance mentioned in the previous paragraph) to identify the communities.
Every node is initialized with a unique label and at every step each node adopts the
label that most of its neighbors currently have. There are two concerns regarding
this technique. First, it is assumed that each node joins the community in which
most of its neighbors belong and second there is no clear updating strategy that
shows what would happen when new nodes entering the network have equal number
of neighbors between many communities or when some nodes leave the network
temporarily or permanently.

This paper presents a weight-redistribution technique used to find overlapping
communities in networks with irregular topologies. Our strategy performs a depth-
first based search over the network and redistributes the data weights across the
links. Finally, the values computed by the redistribution function are compared
to the connectivity values of each community to determine if there are overlaps.
The remaining of this paper, is organized as follows: Section 2 briefly sets up
the problem studied, presents the weight-redistribution strategy, and performs a
theoretical analysis. Section 3 concludes the paper and offers aspects for future
research.

2 Overlapped Communities Detection Strategy

In this section, we typically describe the proposed strategy and briefly describe some
aspects of the problem studied.
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2.1 Problem Aspects

Consider a small network of irregular topology, like the one shown in Fig. 1, where
there are three communities C1;C2, and C3. The problem we address is to find
whether there is overlapping between the communities. Figure 1 reveals some
aspects that need to be considered before trying to uncover these overlaps:

Topic 1: User A is directly connected to users E and F in C2. Thus, there is a
chance that A belongs to C2 as well.

Topic 2: User A is connected to C3 via E or via the rout B;C. Thus, there is a
chance that A belongs to C3 as well. In this case, the relays E or B;C may also
belong to C3.

Topic 3: Continuing Topic 2, if there is a high percentage of overlapping
between two communities, chances are that they are actually one community.

Topic 4: Not all users of a community are necessarily related (in Facebook
for example, two users may have common friends while they are not related).
In Fig. 1, A is not directly connected H, it is connected to E. In its turn, E is
connected to H. To continue with the Facebook analogy, this is a case that a user
(for example A) is unaware of a community C3 until he/she visits the page of
another user that has some relationship to members of this community (like E).
A way to quantify the similarities (see next section) between unrelated users, like
A and H is required.
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Fig. 1 A network with three communities, C1; C2; and C3, depicting nodes similarities (numbers
next to each edge) and network connectivity degrees (numbers inside each node)
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The four topics referred in this section will be considered in our proposed
strategy, which is typically presented in the next section.

2.2 Finding Community Overlaps

Let G D .V;E/ be a weighted, undirected graph, where V is the set of nodes and E is
the set of edges. Nodes represent users and edges represent the connections between
two users (for example friendship in Facebook, etc.). The similarity between users i
and j is given by wi;j, that is, the weight of the edge that connects i and j. This value
lies in the interval Œ0 : : : 1	. For example, a value of 0:78 shows that the views of
i and j can be considered quite converging, at a percentage of 78%. Bu et al. [3]
present a table of user phrases that indicate supportive or opposing attitude towards
a comment or opinion, etc. These phrases are accompanied by a value that shows
the degree of support.

The network nodes are also weighted: the weight of a node i indicates its network
connectivity degree, that is, how well the preferences, likes, views of a user are
fitted to a community. The network connectivity degree is also between Œ0 : : : 1	.
The letters are the node names, the edge values indicate view similarities and the
node values indicate similarity degrees. The Network Connectivity Degree of a user
i, NCDi, is computed as follows:

NCDi D

P
wi;j

m
(1)

where wi;j is the weight of any edge that connects user i with any user j that lies
in the same community and m is the number of such edges. For example, consider
community C2. User G has two internal links, namely with users F and I and one
external, with user H. To compute NCDG, we only consider the internal links and
we have NCDG D

.0:9C0:92/
2

D 0:91. This value is stored in node G. The values of
the external links will be used to determine overlapping, as will be seen later.

Topics 1 and 2 of Sect. 2.1 indicate that a user can be connected to a community,
either directly, through a relationship with a user or many users of the community
or indirectly, through a relationship with a user that is related to a member of the
community. Thus, we need to quantify the similarities between unrelated nodes
(Topic 4), in order to uncover possible overlaps. Since there is no relationship
(thus we can’t use data like the ones proposed by Bu et al. [3]), we have to
intuitively describe similarity. Our approach suggests that the similarity of two
unconnected users is generally higher when the number of links between them is
small (for example a friend of a friend in Facebook probably has more similarities
compared to a friend of a friend : : : of a friend : : : ), and when the weights on
the links that connect them are as large as possible. Thus, the largest possible
similarities are likely to be found in the shortest paths from each node to each
community. The depth-first based procedure described next, finds the highest
similarities between unrelated nodes. During this procedure, we also redistribute
the weights:
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Procedure 1 (Finding the Similarities Between Unrelated Users)

Step 1: Start from a user node, which is examined for possible overlaps with
a community C. This user will be denoted as the root. Set a D 0 (a
variable to keep the current highest similarity).

Step 2: Find all the users connected to the root, such that the weight of their
corresponding connecting links is > a.
If there are direct connections to the desired community

Step 2.1: Select the link with the highest weight value, assign it
as the working link and move to Step 3

else

Step 2.2: Select the link from the root to an unprocessed node
j that has the highest wroot;j and mark j as processed.
Set j as the root. The chosen link is the working link.
Move to Step 3.

Step 3: Update the weight of the working link using the computed product
of the previous link (or 1 for the first iteration) and the weight of the
working link.

Step 4: If C is reached then,

Step 4.1: If the working link weight is > a, then

Step 4.1.a: Update a
Step 4.1.b: Exclude from further examina-

tion all the links with weight less
than a (they will never produce a
similarity > a).

Step 4.2: Return to the root and set the link leading to the root
as the working link.

Step 4.3: If there is a link from the root to a node j (out of the
examined community) such that wroot;j > a, then
go to Step 2, else go to Step 5.

else return to Step 2.
Step 5: Work backwards until there is no unprocessed node and link.

Let us use the example of Fig. 1 to see how this procedure will compute the
similarity between node A and the nodes in community C3. From Step 1, user A
is set as the root. From Step 2, there are 4 users connected to the root, namely
B; J;F;E (in decreasing order of link weights). The weights of all links are greater
than a (a D 0 from Step 1) and there is no direct connection to a member of C3.
So, according to Step 2.2, user B is selected, and wA;B D 0:96. User B is marked
as processed and becomes the root. The link from A to B is the working link. In
Step 3, a weight equal to 1 is assigned to the working link (first iteration, there
is no previous link), and its newly assigned weight will be 0:96 � 1 D 0:96: From
Step 4, C3 is not reached, so we have to return to Step 2. From the root, user B,
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there is only one connection to user C. There is no direct connection to C3, so we
move to Step 2.2. Since wB;C D 1 > a, C is marked as processed and becomes
the new root The link from B to C becomes the working link. From Step 3, the
weight of the previous node is redistributed to the working link, and the product is
0:96 � 1 D 0:96. So wB;C D 0:96. From Step 4, C3 is not reached, so we repeat
Step 2. The users connected to the root are D and K. The link weights are greater
than a and there is direct connection to C3. So (Step 2.1), we choose the link
to user D, since its weight is 0.96, while the weight of link to user K is 0.88. The
chosen link is the working link. From Step 3, the weight from the previous link
is redistributed, so a weight of 0.96 is multiplied with wC;D. Thus, the new wC;D D

0:96� 0:96 � 0:92: Now, the condition of Step 4 is satisfied. The working link’s
weight is greater than a, so a becomes 0.92. Now, all the links with weights less than
0.92 have to be excluded from further searching, since multiplications with values
less than 1 will always be producing similarities less than a. Thus, the algorithm
must terminate and the largest similarity of a to a node of C3 is 0.92.

We now show the importance of eliminating some links in Step 4.1.b.
Assume that, we let the algorithm continue, thus we ignore Step 4.1.b. The
algorithm will continue, subsequently assigning as roots nodes F and G. Then, it
reaches node H inside C3 and computes WGH D 0:77 � 0:9 � 0:8 � 0:55. Since
C is reached, we move to Step 4.1 but the condition is false. So we return to
the root, G, assign the link connecting F and G as the working link and move to
user I. From I, there is direct connection to a member of C3; namely H. Thus,
wI;H D 0:77 � 0:9 � 0:92 � 0:7 � 0:44. Similarly, the algorithm will compute
wE;H D 0:77� 0:9� 0:92� 0:56 � 0:35. Assuming that the condition wroot;j > a of
Step 4.3 is also not checked, the algorithm will take us to Step 5 and from E
we will move to the initial root A, since this is the only unprocessed node, when H is
the root. When we reconsider A as root, there are two possible options: to compute
the similarity for E to H, wE;H D 0:58� 0:56 � 0:32 and to move to user J that has
no further connections. Apparently,Step 4.1.b saves us from many unnecessary
computations.

Having found the highest similarity between a node and a community, we
have to define the conditions under which the node can be considered as member
of the community. We define the Average Community Connectivity (ACC) for a
community C as the average of the NCDs of all the nodes in the C, that is:

ACCC D

Pn
iD1 NCDi

n
(2)

where n is the number of nodes. For example, the ACC of C3 is ACCC3 D
0:85C0:9C0:95

3
D 0:9.

To allow a user to become a member of the community, we must test if its
inclusion will improve the community’s ACC. For example, we have computed the
similarity of A and D, which is 0.92. Since A’s similarity to C is greater than 0:9, A
can be considered as member of C3. The checking procedure is described into two
steps:
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Procedure 2 (Checking a Node’s Inclusion to a Community)

Step 1: From Procedure 1, find the highest similarity of a node i to a member
j of a community C.

Step 2: If wi;j > ACCC , then

Step 2.1: Include the node to the community.
Step 2.2: Run Procedure 1 for all the nodes on the path from i

to j to check for more overlaps.

else check another node.

Step 2.2 indicates that there is a high probability that more nodes on the
path from the examined node i to a community member j can also be added to
the community. Generally, if two communities have several common nodes, they
can be considered as a larger community.

2.3 Performance of the Communities Detection Strategy

To evaluate performance, we have to analyze Procedure 1. Proposition 1 gives us an
upper bound for the complexity of this procedure.

Proposition 1 The time required for Procedure 1 to complete its computations is at
most O.m/, where m is the number of edges.

Proof Assume that the procedure starts from a node i. Each node is marked as
unprocessed once and each link is processed two times, one during the redistribution
step and one in case we return back to the root, and there are still unprocessed nodes.
Thus, the total time is dictated by the number of edges and it is limited to this value,
since the procedure involves a number of edges (and consequently nodes), which are
not examined at all (see Step 4.1.b of the procedure). Thus, we can conclude
that the proposed method is completed at linear time, which is a great advantage if
compared to the times of other well-known strategies [15, 22, 23] among others.

3 Conclusions: Future Work

In this paper, we presented a computational method to find overlaps between
communities in a network. Communities are important, since they give a realistic
view of a network. Moreover, they can be used to develop forwarding (routing)
algorithms (for example see [15]). Our technique is based on a depth-first based
search through the network, in combination with a redistribution of weights on the
links, to compute similarities between nodes that are not connected via a link.

This work gives rise to several issues that need to be further investigated. First,
the adaptability to dynamic networks, where nodes arbitrarily enter and leave. This
is a very complex problem, since any newly inserted node may be included in more
than one communities, while a node leaving the network will necessarily force some
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reorganization over the network. Another point of interest is to test the strategy on a
real network with real users and data and compare our results with other well-known
strategies.
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PerSubs: A Graph-Based Algorithm
for the Identification of Perturbed
Subpathways Caused by Complex
Diseases

Aristidis G. Vrahatis, Angeliki Rapti, Spyros Sioutas,
and Athanasios Tsakalidis

Abstract In the era of Systems Biology and growing flow of omics experimental
data from high throughput techniques, experimentalists are in need of more precise
pathway-based tools to unravel the inherent complexity of diseases and biological
processes. Subpathway-based approaches are the emerging generation of pathway-
based analysis elucidating the biological mechanisms under the perspective of
local topologies onto a complex pathway network. Towards this orientation, we
developed PerSub, a graph-based algorithm which detects subpathways perturbed
by a complex disease. The perturbations are imprinted through differentially
expressed and co-expressed subpathways as recorded by RNA-seq experiments. Our
novel algorithm is applied on data obtained from a real experimental study and the
identified subpathways provide biological evidence for the brain aging.

Keywords Systems biology • Subpathway • RNA-seq data • Graph topology

1 Introduction

The recent advances in high-throughput technologies such as microarray, next gen-
eration sequencing, mass spectrometry, metabolomics and large scale mutagenesis
have produced a massive influx of data regarding genes and their products. Dif-
ferential expression analysis, i.e., the comparison of expression across conditions,
has been a commonly used approach for designating biomarkers, drug targets,
and candidates for further research [1]. At this point systems-level methodologies
pushed forward the transition of gene-by-gene analysis to signaling pathways and
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complex interaction networks, thus these approaches have gained ground in the
research field of systems biology [2]. Pathway-based approaches, a flourishing
research area of Systems Biology, have become the first choice in complex disease
analysis for gaining more delicate biological insights [3–5].

Towards this orientation, initial efforts to relate expression data to pathways were
based on ‘gene set’ analysis. One of the most widely applied pathway analysis
methods is the over representation approach (ORA), the first generation in pathway
analysis, which compares the number of interesting genes that hit a given pathway
with the number of genes expected to hit the given pathway by chance [6]. A
statistical model, such as the hypergeometric test, is used to calculate the enrichment
significance (P-values). Another prominent method is the Gene Set Enrichment
Analysis (GSEA), where the identified genes are ranked based on expression values
[7, 8]. Significance of enriched gene sets is determined from a maximum running
sum, which is estimated for each gene set by simultaneously parsing the ranked gene
list and increasing or decreasing the score based on set membership.

Other methods calculate set-based scores via different metrics and distributions
[9, 10]. These methods are categorized into those that compare gene sets relative
to others (known as enrichment analysis or competitive approaches) and those
that compare individual gene sets across conditions without considering other sets
(known as self-contained approaches) [11]. Later approaches incorporated pathway
topology into analysis with the scope to test an entire pathway for differential
expression and on second level to identify the path that contributes significantly
to that differential expression. Studies showed that pathway structure information
can provide more delicate biological insights and enables the comprehension of
the higher-order functions of the biological system [12]. One widely implemented
method is signaling pathway impact analysis (SPIA), which combines a set analysis
score with a cumulative pathway score [13]. Activation and inhibitory relationships
are considered based on a multiplier on the expression values. The main attribute of
SPIA is that it takes into consideration the complete pathway structure and not just
the differentially expressed genes.

The next generation in pathway analysis shifted the focus towards subpathways
(local area of the entire biological pathway), which represent the underlying
biological phenomena more accurately, and have emerged as even more targeted
and context-specific molecular candidate communities for the treatment of complex
diseases [14]. This emerging generation based on the assumption that the mech-
anism of complex diseases and biological processes can be optimally described
through local topologies within each pathway. Hence, several subpathway-based
tools have been developed recently focusing though predominantly on differentially
expressed (DE) genes [14–23]. Indicatively, an interesting approach is Differential
Expression Analysis for Pathways (DEAP) [15]. The main goal of DEAP is to detect
the most differentially subpathway of an overall differentially expressed pathway.
DEAP calculates the path within each pathway with the maximum absolute running
sum score where catalytic/inhibitory edges are taken as positive/negative summands,
while statistical significance is evaluated with the use of a random rotation approach.
Another related method is Topology Enrichment Analysis frameworK (TEAK)



PerSubs: A Graph-Based Algorithm for the Identification of Perturbed. . . 217

[20]. TEAK employs an adapted Clique Percolation Method to extract linear and
nonlinear subpathways and scores them using the Bayes Net Toolbox to fit a context
specific Gaussian Bayesian network for each subpathway. For an extensive review
on (sub)pathway topology-based methods the reader should refer to the review of
Mitrea et al. [24].

We developed a novel in-house algorithm for the detection of “perturbed
subpathways” (PerSub) in the form of local topologies in pathway networks with
differentially expressed linked genes. The algorithm operates in a directed pathway
network using KEGG pathway maps and the “perturbed subpathways” are formed
starting from a user-defined genes in order to record the perturbation caused the
corresponding genes. PerSub extracts subpathways with simultaneously differ-
entially expressed and correlated gene expressions. Specifically, the differential
expression status of each gene is evaluated using edgeR, a well-established RNA-
seq differential expression analysis tool. Also, a measure based on two multivariate
logistic functions is used for the co-expression status since it captures pairs of nodes
with similar high positive, negative, or strongly opposed fold change values. A
unique feature of PerSubs is that builds a “perturbed subpathway” starting from
a Node of Interest (NoI), a user-defined gene. Thus, the user can scan the topology
around a specific gene and capture the exact perturbation caused in the network by
this gene.

2 Methods

In this work, we present a method to extract perturbed subpathways from pathways
taking into account graph topology and differential expression. The Fold Change
Interactivity (FCI) score is used as weight of edges of the pathway graph. We
aim to extract subpathways in the form of a densely connected subgraph around a
node of interest based on topological criteria. For this, we follow a “seed growing”
approach similarly to [25], where we start from an initial Node of Interest (NoI)
and we identify the perturbation caused by this node in the entire pathway network.
Users can provide a list of genes of interest, but here we selected as nodes of interest
the most differentially expressed genes.

The change in the expression level of a gene is adequately controlled by
measuring its fold change activity. Under the perspective of pathway networks,
genes are considered as unified interconnected groups. Hence, it is very crucial to
examine fold change (relative to a control condition) in terms of interacting genes
belonging to a specific pathway. To accomplish this, CHRONOS uses the FCI score
(Eq. 1) based on two multivariate logistic functions, which captures pairs of nodes
with similar high positive, negative, or strongly opposed fold change values [26].
For two connected nodes i and j the FCI score is:
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where fi and fj are the log2-fold change values of nodes i and j respectively. C, K
denote the parameters controlling the shape of the multivariate logistic distribution,
and T is a shifting parameter.

Differential expression analysis of RNA-seq expression profiles was performed
by Bioconductor software package edgeR [27] in order to detect the most differen-
tially expressed genes. More specifically, the genewise dispersions are estimated by
conditional maximum likelihood, conditioning on the total count for that gene. Also,
an empirical Bayes procedure is used in order to shrink the dispersions towards
a consensus value, effectively borrowing information between genes. Differential
expression is assessed for each gene using an exact test analogous to Fisher’s exact
test, but adapted for overdispersed data.

In order to extract perturbed subpathways from pathways, we use some graph
theoretical properties to determine a densely connected neighborhood of a node. Let
G D (V, E) a weighted directed graph, where V is the node set and E the edge set,
with wvu denoting the edge weight from node v to node u. With N(v) we represent
the neighbors of node v. For a subgraph S 	 G, the internal degree NINT(v, S) of a
node v2S is defined as the number of edges connecting v with nodes within S and
the external degree as the number of edges connecting v with nodes not belonging
to S. The weighted internal degree is defined as the sum of weights of internal edges
divided by internal degree:

NWINT .v; S/ D
1

NINT .v; s/

X
u2N.v/\S

wvu (2)

Similarly, we define external weighted degree. The density of a graph is defined
as the number of edges divided by the number of all possible edges. The weighted
density of a (sub)graph is defined as the sum of all edge weights over the number of
all possible edges:

DW.G/ D
1

jVj .jVj � 1/

X
.v;u/2E

wvu (3)

The algorithm operates on two phases, first the node set is expanded by selecting
some of the external neighbors and second the selected node set is pruned. Initially,
we start with a set S including only the NoI node s. Then, for each NoI’s neighbor
v 2 N(s) we compute internal and external unweighted and weighted degree. In
order to select a highly connected subset, a node v is included in the set S, if it
satisfies the following two criteria:
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Criterion 1 W
NINT .v; S/

NINT .v; S/C NEXT .v; S/
> a (4)

Criterion 2 W NWINT .v; S/ > NWEXT .v; S/ (5)

where ˛ is a parameter set to 0.45 for direct neighbors of NoI and 0.75 for other
nodes.

In the second phase we aim to obtain a more compact set by maximizing
weighted density. For this, we remove one by one nodes until we reach to a
maximum value. The order of nodes is determined by magnitude of first criterion,
with less significant nodes examined first for removal. The algorithm is iterated for
external neighbors of the selected nodes, until no more nodes are added to the set S.

Pseudocode of PerSub Algorithm
Input: NoI, G, ’1, ’2
Output: final subpathway S
I. S D fNoIg // initialize
II. For each v in S // inclusion step

a. Find neighbors N(v)
b. Keep not included neighbors: N(v) D N(v) � S
c. For every u in N(v)

i. Calculate NINT, NEXT, NWINT, NWEXT

ii. If u 2 N(NoI)
1. Evaluate if Criterion1 > ’1

iii. Else
1. Evaluate if Criterion1 > ’2

iv. Evaluate Criterion2
v. if Criterion1 D true AND Criterion2 D true

1. Include u: S D S [ u
III. For each v in S ordered by increasing Criterion1 // pruning step

a. if DW(S-v) > DW(S)
i. Remove v: S D S - v

IV. Repeat steps II and III until no new nodes added

3 Application in Real Data

We applied our algorithm approach on high throughput sequencing expression
profiles data based on a recent study which explores the transcriptional changes in
the aging mouse hippocampus [28]. In particular, the authors use specific pathogen
free (SPF) C57Bl6/J wild type mice where we kept the sequenced mRNA from
3 months (3M) and 29 months (29M) which considered as the young and old
state of the mice respectively. The complete RNA-seq dataset is deposited in
NCBI’s Gene Expression Omnibus (GEO, http://www.ncbi.nlm.nih.gov/geo/) and

http://www.ncbi.nlm.nih.gov/geo
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Table 1 Annotation in pathway terms of enriched subpathways after applying PerSub on the real
expression data

KEGG ID KEGG pathway term P-value (log10) References

mmu04610 Complement and coagulation cascades �6 [28]
mmu04514 Cell adhesion molecules (CAMs) �5 [28]
mmu05416 Viral myocarditis �5 [28]
mmu05168 Herpes simplex infection �12 [31]
mmu05010 Alzheimer’s disease pathway �14 [32]
mmu04915 Estrogen signaling pathway �3 [33]
mmu04210 Apoptosis �4 [34]
mmu04350 TGF-beta signaling pathway �4 [34]

is accessible through the accession number GSE61915. Also, the expressions not
corresponding to the organism under study were discarded. By applying PerSub,
we detected subpathways which contain both differentially expressed and co-
expressed associated genes, as to their expression change between their young
and old state. All non-metabolic pathway maps of Mus musculus (mmu) were
downloaded from KEGG [29] by keeping the genes that we have expression profiles
form the corresponding dataset [28]. 287 KEGG pathway maps were downloaded
and converted to gene-gene networks based on the CHRONOS package [14].

As is well known, hippocampus which is a major component of the brains of
humans and other vertebrates, have a crucial role in the consolidation of information
from short-term memory to long-term memory and spatial navigation. The authors
of this study [28] succeed to decipher in depth the hippocampal transcriptional
program linked to aging and to propose the links between the aging-dependent
changes in gene expression and the late onset of Alzheimer Disease (AD). Via
PerSub, we achieved to evolve the corresponding results and elucidate the exact
mechanisms which cause aging hippocampus, through local topologies in the form
of differentially expresses subpathways. More specifically, PerSub was applied
using as ‘staring’ genes, those with the highest FDR adjusted p-value related to
their differential expression from the two states (young and old) based on the edgeR
package.

PerSub exports differentially expressed subpathways for 47 pathway maps since
in the rest maps the algorithm stopped in the starting gene without built a DE
subpathway. We use strict thresholds in our criteria in order to extract significant
and robust results. Outcomes were tested for enrichment (Benjamini-corrected
Fisher exact P-value < 0.05) by means of pathway terms using DAVID tool, a
web-based database for annotation, visualization, and integrated discovery [30].
Table 1 illustrates the KEGG pathway terms of the enrichment analysis, with the
highest p-value, providing that our results corroborated by the original study and
the recent literature.

Focusing on specific subpathways, we observed that our analysis results corrob-
orate to established knowledge about pathways known to be triggered during the
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aging hippocampus, nevertheless elucidate the exact subpathways to be responsible
for this process. An indicative example is the pathway with KEGG terms ‘Comple-
ment and coagulation cascades’ (mmu04610), ‘Cell adhesion molecules (CAMs)’
(mmu04514) and ‘Viral myocarditis’ (Viral myocarditis) which are strongly related
with the scope of this study [28]. With our approach, we provide robust evidence
about the exact area of the pathway topology that affects the aging of hippocampus.
More specifically, concerning the first term there are three pathways of complement
activation: the classical pathway, the lectin pathway, and the alternative pathway and
both generate a crucial enzymatic activity which generates the effector molecules of
complement. The CAMs consists of proteins that are located on the cell surface
involved in binding with other cells or with the extracellular matrix (ECM) in the
process called cell adhesion. Also, myocarditis is a cardiac disease associated with
inflammation and injury of the myocardium and may be caused by direct cytopathic
effects of virus, a pathologic immune response to persistent virus, or autoimmunity
triggered by the viral infection. The analysis of the original study showed that
the activation of the above pathways are key features of the aging hippocampus,
however we extracted the exactly subpathways that played the major role in the
aging hippocampus.

In Alzheimer’s disease (AD), the hippocampus is one of the first regions of the
brain to suffer damage, thus the hippocampus aging is strongly related with AD.
In our analysis, a subpathway with high value was obtained from the pathway
with term ‘Herpes simplex infection’ (mmu05168), which is related to the well-
known Herpes simplex virus (HSV), the main cause of herpes infections that lead
to the formation of characteristic blistering lesion. Our result is in accordance
with the authors [31] since the activation of herpes simplex infection increases
the risk of Alzheimer’s disease. Two subpathways with high score were exported
from our analysis, both of them belonging to the pathway with term ‘Alzheimer’s
disease pathway’ (mmu05010). It is evident that this term has direct relation
with hippocampus aging [32]. Similarly, a subpathway enriched in pathway term
‘Estrogen signaling pathway’ was detected, a related with aging term [33]. The
authors of another one study deciphered the regional and cell type changes in
AD recently [34]. Their analysis exported a list with differentially expressed genes
which in their turn were overrepresented on some ontology categories such as ‘TGF
signaling pathway’ (TGF-beta signaling pathway) and ‘Apoptosis’ (mmu04210).
Our analysis elucidated the exact subpathway from these pathway terms which are
very relevant with the AD.

We illustrate two significant subpathways in Fig. 1, both including in the
KEGG pathway with term ‘Alzheimer Disease’. The first includes four genes, Fas
(TNF receptor superfamily member 6), Fadd (Fas (TNFRSF6)-associated via death
domain), Casp8 (caspase 8) and Bid (BH3 interacting domain death agonist). Study
[35] reports Fas gene as a brain-derived nerve growth factor contributing in brain age
where there is a continuum increase of stress-related gene expression with increased
pro-inflammatory and decreased anti-inflammatory gene signaling in hippocampus.
Our analysis deciphered the entire gene cascade that triggered from this crucial
gene. The second subpathway starts from the Psen1 (presenilin 1) gene and triggers
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Fig. 1 Two differentially expressed subpathways onto the Alzheimer’s disease KEGG pathway
map, after applying PerSub in real expression data

the following genes: RyR (ryanodine receptor 3), Capn1 (calpain 1), Cdk5r1 or p35
(cyclin-dependent kinase 5, regulatory subunit 1), Mapt (microtubule-associated
protein tau). Capn1 is known for its action since the inhibition of calpains improves
memory and synaptic transmission in a mouse model of AD [36] and Psen is related
with brain aging [37].

4 Conclusion

We introduced the PerSub, a graph-based algorithm for the identification of sub-
pathways perturbed by a complex disease under study. Starting from a user-defined
gene, a subpathway is build recording the perturbation in the pathway network
caused by the corresponding gene. The application of PerSubs on transcriptomics
expressions data of a real experimental study, provides evidence that our novel
algorithm is a robust subpathway-based tool. Its capabilities render PerSub as an
essential algorithm for identifying perturbed subpathways, which can be considered
as potential network biomarkers for the disease under study.
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MiR-140-3p Downregulation in Association
with PDL-1 Overexpression in Many Cancers:
A Review from the Literature Using Predictive
Bioinformatics Tools

Nikolaos Kapodistrias, Catherine Bobori, and Georgia Theocharopoulou

Abstract Programmed death-ligand 1 (PD-L1) has been speculated to play a
critical role in suppression of the immune system and it can be upregulated
in cancer cells, which may allow cancers to evade the host immune system.
MicroRNAs (miRNAs) are small non-coding RNA molecules (containing about 22
nucleotides), that function in RNA silencing and post-transcriptional regulation of
gene expression. MiRNAs were found deregulated (upregulated or downregulated)
and implicated in cancer development with various roles which depend on their gene
target. Using targetscan web server prediction algorithm, we concluded that miR-
140-3p is a targeting mirRNA with conserved consequential pairing of target region
for PD-L1. Moreover, by reviewing all the available cancer studies in Pub/Medline
about miR-140-3p, was found permanently down regulated. Furthermore, in recent
immunotherapy related clinical trials in most cancers, evaluated PD-L1, it is found
overexpressed. In the near future, in vitro or in vivo studies need to validate
whether there is direct correlation between PD-L1 overexpression and miR-140-3p
downregulation as targetscan performed algorithm predicted.

Keywords Programmed cell death • Human cancer • miNA • miRNA • PD-L1

1 Introduction

PD-1 (Programmed cell death protein 1) is a key immune-checkpoint receptor
expressed by activated T cells, which mediates immunosuppression. PD-1 functions
primarily in peripheral tissues, where T cells may encounter the immunosuppressive
PD-1 ligands, namely PD-L1 (B7-H1) and PD-L2 (B7-DC), which are expressed
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Fig. 1 Human cancer immunotherapy with antibodies to the PD-1 and PD-L1 pathway [5]

by tumor cells, stromal cells, or both [1]. It appears that upregulation of PD-L1
may allow cancers to evade the host’s immune system through the transmission
of an immunosuppressing signal from tumor cells. Many recent studies show that
PD-L1 expression in tumor is associated with impaired survival [2]. An analysis
of 196 tumor specimens from patients with renal cell carcinoma found that high
tumor expression of PD-L1 was associated with increased tumor aggressiveness
and a 4.5-fold increased risk of death [3]. Therefore, many PD-L1 inhibitors are in
development as immuno-oncology therapies, showing good results in clinical trials
[4] and consist a new treatment approach against cancer treatment (Fig. 1).

An effective strategy of preventing immunosuppression by antibodies blocking
the PD-1, or its ligand (PD-L1), was shown in phase I trials by inducing a 30–
50% response in several cancer types [6]. More recent phase II and III studies
took accelerated approval of anti-PD-1 antibodies for metastatic melanoma (MM)
[7, 8], non-small cell lung cancer (NSCLC) [9] and renal cell cancer (RCC) [10].
In another very recent phase II study atezolizumab, an anti-PD-L1 antibody was
approved for metastatic bladder cancer treatment [11]. The importance of PD-L1
expression in prognosis and in prediction of treatment outcome, promote identifying
other molecules modulators or regulators of it’s expression. MicroRNAs (miRNAs)
are a class of small, non-coding, endogenous single RNA molecules that play
important roles in gene expression through binding to the 3 UTR of the targeted
gene mRNA, leading to mRNA cleavage or translational repression [12]. miRNAs
are transcribed by RNA polymerase II as part of capped and polyadenylated primary
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Fig. 2 Overview of miRNA biogenesis pathway [13]

transcripts (pri-miRNAs) that can be either protein-coding or non-coding. The
primary transcript is cleaved by the Drosha ribonuclease III enzyme to produce
an approximately 70-nt stem-loop precursor miRNA (pre-miRNA), which is further
cleaved by the cytoplasmic Dicer ribonuclease to generate the mature miRNA and
antisense miRNA star (miRNA*) products. The mature miRNA is incorporated
into a RNA-induced silencing complex (RISC), which recognizes targeted mRNAs
through imperfect base pairing with the miRNA and most commonly results in
translational inhibition or destabilization of the target mRNA (Fig. 2).

Numerous studies show that miRNAs participate in various biological processes,
such as cell differentiation, cell growth, apoptosis, death and timing development
[14]. In the present study we aim to investigate if PD-L1 is a predicted target by
microRnas, using the targetscan web server prediction algorithm. The results will
be analyzed by reviewing the available publication studies of the target miRnas in
various tumors and PD-L1 expression as well.
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Fig. 3 Results evince PD-L1 as predictive target for mir-140-3p

Fig. 4 mir-140-3p predicted conserved consequential pairing of 3-UTR mRNA for PD-L1

2 Method

In bioinformatics, TargetScan is a web server that predicts biological targets of
microRNAs by searching for the presence of sites that match the seed region of
each miRNA. Performing targetscan, results showed PD-L1 as predictive target for
miR-140-3p (Fig. 3).

The prediction targetscan method indicates that miR 140-3p.2 predicted target
PD-L1(CD274) with conserved consequential pairing of target region and miRna,
in position 43–49, near the stop codon end of the 3-UTR, a region with high efficacy
for repression [15] (Fig. 4).
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The prediction targetscan method, indicate that miR 140-3p.2 is the only miRna
that predicted target PD-L1(CD274) with conserved consequential pairing of target
region and miRna, in this position. Searching in Pubmed/Medline database, all
available publications about: ‘miR-140-3p and cancer’, in almost all studies’ results
that referred to cells or tissues samples analysed, miR140-3p was found down
regulated and higher levels of miR 140-3p expression, favored tumor’s deprivation.
In a study analyzing miR-140-3p in breast cancer cell lines, were found evidence
that suggest there is functional synergy between the canonical hsa-miR-140-3p
and the newly identified 5’isomiR-140-3p in suppressing growth and progression
of breast cancer by simultaneously targeting genes related to differentiation,
proliferation and migration. In patients with higher levels there was a trend for
better survival [16]. In others studies, miR-140-3p expression level was lower in
lung cancer tissues compared to adjacent normal lung cancer tissue and after miR-
140-3p was upregulated in A549 or H1299 cells, cell proliferation, invasion and
migration was notably attenuated [17, 18]. Moreover, analyzing miRNA expression
signatures in angioimmunoblastic T-cell lymphomas (AITLs) of 760 microRNAs in
30 nodal AITL, miR-140-3p, was found to be downregulated to a significant level
[19]. The same results found in multiple myeloma cells study, demonstrating miR-
140-3p being repressed [20].

In contrast, plasma levels of miR-140-3p were significantly higher in the
papillary thyroid carcinoma (PTC) patients than in those with benign nodules
or the healthy controls [21]. This is not supported by others studies referred
to circulated miRnas in tumors. In a study assessing circulating microRna in
blood in five different tumors, miR-140-3p was a potential biomarker, among
those selected to distinguish patients with cancer or other diseases from healthy
controls. Significantly miR-140-3p was downregulated in all five tumors samples
(lung, ovarian, colon, nervous system, hematologic) [22]. Furthermore, from the
rest of available studies evaluating miR-140-3p in cancer, published in pubmed
database, the conclusion is the same. There was a clear miR-140-3p underexpression
in all different tumor samples detected in these studies (cutaneous squamous
cell carcinoma, basal cell carcinoma, colon adenocarcinoma, oral squamous cell
carcinoma, ovarian carcinoma, lung squamous cell carcinoma, multiple myeloma)
[23–29].

Moreover, the expression of PD-l1 in various tumor types has been widely
explored in context to predict the most effective immunotherapy for the disease. In
studies evaluating PD-L1 expression, as a predictive biomarker in immunotherapy,
solid tumors with most increased expression were in concordance with tumor types
in which miR-140-3p was found downregulated before [30] (Fig. 5).
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3 Discussion

The association of miR-140-3p with his target gene PD-L1, as was predicted by
targetscan prediction algorithm, is more complex and unclear than it seems. In
a study at chordomas, miR-140-3p was found upregulated and correlated with
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recurrence, tumor invasion and worse recurrence-free survival [31]. However, at
a recent study analyzing PD-L1 overexpression in tumor infiltrating lymphocytes,
in spinal. In spinal chordoma samples, there was no association between PD-L1
with local recurrence-free survival (LRFS) or overall survival (OS), but instead
with favorable prognosis [32]. Certainly, its apoptotic role is more elucidated in
preclinical or clinical studies that used miR-140-3p, in fields other than in oncology.
Preclinically, accessing miR-140-3p with others apoptotic miRnas in myocardial
infarction post transplantation with skeletal myoblast in rats, there was apparently
increased expression of this miRna, starting apoptosis [33]. Clinically, targeting
synovial fibroblast by intraarticular delivery of miRNAs 140-3p and 140-5p can
ameliorate autoimmune arthritis [34]. These findings indicate that miR-140-3p has
an apparent role in apoptosis, which might implicate additionally PD-L1 regulation.
All the above studies suggest that miR-140-3p functions through apoptosis network
but the only way to assure that it is inversely correlated or even downregulate PD-
L1 expression, are in vivo studies. In a previous study exploring miRNA profiling
of normal mammary stem cells and cancer stem-like cells (CSC) from DCIS (ductal
carcinoma in situ) tumors, revealed that miR-140 is significantly downregulated in
cancer stem-like cells compared with normal stem cells [35]. Moreover, in ER-
negative/basal-like DCIS, a cancer stem cell fenotype, restoration of miR-140-3p
reduced tumor growth in vivo. Considering that PD-L1 in basal like breast cancer
cells is significantly upregulated compare to others breast cancer cells [36] there is
an obvious indirect correlation with miR-140-3p downregulation.

4 Conclusions

MiR140-3p, evaluated in many tissue cancers, has been found downregulated.
Moreover, his target gene PD-L1, with high clinical importance in most cancer,
is overexpressed. In view of the fact that, miR-140-3p is corroborated as apoptotic
related miRna, and its ability in pairing conserved with his target PD-L1 in a unique
way (near the stop codon end of the 3-UTR) as targetscan performed, makes warrant
the confirmation with further in vivo or in vitro experiments as a direct PD-L1
regulator.
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Abstract Abnormal synaptic homeostasis in the cerebral cortex represents a
risk factor for both psychiatric and neurodegenerative disorders, from autism
and schizophrenia to Alzheimer’s disease. Neurons via synapses form recurrent
networks that are intrinsically active in the form of oscillating activity, visible at
increasingly macroscopic neurophysiological levels: from single cell recordings to
the local field potentials (LFPs) to the clinically relevant electroencephalography
(EEG). Understanding in animal models the defects at the level of neural circuits
is important in order to link molecular and cellular phenotypes with behavioral
phenotypes of neurodevelopmental and/or neurodegenerative brain disorders. In this
study we introduce the novel idea that recurring persistent network activity (Up
states) in the neocortex at the reduced level of the brain slice may be used as an
endophenotype of brain disorders that will help us understand not only how local
microcircuits of the cortex may be affected in brain diseases, but also when, since an
important issue for the design of successful treatment strategies concerns the time
window available for intervention.
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1 Introduction

Abnormal excitatory and inhibitory synapses of the cerebral cortex have emerged
as key cellular components in the pathogenesis of several psychiatric and neurode-
generative disorders, including autism spectrum disorders (ASDs), schizophrenia
and Alzheimer’s disease, all characterized by marked disruptions in information
processing and cognition both dependent upon normal cortical function. As accumu-
lating evidence supports altered synaptic morphology, connectivity and/or dynamics
in the brains of affected individuals [1–4], it has been suggested that the unique
deficits in cognition and behavior associated with these disorders depend on when
dysregulation of synaptic structure and function occurs across the lifespan [5, 6].
Autism is a neurodevelopmental disorder that affects 1 out of 100–150 children
and is characterized by impaired social interaction and communication, absence
or delay in language, restrictive and repetitive behavior, with an early diagnosis at
around 2–3 years of age [7, 8]. Schizophrenia is a disorder of thought, perceptions of
reality, affect and cognition, which affects approximately 0.5–1% of the population
and whose symptoms typically emerge in late adolescence or early adulthood [9,
10]. Finally, Alzheimer’s disease, the leading form of dementia, which affects
approximately 36 million people around the globe, has a typical onset at age
65 and is marked by progressive loss of memory, critical reasoning and other
cognitive abilities. Although Alzheimer’s disease is a neurodegenerative disease,
with amyloid plaques, neurofibrillary tangles and cell death remaining its defining
characteristics, much evidence supports synaptic dysfunction as a preceding and
contributing insult to eventual neuronal death [11].

The cerebral cortex is organized in local recurrent networks formed by excitatory
and inhibitory connectivity that generate stable and self-sustaining periods of
persistent activity alternated with periods of no activity, called Up and Down states,
respectively—a prominent feature of the cortical activity during slow wave sleep
in vivo. Such activity is maintained in cortical slice preparations, in the absence of
sensory inputs or active neuromodulation, indicating that it is chiefly the outcome
of intrinsic properties of local networks and hence reflects the ‘default’ activity of
the cortex. The fact that cortical Up states can be sustained in the absence of sub-
cortical or long range inputs, has fuelled studies of Up state activity, in vitro, in brain
slices as a model of the basic operation of the cortex whose mechanisms may form
the substrate for cognitive functions during attention [12]. In recent work of ours
we showed that spontaneous Up states recorded in cortical slices by means of local
field potentials can be used to draw the lifetime trajectory of network dynamics
of the mouse neocortical microcircuit [13]. This work revealed early postnatal
development and ageing as the two time periods with the most intense changes in the
function of local circuits, closely following changes in synaptic density in the cortex
over the lifespan [14]. Since Up states are synaptically mediated network events that
reflect the balance of excitation and inhibition in the neocortex [15–17] we propose
that spontaneous Up states at the reduced level of the brain slice may serve as an
endophenotype to pinpoint and study the onset of age-dependent, synapse-based,
brain disorders.
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In order to test this hypothesis we chose autism as an example. As a neu-
rodevelopmental disorder we decided to compare Up states-based developmental
trajectories of the primary somatosensory cortex of the whiskers (i.e. barrel cortex,
S1BF) in the normal mouse and in a mouse model of autism. We took advantage
of the stereotyped and well-characterized development of the murine primary
somatosensory cortex of the whiskers to examine cortical maturation. The Fmr1KO
mouse, an excellent animal model of the fragile X syndrome (FXS), the most
common inherited form of intellectual disability and an identified genetic cause
of autism in humans, has been widely employed as an animal model for autism
research [18–20]. Importantly, FXS has a well describable line of neurobiology
traceable from genes and molecules to cells, synapses and circuits to behavior a
fact that renders the Fmr1KO mouse a highly promising animal model for the
understanding of neurodevelopmental disorders from genes to behavior, and their
treatment [21]. It has been hypothesized that the cognitive and behavioral deficits in
autism and intellectual disability stem from altered cortical function with synaptic
dysfunction lying at the heart of the pathophysiology [6, 7, 22–25]. In support of
this theory respective research has revealed molecular, cellular, synaptic and circuit
alterations in the cortex [23, 25–30], however, the bulk of this work has focused on
describing how the Fmr1KO differs from the normal mouse while the question of
when cortical development goes awry has remained largely neglected.

Mental retardation and autism spectrum syndromes are often associated with
developmental delays of motor and speech skills, as well as excess responses to
sensory stimuli, which all rely on intact cortical processing [31–34]. Since normal
cortical function requires the functional balance between excitation and inhibition, it
has been suggested that impaired excitatory-inhibitory balance may cause a shifted
critical period for cortical development in ASDs [35] which could be manifested
as a shift/delay in developmental trajectories between normal and autistic cortices
[5, 6, 21]. Although a delay in cortical development as the core neurobiology
underlying these neurodevelopmental disorders has been theoretically suggested,
it has yet to be demonstrated.

2 Materials and Methods

2.1 Animals

C57Bl/6J mice were bred in the animal facility of the Center for Experimental
Surgery of the Biomedical Research Foundation of the Academy of Athens.
The facility is registered as a breeding and experimental facility according to
the Presidential Decree of the Greek Democracy 160/91, which harmonizes the
Greek national legislation with the European Council Directive 86/609/EEC on the
protection of animals used for experimental and other scientific purposes. Mice were
weaned at 21 days old (do), housed in groups of 5–10, in 267 � 483 � 203 mm cages
supplied with bedding material and kept at a 12–12 dark-light schedule. Food was
provided ad libitum.
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2.2 Brain Slice Preparation

Coronal brain slices (400 
m) from primary somatosensory cortex of the whiskers
(i.e. barrel cortex, S1BF; Anterior-Posterior from Bregma (A/P): 0.58–1.58 mm,
Medial-Lateral (M/L): 2.5–4 mm) were prepared from male mice of ages rang-
ing from 7 to 37do (considering P0 the day of birth). After the mouse was
sacrificed (cervical dislocation for mice older than 10 days or decapitation for
mice younger than 10 days), the brain was removed and placed in an oxy-
genated (95% O2–5% CO2) ice-cold dissection buffer containing, in mM: KCl 2.14;
NaH2PO4
H2O 1.47; NaHCO3 27; MgSO4 2.2; D-Glucose 10; Sucrose 200; and
CaCl2
2H2O 2; osmolarity (mean ˙ sd): 298 ˙ 5 mOsm, pH: 7.4. Slices were
cut using a vibratome (VT 1000S, Leica) and placed in a holding chamber with
artificial cerebrospinal fluid (ACSF). The ACSF contained, in mM: NaCl 126; KCl
3.53; NaH2PO4
H2O 1.25; NaHCO3 26; MgSO4
1; D-Glucose 10 and CaCl2
2H2O
2 (osmolarity (mean ˙ sd): 317 ˙ 4 mOsm, pH: 7.4) and were left to recover at
room temperature (RT: 24–26 ıC) for at least 1 h before use.

2.3 In Vitro Electrophysiology

Following recovery, slices were transferred to a submerged chamber (Luigs and
Neumann), where they were gravity-perfused at high flow rates (10–15 ml/min)
to ensure optimal oxygenation of the cortical tissue [36, 37]. Recordings were
performed in “in-vivo like” ACSF (composition as above but with 1 mM CaCl2,),
since this ionic buffer is thought to better mimic cerebrospinal fluid in vivo [38, 39]
and we and others have previously shown that under these conditions cortical slices
are spontaneously active [16, 40–43]. Recordings were performed at RT after at least
30 min of incubation in 1 mM [CaCl2] ACSF buffer. To stabilize slices we used a
modified submerged type of chamber that included a surface of transparent silicone
onto which up to 4 slices could be pinned. The advantage of this modification
was that we could perform simultaneous recordings from different ages and/or
brain regions thus maximizing the yield and permitting a direct comparison of the
different experimental groups under identical conditions.

Spontaneous network activity was assessed by means of local field potential
(LFP) recordings (sampled at 10 kHz, band-passed filtered at 1 Hz–3 kHz) which
were obtained from cortical layers II/III using low impedance (�0.5 M�) glass
pipettes filled with ACSF. Signals were acquired and amplified (MultiClamp
700B, Axon Instruments), digitized (Instrutech, ITC-18) and viewed on-line with
appropriate software (Axograph). All reagents and drugs were purchased from
Sigma except for KCl and K-gluconate, which were purchased from Carlo Erba
Reagents and Fluka, respectively.
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2.4 Data Analysis

For visualization and analysis of spontaneous LFP Up states, traces were exported
to MatLab format and analyzed with custom-made MatLab scripts (LFPAnalyzer)
that automatically detected the LFP events and marked their onsets and offsets.
Preprocessing of the recordings included low-pass filtering at 200 Hz with a
3rd order Butterworth filter, and DC offset subtraction (Fig. 1a). Detection of
individual Up states (Fig. 1b, upper trace) was performed with the following
automated method: (a) the signal is transformed using the Hilbert Transform [44]
and simultaneously but independently, using the Short-Time Energy Transform
[45], (b) a dynamic and data-driven threshold is then automatically estimated via
Gaussian Mixture Modelling [46] and finally (c) the detected signal segments from
each transformed signal are combined via an OR logical operation, resulting to the
final LFP event.

For each Up state we could measure a number of different parameters, such
as for example duration, based on the automatically detected onset and offset,
or maximal negative peak as a measure of amplitude (Fig. 1b). In the present
analysis we measured the rectified area of each Up state as an index of its size
which combines duration and amplitude (Fig. 1c). In addition, we calculated the
occurrence of spontaneous Up states as the number of events divided by the duration
of the recording session. Finally, we calculated an overall Up state activity index as
the product of occurrence * mean rectified area of Up states within each recording.

The comparison of Up state activity in primary somatosensory cortex of the
WT and Fmr1KO mouse was performed using the Up state index measure. For
both cortices the developmental profile had the form of an inverted U with a peak
around which the changes were more pronounced. In order to describe and compare
the timing of this developmental progression we used the DataFit Curve Fitting
and Data Plotting Software available online by Oakdale Engineering (http://www.
oakdaleengr.com) as well as the Matlab Curve Fitting Software, and fitted a peak
function y D a exp(�0.5((ln(x/b)/c)2) where x is age in postnatal days. We identified
the peak as the time at which the first derivative of this function equals to zero,

i.e. y’D
�a e

�
.ln.x/�ln.b//2

2c2 .ln.x/�ln.b//
c2x

D0)x D b (using the online available derivative
calculator (http://www.derivative-calculator.net/). Finally, to determine if the timing
of development for the two cortices was significantly different we performed a two-
sample t-test using the peak parameter b and its respective standard deviation, on
the assumption that Up state index values are normally distributed within each age
group. Similarly, a z-test was also performed to test whether Up state index values
of the two cortices at specific ages were significantly different. Up state index means
and standard deviations could be predicted in Matlab according to the wellness of
fit of the peak function model applied.

http://www.oakdaleengr.com
http://www.oakdaleengr.com
http://www.derivative-calculator.net/)
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Fig. 1 Detection and
quantification of the local
field potential (LFP) Up state.
(a) Continuous LFP
recording (1–200 Hz) of
spontaneous Up/Down state
activity from a cortical slice.
(b) Top panel: Automatically
detected LFP Up states of the
signal in (a) are outlined by
gray rectangles. Bottom
panel: Signal at high
magnification provides view
of individual Up state. Gray
line is the automatically
detected onset and offset of
the event, based on which
duration is calculated. (c)
Rectified signal (absolute
valued signal) of the Up state,
from which the rectified area
is calculated
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3 Results

Local field potential (LFP) recordings from layer 2/3 of S1BF cortex revealed peri-
odic bursts of persistent activity containing fast oscillations, or “Up states,” inter-
spersed by quiescent periods, or “Down states” (Fig. 1a) as previously described
[13, 47]. Recordings were sampled from WT and Fmr1KO mice at various
ages over the first five postnatal weeks distributed as follows: WT: 7–37do,
total nrecordings D 12 (nslices D 12, nanimals D 10): 7do; nslices D 1, nanimals D 1,
9do; nslices D 1, nanimals D 1, 11do; nslices D 1, nanimals D 1, 14do; nslices D 2,
nanimals D 1, 15do; nslices D 1, nanimals D 1, 16do; nslices D 1, nanimals D 1,
21do; nslices D 2, nanimals D 2, 30do; nslices D 2, nanimals D 1, 37do; nslices D 1,
nanimals D 1) and FXS: 9–35do, total nrecordings D 10 (nslices D 10, nanimals D 8):
9do; nslices D 2, nanimals D 1, 12do; nslices D 1, nanimals D 1; 14do; nslices D 1,
nanimals D 1, 15do; nslices D 1, nanimals D 1, 16do; nslices D 1, nanimals D 1,
22do; nslices D 1, nanimals D 1, 31do; nslices D 2, nanimals D 1, 35do; nslices D 1,
nanimals D 1. For each genotype (WT, FXS) we calculated the Up state index of
each recording and plotted it against respective age in order to draw developmental
trajectories (Fig. 2). In both cortices, the developmental progression of Up state
index has the form of an inverted U with an ascending and a descending phase
which was well-fitted by peak functions (see Sect. 2): WT cortex: Up State
Index D 0.38 � exp(�0.5 � (ln(Age/19.21)/0.27)2, curve-fit R2 D 0.61, p < 0.05,
FXS cortex: Up State Index D 0.63 � exp(�0.5 � (ln(Age/22.22)/0.29)2, curve
fit R2 D 0.89; p < 0.05. This allowed us to identify and compare the peaks of
the two trajectories. We found that, in line with previous work of ours [13], the
WT developmental trajectory peaked around postnatal day 19 (19.21 ˙ 2.23 do),
however the respective peak for the FXS cortex was significantly delayed by 3 days
(22.22 ˙ 1.36 do) (z(22) D �3.89, p < 0.001, z-test) in support of a developmental
shift/delay in FXS.

Besides comparing the age at which Up state activity peaks, developmental
trajectories also allow us to predict the mean and standard deviation of the Up
state index at any age of interest which we could then compare between the WT
and FXS mouse. Interestingly, according to Fig. 2 the development of cortical
Up states in the two mice begin to deviate at around P15, in other words after
the onset of whisking and somatosensory experience [48]. Interestingly, in two-
weeks old rodents, which corresponds to the human age of a toddler [49, 50],
the intracortical circuitry undergoes a rapid phase of experience/activity dependent
development [51–54]. In order to pinpoint at which specific age the two mice
become phenotypically distinct, based on Up state development, we calculated and
compared mean values and standard deviations of the Up state index at P15, P16,
P17, P18, P19 and P20. We found that while the two mice begin to deviate at
around P15 they become significantly different at the age of P18 (P15: 0.25 ˙ 0.11
(WT) vs. 0.26 ˙ 0.10 (FXS), z(22) D �0.04, p D 0.97; P16: 0.31 ˙ 0.11 (WT) vs.
0.34 ˙ 0.11 (FXS), z(22) D �0.65, p D 0.52; P17: 0.35 ˙ 0.13 (WT) vs. 0.42 ˙ 0.11
(FXS), z(22) D �1.35, p D 0.18; P18: 0.37 ˙ 0.14 (WT) vs. 0.49 ˙ 0.13 (FXS),
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Fig. 2 Comparing developmental trajectories of the WT and FXS cortices. Cortical Up state
index values of the normal (WT) and FXS mouse were plotted as a continuum from early
postnatal age till the end of the fifth postnatal week of life. Data points, each representing
the mean Up state index at a given age, were fitted by peak functions (WT cortex: Up State
Index D 0.38 � exp(�0.5 � (ln(Age/19.21)/0.27)2 , curve-fit R2 D 0.61, p < 0.05, FXS cortex:
Up State Index D 0.63 � exp(�0.5 � (ln(Age/22.22)/0.29)2 , curve fit R2 D 0.89; p < 0.05.). Red
asterisks indicate statistically significant differences, while n.s. stands for non-significant

z(22) D �2.04, p D 0.042 <0.05; P19: 0.38 ˙ 0.15 (WT) vs. 0.55 ˙ 0.14(FXS),
z(22) D �2.68, p D 0.007 <0.01; P20: 0.38 ˙ 0.15 (WT) vs. 0.59 ˙ 0.16(FXS),
z(22) D �3.28, p D 0.001). In addition we compared Up state indices between
WT and FXS mice at the postnatal ages of P30 and P40 and we found that
respective values in the FXS remained significantly higher than the normal mouse
(P30: 0.24 ˙ 0.15 (WT) vs. 0.58 ˙ 0.15 (FXS), z(22) D �5.37, p < 0.001; P40:
0.10 ˙ 0.14 (WT) vs. 0.49 ˙ 0.13 (FXS), z(22) D �5.11, p < 0.001) which is in good
agreement with previous work showing enhanced network excitability in FXS [55,
56]. However, as opposed to the few previous attempts made in the past to draw and
compare developmental trajectories in the FXS and WT mouse based on molecular,
cellular and synaptic parameters, which showed transient developmental differences
between the two mice [27, 57], in our study differences in network dynamics once
established are sustained at least through the range of ages that we tested. Sustained,
non-transient, differences in the development of FXS is in line with both previous
work using Up states [56] as well as the reality that autism is a life-long psychiatric
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disorder with an early onset. These results stress the necessity for research that will
further our understanding at the integrated level of the local microcircuit since the
latter cannot be necessarily predicted by changes of its individual constituents.

4 Discussion

Although there is an abundance of published information currently available on the
genetic, molecular, cellular and synaptic changes that take place in neurodevelop-
mental and neurodegenerative disorders, much less is known on whether and to
what extent these changes actually contribute to higher levels of organization such
as the neuronal network, as a common final functional pathway that contributes
to the pathophysiology of the disease and ultimately respective behavior. This
limiting gap of knowledge is due to (1) the fact that research of mental disorders
is often complicated by behavior, thus stressing for the need to study simpler
(behavior independent) biological markers or “endophenotypes” of the disorder
and (2) the lack of such appropriate physiological markers to study. By definition,
an endophenotype can be the biological manifestation of a disease at a reduced
level of biological organization as opposed to the macro-level of behaviour [58–
62]. Thus, in order for biological research of mental disorders to proceed, it
is essential to ‘decompose’ the disorder into simpler parameters that can serve
as its endophenotypes. In this perspective, studying the activity of the cortical
microcircuitry may serve to fill the cell and molecules to behavior gap in our
understanding of the pathology underlying sever psychiatric disorders. In addition,
since it’s likely that entirely new properties emerge at higher levels of neuronal
organization (networks) compare to those of the constituent parts (molecules, cells
and synapses) [63, 64], not only can cortical microcircuits not be understood in
terms of a mere extrapolation of the properties of their particles, but rather the
understanding of their function will lead to new directions of integrative knowledge.

Understanding the defects at the level of neural circuits is important in order
to link molecular and cellular phenotypes with behavioral phenotypes of neu-
rodevelopmental and/or neurodegenerative brain disorders. In this perspective, we
propose the idea that spontaneous persistent network activity in the neocortex (Up
states) may serve as a model to study network dynamics in both development
and maturation and/or ageing since Up states change systematically with cortical
development and ageing [13, 47]. This spontaneous activity of the cortex is of
particular neurobiological and clinical interest. Up/Down states consist the ‘default’
activity of the cortex reflecting its hardwiring as shaped by genes and experience,
the intrinsic properties of its cells and the dynamics of their synapses; and they form
the background upon which incoming sensory stimuli interact determining cortical
responses and behavior. Moreover, Up/Down states are cellular correlates of the
slow-oscillation the electroencephalographic (EEG) hallmark of quiescent states of
the brain such as deep, non-REM sleep, anesthesia and quiet wakefulness (rest)
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[65, 66]. In humans, recordings of spontaneous network cortical activity during
rest are employed for the discovery of biomarkers of autism, schizophrenia and
Alzheimer’s disease [67–70].

In this study we introduced the novel idea that spontaneous neuronal network
persistent activity (Up states) may help us understand not only how local micro-
circuits of the cortex may be affected in brain disorders, but also when and we
animated this idea using an example of a neurodevelopmental disorder. Pinpointing
when development (and, respectively, ageing) deviates from normal is important
for several reasons: (1) There is evidence that although dysregulation of synaptic
structure and function may underlie a number of diverse psychiatric disorders
manifested at distinct stages of life, however it may be when these disruptions
occur across the lifespan that correlates them to unique cognitive and behavioral
deficiencies, and therefore disorders [5]. (2) It may provide insight into when
therapeutic intervention would be most effective in preventing the emergence of
defected phenotypes [6, 21]. (3) It will contribute to our understanding of the role
of genes, molecules and cells of appropriate and well described animal models
in normal cortical development and ageing, and (4) Finally understanding the
underlying biology at the time of functional/physiological phenotype onset may
better describe brain disorders which often rely on neuropathological studies and
descriptions performed at advanced stages of the disease which in turn likely
reflect an “endpoint” of the disease making it difficult to distinguish between cause,
consequence, compensation or confound.
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Evaluating the Homeostasis Assessment Model
Insulin Resistance and the Cardiac Autonomic
System in Bariatric Surgery Patients:
A Meta-Analysis

Styliani A. Geronikolou, Konstantinos Albanopoulos, George Chrousos,
and Dennis Cokkinos

Abstract Morbid obesity is a severe chronic disease and subject to surgical
methods for losing weight. This intervention is expected to drive to better quality of
life and health status. Other important aspects which may be influenced are: HOMA-
IR (as insulin resistance marker) and heart rate variability (as cardiac function and
autonomic nervous system marker), which are independent and valid predictors of
future cardiac, neurological, metabolic health. We pooled 4 studies (646 subjects)
resulting to HOMA-IR and nine HRV components-grouped in those undergone to
gastric bypass (RYGP) and those operated with vertical sleeve gastrectomy (SG)
method. We performed a meta-analysis in patients for HOMA-IR and HRV, using
Hedge’s g correction of Cohen d for small samples. We concluded that RYGP favors
insulin resistance decrease, whereas SG increases the vagal tone, improving cardiac
function. The severity of cardiovascular diseases history suggests the selection of
the surgery method: SG for the most severe cardiovascular cases and RYGP for
those with higher HOMA-IR.
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1 Introduction

WHO has identified obesity as a severe chronic disease and ranked morbid obesity
as the seventh cause of death. Bariatric surgery advantages can be summed as
follows: 90% improvement in related medical conditions as asthma, sleep apnea,
type 2 diabetes, hypertension, gastroesophageal reflux disease, decrease of mortality
rate up to 0.5%, decrease of the serious complication up to 0.5% [1, 2]. Its
complications comprise short and long term neurological disorders ranging from
weakness in one extremity or vitamin deficiency up to more severe situations as
dysphagia, peripheral neuropathy etc. [3–5]. The latter, was associated with insulin
resistance independent of metabolic syndrome (which is a common comorbidity to
morbid obesity) [6].

HOMA_IR method for insulin resistance evaluation gained popularity in epi-
demiological studies, because (1) it adjusts the glucose-insulin feedback system in
the fasting state, (2) it corrects for the visceral, peripheral resistance (3) it corrects
for renal glucose loss [7].

Heart rate variability (HRV) is a valid marker of autonomic nervous system
(ANS) evaluation. ANS activity might be parasympathetic or sympathetic: The
sympathetic is considered the “flight or fight” (excitory) system, whilst the parasym-
pathetic is considered the “feed and breed” (inhibiting) system. The parameters of
the HRV linked to the parasympathetic tone of the ANS are: RMSSD, HF-and those
linked to the sympathetic tone are SDNN, SDANN, SDNNi, LF, LF/HF, VLF. In
Table 1, we summarize the definition of each HRV component as described by the
European Society of Cardiology [8]. The autonomic nervous system (ANS) and
the parasympathetic tone in particular, is proposed to regulate the inflammation

Table 1 Frequency and time domain parameters measured in the included studies

Parameter Unit Description

Time domain SDNN ms Standard deviation of all NN intervals
SDANN ms Standard deviation of the average of NN intervals for

each 5 min
RMSSD ms Root mean sum of the squares of successive

differences in milliseconds that reflect the vagal
influences

Frequency domain HF ms2 High frequency (HF) (0.15–0.4 Hz)
LF ms2 Low frequencies (0.04–0.15 Hz)
LF/HF – Balance
VLF ms2 Very low frequencies (VLF) (0.003–0.04 Hz)
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allostatic load. It is also, associated to hypothalamus-pituitary-adrenal axis (HPA)
function, glucose regulation [9] and even autoimmune disorders, such as systemic
lupus erythematodes (SLE) disease activity [10, 11]. On the other hand, it is well
established that the vagus nerve plays a significant role in health and disease [12,
13]. Obesity, in its turn, is associated with cardiac dysfunction and HRV irregularity
[14, 15].

In this article we try to retrieve effect of gastric bypass (RYGP) and verti-
cal sleeve gastrectomy (SG) to homeostasis model assessment insulin resistance
(HOMA_IR) and heart rate variability (HRV) in bariatric patients, so as to advance
the understanding of the neurohormonal–metabolic consequences of such severe
interventions (as weight loss surgery) and validate it as a resolution of type II
diabetes in bariatric pathology [16], and add to the estimating the balance between
benefit and harm of the two operations.

2 Material-Methods

Databases as Scopus and PUBMED (The National Library of Medicine) were
searched using the keywords “HOMA-IR and heart rate variability in bariatric
patients” or “homeostasis index and heart rate variability in bariatrics.” The liter-
ature search was conducted in August 2016 and the articles meeting the eligibility
criteria were evaluated with the aid of the PRISMA approach [17–19]. The search
was conducted with the following inclusion criteria: a. English language, b. Cohort
or case control studies were included in this study c. Target to human subjects and
not animal models d. Bariatric surgery patients e. Referring both HOMA-IR and
HRV changes.

Two investigators (SG and KA) blindly searched and screened the articles and
consented to articles’ quality: Cohen’s kappa for inter-rater agreement was 100%
agreement (0.9) for the abstract selection, and 100% (1.0) for the 84 full study
inclusion [17].

3 Statistical Analysis

The Comprehensive Meta-Analysis (CMA) software was used to transform results
of individual studies into the common effect sizes of Hedges’ g. Hedges’ g is a
measure of the standardized difference between intervention and control condition
that corrects for biases associated with small sample sizes and can be interpreted
in the same way as Cohen’s d, whereby 0.2 represents a small effect, 0.5, a
medium effect and 0.8, a large effect [20, 21]. A single meta-analysis for every
component separately was conducted to acquire an effect size for HRV or HOMA-
IR 6 months after surgery relative to baseline (before surgery) for each study.
Then we summarized each component effect according to the surgical method.
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In consequence we summarized the components effect for each surgery method
according to their ANS activity linking. Positive effect sizes point to higher means
6 months after surgery. In forest plots, null effect falls to zero, decease after
operation falls on the left (negative results) and increase after operation falls on the
right of 0, making it positive. The sample sizes are small, the number of the studies
is also small. Thus, the assumption of a common population effect was tested with
the I2—the percentage of total variation across studies that is due to heterogeneity
rather than chance I2 D 100% � (Q � df)/Q, where x2—distributed homogeneity
test Q, df D degrees of freedom. An estimate of the between study variance in a
random effects meta-analysis is known as tau squared (£2): if £2 > 1 a substantial
statistical between study heterogeneity is present [22].

4 Results

Four studies from two different countries (United States of America and Taiwan)
have been identified [23–26] published in 2013 and 2015 [23, 25–27]. All studies
except the Casellini study did not separate diabetic and non-diabetic patients.
Casellini provided measurement of three groups: those of nondiabetic prediabetic
and diabetic type II patients, and have been considered as separate studies in this
meta-analysis. The resulting six studies targeted to a total of 646 patients aged 34–
52.5 years and BMI > 50. In the Wu et al. [26] and Casellini 3 studies [23], the
patients underwent sleeve gastrectomy, whereas, in the Maser [27] and, Perugini
[25] studies the patients underwent laparoscopic Roux-en-Y gastric bypass.

Sample sizes ranged from 18 to 32 (28.4 ˙ 12.77) with a median of 29. The mean
age ranged from 34 to 45 (40.82 ˙ 5.87) with a median 39.7. The Wu publication
reported frequency (VLF, LF, HF, LF/HF) and time domain parameters (RMSSD),
the Maser study reported frequency domain parameters (LF, HF, LF/HF), while
all Casellini and Perugini studies reported only time domain parameters (SDNN,
RMSSD, SDANNi, SDNNi). All four studies reported HOMA_IR changes after
weight loss surgery.

Initially, we performed separate meta-analysis for HOMA-IR and each heart rate
variability component of each study. Consequently, we summarized the components
effect sizes for each weight loss surgical method separately. The results are
illustrated in Forest Plots Fig. 1. The fixed effects presented in this plot are identical
to random effects for variables, due to the small sample sizes.

The summary fixed effect of all components linked to the parasympathetic
(summary of RMSSD, HF) or sympathetic tone (summary of SDNN, SDANN,
SDNNi, LF, LF/HF, VLF) of the ANS according to RYGP or SG surgery method
are presented in Table 2 and illustrated in Figs. 2 and 3. Sleeve gastrectomy has a
higher fixed effect on the parasympathetic 0.818 > 0.35 as well as the sympathetic
tone compared to the effect of RYGP method: 0.283 > 0.245. The random and
the fixed effects in this case (SG) are identical for the parasympathetic tone,
but non significant for the sympathetic tone [�0.383, 0.645]. The random effects
of this latter meta-analysis are of great interest: the prediction intervals for the
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Studyname Statistics for each study Hedges's g and 95% CI

Hedges's Standard Lower Upper
g Variance error limit limit Z-Value

HOMA-IR.gp

HOMA-IR.sg

SDNN gp

SDNN sg

SDNNi gp

SDANNi gp

RMDSSDgp

RMDSSDsg

VLF.sg

LF gp

LF sg

HF gp

HF sg

LF/HF gp

LF/HF sg

-0,491

0,156

0,364

0,285

0,364

0,364

0,364

0,817

0,186

0,627

0,893

0,000

0,893

-0,352

-0,893

0,430

0,017

0,012

0,109

0,000

0,034

0,034

0,001

0,000

0,052

0,036

0,073

0,030

0,073

0,032

0,073

0,000

0,132

0,110

0,330

0,015

0,184

0,184

0,034

0,021

0,227

0,189

0,270

0,172

0,270

0,178

0,270

0,011

-0,750

-0,060

-0,283

0,256

0,003

0,003

0,297

0,775

-0,259

0,257

0,364

-0,337

0,364

-0,701

-1,422

0,408

-0,232

0,372

1,010

0,314

0,724

0,724

0,430

0,859

0,632

0,997

1,422

0,337

1,422

-0,003

-0,364

0,451

-3,720

1,418

1,102

19,427

1,977

1,977

10,753

38,364

0,819

3,317

3,307

0,000

3,307

-1,978

-3,307

38,639

p-Value

0,000

0,156

0,270

0,000

0,048

0,048

0,000

0,000

0,413

0,001

0,001

1,000

0,001

0,048

0,001

0,000
-1,00 -0,50 0,00 0,50 1,00

Favours A Favours B

Surgery method effect on each HRV or metabolic component

Fig. 1 Surgery method effect on each HRV or metabolic component

measurements of RYGP include 0 for the parasympathetic [�0.127, 0.569] as well
as the sympathetic tone [�0.225, 0.557] suggesting that the method has no effect on
cardiac ANS, thus no benefit to cardiovascular diseases.

The size of the squares points to a large weight of the observed effect in the
Forest plot. The effect size for all measures is quite homogeneous, except from
HOMA-IR and SDNN, where a significant variance was observed (see Table 2).
No heterogeneity is observed in the rest of the (HRV) components (Table 2). On
the contrary, considering the summary ANS activity effect, great heterogeneity is
observed because of the variety of parameters included (Table 2). Yet, this was
inevitable for a cardiovascular result to be concluded.

In the end, if we summarize separately all frequency domain as well as time
domain components for each method, we conclude that SG has greater effect on
Frequency domain components g(sg) D 0.262 > g(rygp) D0.069, as well as on time
domain components g(sg) D 0.456 > g(rygp) D 0.364.

5 Discussion

The PRISMA protocol was applied in this systematic review. We used Hedge’s g
correction to guard against biased estimates due to small samples [21].

The summary HOMA-IR improvement was more beneficial in RYGP follow
up (relative to sleeve gastrectomy) but Casellini et al. [23] have showed that
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Group by
ANS branch

Study name Statistics for each study Hedges's g and 95% CI
Hedges's 

g
Standard 

error
Lower 

limit
Upper
limit Variance Z-Value p-Value

parasympathetic RMDSSDgp 0,364 0,001 0,034 0,297 0,430 10,753 0,000

parasympathetic HF gp 0,000 0,030 0,172 -0,337 0,337 0,000 1,000

parasympathetic 0,350 0,001 0,033 0,285 0,415 10,551 0,000

sympathetic SDNN gp 0,364 0,109 0,330 -0,283 1,010 1,102 0,270

sympathetic SDNNi gp 0,364 0,034 0,184 0,003 0,724 1,977 0,048

sympathetic SDANNi gp 0,364 0,034 0,184 0,003 0,724 1,977 0,048

sympathetic LF gp 0,627 0,036 0,189 0,257 0,997 3,317 0,001

sympathetic LF/HF gp -0,352 0,032 0,178 -0,701 -0,003 -1,978 0,048

sympathetic 0,245 0,008 0,088 0,071 0,418 2,767 0,006

-1,00 -0,50 0,00 0,50 1,00

Favours A Favours B

Gastric bypass effect on ANS branches

Fig. 2 RYGP effect on ANS branches

Statistics for each study Hedges's g and 95% CIStudy name

RMDSSDsg

HF sg

SDNN sg

VLF.sg

LF sg

LF/HF sg

Group by
ANS branch

parasympathetic

parasympathetic

parasympathetic

sympathetic

sympathetic

sympathetic

sympathetic

sympathetic

Hedges's
g

0,817

0,893

0,818

0,285

0,186

0,893

-0,893

0,283

Variance
0,000

0,073

0,000

0,000

0,052

0,073

0,073

0,000

Standard
error
0,021

0,270

0,021

0,015

0,227

0,270

0,270

0,015

Lower
limit
0,775

0,364

0,776

0,256

-0,259

0,364

-1,422

0,254

Upper
limit

0,859

1,422

0,859

0,314

0,632

1,422

-0,364

0,311

Z-Value
38,364

3,307

38,506

19,427

0,819

3,307

-3,307

19,382

p-Value
0,000

0,001

0,000

0,000

0,413

0,001

0,001

0,000

-1,00 -0,50 0,00 0,50 1,00

Favours A Favours B

Sleeve gastrectomy effect on ANS branches

Fig. 3 SG effect on ANS branches

improvements of cardiac autonomic function are independent of insulin resistance.
Decreased HOMA-IR is associated to positive feedback loop between the liver and
the “-cell in fasting. Insulin resistance is a valid predictor of type 2 diabetes. In non
diabetic as well as diabetic subjects, insulin resistance is related to several cardio-
vascular risk factors, including hyperglycemia [28], dyslipidemia [28], hypertension
[28, 29]. Improved insulin sensitivity after weight loss surgery has already been
reported [30, 31]. The case, here, is whether this is related to autonomic nervous
system modulation or to diabetic status or inflammation. To resolve this, we could
perform meta-regression but our samples are so small that it could not be performed.



256 S.A. Geronikolou et al.

Gastric bypass had no effect on HF component, thus, the detrimental effects
of the HRV levels (cardiovascular diseases) before surgery persist 6 months after
gastric bypass. On the contrary the effect of SG on HF is large g D 0.893. In
the literature, increased SDNN, HF, SDANN, HF (observed in SG) is known to
have been associated with elevated testosterone levels and intense physical activity
(athletic habitat) [8]. Thus, we ascertained an increase in the parasympathetic tone,
observed in sleeve gastrectomy: this is beneficial to the cardiovascular system [32–
35], although it has not been established yet, how much the markers of the vagal
activity have to increase in order to provide protection to the heart as it also
result to blood pressure improvement. This observation is, possibly, attributed to
the technique: the surgeon preserves the vagal trunk of the lesser curvature. The
observed increase in the mixed sympathovagal tone as expressed by VLF (observed
in SG again) could have been associated with the renin-angiotensin-aldosterone
system [36], that is known to be associated with inflammation as well as predictive
of morbidity and mortality [36, 37].

Accordingly, the I2 values verified that most of the variability across variables
(56.58% for SDNN outcome and 88.7% for HOMA-IR) is due to a heterogeneity
rather than chance. Indeed, there is variation in diabetic status within the studies
including non diabetic, prediabetic and diabetic group.

LF/HF ratio has been criticised for its representing the sympathovagal balance
[38]. The ratio is smaller, thus, more beneficial for patients undergoing SG rather
than those operated with RYGP (Table 2 and Fig. 1).

Accordingly, an increase in the sympathetic tone (as expressed by LF) is
associated to exercise or cardiac ischemia, or heart failure [8]. However, the relation
between physiology and HRV needs to be examined in greater depth, in order to
untangle the information given by the various techniques of HRV analysis [8, 38].
The RYGP favoured RMSSD decrease which has been attributed to increase plasma
rennin activity which in its turn is related to increased vagal modulation-protective
against cardiac morbidity [39]. The comparison of the summary effect for each
domain (frequency or time), definitely shows that SG has a greater effect size over
ANS.

SG method has a greater effect on both branches of the cardiac ANS, making it
more beneficial for severe cardiovascular patients. On the other hand, the reduced
vagal tone observed in RYGP (relevant to SG) is associated to functional dyspepsia
[40] or secretion of glucogen-like peptide [41]. Yet, the effect of RYGP seems to be
null, considering the random effects (the effects expected to be observed when the
studies/patients become extremely increased).

In animal studies it has been shown that in the gut, the cross talk of the stimulated
vagus nerve with immune cells increases the cholinergic tone, reducing mucosal
inflammation-driving innate immune cells into a immunologic tolerance [42]: a
case that seems to happen after sleeve gastrectomy, where the vagal tone definitely
increases Table 2 and Fig. 2). The mechanisms involved have not been groped yet,
and literature is lacking data on human subjects.

Bariatric patients included in the studies that we meta-analyzed varied in
glycemic profile, treatment, comorbidities. The resistance of central control of heart
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rate to weight loss surgery is greater in patients that had undergone RYGP rather in
sleeve gastrectomy, which seems to be suggested for severe cardiovascular patients.
Thus, the link of the gastrointestinal tract to hypothalamus, insulin sensitivity,
inflammation autonomic nervous system, cardiac function is a target mechanism
that emerges for future research. Additionally, because of limited scale and design
heterogeneity of existing studies, future studies might focus on validating above
findings in more large-scale and longitudinal studies with elaborate design.

6 Conclusions

This systematic review postulates that the two methods activate different mecha-
nisms for achieving homeostasis. The summary effect of the operational methods
on each ANS branch points that the GP technique has no effect on cardiac
function (as expressed in HRV parameters). Thus, SG is mostly suggested to
severe cardiovascular patients rather than GP. Nevertheless, GP favors insulin
resistance decrease, making it beneficial for patients with high glycemic profile
and/or hypertension.
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Association of Type 1 Diabetes, Social Support,
Illness and Treatment Perception with Health
Related Quality of Life

Mekonen Yerusalem, Sofia Zyga, and Paraskevi Theofilou

Abstract This study examines the importance of perceived social support, percep-
tion of illness and treatment on health related quality of life (HRQOL) in patients
with type 1 diabetes. The purpose was to assess how type 1 diabetes, perceived
social support, perception of the illness and treatment can be predictors of health
related quality of life and how these factors associate. Additional purpose was
to establish the reliability of Illness Index and Treatment Index among Greek
population. Four questionnaires were used, the Missoula-VITAS Quality of Life
Index-15 (MVQoLI-15), the Multidimensional Scale of Perceived Social Support
(MSPSS), the Illness Index, and the Treatment Index. Participants were type 1
diabetics. The sample consists of 60 volunteers, 19 males and 41 females. All
participants were Greeks. There was a correlation between variables of social
support, treatment and illness index and the variables of HRQOL. Several domains
of social support, the illness and treatment perception, are statistically significant
predictors of the total HRQOL. Treatment and Illness Scales were found highly
reliable among Greek population (20 items; ’ D 0.93). Results suggest that social
support interacts with relationships, spirituality and the total QOL. Family interacts
with spirituality and total QOL. This study indicates friends as the most important
and positive factor towards most of the HR-QOL’s subsections. Findings support
that perception of the condition (II) and perception of the treatment (TI) are
predictors of HRQOL. This study aims to establish the reliability of Illness and
Treatment Index among Greek population.
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1 Introduction

Type 1 diabetes is an endocrine and metabolic condition for which there is currently
no cure, and high quality care is essential if acute and long-term complications are
to be avoided [1]. Diabetes is a largely self-managed disease [2]. Patient education is
central to successful self-management but also the factor of perceived social support,
appears to have a fundamental impact in controlling diabetes [3]. Strong association
is reported between this chronic disease and quality of life. More specifically,
individuals with type 1 diabetes have reported low health related quality of life
(HRQOL). Successful intensive diabetes management requires significant patient
engagement. Patients’ beliefs have been shown to influence treatment commitment
in 5 chronic illness [4]. Evidence has shown that intensive DM management can
increase HRQOL [5].

Research has demonstrated [6] that socio-demographic components are also
associated with HRQOL in patients with type 1 diabetes. Socio-demographics
context results in differences considering the social support that an individual
receives and social support is associated with psychological distress and somatic
health problems and socio-economic factors [7].

Studies have resulted to the conclusion that the perception and evaluation that
individuals construct on their health condition and illness experience is greatly
involved and implicated in the recovery phase from the disease [8], life span [9],
commitment to medical care [10] and finally, temper and adjustment [11]. Adequacy
of social support is related to HRQOL and the most important diabetes-related
psychosocial factors are self-efficacy, and diabetes-related social support [12].

2 Materials and Methods

This was a correlational study in which the MVQOLI test score was a measure
of the health related quality of life in five dimensions (symptoms, functionality,
interpersonal relationships, wellness, spirituality), and the MSPSS test score was
a measure of the patient’s evaluation on the amount of social support received in
the presence of the type 1 diabetes. Also, the Illness Index (II) test scores was a
measure of the outcomes of the disease to the patient, and the Treatment Index (TI)
test scores a measure of the outcomes of the therapy. All participants completed
all four questionnaires individually. The participants of this study should include
specific criteria. Every participant should have type 1 diabetes, be over 18 years old,
speak the Greek language, have perceptive ability and fulfill a satisfying level of
cooperation. The sample consists of 60 volunteers, 19 males and 41 females, with
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type 1 diabetes, age range 18–61, mean age 34.2 and SD D 9.82, all in perfect state
to give written consent form filled along with the questionnaires. All participants are
Greeks. Minors and individuals with other health issues and under other medications
were not included.

2.1 Data Collection

The procedure in total took place electronically. The four questionnaires, the Vitas
Quality of Life Index [13], the Multidimensional Scale of Perceived Social Support
[13], the Illness Index and the Treatment Index [15], consent form, the briefing,
the debriefing, and demographics, were all formed online. Each participant received
invitation to participate in the study individually. The volunteers were referred to
a link to have access and complete the questionnaires online. Participation run
individually. After fulfilling the questionnaires, participants provided their contact
email in order to proceed to the re-test of both Illness and Treatment Index.
Participants were assigned to a number according to the turn whereby they answered
the questionnaires. Thereby, the scorings of the initial Illness and Treatment Index
scales where matched with the scores of the re-test.

2.2 Data Analysis

Pearson’s correlation was performed in order to investigate the association between
domains of social support (significant others, family, friends), illness and treatment
index with the sections of HRQOL (symptoms, functionality, relationships, well-
being, spirituality, total quality of life). A multiple linear regression was performed
to establish if the items included in the social support variable (significant others,
family, friends), illness and treatment index are statistically significant predictors
of HRQOL and its domains (symptoms, functionality, relationships, well-being,
spirituality, total quality of life).

2.3 Ethical Considerations

The study was conducted with the participation of volunteers. All participants were
over 18, capable of fulfilling the questionnaires and proceeding through the project
in full consent. The study ensures that the best interest of the participants and of the
society in general are met. Participants’ rights of confidentiality, voluntary partic-
ipation, withdrawal, informed consent, deception in research, and debriefing were
maintained. This study is justifiable by its potential benefit, including contribution
to knowledge and understanding, social welfare and individual well-being. This
project is supported by current literature and previous studies.
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3 Results

3.1 Participants’ Characteristics

The sample consists of 60 volunteers, 19 males and 41 females, with type 1 diabetes,
age range 1861, mean age 34.2 and SD D 9.82 (Table 1).

3.2 Correlational Analysis

Significant others and treatment perception were statistically significantly and
negatively correlated, r D �0.3, p < 0.05. Relationships and significant others were
statistically significantly correlated, r D 0.4, p < 0.05. Significant others were also
statistically significantly correlated to spirituality and the total quality of life r D 0.4,
p < 0.05, and r D 0.33, p < 0.05 respectively. Family support was significantly
correlated to spirituality r D 0.25, p < 0.05, and total quality of life r D 0.27,
p < 0.05. Friends support was significantly and negatively correlated to illness index
and treatment index, r D �0.4 (p < 0.05) and r D �0.37 (p < 0.05) respectively.
There was a statistically significant correlation of friends and symptoms r D 0.34
(p < 0.05), relationships r D 0.47 (p < 0.01), well-being r D 0.47 (p < 0.01),
spirituality r D 0.43 (p < 0.05), and total quality of life r D 0.55 (p < 0.01).

Table 1 Participants’
characteristics

N %

Gender
Female 41 68.3
Male 19 31.7
Marital status
Unmarried 31 51.7
Married 26 43.3
Divorced 3 5.0
Education
Pre-high School 2 3.3
High School 23 38.3
University 31 51.7
MSc 4 6.7
Professional Status
Unemployed 23 38.3
Private employee 11 18.3
State employee 8 13.3
Self-employed 9 15.0
Housekeeping 1 1.7
Retired 4 6.7
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Table 2 Correlations between illness index, treatment index, items of social support (Significant
others, friends, family, total social support) and components of HRQOL (symptoms, functionality,
relationships, well-being, spirituality, total quality of life)

Quality of life components
SY FUN REL WB SP TQL

Sig. others – – 0.43** – 0.40** 0.33**

Friends 0.34* – 0.47* 0.47* 0.47* 0.55*
Family – – – – 0.26* 0.27*
Total social – – 0.42* 0.36* 0.45* 0.48*
Illness Perc. �0.56* – – �0.60* �0.60* �0.66*
Treatment Perc. �0.47* �0.27* �0.56* �0.65* �0.66*

*p < 0.05; **pD 0.001

Table 3 Summary of multiple regression analysis with significant others, family, friends, illness
index and treatment index as predictors of total quality of life

Quality of life
B SE (B) “ t Sig. (p)

Significant others 0.019 0.037 0.056 0.51 0.61
Family 0.012 0.018 0.069 0.69 0.49
Friends 0.101 0.035 0.36 2.91 0.005
Illness Index �0.007 0.006 �0.25 –1.24 0.22
Treatment Index �0.008 0.005 �0.29 �1.47 0.15

Total social support was significantly and negatively correlated to illness index and
treatment index, r D �0.33 (p < 0.05), r D �0.37 (p < 0.05) respectively. Total social
support was significantly correlated to relationships r D 0.42 (p < 0.05), well-being
r D 0.36 (p < 0.05), spirituality r D 0.45 (p < 0.01) and total quality of life r D 0.48
(p < 0.01) (Table 2).

3.2.1 1st Reg.

A multiple linear regression was calculated to predict quality of life based on
significant others, family, friends, illness index and treatment index. A signifi-
cant regression equation was found F (5, 54) D 13.99, p < 0.001, R2 D 0.56,
R2

Adjusted D 0.52. The only significant predictor as reported in Table 3 was Friends
(“ D 0.306, p < 0.05).

3.2.2 2nd Reg.

A multiple linear regression was calculated to predict symptoms based on significant
others, family, friends, illness index and treatment index. A significant regression
equation was found F (5, 54) D 5.76, p < 0.001, R2 D 0.59, R2

Adjusted D 0.35.
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Table 4 Summary of multiple regression analysis with significant others, family, friends, illness
index and treatment index as predictors of symptoms

Symptoms
B SE (B) “ t Sig. (p)

Significant others �0.14 0.11 �0.17 –1.28 0.21
Family 0.04 0.05 0.08 0.69 0.49
Friends 0.15 0.10 0.19 1.49 0.14
Illness Index �0.04 0.02 �0.51 –2.07 0.04
Treatment Index 0.001 0.02 0.02 0.09 0.93

Table 5 Summary of multiple regression analysis with significant others, family, friends, illness
index and treatment index as predictors of relationships

Relationships
B SE (B) “ t Sig. (p)

Significant others 0.32 0.17 0.26 1.89 0.06
Family �0.006 0.08 �0.009 �0.07 0.94
Friends 0.42 0.16 0.36 2.66 0.01
Illness Index 0.009 0.03 0.08 0.33 0.74
Treatment Index �0.01 0.02 �0.14 �0.53 0.59

The only significant predictor as reported in Table 4 was Illness Index (“ D �0.51,
p < 0.05).

3.2.3 4th Reg.

A multiple linear regression was calculated to predict relationships based on
significant others, family, friends, illness index and treatment index. A signif-
icant regression equation was found F (5, 54) D 4.54, p < 0.05, R2 D 0.30,
R2

Adjusted D 0.23. The only significant predictor as reported in Table 5 was Friends
(“ D 0.36, p < 0.05).

3.2.4 5th Reg.

A multiple linear regression was calculated to predict well-being based on signifi-
cant others, family, friends, illness index and treatment index. A significant regres-
sion equation was found F (5, 54) D 8.67, p < 0.001, R2 D 0.44, R2

Adjusted D 0.39.
The only significant predictor as reported in Table 6 was Friends (“ D 0.30,
p < 0.05).
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Table 6 Summary of multiple regression analysis with significant others, family, friends, illness
index and treatment index as predictors of well-being

Well—Being
B SE (B) “ t Sig. (p)

Significant others �0.18 0.17 �0.13 –1.02 0.31
Family 0.09 0.08 0.12 1.07 0.29
Friends 0.41 0.16 0.30 2.49 0.02
Illness Index �0.04 0.03 �0.32 –1.43 0.16
Treatment Index �0.02 0.02 �0.18 �0.79 0.43

Table 7 Summary of multiple regression analysis with significant others, family, friends, illness
index and treatment index as predictors of spirituality

Spirituality
B SE (B) “ t Sig. (p)

Significant others 0.23 0.15 0.19 1.58 0.12
Family 0.02 0.07 0.03 0.30 0.76
Friends 0.17 0.14 0.14 1.23 0.22
Illness Index �0.02 0.02 �0.16 �0.73 0.47
Treatment Index �0.04 0.02 �0.40 �1.84 0.07

3.2.5 6th Reg.

A multiple linear regression was calculated to predict spirituality based on signifi-
cant others, family, friends, illness index and treatment index). A significant regres-
sion equation was found F (5, 54) D 10.66, p < 0.001, R2 D 0.50, R2

Adjusted D 0.45.
There was not a significant predictor as reported in Table 7.

4 Discussion

The aim of the current study was to understand how the chronic disease of type 1
diabetes, along with the variables of perceived social support, perception on illness
and treatment, can predict the HR-QOL of a patient. The results indicated in a
sufficient extent what has been established from the literature review. Suffering
from type 1 diabetes, good monitoring [5], perceived social support, illness and
treatment perception of the patient are correlated variables, and subscales of the total
social support, the illness and treatment index are also predictors of the HR-QOL.
More specifically, in terms of social support, results suggest that significant people
in the environment of the patient can play a major role considering the aspects of
relationships, spirituality and the total QOL. Family also appears to interact with
spirituality and the total QOL, and these results are in line with previous research
showing there is an association of family support and HRQOL [16].
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This study indicates friends as the most important and positive factor towards
most of the HR-QOL’s subsections: symptoms, relationships, well-being, spiri-
tuality and total QOL. Also friends were negatively correlated with both II and
TI, which means that friends appear to play an important role in the way that
a patient assesses his illness condition as well as the treatment. Overall, total
social support was indicated by the results as an important factor associated with
relationships, spirituality, well-being, total QOL, and negatively associated as the
factor of friends, with II and TI. Perceived social support through the domain of
friends is a predictor of HRQOL considering quality in relationships, well-being
and the total QOL. Additionally, perception of the condition (II) and perception of
the treatment (TI) were found as predictors of wellbeing, spirituality, symptoms,
and total QOL verifying that the importance of illness and treatment beliefs, and
perceived severity of symptoms in explaining distress in patients with a chronic
illness such as diabetes during treatment [17].

Spirituality as part of HRQOL doesn’t appear to have a social predictor. Also, the
domain of functionality has found no predictor of social nature, agreeing with Aalto
et al. [12] in the conclusion that social support is related to all HRQOL domains
apart from pain and functioning. Also spirituality has no predictor neither in the
II or TI domain. This could be due to the limitations of the present project and
design. Because the distribution and the total procedure took place electronically,
the mood of the participants could not be controlled. Spirituality appears to be a
deeper aspect of HRQOL, and it might be implicated with variables that this study
didn’t include, e.g. cultural components, financial crisis of the country, and type
of medication. Although family is an important component of the social variable
specifically in Greek society, the results show that friends are even more associated
and can predict almost every aspect of HRQOL. This could be explain by the
fact that family relationships are often. Also, family relationships specially with a
member that suffers with a chronic disease such as type 1 diabetes are characterized
more by stringency and concern, while relationships with friends emphasizes in
comfort, understanding and mutual interests in activities among friends, that usually
increase the patient’s overall mood and wellbeing.

The first limitation of the current study due to the design used are technical issues
that the researcher is unable to control during the completion of the questionnaires
by the participants. Technical difficulties might cause alterations in the responses,
causing validity issues. Another limitation is lack of personal contact. Completing
the questionnaires online is a design with many advantages however; lack of
personal contact is one of the most important disadvantages. People respond
differently when in personal, and tent to participate and answer with greater levels
of consciousness and engagement. As third limitation of the present study, we
could include the insecurity of participants towards internet safety and personal
information. Because the questionnaires included some very sensitive and personal
items, it is possible that responses can be altered and not candid across the total
spectrum. Moreover, ethnicity was not taken under consideration in this study.
Although all participants were Greece residence, the nationality of each individual
was not specified or considered. Therefore, possible cultural differences of non-
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Greeks, attitudes towards the variables that have been studied, HRQOL, social
support, friends, family, perception of illness and treatment, are factors that might
have affected the outcome of this study. The number of the sample could also be
considered as a limitation, and future studies could investigate the association of the
same variables in a bigger population.

5 Conclusions

This study demonstrates a significant association between type 1 diabetes, social
support in terms of family, friends, total social support, and perception of the
patient towards the illness and the treatment and HRQOL among Greek population.
A positive and good total social support, positive perception towards the condition
and the treatment can predict and increase an individual’s HRQOL. Additionally
this study demonstrates the reliability of both Illness and Treatment Index Scales
among Greek population. Further research could determine whether these findings
apply also to groups with different ethnicity living in Greece, and also the impact of
more detailed cultural components such as religiosity.

Acknowledgements The author thanks patients, a friend, Kristina Xhaferaj, and the supervisor of
this research, Dr. Paraskevi Theofilou.

Conflicts of Interest The author claims no conflict of interest. This project constitutes a thesis and
no funding was received.

References

1. Guariguata, L., D. Whiting, C. Weil, and N. Unwin. 2011. The International Diabetes
Federation Diabetes Atlas Methodology for Estimating Global and National Prevalence of
Diabetes in Adults. Diabetes Research and Clinical Practice 94 (3): 322–332.

2. Hanberger, L. 2010. Quality of Care in Children and Adolescents with Type 1 Diabetes:
Patients’ and Healthcare Professionals’ Perspectives. Diabetes Care 28 (1): 186–212.

3. The Diabetes Control and Complications Trial Research Group, D.M. Nathan, et al. 1993.
The Effect of Intensive Treatment of Diabetes on the Development and Progression of Long-
Term Complications and in Insulin-Dependent Diabetes Mellitus. The New England Journal
of Medicine 329 (14): 977–986.

4. DiMatteo, M.R., K.B. Haskard, and S.L. Williams. 2007. Health Beliefs, Disease Severity, and
Patient Adherence: A Meta-Analysis. Medical Care 45 (6): 521–528.

5. Bendik, C.F., U. Keller, N. Moriconi, A. Gessler, C. Schindler, H. Zulewski, et al. 2009.
Training in Flexible Intensive Insulin Therapy Improves Quality of Life, Decreases the Risk
of Hypoglycaemia and Ameliorates Poor Metabolic Control in Patients with Type 1 Diabetes.
Diabetes Research and Clinical Practice 83 (3): 327–333.

6. Engum, A., A. Mykletun, K. Midthjell, A. Holen, and A.A. Dahl. 2005. Depression and
Diabetes A Large Population-Based Study of Sociodemographic, Lifestyle, and Clinical
Factors Associated with Depression in Type 1 and Type 2 Diabetes. Diabetes Care 28 (8):
1904–1909.



270 M. Yerusalem et al.

7. Rousou, E., C. Kouta, and N. Middleton. 2016. Association of Social Support and Sociodemo-
graphic Characteristics with Poor Self-Rated Health and Depressive Symptomatology Among
Single Mothers in Cyprus: A Descriptive Crosssectional Study. BMC Nursing 15 (1): 1.

8. Krantz, D.S., and D.C. Glass. 1984. Personality, Behavior Patterns, and Physical Illness:
Conceptual and Methodological Issues. In Handbook of Behavioral Medicine, ed. W.D. Gentry,
38–86. New York: Guilford Press.

9. Shulman, R., J.D. Price, and J. Spinelli. 1989. Biopsychosocial Aspects of Long-Term Survival
on End-Stage Renal Failure Therapy. Psychological Medicine 19 (04): 945–954.

10. Leventhal, H., R. Zimmerman, and M. Gutmann. 1984. Compliance: A Self-Regulation
Perspective. In Handbook of Behavioral Medicine, ed. W.D. Gentry, 369–436. New York:
Guilford Press.

11. Sacks, C.R., R.A. Peterson, and P.L. Kimmel. 1990. Perception of Illness and Depression in
Chronic Renal Disease. American Journal of Kidney Diseases 15 (1): 31–39.

12. Aalto, A.M., A. Uutela, and A.R. Aro. 1997. Health Related Quality of Life Among
Insulindependent Diabetics: Disease-Related and Psychosocial Correlates. Patient Education
and Counseling 30 (3): 215–225.

13. Theofilou, P., A. Aroni, M. Ralli, M. Gouzou, and S. Zyga. 2013. Measuring Health: Related
Quality of Life in Hemodialysis Patients. Psychometric Properties of the Missoula-VITAS.
Quality of Life Index (MVQOLI-15) in Greece. Health Psychology Research 1 (2): 17.

14. Theofilou, P. 2015. Translation and Cultural Adaptation of the Multidimensional Scale of
Perceived Social Support (MSPSS) for Greece. Health Psychology Research 3 (1): 45–47.

15. Greenberg, G.D., R.A. Peterson, and R. Heilbronner. 1997. Illness Effects Questionnaire.
Evaluating Stress: A Book of Resources, 141–164. Lanham: Scarecrow.

16. Skinner, T.C., M. John, and S.E. Hampson. 2000. Social Support and Personal Models of
Diabetes as Predictors of Self-Care and Well-Being: A Longitudinal Study of Adolescents
with Diabetes. Journal of Pediatric Psychology 25 (4): 257–267.

17. Shrivastava, S.R., P.S. Shrivastava, and J. Ramasamy. 2013. Role of Self-Care in Management
of Diabetes Mellitus. Journal of Diabetes and Metabolic Disorders 12 (1): 1.



Network Load Balancing Using Modular
Arithmetic Computations

Stavros I. Souravlas and Angelo Sifaleras

Abstract Load-balanced routing has attracted considerable attention, especially in
the recent years, where huge data volumes are carried over the computer networks.
It is particularly important for non-all-to-all networks, where there is no direct
communication between all the nodes of the network.

Telecommunication and network systems constitute complex dynamic systems
with an ever-increasing number of users and network services. It has become
apparent that, new routing demands can not be easily satisfied by conventional
routing methods. Thus, intelligent optimization methods (e.g., nature-inspired
methodologies) have arisen to improve network efficiency.

This paper presents a computational method that is based on modular arithmetic
for achieving dynamic load balancing on data networks. The proposed algorithm
organizes the overall communication into equal-sized packets, it divides the com-
munication into a series of communication steps between the network nodes, and
performs packet transfer. The last section includes discussion on the main costs each
network routing operation inures: the data movement cost, the load information cost
and the data reordering cost.

Keywords Networks • Routing • Load balancing

1 Introduction

Recently, telecommunication and network systems have become more complex
and network problems have also been increased [1]. Perhaps, the most important
problem that today’s networks are facing is the efficiency improvement, in terms of
minimizing the latencies, better utilizing the network sources like links, memory, etc
and maximizing the overall throughput. To successfully deal with all these issues,
researchers have developed several routing algorithms [2]. However, the increasing

S.I. Souravlas • A. Sifaleras (�)
Department of Applied Informatics, University of Macedonia, 156 Egnatias Street, 54636
Thessaloniki, Greece
e-mail: sourstav@uom.gr; sifalera@uom.gr

© Springer International Publishing AG 2017
P. Vlamos (ed.), GeNeDis 2016, Advances in Experimental Medicine
and Biology 988, DOI 10.1007/978-3-319-56246-9_22

271

mailto:sourstav@uom.gr
mailto:sifalera@uom.gr


272 S.I. Souravlas and A. Sifaleras

number of users and the continuously larger data volumes carried over all networks,
necessitate the improvement of these techniques, so that many applications from
different fields like scientific computations, medicine, biology [3, 4], etc. can be
satisfied.

One of the most important methods towards increasing network efficiency in
contemporary network systems is load-balancing. Load balancing is a technique
used to keep the packets transmitted across the network as balanced as possible,
such that all the communication links are equally loaded during a communication
process and accordingly, the nodes involved receive almost equal data volumes at the
end of the process. Due to its importance, load balancing has achieved considerable
attention from many researchers. Several methods have been proposed in the
literature to assure of balanced communication. These methods are divided into
two main categories: static and dynamic [5–8]. In static methods, communication
scheduling is predefined. On the contrary, a dynamic method takes into account
the state of the system and the running application’s parameters before taking any
scheduling decision.

Generally, routing incurs three important costs: (1) Data movement cost: The
cost of transferring units of data. Apparently, if good balancing is achieved, the data
movement cost should be approximately the same for all network links at a time, (2)
Load information cost: This cost incurs when a node requests information regarding
the system’s state. for example, availability of links, nodes with less load, etc., (3)
Data reordering cost: This cost incurs when a node receives packets from different
sources and has to combine all these packets in a single data packet. Then, a data
reordering phase has to take place in the node’s memory, increasing the total cost of
routing, especially if this newly formed data packet has to be further transferred.

A number of network applications require that data elements from some nodes
are packed together and form a bigger data packet delivered to a new node. An
example is the Fast Fourier Transform (FFT), which necessitates that some network
nodes receive and buffer packets of data samples while others process the data
sets. Thus, a series of data samples may need to be combined into a single packet,
which is then sent to a node for further processing. FFT has many applications,
for example in Body Sensor Networks (BSN), a wireless sensing technology for
healthcare applications.

In this work, we propose a load-balancing technique based on modular arith-
metic, which applies in cases where larger data packets, formed by the data
elements of some source network nodes, are subsequently transferred to a target
node. The goal is to assure that, at any time, the data volumes carried over the
network are equal between the links, thus the network performance is improved. The
remaining of this paper is organized as follows: Sect. 2 briefly describes the related
work. Section 3 presents the proposed load-balancing technique and performs
computational analysis. Finally, Sect. 4 concludes the paper and offers aspects for
future research.
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2 Related Work

Numerous load-balancing techniques over data networks have been proposed in the
literature. Some of them consider the load balancing problem as the problem of
dividing a graph of all nodes to a finite number of partitions which are mapped then
on different servers. To do this, some strategies take advantage of the geometric
information of the nodes [9] or their graph connectivity [10]. Others investigate the
possibility of controlling the stability of the load balancing system when the system
scaling increases and propose techniques [11], while others focus on achieving
the dynamic load balancing on MPI applications by creating new task scheduling
techniques [12].

In [8], two load balancing algorithms are proposed; MELISA and LBA. A set of
equations is defined, which is used to compute the loading parameters, like arrival
and service rates. In MELISA, every node uses the model to estimates its arrival
rate, service rate, and load, and then the load of its neighbors. These estimations are
performed at predefined estimation time periods Tc. Then, each network node tries
to distribute its load among its neighbors in such a way, that the processing of this
load finishes almost simultaneously. For smaller networks, LBA (Load Balancing
on Arrival) was developed. This algorithm achieves balancing by transferring data
upon arrival. This approach is much faster, because it does not have to spend time
for the estimation time period. All estimations are performed upon data arrival.

In [13], a novel set of load balancing protocols named ECLB (Earliest Comple-
tion Load Balancing) was proposed. ECLB includes five different protocols: (1) No
Load Balancing, a strategy that does not balance the load, but transfers based on the
total latency, (2) Basic Load Balancing, a strategy that transfers to the node with
the lowest load, (3) Nearest Neighbor Load Balancing, a technique that transfers
data from a source to its nearest neighbor, (4) Earliest Completion Load Balancing,
a technique that estimates the time it takes to complete a transfer based on the
neighbors’ load and latency and selects the target node based on this estimation,
and (5) Random Neighbor Load Balancing, a technique used to randomly chose a
node from a list of available nodes. Randomized protocols were also proposed be
Karger et al. [14].

In [15], the authors proposed a load-balancing technique that includes two basic
load balancing operations: NBRASJUST and REORDER. The first is used to handle
the sharing of the calling node with its neighbor, while the second moves a node
to another location for sharing reasons. After these operations are performed, the
network information regarding the load changes and routing is accordingly adjusted.
An improved extension of this work was presented by Chawacheat et al. in [16],
where for each data insertion or deletion in a node, the two balancing operations are
called only once, as opposed to [15], where the calls are arbitrarily many.

Konstantinou et al. [17] presented a wave-based model to balance the load, after
examining the load of the neighboring nodes. The idea is that a set of nodes transfers
their load to a common neighbor and then share the load of the last node of the wave.
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3 Load-Balancing Using Modular Arithmetic

In this section, the load-balancing routing algorithm will be described and afterward
some performance issues will be discussed.

3.1 The Routing Strategy

To set up our problem, we initially define some variables. The network consists of
N nodes and each node stores data in the form of data packets, where each packet
consists of s elements (these packets will be referred to as initials), typically each
element is a byte or multiple bytes. At any time, the nodes may need to build up
larger data packets consisting of t elements (these packets will be referred to as
finals), s < t. In other words, these larger data packets will contain data elements
from a number of nodes.

Now, let us consider a big data set, with data packets equally distributed across
the network nodes, say in a round robin fashion. For example newly produced data
samples, stored in a round robin fashion throughout the network. Then, a data
element indexed by i of a data packet indexed by l and local position inside the
packet indexed by x, stored in node np; p 2 Œ0 : : :N � 1	, can be described by
i D .lN C np/s C x. Now, if we assume that larger data packets of size t have to be
created to satisfy a specific application, then the data element just mentioned will
become the data element indexed by j of a new data packet indexed by m and local
position inside the packet indexed by y, stored in node nq; q 2 Œ0 : : :N �1	. Thus, it
will be described by j D .mN C nq/t C y. Under these assumptions, we can describe
this transfer by:

.lN C np/s C x D .mN C nq/t C y (1)

The number of variables .l;m; x; y/ that solve Eq. (1) is the number of elements
that need to be transferred between nodes np and nq. Apparently, the data packets
of size t will be formed by data elements from different sources. So, our problem is
to define, for any values of N; s; and t, which data elements will be the initial ones
in the final packets, which elements will follow, and which will be the last ones.
Proposition 1 gives us the starting point:

Proposition 1 The first elements (or bytes) of every final packet to be stored in nq

satisfies:

�x mod N D ˚; (2)

where ˚ is an integer mod N.
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Proof Equation (1) can be rewritten as lNs C nps C x D mNt C nqt C y, so it follows
that mNt � lNs D .x � y/C nps � nqt. However, N divides Ns and Nt, so mNt � lNs
is a multiple of N, or mNt � lNs D �N, where � is an integer. By setting � D x � y,
Eq. (1) is rewritten as:

�N � � D nps � nqt (3)

Now, if we divide (3) by N and get the modulo:

.�N � �/ mod N D .nps � nqt/ mod N

) .�N/ mod N � .� mod N/ D .nps � nqt/ mod N

) .��/ mod N D .nps � nqt/ mod N

) .y � x/ mod N D .nps � nqt/ mod N (4)

Because y is indexing final packets, it follows that a value of y D 0 is indexing the
first bytes of a final data packet. By setting y D 0 and ˆ D nps � nqt to Eq. (4), we
complete the proof. ut

Thus, the first bytes of the final data packets to be stored to all nqs will be found
by the solutions of the following system of equations and constraints:

.y � x/ mod N D .nps � nqt/ mod N; for all .p; q/ 2 Œ0 : : :N � 1	 (5)

x � s � 1 .initial packet size is s/ (6)

y D 0 (7)

The number of solutions for Eqs. (5)–(7) is given by the Initial Data Volume
Transmitted IDVT function:

IDVT.np; nq/ D f.l;m; x; y/ W Eqs: (5)–(7)g (8)

Now, we can easily find the nodes that will contribute the remaining bytes of the
final packets, as described by Proposition 2:

Proposition 2 The remaining elements (or bytes) of every final packet to be stored
in nq are found by repeatedly solving a system similar to the one described by
Eqs. (5)–(7), until no more solutions can be found.

Proof Initially, let us divide a final packet of size t in three parts:

• Starting part tstart, that contains the first elements, as computed by Eqs. (5)–(7)
• Middle part tmiddle, that contains all the data elements not in tstart and not in tend

(see below)
• Ending part tend, the data elements at the very end of the packet
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Now, for any node nq, tstart has been found by solving Eqs. (5)–(7). The size of
tstart, that is, the number of its bytes is given by IDVT [Eq. (8)]. So these elements
will be found in positions indexed from 0, to DVT.np; nq/ � 1 of the final packet,
and there remains to be found other t �DVT.np; nq/ elements. It follows, that to find
the middle part of a final packet for nq, we have to solve a similar system like the
one described in Eqs. (5)–(7), but with changes regarding y:

.y � x/ mod N D .nps � nqt/ mod N; for all .p; q/ 2 Œ0 : : :N � 1	 (9)

x � s � 1 (10)

y 2 ŒIDVT.np; nq/ : : : t � 1	 .final packet size is t/ (11)

Similarly, the Middle Data Volume Transmitted MDVT function computes the
number of solutions for Eqs. (9)–(11):

MDVT.np; nq/ D f.l;m; x; y/ W Eqs:(9)–(11)g (12)

Now, let us express the middle part tmiddle as the sum of tM1C tM2C : : : tMk, where
each of these summands is the number of the solutions (MDVT) for Eqs. (9)–(11),
for a constant nq and changing nps, from 0 to N � 1. Apparently, as we keep finding
solutions, tM1 C tM2 C : : : tMk will reach t � DVT.np; nq/, the number of elements
apart from tstart, that need to be found for each final packet. Recall that the number
of such solutions is finite, since x and y are limited by s and t, respectively. Thus,
one of the solutions for Eqs. (9)–(11) will also be tend, the ending part of the packet
and this completes the proof. ut

Now, it is easy to organize the data transmission in such a way, that we achieve
load balancing between the network links. We need a definition beforehand.

Definition 1 A packet set PSC is a set of packets that have C elements (bytes),
where C is an integer, C � t.

Now, to achieve load balancing, we follow four phases described below:

Phase 1: Solve Eqs. (5)–(7) for all .np; nq/ that satisfy Eq. (4) to get all tstarts.
These will have different IDVTs, so simply put all tstarts with equal IDVTs in the
same packet set.

Phase 2: Transfer the packet sets found in Phase 1, in a series of communi-
cation steps, one packet set per step.

Phase 3: Solve Eqs. (9)–(11) for all .np; nq/, to get all tmiddles and tends. Again,
these will have different MDVTs, so simply put all tmiddles with equal MDVTs in
the same packet set. Do the same for all tends.

Phase 4: Repeat Phase 2, for the packet sets found in Phase 3.

From Steps 2 and 4, it is clear that same packet sizes are transferred between all
the network nodes, thus we achieve load balancing in all network links. The next
paragraph will give more details about the performance of our strategy, regarding
load-balancing. Algorithm 1 gives the pseudocode of the proposed algorithm.
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input : Number of nodes N, initial packet size, s, final packet size, t
output: Load balanced packet transmission, final packets of size t stored in the nodes of

the network.

1 Phase 1;
2 Read N; s; and T ;
3 for p 0 to N � 1 do
4 // Keep np constant and run through all nqs
5 for q 1 to N do
6 if the pair .np; nq/ satisfies Eq. (4) then
7 Solve Eqs. (5)–(7) for .np; nq/

8 Find C D IDVT..np ; nq//

9 Add communication .np; nq/ to packet set PSC

10 else Move to next pair .np; nq/I
11 // All packet sets have been created
12 end
13 end
14
15 Phase 2;
16 //(Data Transmission, one communication step per packet set)
17 for C 1 to t do
18 if PSC exists then Implement all communications added to it (see Line 8)
19 else Move to next packet set CI
20 // All nodes now have the first bytes of their final packets
21 end
22
23 Phase 3;
24 Read w D 0 //(w will keep the total number of solutions);
25 for p 0 to N � 1 do
26 // Keep np constant and run through all nqs
27 for q 1 to N do
28 while w < t �DVT.np ; nq/ do
29 Solve Eqs. (9)–(11) for .np; nq/

30 Find C D MDVT..np; nq//

31 Add communication .np; nq/ to packet set PSC

32 w D wCMVDT
33 end
34 w 0 //(to start the next pair)
35 end
36 // All packet sets have been created
37 end
38
39 Phase 4;
40 Repeat Phase 2, for the packet sets found in Phase 3;

Algorithm 1: The four stages of the network load balancing algorithm
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3.2 Discussion on Routing Costs and Other Properties

In this section we briefly discuss some cost issues and other properties of the
proposed method. The proposed strategy has the following properties regarding the
costs described in the introductory section:

1. It’s data movement cost is at least equal to the cost of any other algorithm that
handles the problem of transferring packets of different sizes over the network,
like the one described in this paper, where different nodes have to contribute
packets of different sizes to the formulation of larger packets. This cost is
generally dictated by the number of communication steps multiplied by the
number of bytes transferred per step. However, our strategy has two advantages
that can be proven important: (a) Because each communication step includes
equal-sized packets (load balancing), all communications per step are completed
at approximately the same time, thus data link delays are avoided. These delays
are present when packets of different sizes are transmitted across the network,
so the “faster” links remain idle, waiting for the next transmission, and (b)
Due to load balancing, it can work equally-well in cases when there are no
direct connections between all the network nodes. The difference is that more
communication steps through relay nodes would be required.

2. The system information requests can be handled like data packets, thus the load
information cost can be restricted. There are two ways in which a node requests
information regarding the system’s state: (a) Through a centralized server, a case
which is of no interest for our strategy, and (b) Through a request to the node it is
interested. In the second case, even if the requests vary in terms of total cost, we
can still use the proposed strategy to organize these submissions to equal-sized
packets, especially in case where these requests are sent in a round-robin like
fashion (for example, every node to its neighbor).

3. It’s data reordering cost can be eliminated with minor changes. This is a big
strength of the proposed scheme. We can organize the communication in such
a way that the data packets are transmitted “in turn” so that the receiving nodes
do not have to do any data reorganization upon receiving the packets. Attention
must be paid, so that the selected packets that “take turns” to be transferred to
nqs must be further organized to packet subsets.

Two more important properties are worth to be mentioned [14, 16]:

1. The minimum data load transferred never decreases. Indeed, at any time there is
a minimum load on the links, varied from 1 to t � 1 bytes (assuming that there
are at least two contributing nodes np to each final packet).

2. In cases where all the nodes are both sources and targets, their load after
transmission (the packets stored in their memories) also remains balanced.
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4 Conclusions—Future Work

This work proposed a novel network load balancing algorithm in cases where
different nodes have to unequally contribute to the formulation of larger packets, that
must be transmitted across the network. This computational method uses modular
arithmetic to compute the bytes transmitted and it is composed of four stages: In the
first stage, the first bytes of each packet are found, in the second stage, these bytes
are transmitted to their destination, in the third stage the middle and last bytes of
these packets are found, and in the fourth and last stage, these bytes are transmitted.
The first and third stage involve some type of grouping the packets into sets of equal
sizes, thus achieving load balancing.

Our future work includes testing on real networks with real application data.
Another challenge is to test the algorithm in real network topologies and make
comparison. Computer networks which are not fully interconnected are of particular
interest, because some type of relaying will be required. Finally, the development
of other mathematical models on the same problems is also a subject that attracts
attention.
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A Quantum Inspired GVNS: Some Preliminary
Results

Christos Papalitsas, Panayiotis Karakostas, and Kalliopi Kastampolidou

Abstract GVNS is a well known and widely used metaheuristic for solving
efficiently many NP-Hard Combinatorial Optimization problems. In this paper, the
qGVNS, which is a new quantum inspired variant of GVNS, is being introduced.
This variant differs in terms of the perturbation phase because it achieves the
shaking moves by adopting quantum computing principles. The functionality and
efficiency of qGVNS have been tested using a comparative study (compared with
the equivalent GVNS results) in selected TSPLib instances, both in first and best
improvement.

Keywords Quantum inspired algorithms • qVNS • Variable neighborhood
search • VNS • Metaheuristics • Optimization • TSP

1 Introduction

Many complex real world problems can be formulated as Combinatorial Optimiza-
tion (CO) problems. From a technical point of view, CO problems involve finding
a proper solution from a discrete finite set of solutions in order to achieve both
the minimization (or maximization) of a cost function and the fulfillment of certain
given constraints.

The Traveling Salesman Problem (TSP) is one of the most widely studied
combinatorial optimization problems. Solving the TSP means finding the minimum
cost route through which the traveler can start from an origin point and return to
the same one after passing from all given nodes once. In graph representation, the
problem is defined as a complete graph G D .V;A/, in which V is the set of the
nodes V D .v1; v2; 
 
 
 / and A D ..vi; vj/; i; j 2 V; i ¤ j/ the set of the arcs. Each arc
is associated with a weight cij representing the cost (or the distance) of moving from
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node i to node j. If the cij is equal to the cji, the TSP is symmetric (sTSP), otherwise
it is called asymmetric (aTSP). Also, the TSP is a NP-Complete CO problem and
as it is known there is no any polynomial-time algorithm for finding an optimal
solution regardless of the size of the problem instance [1].

For the acceleration of computational times, sacrificing some of the solution’s
quality by adopting heuristic and metaheuristic approaches is commonly accepted
[2]. Heuristics are fast approximation computational methods divided into con-
struction and improvement heuristics. Construction heuristics are used to build
feasible initial solutions and improvement heuristics are applied to achieve better
solutions. It is customary to apply improvement heuristics iteratively. Metaheuristics
are general optimization frameworks which could be modified properly in order to
generate heuristic approaches for solving specific optimization problems.

A well known issue on Computer Science is that Moore’s law (a statement that
computer power doubles every 2 years at the same cost) tends to reach its natural
limitations. Moore’s law, von Newmann machines etc. are parts of the classical
computational model. Because of these limitations, the scientific community seems
to have a tendency to revolve around new “alternative” computation ways and
methods. These methods used to be called Unconventional methods. In general,
unconventional computing is a wide range of new or unusual proposed computing
models. A part of these computational models is Natural Computing.

We can define Natural computing as the procedure that make us to think
computationally about nature and also to think “naturally” about the computational
processes [3]. Nature inspired computing has emerged as an efficient paradigm to
design and simulate innovative computational models inspired by natural phenom-
ena to solve complex non linear and dynamic problems. Some of the well known
computational systems and algorithms inspired by nature are:

1. Evolutionary algorithms inspired by biological systems.
2. Swarm intelligence algorithms inspired by the behavior of swarm/group of

agents.
3. Social and Cultural Algorithms inspired by human interactions and beliefs in the

society.
4. Quantum Inspired Algorithms, inspired by quantum physics [4].

2 Quantum Inspired Metaheuristics

2.1 Quantum Computing Principles

Quantum inspired procedures use the basic principles of Quantum Comput-
ing.Quantum computing, a subsection of Natural Computing and a field that was
introduced relatively recently, in the 1980s, by Richard Feynman, who claimed that
the efficient simulation of an actual quantum system using a classical computer is
not possible, since there would be an exponential slowdown when simulating actual
quantum processes [5, 6]. Quantum computing, a general notion that recognizes the
computing process as a natural phenomenon, it could be an important addition to the
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existing standard computation processes.Quantum computing combines definitions,
formalisms, and concepts from several natural sciences besides computer science. It
mainly involves mathematics (e.g. linear algebra) and physics (quantum mechanics).

There are two types of quantum states: pure and mixed states. A pure state is a
state represented by a single vector j�i over a complex Hilbert space. A mixed state
is a statistical distribution of pure states expressed in the form of density matrices.
A quantum register is the quantum analogue of a classical processor register. A
mathematical description of a quantum register is achieved by using tensor products
of qubit bra or ket vectors. More specifically, a n qubit quantum register is applied
by the element: j�i D j�i1˝ j�i2˝ 
 
 
˝ j�in, in the tensor product Hilbert space:
H D H1 ˝ H2 ˝ 
 
 
 ˝ Hn, where n is the number of qubits. Our implementation is
inspired by these quantum principles [7].

2.2 Quantum Inspired Procedures in Literature

The research community has shown great interest in the application of quantum
inspired algorithms in metaheuristic procedures and in a type of algorithm, in
general. Numerous studies have been published on Quantum Inspired procedures.

In 1996, a novel algorithm called quantum-inspired algorithm was proposed. It
combined the quantum mechanism and the evolution computing characters which is
why this Quantum-inspired algorithm is also called the quantum evolution algorithm
(QEA) [8].

Sandip et al. proposed techniques which are Quantum Inspired Ant Colony
Optimization, Quantum Inspired Differential Evolution and QuantumInspired Par-
ticle Swarm Optimization for Multi-level Colour Image Thresholding.These tech-
niques find optimal threshold values at different levels of threshold-ing for colour
images [4].

A quantum inspired Social Evolution algorithm is proposed by hybridizing
Social evolution algorithm with the emerging quantum-inspired evolutionary algo-
rithm. The proposed QSE algorithm is applied on a well-known 0–1 knapsack
problem and the performance of the algorithm is compared to various evolutionary,
swarm and quantum inspired evolutionary algorithm variants. Pavithr et al. claim
that the performance of the QSE algorithm is better than or comparable to the
different evolutionary algorithmic variants it is tested against [9].

Wei Fang et al. proposed a decentralized form of quantum-inspired particle
swarm optimization with a cellular structured population for maintaining population
diversity and balancing global and local search [10].

Zheng et al. introduced an interesting study where a novel Hybrid Quantum-
Inspired Evolutionary Algorithm is applied to a permutation flow-shop scheduling
problem. This new method initially proposes a simple representation method for the
determination of job sequence in the PFSSP based on the probability amplitude of
the information of qubits. Then the quantum chromosomes are encoded and decoded
by using the quantum rotating angle [11].
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Finally, Lu et al. presented a quantum inspired space search algorithm in order
to solve numerical optimization problems. In the proposed algorithm, the feasible
solution is decomposed into regions in terms of quantum representation. As the
search progresses from one generation to the next, the quantum bits evolve gradually
to increase the probability of region selection [12].

3 Quantum Variable Neighborhood Search: qVNS

3.1 Variable Neighborhood Search: VNS

Variable Neighborhood Search (VNS) is a metaheuristic proposed by Mladenovic
and Hansen [13, 14]. The main idea of this framework is the systematic neigh-
borhood change in order to achieve an optimal (or a close-to-optimal) solution
[15]. Also, VNS and its extensions have been proven efficient in solving many
combinatorial and global optimization problems [16, 17].

Each VNS heuristic consists of three parts. The first one is a shaking procedure
(diversification phase) used to escape local optimal solutions. The next one is the
neighborhood change move, in which the following neighborhood structure that
will be searched is determined; during this part, an approval or rejection criterion
is also applied on the last solution found. The third part is the improvement
phase (intensification) achieved through the exploration of neighborhood structures
through the application of different local search moves. Variable Neighborhood
Descent (VND) is a method in which the neighborhood change procedure is
performed deterministically [18]. General Variable Neighborhood Search (GVNS)
is a VNS variant that VND method is used as improvement procedure. GVNS has
been successfully applied in many applications [19, 20].

3.2 Description of the qGVNS

Like the classic GVNS, the quantum-inspired GVNS (qGVNS) consists of a VND
local search, a shaking procedure and a neighborhood change step. More specifi-
cally, in our proposed method, the pipe-VND (exploration in the same neighborhood
while improvements have also been made). The pipe-VND is comprised of two
well-known neighborhood structures, the relocate local search operator (solutions
obtained by node’s relocation in tour) and 2-opt (solutions obtained by break and
different reconnect of two tour arcs). The main difference between qGVNS and
classic GVNS has been mentioned in the diversification phase. In our approach,
perturbation has been achieved by adopting quantum computation principles.

In each shaking call a quantum register will generate a number of necessary
qubits (for example n), and from these eigenvalues will be generated, at levels,
which are equal or higher than the number of the nodes in tour. Then our algorithm
will serially choose all the eigenvalues required in our problem’s instance and put
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them in a 1�N vector. In addition, each one of them will be matched to each node of
our current solution. Then, the eigenvalues will be used as a flag to each node of our
current solution. Note, that eigenvalues can be 0 � C � 1. Because of the matching
between eigenvalues and nodes in tour, the sorting in the first vector will affect the
node’s order in the solution vector. So the ordered route will be the route occurring
after the shaking move, driving our exploration effort in another search space.

At this point, it should be mentioned that the Nearest Neighbor heuristic is used
in order to produce an initial feasible solution (as depot is set the first node). From
an algorithmic perspective, qGVNS is summarized in the next pseudocode.

Data: an initial solution
Result: an optimized solution
Initialization of the feasibility distance matrix
begin

X < � Nearest Neighbor heuristic;
repeat

X’ < � Quantum-Perturbation(X)
X” < � pipeVND(X’)
if X” is better than X’ then

X < � X”
end

until optimal solution is found or time limit is met;
end
Pseudocode of qGVNS

4 Experimental Results

The proposed qGVNS was implemented in Fortran and compiled by the Intel
Fortran 64 Compiler XE v. 14.0.1.106. Also, it was applied on 16 benchmark
TSPLib instances (9 sTSPs and 7 aTSPs). The experiments were carried out on a
laptop PC running MS Windows 8 with an Intel Core i7-3610QM CPU at 2.30 GHz
and 4 GB RAM. The finding of an optimal solution or a maximum 60-s limit were
set as stopping criteria for the tests.

Furthermore, each instance was solved five times. Initially, a comparison between
first and best improvement search strategies of both qGVNS and the equivalent
GVNS (pipeVND: relocate/2-opt & shaking: relocate/2-opt) was presented. Then,
the best results achieved by GVNS have been compared with the results of the most
efficient search strategy of qGVNS.

As it is shown in Tables 1 and 2, the best improvement search strategy of qGVNS
has been the most efficient strategy for both type of instances. On Table 3 it is
evident that this qGVNS detects the optimal solution at seven of nine in total
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Table 1 qGVNS on sTSP instances

Best improvement First improvement

Problem Av. value AV. CPU time Best value Av. value AV. CPU time Best value

bayg29 1610 18.84 s 1610 1610 20.27 s 1610

bays29 2020 1.23 s 2020 2020 26.47 s 2020

fri26 937 0.27 s 937 937 0.59 s 937

gr17 2085 0.12 s 2085 2085 0.03 s 2085

gr24 1272 5.52 s 1272 1272 2.29 s 1272

ulysses16 6859 0.01 s 6859 6859 0.05 s 6859

ulysses22 7013 0.01 s 7013 7013 0.02 s 7013

gr48 5049.4 37.67 s 5046 5056.8 53 s 5046

hk48 11,508.6 43.3 s 11,461 11,519 60 s 11,470

Table 2 qGVNS on aTSP instances

Best improvement First improvement

Problem Av. value AV. CPU time Best value Av. value AV. CPU time Best value

br17 39 0 39 39 0 39

ftv33 1357.8 60 s 1345 1444 60 s 1420

ftv35 1544.6 60 s 1516 1639.4 60 s 1615

ftv38 1616.6 60 s 1593 1749.4 60 s 1635

ftv44 1763.8 60 s 1739 1937 60 s 1895

p43 5654 60 s 5625 5661.4 60 s 5636

ry48p 14,698.2 60 s 14,651 14,991 60 s 14,824

Table 3 Optimal values of
sTSP instances

Problem Optimal qGVNS

bayg29 1610 1610

bays29 2020 2020

fri26 937 937

gr17 2085 2085

gr24 1272 1272

ulysses16 6859 6859

ulysses22 7013 7013

gr48 5048 5049.4

hk48 11,461 11,508.6

benchmarks referring to symmetric TSP problems. However, this proposed qGVNS,
applied to benchmarks containing asymmetric TSP’s seems to produce improved
solutions see: Table 4, but with some deviations from the optimal solution. These
deviations as shown by the results on Table 4 are small. However, the most important
results worth noting, are given in Table 7. Here, it is quite clear that qGVNS has
achieved better results than the equivalent GVNS in terms of solution quality for
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Table 4 Optimal values of
aTSP instances

Problem Optimal qGVNS

br17 39 39

ftv33 1286 1357.8

ftv35 1473 1544.6

ftv38 1530 1616.6

ftv44 1613 1763.8

p43 5620 5654

ry48p 14,422 14,698.2

Table 5 GVNS on sTSP
instances

Best improvement First improvement

Problem Best value CPU time Best value CPU time

bayg29 1666 60s 1653 60s

bays29 2119 60s 2069 60s

fri26 971 60s 969 60s

gr17 2085 60s 2085 60s

gr24 1364 60s 1278 60s

ulysses16 6859 0.01s 6859 0.02s

ulysses22 7013 0.01s 7013 0.01s

gr48 5424 60s 5325 60s

hk48 11,884 60s 12,045 60s

Table 6 GVNS on aTSP
instances

Best improvement First improvement

Problem Best value CPU time Best value CPU time

br17 39 0 39 0

ftv33 1489 60s 1683 60s

ftv35 1791 60s 1791 60s

ftv38 1778 60s 1778 60s

ftv44 2014 60s 2014 60s

p43 5629 60s 5866 60s

ry48p 15,134 60s 16,757 60s

the small TSP instances (and CPU time in sTSP instances—see Tables 1 and 5). At
the present point, it should be clarified that the best value achieved between first
and best improvement search strategies is selected as the best result of each instance
(sTSP and aTSP) with GVNS (Tables 6 and 7).
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Table 7 Comparison between qGVNS and GVNS

Problem Av. value (qGVNS) Best (GVNS) Problem Av. value (qGVNS) Best (GVNS)

bayg29 1610 1653 br17 39 39

bays29 2020 2069 ftv33 1357.8 1489

fri26 937 969 ftv35 1544.6 1791

gr17 2085 2085 ftv38 1616.6 1778

gr24 1272 1278 ftv44 1763.8 2014

ulysses16 6859 6859 p43 5554 5629

ulysses22 7013 7013 ry48p 14,698.2 15,134

gr48 5049.4 5325

hk48 11,508.6 11,884

5 Conclusion and Future Work

In this work, a qGVNS for solving the TSP has been introduced and it has been
proven to outperform the equivalent classic GVNS in terms of solution quality for
the small sTSP and aTSP instances from TSPLib.

Future work may include extended comparative study between classic GVNS and
qGVNS or/and different neighborhood structures and neighborhood change moves
in VND. Also, the current GVNS scheme may be applied on many TSP variants.
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Self-Optimized Computational Method
Calculating Robust b Values for Earthquake
Catalogs Containing Small Number of Events

Konstantinos Arvanitakis, Romanos Kalamatianos, and Markos Avlonitis

Abstract In the Gutenberg-Richter relation that describes the frequency-magnitude
distribution of earthquakes, the b value represents the distribution’s slope. Since
b values can be used for mapping the dynamic response of earthquake source,
methodologies for calculating robust b values are of great importance. Although
nowadays software which is meant for statistical analysis of earthquake data can
determine b values with high accuracy, in occasions where catalogs that contain
small number of earthquake events, the produced results are not satisfactory. In this
paper we present a new self-optimized algorithm for a more efficient calculation
of the b value. The algorithm’s results are compared with two widely known
software for statistical analysis of earthquake data, showing a better performance
in evaluating b values for earthquake catalogs containing small number of events.

Keywords b Value • Statistical seismology • Correlation coefficient

1 Introduction

Classical seismology is a part of geophysics science, dealing with the physics of
earthquakes and the propagations of seismic waves. In order to understand in a better
way the earthquake phenomenon, geophysicists introduced statistical methods in
seismology, forming what it is known as Statistical Seismology. This field’s interest
focuses on the results and knowledge that can be gained from the application of
statistical theories on earthquake events. The statistical analysis uses earthquake
signals describing single earthquakes or earthquake swarms (patterns of seismicity)
and their propagation in time and space.

In order to monitor the earthquake activity and earth’s surface behavior, vast
networks of stations have been installed, equipped with modern instruments to
record wave signals from earth’s interior and deformations (slip) on the surface.
These stations produce large amounts of data in real time. Due to the importance of
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the wanted information and the large amount of data, the need of fast and automated
real time analysis emerged. Modern Information and Communication Technologies
(ICT) which occupy the ability of massive real time computing power can fulfill
this need. Therefore in the last decades a lot of software applications, meant for
statistical analysis of earthquake data, were introduced.

The existing software contain a variety of functions such as catalog declustering,
creating synthetic catalogs, calculating the Magnitude of completeness, estimating
the a and b values of the Gutenberg-Richter law, etc. These software have been
proven useful, by producing robust results in short amount of time. In earlier
works such software were used to calculate the b value of the frequency magnitude
distribution. After numerous experiments it was demonstrated that the implemented
methods on these software, were not capable of producing robust results, in cases of
catalogs with small number of events. All these results had to be revised manually,
which is a time consuming process. Thus a new method of calculating the b value
for catalogs with small number of events is needed.

In this work a method for calculating robust b values on catalogs with small
number of events is presented. This method does not take into consideration the
Magnitude of Completeness, and tries to identify in a self-optimized way the most
linear part of the Guttenberg-Richter distribution of earthquakes, in order to produce
reliable results for the b value of the corresponding distribution’s slope.

2 General Methodology for Calculating b Values

A very well-known relation among seismologists is the Gutenberg Richter law. This
law describes the relation between earthquake magnitudes and their frequency of
occurrence [1]. This correlation is attributed from (1), where N(M) is the number
of earthquakes with magnitude greater than M, a and b values are constants that
describe a region’s seismicity.

log10N.M/ D a � bM (1)

The plot of the cumulative frequency–magnitude distribution of a region’s
earthquakes appears to be a power law distribution. By logging the Y-axis of this
plot, the distribution transforms in a straight line (Fig. 1).

For magnitudes smaller than approximate 3.2 as shown in Fig. 1 the plot
doesn’t follow a power law distribution and a straight line respectively on the
distributions. This magnitude is a catalog’s magnitude of completeness (Mc) [2].
The Mc separates the catalog in the complete and incomplete part. The complete part
of the catalog contains all the earthquake events with magnitude > D Mc. All the



Self-Optimized Computational Method Calculating Robust b Values for. . . 293

10000

8000

6000

4000

2000

0

10

8

6

4

2

0
1086

Magnitude

c.
 F

re
qu

en
cy

Lo
g 

c.
 F

re
qu

en
cy

420 1086
Magnitude

420

Fig. 1 Cumulative frequency-magnitude distribution and the corresponding logged distribution

remaining earthquake events compose the incomplete part of the catalog. The data
of the incomplete part of the catalog are not considered robust enough for further
experimentation.

Due to the incompetence of modern seismographs to record small magnitude
earthquakes in great distance, the noise caused from human activity on earth’s
surface and the noise caused from natural phenomena of the planet, small magnitude
earthquakes are not recorded sufficiently thus leading to the incomplete part of the
catalog.

There are many methods to estimate a catalog’s Mc, such as the Goodness of
fit test [3] where synthetic power law distributions are compared to the cumulative
frequency-magnitude distribution and the Day and night noise modulation method
[4] which compares the seismic activity during day time with that of the night,
to short out the noise that human activity creates on the data. The most popular
and simplest method among seismologist to determine the Mc, is the Maximum
Curvature technique. This method identifies a catalog’s Mc as the magnitude with
the biggest frequency of occurrence.

The most important parameter, for this study, is the b value of the Gutenberg
Richter law as it is described from (1), which is the distribution’s slope. This
attribute describes the ratio of small and big earthquakes in an earthquake catalog.
Furthermore, in literature [5, 6] it has been proposed that the variations of b value
through time can produce useful information for the imminent seismic activity.
Also, in more recent studies [7, 8] the spatial variations of b value has been used in
locating asperities and the results were very promising.The most common method
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of calculating the b value, is the Maximum Likelihood Estimate of b [9] created
by Keiiti Aki, were the b value is given from (2), where n is the total number of
earthquake in the catalog, Mi is the magnitude of each event in the catalog and Mc
the catalog’s magnitude of completeness.

b D
n log.e/Pn

iD1.Mi/ � nMc
(2)

Due to the fact that (2) contains the attribute of Mc, the efficiency of this method
to estimate the b value depends on the accuracy in which the Mc was calculated. In
catalogs with small number of earthquake events, where the data are not capable of
producing a smooth power law distribution, because of their own low population,
the Maximum Curvature technique produces unreliable results. Most of the times
the calculated Mc has a lower magnitude than it should.

As it is obvious, the misscalculated Mc leads on inefficient b value estimation.
From the plots in Fig. 3 it is shown that even the bigger earthquakes of the catalog
distort the distribution in a way that does not fit in a power law distribution. In their
study [10] Stirling, Wesnousky and Shimazaki proposed that earthquakes of great
magnitude, do not adhere to the Gutenberg-Richter law. Thus, it should be expected
that earthquakes of great magnitude shall increase the error of the b value estimation.

As it is obvious, the accuracy of the estimation is depended on the magnitude
range of the used data. Therefore a method that ensures a data range of high
credibility in the b value calculation should be introduced.

3 Robust b Values for Earthquake Catalogs Containing
Small Number of Events

The proposed method, presented in this paper, uses a self-optimized approach to
determine the proper magnitude range on the G-R Distribution, for the b value
calculation. The least squares line method is used to determine the b value.

In more details the algorithm starts by creating the frequency magnitude dis-
tribution and the cumulative log frequency magnitude distribution. The Magnitude
of completeness (Mc) of the catalog is determined with the Maximum curvature
technique. As it was mentioned earlier, this method may not be accurate in catalogs
with small number of events. However, we can safely assume, that magnitudes
smaller than the Mc don’t belong in the complete part of the catalog, therefore
they can’t be used for the b value estimation. The catalogs Mc serves as a lower
bound of magnitudes that will be tested by the algorithm to determine the optimum
magnitude range for the b value calculation.
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As it was mentioned in the previous section, large earthquakes don’t follow the
G-R Law and thus those earthquakes shall not participate in the b value calculation.
The magnitude that excludes those big earthquakes will serve as the upper bound
of the wanted magnitude range. The upper bound is identified as the first largest
earthquake, followed by three magnitudes in a row (by step of 0.1) with 0 events.

Inside that range formed from the lower and upper bound, the algorithm
determines the range of magnitudes greater than 1, which appears to have the
smallest variability of data. To do so the correlation coefficient (3) is tested on all
the possible combinations of ranges on the cumulative log distribution.
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The correlation coefficient is close to 1 for data with low variation and gets closer
to 0 as the variation gets bigger. Thus, the magnitude range with a plot closer to a
straight line will have the biggest correlation coefficient score. This magnitude range
is selected as the optimum range for the b value calculation.

Finally, the b value is determined as the slope of the least square line fitting on
the data of the selected magnitude range. The slope of the least square line is given
by (4).

l D
†xy �

†x†y
n

†x2 �
.†x/2

n

(4)

4 Results

Experiments were conducted on an earthquake catalog of Corinth Gulf in
Greece. The data used in this study were taken from the Greek National
Seismological Network and were compiled from the bulletins of the Central
Seismological Station of Geophysics Department of the Aristotle University of
Thessaloniki.1 For every earthquake event recorded, the catalog contains the time
(year/month/day/hour/minute), location (latitude/longitude/depth) and magnitude
of the earthquake. The area’s catalog was separated in a grid by 0.1 latitude and
longitude degrees. For the purpose of this study 17 cells of the grid were selected
and for each cell a sub-catalog, containing 50 earthquake events, was created. The
coordinates of the corresponding areas can be seen in Table 1.

1http://geophysics.geo.auth.gr/ss/.

http://geophysics.geo.auth.gr/ss/
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Table 1 Latitude and
Longitude degrees of the
examined areas

Area ID Latitude Longitude

1 37.9–38.0 21.8–21.9
2 37.9–38.0 21.9–22.0
3 37.9–38.0 22.0–22.1
4 37.9–38.0 22.5–22.6
5 38.0–38.1 21.7–21.8
6 38.0–38.1 22.5–22.6
7 38.1–38.2 21.4–21.5
8 38.1–38.2 21.7–21.8
9 38.2–38.3 22.4–22.5
10 38.2–38.3 22.5–22.6
11 38.3–38.4 22.4–22.5
12 38.3–38.4 22.5–22.6
13 38.3–38.4 22.6–22.7
14 38.4–38.5 21.4–21.5
15 38.4–38.5 22.4–22.5
16 38.5–38.6 21.8–21.9
17 38.5–38.6 22.3–22.4

For every catalog the b value was calculated with the ZMAP [11], the SSHPa-
rameters of the AH-TCS web platform (tcs.ah-epos.eu) and the proposed software,
here after called Self-cor, from the self-optimized algorithm for the corresponding
linear correlation coefficient. According to the b value that was calculated, the fitting
line was estimated for the magnitude range that each software used for the b value
calculation (Fig. 2).

To measure each software’s efficiency the R-squared test was used to determine
the “Goodness of Fit” between the G-R Distribution and the produced fitting lines.
The R-squared is given by (5) where n is the total number of observations, y the
observed values, ŷ the expected values and ȳ the average of the observed value s.

R2 D 1 �

Pn
iD1 .yi �byi/

2

Pn
iD1 .yi � y/2

(5)

When the observed values are exactly the same as the expected values then R2

equals 1. As the distance between the observed and expected values gets bigger,
the R2 gets a value close to 0. In occasions that the fit between the observed and
expected values is really bad, R2 can even get negative values. In Table 2 and Fig. 3
the Goodness of fit of the software’s fitting lines on the corresponding catalogs are
presented.
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Fig. 2 The produced fits on the G-R Distribution for selected areas

Table 2 Software’s R2 score
on the corresponding areas

Area ID SSHParameters ZMAP Self-cor

1 �0.075315 0.158235 0.919752
2 �0.379112 �0.303105 0.963504
3 �0.235471 �0.139031 0.765141
4 0.484036 0.662816 0.982772
5 0.540506 0.312656 0.960971
6 �0.024116 �0.021550 0.988267
7 �0.232720 �0.172142 0.913819
8 �0.646892 �0.533475 0.738784
9 �0.178427 �0.107809 0.987873
10 0.353916 0.518650 0.934868
11 �0.352246 �0.170917 0.978815
12 �0.432339 �0.300654 0.978604
13 �0.811956 �0.097049 0.882917
14 �0.070514 �0.039331 0.957291
15 �0.304725 �0.146794 0.968649
16 0.217044 0.331485 0.911172
17 0.510571 0.505562 0.825544
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Fig. 3 R2 score on the corresponding areas, for each software

As it can be seen, in all cases the Self-cor software has a better fit than the
other two software applications. Also in 13 cases the R2 score is higher than
0.9. By average the R2 score, for each software, is as follows SSHParameters:
�0.096338824, ZMAP: 0.026914529 and Self-cor: 0.921102529.
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The Use of Translational Research Platforms
in Clinical and Biomedical Data Exploration

Konstantina Skolariki and Antigoni Avramouli

Abstract The rise of precision medicine combined with the variety of biomedical
data sources and their heterogeneous nature make the integration and exploration of
information that they retain more complicated. In light of these issues, translational
research platforms were developed as a promising solution. Research centers have
used translational tools for the study of integrated data for hypothesis development
and validation, cohort discovery and data-exploration. For this article, we reviewed
the literature in order to determine the use of translational research platforms in
precision medicine. These tools are used to support scientists in various domains
regarding precision medicine research. We identified eight platforms: BRISK,
iCOD, iDASH, tranSMART, the recently developed OncDRS, as well as caTRIP,
cBio Cancer Portal and G-DOC. The last four platforms explore multidimensional
data specifically for cancer research. We focused on tranSMART, for it is the most
broadly used platform, since its development in 2012.

Keywords Precision medicine • Translational research platforms • Biomedical
research • Clinical data • High-throughput technologies

1 Introduction

The rise of personalized medicine and the generation of high-throughput data
has lead to an increasing need for sufficient translational research tools. We
identified eight platforms, that enable researchers to explore and analyze data. These
are: BRISK (Biology-Related Information Storage Kit), iCOD (integrated clinical
omics database), iDASH (integrating data for analysis, anonymization and sharing),
tranSMART, and OncDRS (Oncology Data Retrieval Systems). OncDRS is an
extended ‘Integrated Informatics from Biology to the Bedside’ (i2b2) project. There
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are also three more research analysis platforms created specifically to integrate
oncogenomics data: caTRIP (Cancer Translational Research Informatics Platform),
G-DOC (Georgetown Database of Cancer), cBio Cancer Genomics Portal.

The background knowledge and the basic functionalities available for these
translational research platforms has been described by Canuel et al. [1]. These
platforms provide: (1) the storage and integration of big data, (2) an analysis context,
allowing scientists to integrate and explore the data and (3) additional information
from external sources.

The variety of data sources and their heterogeneous nature make the unification
and exploration of the data more composite. These tools were created as a solution to
the growing amount of -omics data. They use informatics methods to link molecular
and clinical data. Research centers have used translational tools for the study of
integrated data for hypothesis development and validation, cohort discovery and
data-exploration. In this review we decided to focus on already published papers
that describe the application of these tools in the integration of large data sets
highlighting their crucial role in defining certain biomarkers for precision medicine.

2 Materials and Methods

We searched PubMed for scientific literature and identified articles possibly describ-
ing translational platforms. We assessed the articles to categorize the systems based
on (1) their ability to integrate data and (2) the data analysis functionalities that
they provide to scientists. Translational research platforms are publicly available
solutions and are used to integrate data for analysis, anonymization and sharing.
Exploiting openly accessible resources (i.e. studies published before November
2016) defining these tools, we established the key features and uses of each platform.
They were selected according to the validation of their use in biomedical big data
processing and their applications in exploring new biomarkers for certain diseases.

3 Overview of Translational Research Platforms

3.1 Cancer Translational Research Informatics Platform
(caTRIP)

caTRIP was developed in 2006 by the Duke Comprehensive Cancer Center
(DCCC), in collaboration with SemanticBits LLC. caTRIP was a translational
research system used in the ‘cancer Biomedical Informatics GridTM’ (caBIG)
project, which was initiated by the U.S. National Cancer Institute [2, 3]. It was
a data-integration project with the goal to develop an open-source information
network across the United States for secure data exchange on cancer research.
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The purpose of caTRIP was to allow physicians to find patients with similar
characteristics, analyze their clinical outcomes and find information about the
successful treatments that were administered across the caBIG data network. The
most promising application of caTRIP was that oncologists could access a rich live
data network that could provide statistically significant facts in mere minutes. This
could benefit clinicians to query data from a cohort of preexisting patients to help
guide treatment of another patient, rather than relying on single cancer centers or
limited facts published in the literature. In addition, caTRIP was adept at facilitating
research, since scientists could have access to a large bio-specimen repository with
samples available for further investigation.

Nevertheless, caBIG project was cancelled in 2011, as the working group dis-
covered that only few cancer centers were using caBIG’s clinical data management
tools and its cloud computing infrastructure. Also, caBIG applications costed
millions of dollars to build, while the majority of the life sciences research tools
developed for caBIG have had limited use or impact, according to the report [4].
Even though, it had admirable goals and seemed workable in theory, in the end it
turned out to be overly complicated to use. Essentially, caBIG relied on standardized
data formats, and its one-size-fits-all approach suited nearly nobody.

Despite the lack of recent updates in the caTRIP platform we included it in
this review because of its substantial contribution to the progress of translational
research tools, through the facilitation of its data sharing and storing processes.
Besides, in 2012 the U.S. National Cancer Institute established the National
Cancer Informatics Program (NCIP) as a successor to caBIG. NCIP is funding
and developing projects related to cancer genomics data management, creating a
software sharing hub, and releasing code under the open-source model.

3.2 cBioPortal for Cancer Genomics

The cBioPortal for Cancer Genomics is developed and maintained by the Memorial
Sloan-Kettering Cancer Center (MSKCC) [5, 6]. This web resource provides
visualization, analysis, and download of large-scale oncogenomics datasets data
sets. It was particularly designed to address the unique data integration issues posed
by large-scale cancer genomics projects and to make the raw data they generated
more easily and directly available to the entire cancer research community.

3.3 G-DOC Georgetown Database of Cancer (G-DOC)

G-DOC was created by the Lombardi Comprehensive Cancer Center at Georgetown
University, in 2011 [7]. It uses a cloud computing translational informatics infras-
tructure to facilitate translational and systems-based approaches in cancer research.
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G-DOC Web portal was designed specifically to allow researchers with a variety
of backgrounds to surpass the difficulties of using powerful bioinformatics tools
for biomedical research. G-DOC offers examination and imagining of four major
“omics” types (DNA, mRNA, miRNA, and metabolites) in a unified environment.
The platform facilitates a broad assembly of systems biology and a range of
bioinformatics tools. It also contains a wide variety of analytic tools and capabilities,
integrated views of detailed molecular and genomic characteristics, as well as
three-dimensional drug-target complex structures, enabling the discovery of new
candidate molecules for cancer-targeted therapies. G-DOC also allows researchers
to securely share data.

Madhavan et al. [8], used G-DOC and developed a minimum number of multi-
omics features that allow the best classification accuracy of relapse phenotype in
colorectal cancer (CRC) patients. Researchers integrated the results of molecular
profiling of several omics data types to determine the most reliable molecular
prognostic biomarkers for relapse in CRC. The data types were analyzed with
a multi-step approach with sequential exclusion of redundant molecular features.
That approach enabled the identification of 31 multi-omics features that highly
correlate with relapse. The biomarkers detected in urine and blood samples of
patients with cancer at the time of surgery, point to a strong association between
immune system processes and biomarkers that indicate the possibility of future
relapse. Thus, highlighting the way towards precise cancer treatment.

Recently Luo et al. [9], used G-DOC platform in order to study the significance
of lymphocyte antigen-6 (Ly6) family members, a group of alloantigens, in healthy
and cancer-infected tissue. Specifically, they used Oncomine (Invitrogen) [10] for
gene expression micro array analysis, and G-DOC tools to form the clinical outcome
information. With these tools, they analyzed 130 gene expression omnibus (GEO)
datasets and realised that four different Ly6 gene family members (Ly6D, Ly6E,
Ly6H, Ly6K) show increased gene expression levels in cancerous tissue. Their
analysis established that these genes could act as novel prognostic markers as
well as novel candidates for the development of targeted therapies. CBioPortal for
Cancer Genomics was also used to investigate genetic variations across Ly6 family
members in different cancer types.

G-DOC Plus platform, an enhanced web platform enabling Next Generation
Sequencing (NGS) data and medical imaging was presented earlier this year by
the University of Georgetown [11]. This platform enables the analysis of -omics
and clinical information in order to create new hypothesis for precision medicine.
Moreover, G-DOC Plus expanded further its utilities. In addition to cancer datasets
collections, the platform now includes data on several non-cancer diseases (e.g.
Alzheimer’s and Duchene Muscular Dystrophy Disease). G-DOC Plus currently
holds data from over 10,000 patients selected from public and private resources
while the system hosts huge records of clinical and other omics data, processed NGS
data, medical images and meta-data. In addition to the translational research module,
G- DOC Plus contains two new modules—Precision medicine and Population
genetics workflows.
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3.4 Biology-Related Information Storage Kit (BRISK)

BRISK is an open source data management tool developed by the University of
British Columbia, Vancouver, Canada at 2011 [12]. The demand of a collaborative
data sharing tool for investigators in the AllerGen (The Allergy, Genes and
Environment Network) consortium lead to the platforms’ creation.

BRISK has many service tools and it uses a central hub that supports efficient
data sharing and information deployment to aid researchers in organizing, mining
and analyzing data collected from various studies. These data include clinical
phenotype descriptions and single nucleotide polymorphisms information and can
be analyzed through genome-wide association studies (GWAS). Until now there is
no literature published on BRISK, except from one research paper which showed
no associations between the risk of non-Hodgkin lymphoma and genes controlling
lymphocyte development [13].

3.5 Integrated Clinical Omics Database (iCOD)

iCOD was developed in 2010 at the Information Center for Medical Sciences in
Tokyo, Japan [14]. It is one of the first platforms to provide broad pathological,
clinical and life-style information, additional to the molecular omics data for a
patient’s saved medical record. This platform also enables scientists to estimate the
interrelation among the above parameters in order to comprehensively clarify the
omics basis of a disease for the creation of plausible disease pathways.

Because of the fact that this database contains data from patients who were
medically treated at Medical and Dental University Hospital in Tokyo and other
collaborating institutions, the data sources are of limited amount.

Nonetheless, iCOD, amongst other databases, was used by Dropmann et al.
[15] in the investigation of TGF-“1 and TGF-“2 expression in liver diseases. The
researchers compared their own data with those obtained from other open source
databases. Their study demonstrated an upregulation of TGF-“2 expression in liver
diseases which suggested that TGF-“2 could serve as a promising therapeutic target
for hepatocellular carcinoma. Their work may lead the way to a new era for fibrosis
and liver precise therapeutics.

Correspondingly Itzel et al. [16] identified two novel oncogenes, CDCA3 and
KIF18B, and demonstrated that there is a highly significant upregulation of both
genes in many tumors compared to normal tissue.
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3.6 Integrated Clinical Omics Integrating Data for Analysis,
Anonymization and Sharing (iDASH)

iDASH was developed in 2011 by the National Center for Biomedical Computing,
United States [17]. iDASH is a multi-institutional team of quantitative scientists
(mathematicians, information and computer scientist, software engineers and bio-
statisticians) that have created a powerful computational infrastructure required
for data integration and data analysis. This scientific team leverages tools and
algorithms focused on sharing data in a privacy-preserving manner. iDASH provides
a cyber-infrastructure that can be used by biomedical and behavioral researchers.
The platform enables them to access data, software and a high performance
computing environment. Thus, qualifying them to generate and test new hypothesis
and therefore, reducing barriers in data sharing.

3.7 Oncology Data Retrieval Systems (OncDRS)

OncDRS is an enterprise translational informatics system developed at Dana-Farber
Cancer Institute (DFCI) in the United States in 2014 [18]. This suite, effectively and
seamlessly integrates clinical and genomic data and also extracts related genomic
results from heterogeneous sources.

OncDRS is a self-service application, providing researchers with easier access
to the above-mentioned data, for hypothesis validation, cohort identification, and
thorough data analysis. This informatics framework extends Integrated Informatics
from Biology to the Bedside (i2b2) project with the following features: (1) by
allowing researchers to associate data of cancer disease and episodes, (2) by
developing specific data hierarchies for oncology data, like histology, disease stage,
and relapse, (3) by providing facts about the complete hierarchical path to a search
hypothesis query, (4) by offering correlative studies and (5) by enabling cohort
identification and recruitment for clinical trials.

Since its launch in 2014, OncDRS has facilitated up to 1500 research queries
and has delivered data for more than 50 research studies. The success of this
system in such a short period of time can be attributed to the ease of use, its self-
service capability, as well as to fact that, investigators are able to evaluate easily the
estimated cohort amount before investing time in initiating research projects.

4 tranSMART

The lack of translatability of preclinical models into meaningful biological knowl-
edge as was identified by Johnson & Johnson (J&J), lead to a partnership between
J&J and the Recombinant Data (R&D) Corporation in 2008. The result of that
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partnership was a knowledge management and high-content analysis platform that
would provide access to all R&D data. That platform is known as tranSMART.

tranSMART has been developed, concentrating on medical research require-
ments and clinical analysis purposes. The first iteration of tranSMART was arranged
in 2010. It was initially developed as a precompetitive collaboration platform for
pharmaceutical companies, nonprofit organizations as well as academic institutions.
It became available as an open source in 2012, with 32 instances in operation.
tranSMART ties the productive world of basic science and clinical practice data by
merging numerous kinds of data from different sources into a shared environment.
It offers exploration and analysis tools. It is based on the open-source i2b2
collaborative data warehouse [19].

4.1 tranSMART Applications

tranSMART is used as a research tool in association with numerous diseases.
University of Michigan (U-M) utilizes tranSMART to support the NIH-funded
ColoRectal Transdisciplinary Study (CORECT) [20], while additional uses are
planned for diabetes and renal testbeds. One Mind for Research’s Knowledge
Integration Network (KIN), that focuses on traumatic brain injury (TBI) and post-
traumatic stress disorder (PTSD) is building upon existing tranSMART capabilities.

Another tranSMART application example is the analysis of the gut microbiome.
The members of sysINFLAME, a multi-centre consortium funded by the German
Ministry of Education and Research as part of their systems medicine initiative
‘e:Med’ aims at jointly investigating inflammatory diseases from a systems per-
spective, with an emphasis on chronic inflammatory diseases of the gut, the joints
and the skin. Key phenotypes of interest to the sysINFLAME consortium are
inflammatory bowel diseases (Crohn disease and ulcerative colitis). They illustrate
the functionalities of the tranSMART toolbox by relating the gut microbiome to
genotypic information based on previously published data.

4.2 tranSMART Datathon

tranSMART Foundation hosted its first datathon on June 30th through July 2nd
2015. The goal of this Datathon was to evaluate various data science approaches
to biomarker discovery, pathway analysis to distinguish similarities and differences
across different neurodegenerative diseases, specifically Alzheimer’s disease and
Parkinson’s disease, and to ascertain new insights into the diagnosis and treatment
for these diseases.

According to Barash et al. [21], the findings of datathon include a: (1) single
nucleotide polymorphism (SNP) that with Multiple Sclerosis severity, (2) SNP that
is linked with brain cancer, (3) SNP associated with both Parkinson’s Disease (PD)
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and Alzheimer disease and potential new biomarkers shared by both diseases, (4)
the monocyte level in PD patients is lower than prodromal and healthy controls.
Furthermore, analysis of Alzheimer’s Disease Neuroimaging Initiative (ADNI) data
showed that converters display high cerebral spinal fluid (CSF) T-Tau levels and
lower precuneus thickness.

4.3 tranSMART Advantages

From a precision medicine point of view, integrating heterogeneous data is needed
to provide a unified view for analysis. tranSMART’s extensile data model, its
corresponding integration processes, the prompt data analysis features, and its open
source nature make it a vital tool in translational and clinical research.

Translational tools, provide researchers a comprehensive source to develop, test,
refine, form and validate research hypotheses as well as the necessary resources to
search various data sets for probable drug targets, pathways and biomarkers. Such
was the case with integrated colorectal cancer (CRC) data. tranSMART assisted
researchers in developing new hypotheses and in validating an existing hypothesis.
In the absence of access to integrated CRC data via tools like tranSMART, analyses
would take from weeks to months. Thus, said platforms can potentially accelerate
research translation to cures [22].

Bio-specimen and cohort discovery has been made accessible with the added
advantage of being able to request access to the bio-samples of patients from the
subsequently identified cohort. Hence, habilitating the reuse valuable existing data.

tranSMART allows prompt exploration of research trials data by permitting
users to identify cohorts, and complete pre-construed statistical analyses with the
simplicity of a drag and drop interface. Complex queries can be constructed without
any programming experience.

tranSMART promotes data sharing, by easily sharing data broadly. This way
tranSMART allows its user community to benefit from experts globally. It also
enables collaboration, not only at the institutional level by offering a setting where
different departments can access research data from the entire institution, but also
across academic and corporate research sectors [23].

tranSMART enables scientists to (1) contrast data from proteomics, genomics
and other “omics” studies, (2) compare patterns of gene expression in healthy and
diseased individuals and tissue samples, (3) assess connections between genotype
and phenotype in clinical trial figures, (4) extract pre-clinical data for understanding
the biology of human disease, (5) examine genetic and environmental factors
correlated with human diseases, (6) present data visually using a graphical interface
and (7) arrange clinical data into molecular subtypes of a specific disease [23].

Finally, tranSMART allows access to externally available resources, such as
PubMed. The minimizing cost and increasing research effectiveness, also adds on
their perks.
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The application of research findings into clinical data has been a slow and chal-
lenging process, fraught with barriers. Research tools and data handling practices
have been lacking. They showed limited success in standardizing data integration
processes. There still are numerous concerns in the data management workflow in a
typical research setting.

4.4 tranSMART Limitations

Translational research data derived from varied data sources, is stored using
different formats, thus making it difficult to integrate and analyze them. In addition,
an overlay between some queries was caused since there is no maintenance for
temporal data in tranSMART.

The implementation of translational research platforms in healthcare institutions
has had several obstacles from the technical perspective (e.g. there is often no
common identifier and no shared data model). According to Firnkorn et al. [24],
data import and export tools of the biomedical data warehouse system i2b2 are
limited to a set schema and hence offer unsatisfactory flexibility. Statistical analyses
inside i2b2 and tranSMART are feasible, but constrained to the applied functions.
Statistical software packages like SPSS or R as well as for data mining tools,
typically expect all information for a patient in one single row. That creates a
problem because the set of key-value pairs for a patient in i2b2 and tranSMART are
contained in a table called OBSERVATION_FACT. Thus, the exported data cannot
externally analysed.

Although, external databases (e.g. metabolic pathways or annotation tracks of
genome browsers) should be integrated immediately into the analysis track, this
is not the case. For example, it would be highly efficient if simple enrichment
computations would be accessible directly from tranSMART environment.

Lastly, tranSMART allows secondary use of healthcare data for researchers
and clinicians but at the same time it raises new technical and ethical enquiries.
Typically, researchers do not have unimpeded access to the required data because of
poor obtainability.

5 Conclusion

The rise of precision medicine combined with the need for reduced cost of high
throughput molecular techniques has opened unprecedented opportunities for the
application of genomics in the treatment of patients. Over the past decade, several
translational research platforms have been developed, in order to integrate clinical
data and support life science research. In this review, we described the function-
alities of the main platforms providing both integration and analysis features for
clinical and omics data. Notwithstanding the various implementation challenges
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of these tools, such as data integration, sharing models and policies, we strongly
believe that these networks will enhance global research collaborations and assist in
a deeper understanding of molecular disease mechanisms. Therefore, transforming
large datasets into actionable knowledge.
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EEG Analysis of the Neurofeedback Training
Effect in Algorithmic Thinking

Antonia Plerou, Panayiotis Vlamos, and Aikaterini Margetaki

Abstract Although significant advances have been made in understanding several
cognitive states, the algorithmic thinking ability is yet to be analyzed in terms of
neuroscience and brain imaging techniques. Studies on the effects of neurofeedback
on learning disabilities especially mathematics disorders are limited. The objective
of the present study is to evaluate the brain activity and activation differences
between neurofeedback trained participants and controls, during the overall EEG
analysis during continuous algorithmic tasks performance. A study of 182 children
of upper education is proposed to assess the efficacy of two protocols of neurofeed-
back training as means of algorithmic thinking ability evaluation. Results suggest
statistical significant variation in the mean SD values in terms of several brain waves
ratios during algorithmic task solving epochs.

Keywords Neurofeedback training • Learning disabilities • Alpha waves • Beta
waves • Algorithmic thinking • EEG

1 Introduction

This study focuses on the algorithmic thinking ability evaluation with the use of
neurofeedback training approach. The purpose of the research is to evaluate the
different human mental behavior through Electroencephalogram (EEG) signal with
time-frequency analysis by receiving information from the internal changes of brain
state. Several EEG signals have been collected for these states and analyzed using
the Acqknowledge software. Participants were asked to deal with interactively
presented algorithmic procedures in order to assess their ability in algorithmic
processing stimuli. While engaging in the given tasks, EEG signals of the brain
are recorded by means of a sensor system in order to study and analyze their
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brain activity. This is carried out by protocols based on neuroscience and mainly
in neurofeedback methods. In specific two protocols based on neurofeedback were
employed namely the Alpha-Theta and the SMR-low Beta protocol in order to
reinforce Alpha and Beta frequencies respectively during the various stages of
the neuroeducational approach. Statistical measures, like mean values and standard
deviation, in each sub-band, are chosen in order to analyze different mental states
of participants while dealing with an algorithmic thinking training evaluation test.

2 Related Work

Jacob’s study in 2006 on two children with learning disabilities using neurofeedback
treatment showed that neurofeedback is a successful treatment for this disease
[1]. Fernandez in 2007 showed that neurofeedback is an effective treatment for
children with learning disabilities, with a high abnormal ratio of Alpha-Theta [2].
Becerra in follow-up study performed on children with learning disorders showed
that neurofeedback is an effective treatment for a long period [3]. According
to Hashemian et al. study of 28 third grade primary school children, the 14
received neurofeedback treatment and the 14 non-real neurofeedback treatment.
This approach was based on enhancement of Beta-Theta ratio in CZ region and
was conducted with 20 sessions that lasted 30 min for 10–12 weeks. In this case,
the comparison between real and sham groups showed that the effect of real
neurofeedback therapy was significant versus sham group [4].

3 Participants

The sample of 182 participants was randomly selected (convenience sample) while
the participants were voluntarily evaluated and two equal groups were formulated.
91 subjects were allocated to neurofeedback group and 91 participates were
allocated to control group. Participants of this case study are adults graduate students
of the Department of Informatics of the Ionian University in Corfu. An IQ pre-test
had conducted in order to match two groups according to the degree of intelligence.
In addition, the two groups were matched for age, sex, and learning disabilities.
Participant’s brain activity and their ability of algorithmic lesion stimuli were
evaluated with engaging with the given problems. The training was conducted
within 10 sessions that lasted from 60–80 minutes for approximately 9 months.
Ten algorithmic tasks were provided, mainly derived from the computer science,
graph and game theory. Both control group and neurofeedback trained participants
brain activity were recorded while dealing with the above given algorithmic
tasks. Therefore ten epochs were created for each participant of both control and
neurofeedback group and they were further analyzed statistically with ANOVA
analysis [5].
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4 Material

The recording of the brain’s activity obtained by using electrodes is called elec-
troencephalogram or EEG. The EEG records the signal of the specific brain region
where the electrodes are placed. Five major brain waves can be distinguished by
their frequency ranges, namely Delta (•) 0.5–4 Hz, Theta (™) 4–8 Hz, Alpha (’)
8–12 Hz, Beta (“) 12–30 Hz and Gamma (”) 30–128 Hz [6]. In this research,
the BIOPAC data acquisition unit (MP150) and AcqKnowledge 4.3 software from
Biopac Systems Inc. are used for data acquisition, analysis, storage, and retrieval.
Silver chloride electrodes were applied following the 10–20 system. The EEG
is recorded at 500 samples/sec with a resolution of 12 bits/sample. The data is
digitally filtered using 1–50 Hz band pass filter. Each of the participants underwent
continuous electroencephalographic record of their brain wave activity, at rest with
eyes closed for 3 min, and during a continuous performance task of approximately
from 60 to 80 min long. The neurofeedback training sessions took place in a quiet,
dimly lit room in the Bioinformatics and Human Electrophysiology Laboratory in
Corfu to ensure reduced distraction [7].

5 Methods

Neurofeedback treatment was performed based on enhancement of Alpha-Theta
ratio in the C4 region and SMR-low Beta ratio enhancement in the P4 region.
The reference electrode was placed in the right earlobe. EEG biofeedback training
is an operant conditioning technique used to reinforce or inhibit specific forms
of EEG activity. In the Alpha-Theta protocol employed by the Peniston studies,
low-frequency EEG activity was reinforced. The efficacy of Alpha-Theta EEG
biofeedback may lie in its ability to allow participants to better tolerate stress,
anxiety, and anxiety-eliciting situations, which are particularly evident during the
initial phases of recovery [8].

The Alpha-Theta state is believed to promote self-awareness, as well as a spir-
itual and intuitive enhancement [9]. During the neurofeedback training and while
participants are dealing with the algorithmic tasks, a visual guidance is provided in
order to keep stress effect and anxiety at low levels. Recurrent audiovisual reminders
of encouragement are provided to the participants in order to remain calm and
stay focused. In addition, they were frequently repeatedly to check their breathing
and breathe tranquility with the use of audiovisual guidance which is related to
performance expectancy effect.

At the initial phase of neurofeedback training, Alpha-Theta ratio is enhanced
while participants relax with their eyes closed while hearing pleasing sounds, such
as waves gently crashing on the beach or a babbling brook. In this stage, the low
frequencies are reinforced, namely Alpha ratio (8–12 Hz) and Theta ratio (4–8 Hz)
respectively while Delta ratio (0.5–4 Hz) and Gamma ratio (30–128 Hz) were
suspended [6]. The participants remain for a time interval in a relaxing state, which
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is essential in order to feel calm, to minimize the stress effect and enhance the
quality of learning during the neurofeedback training. Participants are guided in
relaxing situations, to reinforce the intuitive perception and to come into deeper
levels of consciousness [10].

After this stage, the participants are considered to be free of stress and in the
state of mental clarity in order to deal with the algorithmic tasks in order their
performance to be evaluated. During their engagement with the given processes,
the SMR- low Beta protocol is applied and signals of their brain are recorded.
According to the SMR-low Beta training protocol the low Beta ratio (12–15 Hz)
is enhanced and this is related to high alertness, concentration and focused
attention. The SMR-low Beta protocol is often used for treating ADHD, and other
disorders [10].

The analysis of the electrical signals obtained from the brain to assess cognitive
effects is used in order the learning ability of the brain on the algorithmic thinking to
be understood and to provide suggestions for novel and improved learning methods
and learning approach. An essential element of the research is the use techniques for
the reduction of artifact effects and the elimination potential conflicts and limitations
of the above process [11].

6 EEG Analysis

In the case of this study, identical features of the EEG signals such as mean
and standard deviation have been extracted using statistical analysis to detect the
predetermined mental states. Mean computes the mean amplitude value of the
collected EEG data samples between the endpoints of the selected area. Equation
(1) is used to extract the mean value of EEG signal, where, ns represents starting
point and ne represents the ending point of the sample of data and the total number
of samples and i represents the values of points at horizontal axis and Xi EEG is the
values of points of a curve on the vertical axis [12].

mean D
1

ne � ns

ne�nsX
iDns

xiEEG (1)

Standard deviation measures the amount of variation or dispersion from the
average of the selected EEG data Standard deviation computes a standard deviated
value from the mean value of the EEG data samples between the endpoints of the
selected area. The formula used to compute standard deviation is shown in Eq. (2)
where XEEG is the mean value of the EEG data set [13].

Stddev D

vuut 1

ne � ns � 1

ne�nsX
iDns

.xiEEG � xEEG/
2 (2)
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7 ANOVA Analysis Results: Mean Values of EEG Signal

The comparisons were conducted with analyses of variance (ANOVA), alpha was
set at P (0.05). The obtained data were analyzed using STATA software, version
13.0 [14]. A post hoc analyses were conducted for each epoch [15]. The epochs
that were compared in this analysis concerns the time period that participants
were dealing with the algorithmic tasks. The difference between the control and
neurofeedback group is also evaluated by determining the mean values of the
each epoch respectively. In the case of the overall EEG signal evaluation, the
p-value of the mean value was computed to be 0.8025 suggesting no significant
difference between the groups. No significant difference was found is the case
of the mean Alpha ratio in the same epochs (p-value D 0.1600). The mean Beta
wave comparison between the two groups suggest no significant difference in this
ratio as well (p-value D 0.1968). In the case of the Theta and Delta, mean value
results reveal no significant difference (p-values 0.5357and 0.5130 respectively).
The overall differences are not considered to be significant, therefore no further
analysis is conducted.

8 ANOVA Analysis Results: Mean SD Values of EEG Signal

A post hoc analyses were conducted for significant interactions for the task solving
phase [15]. In the case of computing the Standard Deviation (SD) of the overall EEG
wave the mean values of SD for the control and neurofeedback group are 871959.2
and 1.2e C 06 while the standard deviation for these values is 765448.7 and
963976.2. This difference is considered to be highly statistical significant whereas
the p-value is 0.0450. As noticed in Fig. 1, in the 3rd epoch the EEG Standard Devia-
tion for the CG and NFB group differ significantly (p-value D 0.0636). In particular,
the mean value of the SD for the CG and the NFB group is 761042.6 and 1,918,752
respectively, while the standard deviation between these values is 409981.8 and
2,107,168 respectively. The difference between the mean values of SD for the
overall EEG recording for the two groups is statistically high significant for the
5th epoch where the p-value was computed to be 0.0170. The mean of the SD value
is 644995.8 and 1,259,369 for the control and neurofeedback group respectively. In
reference to the 6th epoch the difference is significant as well (p-value D 0.0553)
and the corresponding values for the mean of SD values for the CG and NFB
group respectively are 900777.2 and 1,478,930. Additionally, the difference of the
SD between the two groups is additionally significant (p-value D 0.0463) in the
8th epoch (mean SD values 791376.8 and 1,363,176 for the CG and NFB group
respectively). The p-value is computed to be 0.0255 for the 8th epoch and the mean
SD values are 647943.2 and 1,247,700 respectively for the two groups). A highly
significant difference is also noticed in the 10th epoch (p-value D 0.0057) where the
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Fig. 1 Mean SD values of EEG signal and epochs (p-value D 0.0450)

mean of the SD values were 651702.2 and 1,020,758 in respect with the two groups.
In Fig. 1 the mean SD values of EEG signal for each epoch for neurofeedback and
control group is presented.

9 ANOVA Analysis Results: Mean SD Values of Alpha Ratio

A post hoc analyses were conducted for each epoch in the case of the Alpha
ratio for the tasks solving phase as well [15]. A highly significant difference is
noticed in the case of evaluating the SD value in reference to the group Alpha wave
recording. In particular, the p-value was computed to be 0.0164 and the mean of the
SD values of the overall Alpha wave was 276621.9 to 390334.2 and the standard
deviation 239091.2 to 235885.3 for the CG and NFB group respectively. In Fig. 2
the significant differences in several epochs between the two groups are presented.
Specifically, for the 3rd epoch, the p-value is 0.0493 and the SD mean values
238317.6 and 461278.7 for the control and neurofeedback group. In the 4th epoch,
the difference was not highly significant (p-value D 0.1949) while the mean of the
SD values for the CG and NFB group was 225396.4 and 299390.8 respectively.
Highly significant was the difference in the Alpha SD values in the 5th epoch
(p-value D 0.0046), namely the mean SD value is 200000.6 (control group) and
420857.9 (NFB group). In the case of the SD values in the 6th epoch, the difference
is considered to be statistically significant (p-value D 0.0431) while the SD mean
values are 288489.7 and 499927.3 for the CG and neurofeedback group respectively.



EEG Analysis of the Neurofeedback Training Effect in Algorithmic Thinking 319

200000

300000

400000

500000

Li
ne

ar
 P

re
di

ct
io

n,
 F

ix
ed

 P
or

tio
n

1 2 3 4 5 6 7 8 9 10
Epoch

StddevAlpha

Control NFB

Fig. 2 Mean SD values of Alpha ratio and epochs (p-value D 0.0164)

A significant difference is noticed as well in the 8th epoch where the p-value was
computed to be 0.0960. The mean value of the standard deviation of the Alpha
wave is 259401.5 for the control and 399353.1 for the NFB group. A statistical
high difference comparing the Alpha ratio standard deviation is noticed in the 9th
epoch (p-value D 0.0039). More specifically the mean value of the control group
is 200599.1 and 407196.4 for the neurofeedback trained group. For the 10th epoch,
the difference is statistically significant as well (p-value D 0.0083). The SD mean
values were computed from 221756.3 to 330295.5 for the control and NFB group
respectively. In Fig. 2 the mean SD values of Alpha ratio of each epoch in respect
with the neurofeedback and control group is presented.

10 ANOVA Analysis Results: Mean SD Values of Beta Ratio

In reference to the overall standard deviation for the Beta ratio the mean SD values
for each epoch are evaluated. A post hoc analyses were conducted for each of the
ten epoch [15]. The overall difference between the mean SD values is presented
in Fig. 3 and is considered to be statistically significant (p-value D 0.00184). The
Beta ratio standard deviation mean values were measured to differ significantly,
namely 306497.4 and 418220.8 for the SD values of the control group and the
neurofeedback group respectively. While checking specific epochs of interest inter-
esting findings are noticed. Namely for the 4th epoch, the p-value was computed
to be 0.0656 suggesting that there is a significant difference for the analyzing
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Fig. 3 Mean SD values of Beta ratio and Epochs (p-value D 0.0084)

variable. Respectively the control group SD means value was 247671.9 while for
the Neurofeedback group was 342117.8. The p-value for the 5th epoch was 0.0043
suggesting the strong difference between the control and NFB group SD value of
Beta rhythm. In particular, the mean SD value for the two group respectively was
227943.1 and 476191.8 for the CG and NFB group. In the 6th epoch, a significant
difference occurs where the p-value was 0.0101. The mean SD values 276166.7 and
544131.2 for control and neurofeedback trained group respectively. The difference
noticed in the 8th epoch is a result of the difference of the control group mean value
in reference to the standard deviation of Beta rhythm (298722.1) and the NFB group
mean value 421896.5 (p-value is 0.0792). The p-value (0.0029) for the 9th epoch
suggest a statistically significant difference, namely, mean SD values 236203.8 and
422940.5 for the CG and NFB group respectively. Finally, the p-value computed to
be 0.0007 in the 10th epoch suggest the statistical strong difference between the two
groups in terms of mean SD values (243514.8 and 360507.1). In Fig. 3 the mean SD
values of Beta ratio of each epoch and both groups is presented.

11 ANOVA Analysis Results: Mean SD Values of Theta Ratio

A post hoc analyses were conducted for each epoch of the Theta wave as well [15].
While referring to the difference noticed between the overall standard deviation
values of the Theta ration the p-value was computed to be 0.1025 while the mean SD
value of the control group was 354919.2 and mean SD value of the neurofeedback
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Fig. 4 Mean SD values of Theta ratio and epochs (p-value D 0.1025)

group was 343866.9. For the 3rd epoch in the case of the Theta overall standard
deviation, the p-value was computed 0.0445 suggesting a significant difference
between the two groups and the mean SD values, were computed 277031.2 and
652867.1 for the CG and NFB group respectively. For the 5th epoch, the overall
p-value of the Theta ratio mean SD value was 0.0298 suggesting that the difference
is statistically significant while the mean SD value were 271783.1 for the control
group and the 492101.2 for the NFB group. In the case of the 9th epoch, the
p-value D 0.0250 suggests a significant difference between the mean SD values
(247834.8 and 478178.7) of the two group respectively. The difference in the 10th
epoch is less significant (p-value D 0.0989) thought the mean SD values differ for
273075.5–372330.4 for CG and NFB group respectively. In Fig. 4 the mean SD
values of Theta ratio of each epoch and both groups is presented.

12 ANOVA Analysis Results: Mean SD Values of Delta Ratio

A post hoc analyses were conducted for significant interactions for the specified
epochs for Delta ratio [15]. In the case of the overall Delta wave standard deviation
evaluation, the p-value is 0.1047 suggesting no significant difference between the
two groups. Specifically, the mean SD values vary from 625,898 for the control
group to 898491.3 for the NFB group respectively. In the 3rd epoch, the p-value
was 0.1093 suggesting a difference between two group, namely from 552416.8
to 1,452,849 and respectively for the CG and NFB group. In the 5th epoch the



322 A. Plerou et al.

400000

600000

800000

1000000

1200000

1400000

Li
ne

ar
 P

re
di

ct
io

n,
 F

ix
ed

 P
or

tio
n

1 2 3 4 5 6 7 8 9 10

Epoch

StddevDelta

Control NFB

Fig. 5 Mean SD values of Delta ratio and epochs (p-value D 0.1047)

difference is even more significant (p- value D 0.0645) and the difference between
the mean SD values are from 458259.9 to 868494.4 for the CG and NFB groups
respectively. The significance of the two groups is even higher in the 8th epoch
(p-value D 0.0490) and the original differences between the two groups in reference
with the mean values are from 550,625 to 1,046,021. The difference is statistically
important as well in the case of 9th epoch where the p-value is computed to
be 0.0594. The difference in respect the mean SD values vary from 456918.7 to
945125.6 for the CG and the NFB trained group respectively. For the 10th epoch,
the difference is statically significant (p-value D 0.0133) and the mean SD values
are 454835.6 and 751535.4 for the control and neurofeedback group respectively.
In Fig. 5, the mean SD values of Delta ratio for each epoch of neurofeedback and
control group is presented.

13 Discussion and Conclusions

The analysis of electrical signals obtained from the brain by means of a sensor
system is conducted in order to assess the cognitive functions associated with
algorithmic thinking in order to enhance the educational process. The compar-
ison between neurofeedback and control groups showed that the effect of real
neurofeedback therapy was significant versus the control group. The difference
between the control and neurofeedback group was evaluated by analyzing the
variations of the mean and standard deviation values of each ratio and epoch
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respectively. In the case of the overall EEG signal evaluation, the p-value of the
standard deviation value was computed to be 0.0450 suggesting a highly significant
difference between the groups with the NFB values to be higher. A highly significant
difference was found is the case of the mean SD values of the Alpha ratio for
each epoch (p-value D 0.0164) while the NFB group values were significantly
greater. The mean SD values of the Beta wave comparison between the two groups
suggest a really high significant difference in this ratio with the NFB group values
to be superior as well (p-value D 0.0084). In the case of the Theta and Delta,
standard deviation value results reveal a significant difference (p-values 0.1025 and
0.1047 respectively) with the NFB trained group values to be larger. These findings
suggest that the variations of the brain activity in the case of the neurofeedback
trained group are statistically significant. These findings are also related to the
enhanced performance that the neurofeedback group posed while dealing with the
given algorithmic problems. Not only the Mean SD values were noticed to differ
significantly, moreover, the mean SD values of the NFB trained group are higher.
Mean values in respect to the different recorded EEG sub-bands were noticed to
vary as well, and the mean SD values are noticed to higher in the case of the
neurofeedback trained group. Nevertheless, this difference was not considered to
be significant, there for no further analysis was conducted. Therefore the brain
activation differences between neurofeedback trained participants and controls,
suggest the enhanced activation of the brain activity during continuous algorithmic
tasks performance. Author’s future directions are addressed towards a follow-up
study to confirm the overall signal variance stability over time.
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Formal Models of Biological Systems

Georgia Theocharopoulou, Catherine Bobori, and Panayiotis Vlamos

Abstract Recent biomedical research studies are focused in the mechanisms by
which misfolded proteins lead to the generation of oxidative stress in the form
of reactive oxygen species (ROS), often implicated in neurodegenerative diseases
and aging. Moreover, biological experiments are designed to investigate how
proteostasis depends on the balance between the folding capacity of chaperone
networks and the continuous flux of potentially nonnative proteins. Nevertheless,
biological experimental methods can examine the protein folding quality control
mechanisms only in individual cells, but not in a multicellular level. Formal models
offer a dynamic form of modelling, which allows to explore various parameter
values in an integrated time-dependent system. This paper aims to present a formal
approach of a mathematical descriptive model using as example a representation
of a known molecular chaperone system and its relation to diseases associated to
protein misfolding and neurodegeneration.

Keywords Molecular chaperones • Neurodegenerative diseases • Alzheimer dis-
ease • Huntington’s disease • Misfolded proteins • UPR • Protein folding

1 Introduction

The term proteostasis describes this state of healthy proteome balance, whereas
proteostasis network (PN) refers to the cellular components that participate in
proteostasis maintenance [1]. Failure of proteostasis is implicated in disease and
the deleterious effects of aging [2].

Maintaining protein homeostasis is a challenging task, since the concentration
and subcellular localization of each individual protein species needs to be carefully
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controlled [3]. Recent research studies suggest an emerging proteostasis network
(PN), which is comprised by a plethora of factors, including molecular chaperones.
The concept of this network is that these components function as a coordinator in
proteome integrity, in order to prevent the pathologic accumulation of protein aggre-
gates, which potentially form toxic species. Protein aggregation is implicated in
neurodegenerative diseases and other medical disorders, ranging from Alzheimer’s
disease (AD) to type 2 diabetes [4].

An understanding of protein folding is important for the analysis of the resulting
interplay of many events involved in cellular regulation and the development of
novel therapeutic strategies for human diseases that are associated with the failure
of proteins to fold correctly [5].

Because the number of possible conformations a protein chain can adopt is
very large, folding reactions are highly complex and heterogeneous [6]. Although
aggregation primarily leads to amorphous structures largely driven by hydrophobic
forces, it may also lead to the formation of amyloid-like fibrils, which are often
reported in a wide range of neurodegenerative diseases [7]. A protein aggregate
is described as any association of two or more protein molecules in a non-
native conformation [3]. Aggregates cover a range of structures, from amorphous
assemblies to highly ordered fibrils (amyloid) with cross-ˇ-structure [3].

While there are different misfolding mechanisms, they all converge on common
conformational changes, which may promote either gain of a toxic activity, or
the lack of a biological function of the natively folded protein. Since there is no
single folding mechanism, the folding rate maybe enhanced by interactions between
the domains of proteins, while the topology of the protein is also important [8].
Chaperones may bind to nascent polypeptide chain and facilitate proteins folding,
or are ATP-driven machines to assist unfolding of misfolded proteins [9].

Protein homeostasis (proteostasis) is essential for maintaining cell’ s function-
ality, therefore imbalance of proteostasis, is considered to contribute to aberrantly
folded proteins that typically lose their function [10]. Molecular chaperones are
capable of suppressing protein aggregation and promote efficient refolding or
degradation. Therefore, recent advances are targeting chaperone network as a
therapeutic approach [11]. In this paper, we focus on the importance of molecular
chaperones in neurodegenerative diseases, and especially of Hsp70, a Heat Shock
Protein which is used in our formal model in order to understand their protective
mechanisms.

1.1 The Role of Chaperones in Protein Folding

Chaperones play a major role in modulating de novo folding and refolding (i.e., the
chaperonins, Hsp70s, and Hsp90s) [6]. ATP binding and hydrolysis are essential for
the chaperone activity [12]. Studies have shown that for efficient folding chaperones
act like a catalyst, in oder the rate of folding to be faster than the rates of aggregation,
or chaperone rebinding. Otherwise, these polypeptide chains fail to effectively
reach their native state and they are transferred to the degradation machinery
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[13]. Partially folded, or misfolded states often tend to aggregate, because they
expose hydrophobic amino acid residues and regions of unstructured polypeptide
backbone [14].

Accumulation of misfolded proteins in the endoplasmic reticulum (ER) can
disrupt ER function resulting in ER stress [15]. The ER responds by triggering
specific signaling pathways, including the UPR, which increases the abundance of
stress-regulated chaperones [16]. Moreover, retro-translocation and degradation of
ER-localized proteins occurs, which results minimization of the accumulation and
aggregation of misfolded proteins, increasing the capacity of the ER machinery for
folding and degradation [17, 18].

The general function of chaperones in regulating protein folding is significant
in neuronal proteostasis. Besides assisting the formation of nonnative proteins
and the refolding of misfolded proteins, chaperones also regulate critical cellular
processes, such as protein trafficking, protein degradation and macromolecular
complex assembly [10].

1.2 Proteostasis Network

Although research has made major advances which unveiled the importance of HSP-
mediated quality control in normal cellular function, we are far from understanding
the mechanics of the chaperone system machinery which in conjunction with the
protein transport and degradation machineries to ensure proteome integrity [19].

The physiological regulation of the PN is complex and involves several intercon-
nected stress response pathways, including the cytosolic heat shock response (HSR)
[20], the unfolded protein response (UPR) in the endoplasmic reticulum [21], and
the mitochondrial UPR [22]. Many research studies review the link between protein
aggregation and the function of the PN [3, 23, 24] and suggest that the failure of cells
to maintain proteostasis contributes to the load of misfolded proteins which the toxic
effects of protein aggregates leading to neuronal death in numerous diseases and is
also involved in the aging process.

Protein homeostasis is highly interconnected to molecular chaperone network
which triggers the pathways of protein degradation in order to remove nonfunc-
tional, misfolded, or aggregated proteins [25].

Molecular chaperones guide the conformation of proteins from their initial
folding and assembly and throughout their lifetime [26]. Neurons are especially
susceptible to degeneration because of their long lifetime. Thus, research on
neurodegenerative diseases in recent years has been focused on the neuroprotective
properties of chaperones [27].

Specific proteins may interact with as many as 25 different types of chaperones
throughout their lifetime, as shown in yeast [28]. Failure of conformational main-
tenance is particularly relevant to the onset of age-related degenerative disorders,
which typically involve protein aggregation [29].

Aggregated proteins that cannot be unfolded for proteasomal degradation may be
removed by autophagy and lysosomal/vacuolar degradation [6]. Loss of autophagy
has been implicated in the formation of inclusion bodies in neurodegeneration, even



328 G. Theocharopoulou et al.

in the absence of additional stress, demonstrating the importance of this maintaining
proteostasis [30]. Additional pathways of autophagy include chaperone-mediated
autophagy (CMA) [31] and chaperone-assisted selective autophagy (CASA) [32].

The ability of cells and tissues to maintain proteostasis declines during aging [6].
The gradual decline in proteostasis capacity during aging results in the accumulation
of misfolded (or oxidized) proteins, leading to the deposition of aggregates,
cellular toxicity, and cell death [4]. Thus, age is an additional risk factor for a
range of degenerative diseases associated with protein misfolding and aggregate
deposition. Diseases in which the misfolded protein forms aggregates or toxic
dominant negative protein species are usually categorized as a gain-of-function
pathogenesis and include type 2 diabetes and major neurodegenerative diseases,
such as Parkinson’s, Huntington’s, and Alzheimer’s disease, as well as amyotrophic
lateral sclerosis (ALS) [6, 33].

Furthermore, toxic protein aggregation also compromises the cellular response
to stress stimuli (221).

Our paper is structured as follows: After the necessary introduction, where
related literature is referred, in the next section, we present the description of our
model. In Sect. 3 we present our simulations results and indicative figures. Finally,
in Sect. 4 there is the discussion.

2 Description of the Model

The Hsp70 system plays a housekeeping role in quality control of the cell, as
it acts as a folding catalyst. More specifically, it is involved in a wide range
of folding processes, including the folding and assembly of newly synthesized
proteins, refolding of misfolded and aggregated proteins, membrane translocation of
organellar and secretory proteins, and control of the activity of regulatory proteins
[12].

Spontaneous protein folding occurs on the timescale of milliseconds, while
Hsp70-dependent protein folding in vitro occurs typically on the time scale of
minutes or longer. A fraction of the unfolded molecules often misfolds and
aggregates [34]. Misfolded and aggregated proteins may be trapped in these states
for minutes or even hours, until they reach their native state via the chaperone-
activity cycle (Fig. 1). Two alternative modes of action are referred in literature.
In the first mechanism Hsp70s sequesters through repetitive substrate binding and
release cycles in order to prevent aggregation, while allowing free molecules to
fold to the native state [12, 35]. In the second mechanism, Hsp70 chaperones are
considered as unfoldases that use free energy from ATP binding and/or hydrolysis
to unfold or pull apart misfolded and aggregated proteins [12, 35].

Hsp70 consists of an ATP-binding domain, which binds and hydrolizes ATP and
a C-terminal substrate binding domain, which binds extended polypeptides [36, 37].
Since Hsp70s perform many different tasks within the same cellular compartment,
regulation of the interplay between these cellular functions needs to be examined.
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Fig. 1 The chaperone
activity cycle

DnaK/DnaJ/
GrpE

chaperone
cycle

Protein repair
Or protein
degradation

Native protein NPMisfolded protein MP

Non native protein U

Many co-chaperones, including J proteins, nucleotide exchange factors (NEFs),
and tetratricopeptide repeat (TPR) domain-containing proteins [38, 39] cooperate
with Hsp70s, in order to guide the diverse cellular activities. The main Hsp70
chaperone of E. coli is DnaK which is highly expressed under all conditions but
even more expressed under heat shock conditions [40]. ATP binding and hydrolysis
is absolutely essential for the chaperone activity. In order to complete a functional
chaperone cycle, the NEFs facilitate ADP-ATP exchange [26]. Considering the
fact that there has been identified a broad range of localized functions that the
chaperone machinery is involved, a major question is how targeted chaperone action
is selectively triggered [41].

Our model represents the role for DnaK in the folding of nascent polypeptide
chains, as it has been described in biological studies [12, 42, 43]. The functional
versatility of Hsp70 molecules is feasible because of the involvement of a single
Hsp70 with multiple cochaperones, mainly consisting of various JDPs. ATP hydrol-
ysis in Hsp70 is thought to be a major determinant of chaperone function [39].
In the DnaK-ATPase cycle Hsp70 chaperone DnaK from Escherichia coli interacts
with its co-chaperone DnaJ and the nucleotide exchange factor GrpE, in order these
co-chaperones to raise the overall ATPase rate [44]. Many denatured or misfolded
substrate proteins are first captured by DnaJ and subsequently transferred to the
DnaK-ATP complex, with DnaK [45]. Substrate and DnaJ trigger DnaK - ATPase
activity, which leads to locking of the substrate in the DnaK-ADP complex [45].
Driven by the following GrpE-catalyzed ADP-ATP exchange, the DnaK-substrate
complex is released [46].

For our modelling purposes we use the systems biology markup language
(SBML) [47]. SBML is a computer-readable format for representing models
of biochemical reaction networks. A stochastic approach of the mechanisms of
molecular chaperons can be found in [48].
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2.1 Describing Model’s Interactions

For simplicity in this model we assume that proteins may be in their non native state
(U) and either fold in their native form, (NP), or are misfolded (MP). The reactions
of the model are shown in Table 1.

Native proteins are synthesized at rate r1. NonNative
r1

Native
DnaJ captures non native proteins and forms a complex at rate r2.
DnaK in its ATP bound form interacts with the substrate.
DnaJ associated with the substrate interacts with DnaK ATP and through rapid

stimulation of ATP Hydrolysis by DnaK mediates formation Dnak-DnaJ- substrate
complexes containing ADP. This reaction is performed at rate r3.

JUcom
ATP
r3

KJUcom+ADP

JUcomplex

DnaK ATP

KJUcomplex + ADP
DnaJ might dissociate from these complexes in rate r4.

KJUcomplex
DnaJ r4

KUcomplex
GrpE (E) associates with DnaK complexed, triggering nucleotide release and

forming GrpE-DnaK-DnaJ-substrate complexes at rate r5.
Dnak dissociates with binding ATP at rate r6.
GrpE facilitates the exchange of ADP for ATP at rate r7. Then, the dissociated

substrate will undergo further folding to its native state or misfold.
We assume that unsuccessful folding occurs at rate r8.
Unsuccessful refolding by Hsp70 directs the misfolded proteins to polyubiquity-

lation and degradation by the proteasome [49] (Fig. 2).

2.2 Reactions

This model contains 23 Reactions. All reactions are listed in the following table.
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Fig. 2 Schematic representation of the biological cycle of the DnaK chaperone system, as
proposed in [42]

3 Simulation Tests Results

There is experimental evidence that chaperone systems are dramatically upregulated
during periods of high stress [50, 51]. Decreased protein degradation and repair
has been associated to an increased susceptibility to oxidative stress [52]. Since
endoplasmic reticulum (ER) stress triggers Reactive oxygen species (ROS) sig-
nalling, ROS may provide a common link between cellular stress and the initiation
of the cell’s antioxidant defense system, including chaperone machinery. Based on
these research results, we tried to incorporate into our model the response of the
DnaK molecular chaperone system to the effects of ROS. Both the “resting state”
and stress-induced levels of activity needs to be examined in order to identify
the reaction of cells, when they are subject to high levels of stress over long
time periods. This will elucidate the role of chaperone machinery. Moreover, the
ability of maintaining cellular proteostasis declines with aging, which results in the
accumulation of misfolded proteins, deposition of aggregates, cellular toxicity and
eventually cell death [53–55]. This deterioration of proteostasis is a characteristic
risk factor of many human pathologies and represent a hallmark which is considered
to contribute to the aging process [56] (Figs. 3 and 4).

Oxidized proteins due to increased level of ROS are either degraded or repaired
depending on whether the damage is reversible or not. Thus, there is a critical
balance between the capacity of Hsp70 chaperones to bind to the misfolded proteins
and the aggregated proteins that tend to accumulate (Fig. 5).

Moreover, the age-related accumulation of oxidized protein has been proposed to
be due to either, or both, increased protein oxidative damage and decreased oxidized
protein degradation and repair [52].
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conditions (ROS was scaled for clearer visualisation)

The role of chaperone function and the simultaneous protein oxidation, mis-
folding and aggregation in aged organisms, suggests that preservation of protein
homeostasis and long- range protein organization can be major determinants in
longevity [57–59].

When the accumulation of misfolded or unfolded proteins occurs within the
ER, this disturbs ER homeostasis, giving rise to ER stress [60]. ER stress results
in activation of the unfolded protein response (UPR) which aims to alleviate the
stress [60]. The UPR involves up-regulation of protein chaperones to promote
protein folding, translational attenuation to reduce the load of proteins within the
ER to prevent further accumulation of misfolded proteins, and up-regulation of ER-
associated protein degradation (ERAD) and autophagy to promote degradation of
misfolded proteins [61]. Therefore, ER stress plays a pivotal role in cell survival by
maintaining proteostasis and is implicated as a key mechanism relevant to pathogen-
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esis in neurodegenerative diseases. Since chaperones promote the correct folding
of proteins into their native conformations and prevent protein misfolding, novel
therapeutic strategies may be beneficial in disorders involving protein misfolding.

4 Discussion

Studies over the past two decades have elucidated the important role of the
chaperone machinery in assisting protein folding. Nevertheless, understanding how
the pathways of misfolding are connected to the neurodegenerative disorders, is still
elusive. One of the obstacles is, that in vitro experiments are not easily transferable
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Fig. 5 The critical balance
between protein folding and
degradation activity
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to the in vivo. The development of formal mathematical models allow us to conduct
simulation experiments in order to observe the conformational changes in a single
polypeptide chain and incorporate the various aspects which are involved in the
complex chaperone machinery. This will help us better understand the role of
molecular chaperones as a key element in the network of proteostasis. Unravelling
the complex signalling pathways of this network, will contribute in solving the
problem of how cells react to conformational stress, or proteostasis deficiency. The
critical balance of aberrantly folding proteins which aggregate into toxic species,
whereas others are degraded and how these pathways change during ageing, will
reveal the important relationship between proteostasis and longevity.
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