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Preface

The Australian Society for Operations Research (ASOR) was established on the
1 January 1972. ASOR is associated with the International Federation of Opera-
tional Research Society (IFORS). Today, the society has more than 400 members
nationwide and is expanding. The society runs an annual conference. 2016 wit-
nessed the 24th edition of the ASOR conference with 120+ attendees and a pro-
gramme spanning four days of interesting presentations and workshops.

This book is the culmination of the papers accepted at the conference. The event
witnessed 72 technical presentations, out of which this book contains 29 chapters
representing the papers accepted as full papers. Each submission was reviewed by
two independent reviewers.

The conference was held at the University of New South Wales, Canberra
Campus, located at the Australian Defence Force Academy. The event also hosted
the Defence Operations Research Symposium (DORS). Four high calibre speakers
gave plenary talks. These were Dr. Pamela Blechinger, Director US Army TRA-
DOC Analysis Center; Dr. Stephan De Spiegeleire, Principal Scientist, Haque
Centre for Strategic Studies, the Netherlands; Dr. Jamie Morin, Director, Cost
Assessment and Program Evaluation (CAPE); and Dr. Haris Aziz, Senior Research
Scientist, Data 61 (CSIRO), and Conjoint Senior Lecturer (UNSW).

The Editors of this book wish to take this opportunity to thank all attendees and
the operations research community in Australia for supporting the event. Our deep
appreciations go to members of the organising committee of the event, who made
this happen: Mr. Arvind Chandran, Dr. Sharon Boswell, Dr. Sondoss El-Sawah, Dr.
George Leu, Dr. Donald Lowe, and Dr. Jiangjun Tang.

We also wish to thank the organisations that supported this year’s conference:
the University of New South Wales, Canberra Campus, located at the Australian
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Defence Force Academy; the Defence Science and Technology Group, Department
of Defence, Australia; Data 61, Commonwealth Scientific and Industrial Research
Organisation (CSIRO), Australia; and the Australian Society for Operations
Research.

Australia Ruhul Sarker
October 2016 Hussein A. Abbass
Simon Dunstall

Philip Kilby

Richard Davis

Leon Young
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What Latin Hypercube Is Not

Oleg Mazonka and Charalambos Konstantinou

Abstract Simulation methods play a key role in the modelling of theoretical or
actual physical systems. Such models can approximate the behaviour of the real sys-
tem and provide insights into its operation. Well-determined input parameters are
of prime importance for obtaining reliable simulations due to their impact on the
performance of the simulation design. Among various strategies for producing input
parameter samples is Latin hypercube design (LHD). LHDs are generated by Latin
hypercube sampling (LHS), a type of stratified sampling that can be applied to mul-
tiple variables. LHS has proven to be an efficient and popular method; however, it
misses some important elements. While LHS focuses on the parameter space aspects,
this paper highlights five more aspects which may greatly impact the efficiency of
sampling. In this paper, we do not provide solutions but rather bring up unanswered
questions which could be missed during strategy planning on model simulation.

Keywords Latin hypercube *+ Experimental design + Computer simulations

1 Introduction

Computer simulations aim to emulate a physical system through a computer model.
The design and modelling of computer experiments allows to reproduce and capture
the behaviour of the replicated system and thus make inferences about its character-
istics. In science fields, many of these emulated processes need spatially distributed
values to be used in computer simulation models as input. Latin hypercube sampling
(LHS) has been used worldwide in such computer modelling applications.
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LHS, introduced by McKay, Beckman, and Conover in 1979 [5], is a stratified
random procedure which simultaneously samples on all input dimensions. Stratified
sampling is a probability sampling technique in which the population is divided into
non-overlapping segments, i.e. strata, and a sample is selected within each stratum. In
Latin hypercube designs (LHDs), a sample is maximally stratified when the number
of strata is equal to the sample size N and when the probability of falling in each
of the strata is N~!. Figure 1 shows a LHD sample drawn from two independent
variables X, and X, distributed uniformly in U[O, 1].

LHDs have always been particularly popular in computer simulations. For
instance, LHDs have been used in a wide range of applications such as hurricane loss
projection modelling, assessment for nuclear power plants and geologic isolation
of radioactive waste, reliability analyses for manufacturing equipment, petroleum
industry, and transmission of HIV [6]. There exist several reasons for the popularity
of LHS. For example, Latin hypercube samples can cover design spaces regardless
of their size and the requirements about the location and density of the data. The
orthogonality of such samples allows also to construct non-collapsing, space-filling
designs [4]. Hence, even if a subset of dimensions need to be discarded, the design
remains a LHD allowing the samples to be reused. In addition, LHDs provide flexi-
bility as they can adjust to the statistical assumptions of the experimental model.

LHDs often face problems to control the sampling of combinations of distrib-
utions and fill the design space, as the sampling of each distribution is handled
separately to provide even distribution coverage. In many instances, optimization
techniques to improve space-filling (e.g. minimizing some form of distance mea-
sure) or orthogonality (e.g. considering column-wise correlations) are challenging
and expensive [11]. Other drawbacks of LHDs include the loss of statistical inde-
pendence of sample values and the requirements in memory to hold the samples for
each distribution. Also, there are practical scenarios in which LHS does not appear to
be significantly superior to random sampling for computational sensitivity analysis
[1, 9]. LHS lacks the ability to accommodate any prior knowledge of the model. To



What Latin Hypercube Is Not 3

overcome this problem, sequential sampling techniques, where a set of sample values
are chosen so that certain criteria of the next experiment are satisfied, could be used.
The yielded data is evaluated as it is collected, and further sampling is performed
based on pre-defined rules of the resulted model performance.

In this paper, we show that some aspects of analysis during strategy planning on
model simulation can be missed. While LHS focuses on the parameter space aspects,
we present five more aspects worth considering before committing to a particular
methodology of sampling design. We believe that there exist rigorous and correct
solutions, of which the authors are not aware at the time of writing. Whether the
solutions be known or ad hoc methods applied, they all remain outside of the scope
of the paper.

The following section introduces a few techniques employed in experimental
designs. The contribution of this paper—the different aspects of an experimental
design—is described in Sect. 3.

2 Background and Overview

In experimental design, one studies a model (possibly stochastic) which depends on
a number of parameters. These parameters are also called factors. Each factor can
be set at a particular value. All such possible values are called levels. For example,
a binary factor can take only two values: yes/no, true/false, etc.; a continuous factor
can take values within a range of real numbers. If all factors are fixed to some values,
then this set is called a design point. And the whole set of design points represent the
experimental design. A design point is a deterministic input to the model, to which
the model outputs the result either in a deterministic or probabilistic fashion.'

In this section, we present the most notable techniques used for experimental
designs.

2.1 Randomized Complete Block Design (RCBD)

In RCBDs, used in agricultural experiments, the field is divided into blocks and
each block is further divided into units. The number of units is equal to the number
of treatments. Treatments are then assigned randomly to the subjects in the blocks
so that a different treatment is applied to each unit. This procedure ensures that all
treatments are observed within each block. A simple layout of a RCBD is presented
in Fig. 2. The defining characteristic of RCBD is that each block sees each treatment
exactly once [13].

'Note that randomness in probabilistic models cannot be included into the input to make the model
deterministic, since the results represented as distributions rather than fixed values may reflect
smoothness of the model which would be broken by fixing the seed to the random generator.
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Fig. 2 Randomized 5 =
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2.2 Latin Square (LS)

LS experimental designs follow the same concept of RCBDs with the main differ-
ence of conducting a single experiment in each block, so LS allows the existence of
two factors [13]. In the previous agricultural example, the fertility of the land might
variate in two directions (x-axis and y-axis) that can be used as the factors (e.g. due
to soil type and water stagnation). The k levels of each factor can be represented in
a square with k rows and k columns. In order to achieve a k X k LS design, then k
treatments must be applied exactly once in each column and each row. Examples of
a3 x3and a4 x4LS designs are shown in Fig. 3.

2.3 Factorial Designs

Such experimental designs consider all possible combinations of levels across all
the design factors, i.e. the sample size N of factorial designs is equal to N = H:’zl L;,
where n the number of factors and L, the levels of each factor [13]. In some cases,
each factor has two levels (L = 2), resulting in 2" treatment combinations. Figure 4
presents two such examples with two and three levels.

Fig. 4 Examples of a 2% and ®
a 23 full factorial designs;
factors X, Y, Z

Factor Y

g0 0
Factor X

(a) 22 full factorial.  (b) 23 full factorial.
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Although factorial designs include at least one trial for each possible combination
of factors and levels, they come at a high cost in terms of experimental resources. In
order to reduce the cost, a set of possible combinations can be excluded resulting in
a fractional factorial design.

2.4 Central Composite Design (CCD)

A CCD experimental design is a factorial or fractional factorial design with centre
points, supplemented with a group of star points [3]. A CCD always contains twice
as many star points as there are factors in the design. Those extra points allow the
estimation of the second-order interactions between factors; otherwise, only linear
dependencies can be assumed. Figure 5 presents the generation of a CCD for two
factors.

2.5 Box-Behnken Design (BBD)

In contrast with the previous CCD design, BBD experimental designs do not con-
tain all the embedded factorial points [2]. Specifically, BBDs is a class of rotatable
or nearly rotatable second-order designs based on three-level incomplete factorial
designs. The points in such designs exist at the centre and at the mid-points of edges
of the parameter space. Figure 6 illustrates a BBD for three factors.

Fig. 5 Representation of
the star points being added
to factorial points

Fig. 6 The graphical
representation of a
Box-Behnken design (BBD)
for three factors
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Table1 A 12-run PB design matrix

Run |A B C D E F G H I J K
1 + + - + + + - - - + -
2 - + + - + + + - - - +
3 + - + + - + + + - - -
4 - + - + + - + + + - -
5 - - + - + + - + + + -
6 - - - + - + + - + + +
7 + - - - + - + + - + +
8 + + - - - + - + + - +
9 + + + - - - + - + + -
10 |- + + + - - - + - + +
11 + - + + + - - - + - +
2 |- - - - - - - - - - -

2.6 Plackett—Burman Design (PBD)

PBD is an efficient screening design when only particular effects are of interest. This
experimental method is often used in ruggedness tests with the purpose: (a) to find
the factors that strongly affect the outcome of an analytical procedure, and (b) to
determine how closely one needs to control these factors [10]. PBD always involves
4n experiments (n > 1), and in each experiment, the maximum number of factors
that can be studied is 4n — 1. For instance, in a 12-run design, one can study up to
11 factors. A PBD matrix is shown in Table 1 in which the PB pattern is given in
the first run. The other rows are generated by shifting one cell right the elements of
the previous runs, and at the end, a row of minus signs is added. PBDs utilize two
levels for each factor, the higher level being denoted ‘+’ and the lower ‘—’. Note that
for any pair of factors, the number of combinations ‘++’, ‘+—" ‘—+’, and ‘——’is
exactly the same.

2.7 Taguchi’s Idea

Taguchi procedures often refer to the experimental design as ‘offline quality control’
since they provide a good level of performance of products or processes occurred in
the design space. Taguchi designs take into consideration that there exist factors
(called noise factors) which cannot be controlled in the normal operation of a prod-
uct [8]. The other factors identifying as controllable parameters are able to control
the variability and minimize the effect of the noise factors (robust parameter design
problem).
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Fig.7 Example of Taguchi
design of experiment for 23 [ ]

full factorial controllable
factors and 22 full factorial (1 T
noise factors

L i

In the world of simulations, these parameters are called exploration parameters
(controllable factors) and sensitivity analysis parameters (noise/uncontrollable fac-
tors). Studies often aim to compare the performance between different sets of explo-
ration parameters as well as to compare the variation of performances due to noise
factors. For example, the best performance may not be ‘the best’ choice because
of variability, where some suboptimal result is better because it is less affected by
uncontrollable factors.

Figure 7 shows a scenario of five parameters, two of which are uncontrollable and
three are controllable. Two-level full factorial experimental designs can be consid-
ered for both types of factors. One design point—a corner in the cube—can be the
optimal point whatever optimality is defined. However, this point may not be ‘the
best’ choice because the variations of noise parameters—the four points around the
corner—make worse on average results than another corner.

2.8 Monte Carlo

Such designs rely on random or pseudo-random samples of an input probability dis-
tribution [7]. The two main strengths on Monte Carlo methods are the following:
first, the sampling process does not depend on number of factors—dimensionality,
which means that any number of factors can be thrown into the design. Secondly, the
data obtained from the running simulations can be analysed,,while new simulations
are being conducted. Thus, to obtain better knowledge about the model, one needs
to run more simulations.

2.9 Latin Hypercube Designs (LHDs)

A type of stratified Monte Carlo sampling is LHS which simultaneously stratifies on
all input dimensions [3]. LHDs, already presented in Sect. 1, require fewer iterations
compared to Monte Carlo methods in order to recreate the input distribution. To
recapitulate, the features of LHDs rely on both random and stratified sampling.
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3 Experimental Design Considerations

The purpose of experimental designs is to study the performance of systems and
processes. The choice of experiments as a series of tests is performed in a way to
maximize efficiency. The problem in such design models is how to select a number
of certain experiments from a possible infinite number of options in order to (a) gain
as much valuable information as possible, and (b) satisfy the constrains of limited
resources because each experiment bears cost and requires time.

Computer models are typically characterized by the input parameters (factors).
All factors can be seen as dimensions of a parameter space S. A single experiment
requires all factors to be set at particular values. Such set of values corresponds to a
single point £ € S—a design point. LHD generates a set of design points uniformly
distributed within the multidimensional box in S, which is defined by the ranges of
parameter values. This can be expressed via the following formula:

E[S]—> D

where E is an abstract engine which takes the definition of parameter space S as input
and produces the experimental design D. LHD is an example of such engine.

The choice of point £ in the experimental space determines the outcomes {¢,} of
the experiment from a variety of observable results ¢ in space O. Each replication,
the repetition of the experiment aiming to acquire a more precise outcome distrib-
ution, is represented by the index i. For each selected &, several replications can be
executed and each replication results in possibly different ¢,. In stochastic simula-
tions, this variability is achieved by supplying different random seeds. In physical
experiments, this variability may come from measurement errors or the inability to
control all factors that determine the outcome. For each point &, the desired, and
practically not achievable, outcome is to draw the real probability distribution of ¢.
The probability distribution can be approached with the growth of the number of
replications executed at point &.

There is a dilemma, however, in how to obtain the distribution of the observ-
able outcomes: whether to increase the number of replications in each point & or to
increase the number of points £. In the first case, more replications at fewer points
& can result in information of higher granularity. On the other hand, a greater num-
ber of points with fewer replications can provide a better illustration of the overall
information. Finding an optimal balance between these two elements is outside of
the scope of the paper. Had this question been resolved, a new engine,

E[S.0]1 - D

taking into account the space of observables O, would provide a better design.
Besides the trade-off between the number of points £ and the number of repli-
cations, the simulation cost C is also important. If different points & and different
replications require the same amount of resources, then the cost is proportional to
the number of simulations. In the general case, however, not all the areas of the
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experimental space S would have the same cost effect: certain zones can be less
expensively explored than others in terms of cost C(§). Additionally, in complex
experimental designs, the cost C(¢) may not be known in advance but obtained as
one of the results O. Clearly, the knowledge of the cost function would influence the
optimal design:

E[S,0,C] - D

Similarly with the simulation cost C, the value V(&) of information obtained as a
result of simulation at point £ defines another aspect that influences D. Some areas
of the experimental space S, for instance, might be of greater importance for the
system compared to other points £ in the design. In addition, as with the simulation
cost case, the value V(&) of particular areas may depend on the obtained experimen-
tal results. For example, in combat simulations, a balance between forces strongly
governs winning or losing outcomes [12]. In the parameter space, there may be vast
areas of no particular interest because the outcome is predictable. The valuable infor-
mation is the transition area where the probability to lose or win is not definite. An
optimal design would have all design points in this transition area; then, the engine
E including function V(&) becomes:

E[S,0,C,V] - D

At first glance, the value V constraint can be interpreted as quite artificial. One can
assume to tolerate some extra experiments in not important areas as trade-off for
simplicity of having a multidimensional box with flat boundaries. However, mul-
tidimensional spaces can be very counter-intuitive. For example, an n-dimensional
unit ball submerged into a n-dimensional cube with edge equal to 2 (the ball touches
each face of the cube) has its volume about 80% of the volume of the cube in two
dimensions—a circle and a square. In three-dimensional space, this value is around
50%, in 10 dimensions ~1.6%, and in 20-dimensional space, the ratio of the ball’s
volume to the cube’s volume is 2.5 X 1073, For the latter case of the 20-parameter
space, a randomly chosen point within the smallest enclosing box will almost always
be outside of the ball. In this example, having 20 factors requires more than 40 mil-
lion points in order to get at least one point inside the ball—representing a constraint
on factors.

Another aspect that needs to be taken into account is the information / already
obtained from the experiment. This information depends on the set of points which
have been evaluated {&; — {¢}}, plus the set of points which are being evaluated but
do not have yet the result {&;}. In general, the information / is a function of those two
sets: I = I({&; — {¢}}, {¢;}). Design engine E has to wisely produce more points
where not enough information has been or expecting to be accumulated and less
where the space is already explored:

E[S,0,C,V,I] = D

This idea is known as sequential sampling.
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The last aspect we consider in this paper is the resources R required to conduct
the new experiment. In the simple scenario for which the cost C follows a uniform
distribution, the resources R are equivalent to the total number of samples, i.e. the
sum of the number of replications N, over the number of points &: R = ), ¢Ne. The
resource R in many cases influences the implementation of the design E. When the
design points are evaluated sequentially, the order of evaluation is important, because
depending on the intermediate outcomes, the evaluation can be simply interrupted,
redesigned and/or re-evaluated. The design engine E therefore should include this
aspect as well:

E[S,0,C,V,I,R] - D

In its simplicity, LHD, besides the non-collapsing and filling properties in the
experimental space S, ignores all the other aspects:

ELS, 8, &M Rl - D

observational space O, cost C and value V functions, prior information /, and the
experimentation resources R. From this point of view, applicability of LHD appears
sound only after considering and consciously ignoring these five aspects.

4 Conclusions

LHD is a useful and practical tool which can provide exceptional benefits in exper-
imental design. In this paper, we have highlighted aspects which are important in
experimental design but, except parameter space S, are not present in the Latin hyper-
cube method. Awareness of those aspects brings justification of proper usage of LHD
and sets up the boundaries where LHD can be safely utilized.

Considering these aspects brings up a question: Is there a method taking all known
information and giving the optimal design? The authors believe that such a method—
the perfect engine E—exists, derived from the basic principles of probability theory.
At the same time, it is possible that each aspect raised in this paper can be addressed
by a simple ad hoc solution which may not be very far from optimal.

5 Rev2 Replies

First, the definition of resource R seems to overlap with the other aspects, notably
space O and cost C. Does the knowledge of O and C is enough to know R? (In which
case R is redundant). Or does R provide some information not already included in
O and C? (And if yes, what is it?).

No. Assume that O and C are known and well defined. If we allow to run only
one point, then the engine gives us the most useful position of the design point. If we
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allow to run two points, then the most useful points will likely be both different from
the one before (when we have the resources to run only one point). In this sense, the
optimal position of design points depends on the number of points we are able to
run.

Second, the shortcomings of LHD described here (that E[S] ignores, O, C, V, I
and R) are not specific to LHD. More generally, all general quasi-random generators
(classical random sampling, low-discrepancy sampling, etc.) used as is without input
[from the system at hand will suffer from the same limitations.

This is correct. However, many Latin hypercube promoters consider LHS as so
powerful that great effort is spent on improving the method within LHDs. The pur-
pose of this paper is to provide an alternative point of view, especially for a less
experienced audience (not to fall into conclusion that LHD solves the problem).

Following the previous remark, it could be interesting to come back to the list
of most notable techniques for experimental designs listed in Sect.2 (RCBD, LS,
Factorial, CCD, BBD, PBD, Taguchi, Monte Carlo, LHD) in the light of the list of
desirable elements that experimental designs should take into account (S, O, C, V, I,
R) established in Sect. 3. This can be summarized in a table, for example, and could
help to establish clusters of similar methods, and would point out to the best existing
experimental design (according to the criteria from Sect. 3). This would be consistent
with the idea of searching for the optimal design discussed in the Conclusion. At the
same time, LHD would be even less the real focus of the paper (the title might need
to be changed).

In this paper, we discuss only about LHD. Other methods are provided as a back-
ground material. In the context of the paper, LHD is superior to other designs (except
Taguchi, which is not a design, but is a relevant observation). Hence, we would like
to point the reader exactly to “What Latin Hypercube is not’.
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A BDI-Based Methodology for Eliciting
Tactical Decision-Making Expertise

Rick Evertsz, John Thangarajah and Thanh Ly

Abstract There is an ongoing need to computationally model human tactical
decision-making, for example in military simulation, where the tactics of human
combatants are modelled for the purposes of training and wargaming. These efforts
have been dominated by Al-based approaches, such as production systems and the
BDI (Beliefs, Desires, Intentions) paradigm. Typically, the tactics are elicited from
human domain experts, but due to the pre-conscious nature of much of human
expertise, this is a non-trivial exercise. Knowledge elicitation methods developed
for expert systems and ontologies have drawbacks when it comes to tactics mod-
elling. Our objective has been to develop a new methodology that addresses the
shortcomings, resulting in an approach that supports the efficient elicitation of tacti-
cal decision-making expertise and its mapping to a modelling representation that is
intuitive to domain experts. Rather than treating knowledge elicitation, as a process
of extracting knowledge from an expert, our approach views it as a collaborative
modelling exercise with the expert involved in critiquing the models as they are con-
structed. To foster this collaborative process, we have employed an intuitive, dia-
grammatic representation for tactics. This paper describes TEM (Tactics Elicitation
Methodology), a novel synthesis of knowledge elicitation with a BDI-based tactics
modelling methodology, and outlines three case studies that provide initial support
for our contention that it is an effective means of eliciting tactical decision-making
knowledge in a form that can be readily understood by domain experts.
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1 Introduction

Al has been central to the computational modelling of tactical decision-making
for over 20 years; early applications include air combat [10], and more recently,
autonomous live-fire robot targets [6]. Previously, we have argued that these efforts
have all been at the implementation level, and that tactics need to be represented at
the design level in order to facilitate maintenance and sharing amongst developers,
as well as comprehension by domain experts [7]. As part of that work, we proposed
TDF (Tactics Development Framework) as a means of addressing this shortcoming
and extended agent-oriented software engineering approaches such as Prometheus
[14] to better handle the demands of tactical modelling.

Whereas TDF allows models of tactics to be captured, it does not support the
elicitation of those tactics, and this is a challenging and important aspect that has not
been addressed until now. In this work, we propose a methodology for the elicitation
of tactical decision-making that maps directly to TDF concepts.

In theory, tactics can be automatically generated if the domain can be sufficiently
well formalised. However, this is not practical in complex, real-world domains, and
so the dominant approach to tactics modelling is to study domain experts. Unfor-
tunately, eliciting knowledge from experts is a non-trivial exercise. The so-called
knowledge acquisition bottleneck was recognised very early on as a key problem in
the construction of intelligent systems [8]. Pioneering work on the knowledge acqui-
sition problem was performed predominantly by those developing expert systems—
computer models that were intended to be comparable in domain-specific compe-
tence to human experts.

Our experience, collaborating for over 20 years with military analysts modelling
tactics in areas such as undersea warfare, air combat, tank battles, and special
forces, suggests that knowledge elicitation continues to be a very significant prob-
lem. Across these groups of analysts, various techniques are employed, e.g. Cogni-
tive Task Analysis [4], with varying degrees of success. It is difficult to critique
these approaches collectively because they tend to be idiosyncratic, with a wide
range of elicitation objectives and products. However, what they do have in common
is the absence of a well-defined representation language for tactics that is readily
understood by domain experts. The elicitation products tend to be static and result
in an informal snapshot of the knowledge elicitation sessions that quickly becomes
divorced from the tactics models. It is very difficult for domain experts to critique
the resulting tactics implementation, because all they can do is observe the behav-
iour without a straightforward means of mapping that behaviour back to the elicited
tactics.

Our research objective is to develop a methodology that supports the efficient
elicitation of tactical decision-making expertise and its mapping to a tactics repre-
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sentation that is intuitive to domain experts. To this end, we have developed TEM
(Tactics Elicitation Methodology), which advances the state of the art in knowl-
edge elicitation to better handle the demands of tactics modelling. Rather than treat-
ing knowledge elicitation as a process of extracting knowledge from an expert, our
approach views it as a collaborative modelling exercise with the expert involved in
critiquing the models as they are constructed. To foster this collaborative process, we
have employed an intuitive, diagrammatic representation for tactics. We argue that
knowledge elicitation is intimately bound to the target conceptual framework. For
example, elicitation methods that work well when building an ontology may need to
be quite different to those that suit a diagnostic expert system. The former is likely
to focus on teasing out the fine detail of conceptual structures, whereas the latter
will be more concerned with cues and problem-solving methods. Likewise, tactics
elicitation focuses on particular factors such as the events that trigger the adoption
of goals, the methods used to achieve those goals, and the conditions that indicate
that a goal should be dropped in favour of a more pressing one.

This paper makes several contributions to the field of behaviour modelling in
intelligent systems: (i) it offers a novel synthesis of knowledge elicitation with a BDI-
based tactics modelling methodology; (ii) it focuses knowledge elicitation on the
aspects that are important to tactics modelling; and (iii) the elicitation methodology’s
application to three domains is evaluated.

2 Background

Military science definitions of the term, factics, tend to emphasise their adversarial
nature. More generally, tactics can be viewed as the means of achieving an imme-
diate objective in a manner that can be adapted to handle unexpected changes in
the situation. Tactics are distinguished from strategy in that the latter is concerned
with a general approach to the problem, rather than the means of achieving a more
short-term goal. A submarine commander’s use of stealth to approach a target is a
strategy, whereas the particular method used, for example hiding in the adversary’s
baffles (a blind spot), is a tactic. Tactics are concerned with the current, unfolding
situation—that is, how to deflect threats and exploit opportunities to achieve victory.
This view of tactics, as the means of achieving a short-term goal in a manner that
can respond to unexpected change, seems to be common to all definitions, whether
in military science, game theory, or management science.

2.1 Knowledge Elicitation

Over the years, a significant proportion of the effort to construct intelligent sys-
tems has adopted a knowledge-based approach. In contrast to general problem-
solving methods, the knowledge-based approach relies on encoding a large quantity
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of domain-specific knowledge. This was motivated by the observation that expert
human performance achieves its efficacy by applying domain-specific strategies and
knowledge to the problem at hand. The computational modelling of expert compe-
tence came to be known as knowledge engineering, with the term knowledge elici-
tation being used to denote the initial process of extracting the knowledge from the
expert before encoding it in a suitable knowledge representation language.

Practitioners generally agree that the elicitation of expertise is a challenging
endeavour. Musen identified a number of reasons [11]; perhaps the most significant is
that expert knowledge is largely tacit. It is generally agreed that knowledge compila-
tion [12] is central to the human cognitive architecture’s ability to efficiently process
large amounts of information as smaller, composite items that functionally expand
working memory. The downside is that it is difficult, if not impossible, for experts to
decompile such knowledge to understand the basis of their decision-making. Con-
sequently, experts can be inaccurate when recounting their thought processes, and
may unintentionally fabricate reasoning steps in order to bridge the gaps in their
conscious understanding of their own decision-making [9].

2.2 BDI and the Theory of Mind

Our experience of eliciting tactical knowledge from experts, in domains including air
combat, infantry tactics, air traffic flow management, and undersea warfare, suggests
that the outcome is greatly influenced by whether the experts find the conceptual
framework in which the knowledge is cast to be intuitive. Experts are better able
to describe their reasoning if the emerging tactical model corresponds to how they
think they think. In the field of cognitive science, it is generally accepted that human
beings employ a theory of mind to explain and predict the actions of others, as well as
to provide a narrative for their own reasoning processes. According to the intentional
stance [5], we attribute intentions to ourselves and others, and believe them to arise
from a combination of our beliefs and desires.

Through the work of Bratman [2] on practical reasoning, this philosophical per-
spective gave rise to the BDI paradigm, a modelling approach that has been popular
for many years in the multi-agent systems community. It has been claimed that the
BDI paradigm is a good folk psychology model of human reasoning, i.e. a model of
how we think [13].

The BDI model is a particularly parsimonious conception of rational agency,
characterising agents as reasoning in terms of their beliefs about the world, desires
that they would like to achieve and the intentions that they are committed to. Apart
from its intuitive appeal to domain experts, it is a powerful computational abstrac-
tion for building sophisticated, goal-directed, and reactive reasoning systems, and
consequently is well suited to tactics modelling.

Put very succinctly, a BDI agent performs a continuous loop in which it updates its
beliefs to reflect the current state of the world, deliberates about what to achieve next,
finds a plan for doing so, and executes the next step in that plan. Each time around
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this cycle, it effectively reconsiders its options, yielding goal-oriented behaviour that
is also responsive to environmental change.

Our research objective is to develop a tactics elicitation methodology that is eas-
ier to master than Cognitive Task Analysis, and offers an intuitive representation of
decision-making—one that is compatible with experts’ intuitions about how they
reason tactically. With this in mind, we have developed a BDI-based elicitation
methodology.

2.3 Tactics Development Framework (TDF)

TEM targets TDF, a BDI-based tactics design methodology founded on agent-
oriented software engineering principles. In TDF, the tactical environment is repre-
sented in terms of the important percepts received, actions performed, and the actors
the system interacts with. Methods of achieving goals using plans are encapsulated
in terms of factics. These in turn are encapsulated by the missions that the system
can undertake. The other concepts that are relevant to TEM are messages passed
between agents, scenarios outlining the different ways that a mission can play out,
the roles embodied by the system, and the data maintained by the system.

TDF divides modelling into three major stages: (i) System Specification of system-
level artefacts, (ii) Architectural Design of the internal structure of the tactical sys-
tem, and (iii) Detailed Design of the internals of the agents in the system. In addi-
tion, tactics design patterns span the three stages, providing a reusable template
from which new tactics can be built. TDF has been used to model undersea war-
fare, Apache attack helicopter tactics, UAS decision-making, and infantry tactics.
Further detail on the methodology can be found in [7].

3 Tactics Elicitation Methodology (TEM)

TEM'’s artefacts all map directly to the corresponding TDF concepts (apart from
TEM’s concept maps, which TDF does not include). Some of the TDF artefacts have
been renamed so that they are more meaningful to domain experts within the context
of knowledge elicitation, namely mission becomes vignette, agent becomes charac-
ter, actor becomes environmental entity, scenario becomes storyline, and data is
now belief.

The TEM artefacts are as follows: (i) Concept Map—a diagrammatic graph-
like structure that informally represents concepts and their interrelationships; (ii)
Vignette—a succinct description of a tactical situation, as per [3]; (iii) Tactic—
specifies how to achieve a goal in a situation that might change in unexpected ways,
and comprises a goal/sub-goal structure, the methods used to achieve goals, and
the conditions under which goals are adopted, dropped, suspended or resumed;
(iv) Storyline—a specification of the key cues and decision points that occur as
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the vignette unfolds; (v) Goal Structure—a goal/sub-goal hierarchy; (vi) Plan—a
method of achieving a goal, or responding to an event; (vii) Character—a behav-
ioural entity embodying some combination of tactics, goals, and plans; (viii) Team—
an aggregation of characters and/or teams; (ix) Role—functionality assigned to a
character or team; (x) Percept/Action—a character receives information in the form
of percepts and affects its environment by performing actions; (xi) Environmental
Entity—source of percepts or the target of actions; (xii) Belief—each character or
team has a set of beliefs that defines its declarative knowledge.

3.1 TEM Steps

TEM is an interview-based elicitation methodology, as this is the most efficient
method in terms of time and resources [4].

The following account is necessarily abbreviated to fit within the confines of this
paper, but all of the steps are included, if not in great detail. The examples are based
on a study [1] in which an HVU (High Value Unit) is protected by four destroyers
(Screen Ships) from attack by a submarine.

TEM comprises six sequential steps that are repeated until the requisite informa-
tion has been acquired: (i) Scope Requirements; (ii) Expand Modelling Objective;
(>iii) Construct Storylines; (iv) Populate Concept Map from Storylines; (v) Develop
TDF Design; and (vi) Plan Next Session.

3.1.1 Scope Requirements

e Elicit Stakeholder Objective. If required, interview the stakeholder to determine
the question to be answered by the modelling exercise, for example, ‘How many
screen ships are required to protect an aircraft carrier from submarine attack?’.

e Elicit Modelling Objective. The stakeholder objective is usually not sufficiently
specific for the purposes of modelling and needs refining to derive the modelling
objective—ideally a testable hypothesis relating independent to dependent vari-
ables. If the modelling objective can be expressed quantitatively, determine the
MOEs.!

o Study Background Material. Ensures interviewer has sufficient grounding in the
domain to efficiently interview the domain expert.

o Scope Interview Sessions. Purpose is to determine how much time is available,
and to plan the sessions so that the stakeholder objective is adequately addressed.

' An MOE (Measure of Effectiveness) is a quantitative impact assessment, e.g. ‘Dollar value of air-
craft carrier damage saved per screen ship deployed’. In simulation applications, the values for a
dependent variable are typically aggregated across multiple simulation runs to yield an MOP (Mea-
sure of Performance), e.g. ‘average dollar value of aircraft carrier damage’. The MOE combines
the MOPs into an impact statement.
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3.1.2 Expand Modelling Objective

The modelling objective is central to the TEM process and is used to ensure that the
elicitation does not drift off into interesting but irrelevant detail. This step results
in a concept map representation of the modelling objective properties and related
attributes, such as independent variables, dependent variables, and MOEs. This step
comprises three activities:

» Create a concept map with the modelling objective at its root.

» Link MOE:s to the modelling objective in the concept map.

o Add any modelling objective preferences to the concept map, e.g. variables that
define the optimality of a given solution.

The concept map is a graph that acts as a shared diagrammatic representation
of the domain. It does not constrain the interviewer to a particular set of artefacts,
and this notational freedom is instrumental in fostering rapid elicitation. However,
structure is added to the concept map after each elicitation session, by identifying
relevant TDF artefacts (Fig. 1 shows part of a bushfire concept map after the TDF
artefacts have been identified).

3.1.3 Construct Storylines

o Elicit Relevant Vignettes. Prompt the domain expert for vignettes that he/she has
personal decision-making experience of, and that address the modelling objective.
Identify those vignettes that are most likely to provide useful information about
the modelling objective. Add the selected vignette(s) to the concept map. Where
appropriate, employ diagrams to document the spatial layout of the key entities in
the vignette, for the purposes of discussion with the domain expert.

o Generate Relevant Storylines. The domain expert selects the vignette that reveals
the most about the modelling objective, and recounts a related storyline, for which
he/she was the primary decision-maker. Failing this, the domain expert should
generate a hypothetical storyline.

o Verify Selected Storyline. Verify that the storyline addresses the modelling objec-
tive before too much time is spent eliciting the details. Establish that the outcomes
(as characterised by the MOEs) will depend upon the identified dependent vari-
ables. If the relationship between the storyline and modelling objective is not con-
vincing, choose a new storyline. If the domain expert cannot come up with a more
effective storyline, select a new vignette.

o Fill Out Storyline. Map out the key decision-making cues and decision points in
the storyline. Link the storyline to the vignette in the concept map. Elicit missing
information and significant storyline variations that will be needed to build the tac-
tics, i.e. (i) key decision points, (ii) the goal being tackled in each episode of the
storyline, (iii) conditions that need to be maintained during storyline episodes, (iv)
goals adopted/dropped/suspended/resumed and the conditions under which this
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happens, (v) the name of the tactic adopted to achieve the goal, (vi) other courses
of action considered, (vii) actions performed as part of the tactical approach, (viii)
significant roles/characters/teams involved in the storyline, (ix) communications
between characters, teams, and environmental entities, (X) timing information (rel-
ative and/or absolute) that relates to the events in the storyline.

3.1.4 Populate Concept Map from Storylines

This step’s purpose is to identify concepts that arise from the storylines and elicit
further detail about those concepts. To do so, label concepts in the storyline that
relate to goals, tactics, roles, teams, characters, key conditions, and domain-specific
terminology. Figure 1 shows an annotated concept map from a firefighting case study
(with actions, beliefs, goals, percepts, plans, and roles).

3.1.5 Develop TDF Design

This step occurs after the elicitation session is over.

e Develop Storyline Diagrams. Results in a diagrammatic representation of each
storyline, to be used in subsequent elicitation sessions, and as input to the TDF
design process. Figure 2 shows an example of an episode of a storyline (a storyline
can be made up of a number of episodes).
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Fig. 1 Part of bushfire concept map (after artefact classification)
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Fig. 2 Navigate to rendezvous (example storyline episode)

o Develop Initial TDF Design. This involves identifying and labelling TDF arte-

facts in the concept map and storylines (goals, plans, roles, percepts, etc.), using
a palette of predefined TDF icons. Underspecified concepts are highlighted so
that they can be addressed at the next elicitation session. An initial TDF design
is constructed as outlined in the System Specification, Architectural Design, and
Detailed Design stages, described fully in [7].

3.1.6 Plan Next Session

This step identifies missing information so that gaps can be filled during the next
elicitation session. It comprises the following activities:

Work through any artefacts that were marked as underspecified while developing
the initial TDF design.

Verify that there is sufficient information to build a goal structure for each of the
decision points in the storylines.

Verify that there is enough information to build the plans required to achieve the
goals.

Identify missing artefacts, for example, percepts that are needed to discriminate
between alternative plans for achieving a goal.

Identify areas of focus for the next elicitation session.
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4 Preliminary Case Studies

The evaluation of knowledge elicitation methodologies continues to be a problem-
atic and challenging endeavour. An extensive discussion of the issues can be found
in [15]. Impediments include the difficulty of accessing a large enough sample of
domain experts for statistical significance, the lack of homogeneity in domain expert
opinions, how to quantify coverage and depth of knowledge elicited, and how to com-
pare the content of disparate knowledge representations. Although it would be fea-
sible to conduct a quantitative evaluation using a restricted and formal board game,
such as chess, this would be unenlightening with respect to the domains TEM is
designed for. TEM targets dynamic, real-world domains and so focuses on eliciting
the goal-directed and reactive aspects of decision-making that rely on complex and
varied contextual cues and broad repertoires of tactical actions. With these caveats in
mind, a preliminary evaluation of TEM was performed, using three distinct domains
to broaden the coverage: (i) firefighting of bushfires, (ii) undersea warfare, and (iii)
the League of Legends real-time, multi-player tactical game.

4.1 Bushfire Tactics (Pilot Study)

The objective of the initial evaluation of TEM was to investigate its efficacy. The
domain expert had many years of experience fighting bushfires, both on the ground
and from the control centre. After a number of knowledge elicitation sessions,
totalling 5 h, a TDF design was produced from the elicited storyline and concept
map. The domain expert judged the design to be a clear and accurate representation
of the elicited firefighting tactics. He volunteered that he found the whole process to
be very rewarding and was highly motivated to provide accurate and detailed infor-
mation about tactical alternatives because he felt that he fully understood how his
expertise was being represented and so felt ownership of the models as they were
being developed. This feedback provides encouraging support for TEM’s collabora-
tive approach to elicitation.

4.2 Undersea Warfare Tactics

The undersea warfare environment is characterised by a high degree of uncertainty
about the true tactical situation. Situation awareness is time consuming to acquire
and often unreliable, and this makes it difficult to predict the outcome of a partic-
ular course of action. Many factors have to be considered when trying to eliminate
hypotheses, and this, taken together with the high level of uncertainty, makes it diffi-
cult to elicit the submarine commander’s tactical knowledge. An analyst, attempting
to elicit and build a model of submarine commander decision-making, is faced with
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a very wide and potentially confusing array of options, and this was the original
motivation for developing TEM.

A number of 90-min undersea warfare tactics elicitation sessions were conducted
over the course of three consecutive days, amounting to about 18 h. Six domain
experts took part in the sessions, which focused on submarine evasion of heli-
copter(s) equipped with dipping sonar. Some of the experts had extensive knowl-
edge of the performance of active sonar, which is highly relevant to the modelling
objective (dipping sonar is active, not passive), and one of the domain experts, a sub-
marine commander, had direct experience of operating against helicopters with dip-
ping sonar. The two interviewers had experience of informally interviewing domain
experts, and one had been an observer in the bushfire elicitation sessions. Neither
had any experience leading a TEM session, and relied solely on reading the TEM
documentation beforehand.

The interviewers provided general feedback on TEM, but due to security consid-
erations, were not able to provide us with the concrete products of the elicitation
sessions. They reported that:

« the methodology was straightforward and very successful in guiding their elicita-
tion of the requisite information;

o the methodology should include a step recommending diagramming of the spatial
layout of the problem;

« the methodology’s focus on working immediately from the vignettes/storylines
was vital because the domain experts resisted discussing abstractions, preferring
instead to discuss specific instances;

« the elicitation sessions exposed novel information that was not in any written mate-
rial about the domain;

« the storyline mechanism was very effective in eliciting key perceptual cues, deci-
sions, and sequences of actions; and

« the identification of tactical goals was instrumental in the elicitation of alternative
courses of action.

The feedback from the interviewers and domain experts was overwhelmingly pos-
itive, and the interviewers reported that the methodology was easy to follow, and the
outcome was successful. There were two recommendations for change: (i) add a
methodological step for creating one or more diagrams of the spatial layout of the
tactical situation, and (ii) emphasise the need to begin with concrete vignettes and
storylines, rather than abstract questions about the domain.

4.3 League of Legends Tactics

The final case study applied TEM to the elicitation of League of Legends tactics,
and apart from investigating the efficacy of the methodology, it focused on the com-
prehensibility of the resulting TDF designs.
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League of Legends? is a fast-paced, multi-player, online strategic/tactical game,
with tens of millions playing it daily. Each player takes on the role of a summoner
who controls a champion. Each game comprises two teams of five players, with each
team battling the other to destroy their nexus. The League of Legends domain is
particularly rich, with a wide range of characters possessing very different capa-
bilities, many classes of weaponry, only partial situation awareness, team tactics,
and frequent unexpected changes in the tactical situation. Although the tactics are
goal-directed, there is a large reactive component and a good player must be able to
respond quickly to significant changes, based only on partial information about the
situation.

Three domain experts took part in the study; one was interviewed over the course
of seven 90-min sessions, and the other two assessed the comprehensibility of the
resulting TDF tactics diagrams. All three experts have a world ranking in the top
few per cent of the League of Legends Elo rating system, but none of them were
familiar with TEM or TDF. During the storyline phase, TEM helped elicit cues for
adopting and dropping goals, with some complex interactions between achievement
goals and maintenance goals (the latter are goals that are eligible for adoption when
their maintenance condition is violated).

Comprehension was assessed by giving the two experts, who were not involved
in the elicitation sessions, a two-page introduction to TDF’s goal diagram notation,
13 goal diagrams representing some of the elicited League of Legends tactics, and
a questionnaire comprising ten questions. The questions probed understanding of
the meaning of the diagrams and how to change the diagrams to produce a different
tactical outcome. One of the diagrams included a deliberate omission, which both
experts were able to identify; they were also able to provide suggestions on how to
extend the tactics to handle a wider range of cases. The expert used for the elicitation
sessions assessed their level of comprehension as high, with a mean score of 85%
correct. Their high scores were very encouraging, given that they had no previous
exposure to TDF.

5 Discussion

This paper introduced TEM, a new approach to tactics elicitation that targets the
BDI-based framework, TDF. The BDI paradigm was chosen because it is intuitive
to domain experts, and the literature suggests that it maps well to their theory of mind.
A major contribution of this paper is TEM’s specific methodological steps and how
they focus the interview process on the information required to build BDI-based
tactics, namely roles, characters, teams, goals adopted/dropped/suspended/resumed,
tactics, key decision points, and so on. The central role played by the modelling
objective is another important contribution of this work to tactics modelling because
it ensures that the elicitation process remains focused on the desired outcome,

Zhttp://leagueoflegends.com/.
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thereby ameliorating a common problem in knowledge elicitation—that of drifting
off point and wasting time on interesting detail that ultimately does not contribute
to the requirements of the study. This was a significant factor in the efficiency of the
elicitation sessions in the three case studies.

The evaluation of TEM, though preliminary, was quite broad in scope and pro-
vides some confidence in the efficacy of the methodology. The bushfire case study
revealed a few important deficiencies in the original methodology, and these were
addressed before the undersea warfare case study. The undersea warfare study pro-
vides initial support for our claim that TEM is easy to learn and apply effectively; one
of the two interviewers had only been an observer in the bushfire case study, and the
other had no experience of TEM but had many years of experience in eliciting and
modelling tactics for undersea warfare. His feedback on the effectiveness of TEM is
particularly encouraging (see the five points at the end of Sect. 4.2). The League of
Legends case study provides support for the claim that the TEM/TDF combination
produces models that are easily understood by domain experts that were not part
of the elicitation sessions. TEM’s emphasis on collaboration between the modeller
and domain expert is an important contribution of this work. The domain experts in
the case studies all expressed that they found this aspect highly motivating and that
they felt confident that the resulting models were a valid reflection of their tactical
expertise.

A key contribution of this work is the fact that the elicitation methodology is
closely tied to an effective and intuitive tactics modelling framework (TDF). This
helps keep the sessions focused on the desired modelling products and provide con-
tinuity from elicitation, through to modelling, and ultimately implementation. We
believe that, after two years of development and evaluation, this work is now suffi-
ciently mature to warrant wider dissemination to those building intelligent decision-
making systems that need to be based on human expertise. However, further work
remains.

5.1 Further Work

This research has ongoing support from our undersea warfare sponsor, and now has
funding from a different sponsor to investigate its application to team-based air com-
bat tactics. Wider adoption of TEM would be greatly facilitated by the provision of
appropriate tool support, and tool development is now underway. The case studies
were conducted by adapting publicly available BPMN and concept mapping tools,
but this is less than ideal because they are not sufficiently tailored to TEM, and there
is no integration with the TDF tool. Our TEM tool development will support the
construction of concept maps and storylines. Linking the TEM tool with the TDF
tool will provide an opportunity for verification and validation of the elicitation and
design artefacts, as well as TDF-generated code. Artefacts identified in the concept
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maps and storylines could be linked to their counterparts in the TDF design; sto-
rylines could also be mapped to TDF plan diagrams. Integration of this sort would
help with traceability from elicitation right through to the behaviour that results from
running code.
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Analysis of Demand and Operations
of Inter-modal Terminals

Rodolfo Garcia-Flores, Soumya Banerjee, George Mathews,
Blandine Vacher, Brian Thorne, Nazanin Borhan, Claudio Aracena
and Yuriy Tyshetskiy

Abstract Inter-modal terminals (IMT) reduce road congestion and exploit
economies of scale by pooling demand from surrounding areas and using rail to
transport containers to and from ports. The alternative to using IMTs is using trucks
to transport containers directly to and from the port. Trucks increase road congestion,
but rail requires additional handling of containers (lift on and lift off). The attrac-
tiveness of truck versus rail is dependent on a number of variables such as costs,
total travel time, frequency of services, risk and material resources. To date, the use
of open data to analyse and model freight movements has been minimal, primarily
because of the shortage of open data focusing on freight movements across cities,
regions or countries. In this paper, we leverage open government data for the Port
Botany rail network and use it to develop exible and dynamic simulation and optimi-
sation tools that enable various stakeholders including IMT operators, port authori-
ties and government policy makers to make more informed decisions not only about
pricing, but also about operation scheduling and internal operations.

Keywords Open data + Simulation *+ Optimisation * Transport

1 Introduction

Multi-modal transportation is defined as the transportation of goods by at least two
different modes of transport (e.g. ships, barges, trains or trucks). In the Greater Syd-
ney freight network, inter-modal terminals (IMT) are equipped for the transshipment
of containers between rail and road transport modes. In 2014, there were 2.3 million
movements of twenty-foot equivalent units (TEU) through Port Botany, of which
over 80% correspond to imports. The land transportation of these containers was
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2 million carried by truck and 0.3 million carried by rail, corresponding to a 14%
share of total transported TEUs, a figure that the NSW State Government is try-
ing to increase in order to reduce congestion and extend the life of valuable road
infrastructure [12]. Forecasts indicate that total volume will increase fourfold in the
next 25 years and that there will be an increase in the proportion of containers des-
tined to Sydney’s western and south-western suburbs driven by a combination of
availability of large parcels of land and lower land prices.

On the one hand, these IMTs reduce road congestion and exploit economies of
scale by pooling demand from surrounding areas and using rail to transport contain-
ers to and from ports, although additional handling of containers is necessary. On
the other hand, trucks may transport containers directly to port without the need to
transfer containers at IMTs, but this increases road congestion. The attractiveness
of truck versus rail is dependent on a number of variables such as costs, demand,
total travel time, frequency of services, risk and material resources, which must be
analysed and understood in order to maximise the value of existing infrastructure.

The objective of the present paper was to introduce tools to determine whether
the existing network of railway lines and inter-modal terminals is adequate to sup-
port future growth of the Port Botany freight system. To that end, we introduce and
analyse the results of a simulation and an optimisation model, which leverage on
newly available open government data. These models complement each other: the
simulation aims at understanding the demand and cost structures of individual, com-
peting IMTs, whereas the optimisation model seeks the greater benefit for all partic-
ipants in the system. In the remainder of the present paper, we review existing work
dedicated to the analysis of operations in IMTs in Sect. 1.1 and describe the Port
Botany bi-modal transportation system in Sect. 2. We then describe the simulation
and optimisation models in Sects. 3 and 4, respectively, and present and discuss their
results (Sect. 5). We round up the discussion and present ideas for further analysis in
Sect. 6.

1.1 Previous Work

Literature related to IMTs is mostly concerned with the problem of selecting the
optimal location of these facilities. Sorensen et al. [13] explained that different trans-
port modes have different environmental footprints, but it is hard for other transport
modes to compete with the cost, flexibility and service level of road transport. A
consequence of this is that infrastructure and connectivity at IMTs are still relatively
poor. Sorensen et al. [13] presented two efficient meta-heuristics for the fast solu-
tion of the IMT location problem. In follow-up papers, Lin et al. [10] improved on
Sorensen et al’s model by removing redundant constraints and improving solution
times, while also introducing matheuristics to obtain near-optimal solutions quickly.
Lin and Lin [11] performed a decomposition of IMT selection and transportation
flows for the same problem.

Regarding the optimisation of IMT operations, Alicke [1] presented a constraint
satisfaction model to minimise maximum tardiness of operating a single IMT known
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as Mega Hub. The IMT under study had a novel design, and as a consequence, the
model was customised for the configuration of the terminal. The resulting model
turned out to be very flexible and could be solved quickly. Caris and Janssens [6]
optimised the drayage plans at IMTs, that is they created efficient vehicle routes
performing all loaded and empty container transports in the service area of one or
several container terminals during a single day. A local search heuristic was pro-
posed to address the problem, whereas in a following paper by the same team [4],
this is achieved by minimising two objectives: number of vehicles and total dis-
tance travelled, using two heuristic algorithms. Gundersen et al. [8] presented a data
envelopment analysis to compare the performance in terms of security of a set of
18 IMTs, identifying opportunity areas in most of them. Holguin-Veras and Jara-
Diaz [9] derive formulae for optimal space allocation and pricing for storage at con-
tainer terminals, motivated by the increasing service and price differentiation, as the
industry is more willing to implement different types of services tailored to customer
needs.

Regarding the combined use of simulation and optimisation, Gambardella and
Rizzol [7] provided a short review of the main classes of problems at IMTs whose
instances can be found in the operations of container terminals, and advocated for
the combined use of simulation and optimisation. Vidovi¢ et al. [15] addressed the
problem of optimally locating inter-modal freight terminals in Serbia by combining
optimisation for locating facilities, and simulation for validating the solution.

2 The Port Botany Bi-modal System

In Sydney’s Port Botany freight system, containers can be transported directly
between the premises of the freight owners and the port with trucks via the road
network. Alternatively, they can be transported via an intermediate inter-modal rail
terminal. The system comprises the Greater Sydney metropolitan region that extends
out 50 km from the port. For this study, it must be determined whether the exist-
ing network of railway lines and inter-modal terminals is adequate to support future
growth. The system comprises the following components:

1. Production/consumption areas. These areas contain producers that send con-
tainers with goods for export and also contain the end customers for imports.
The areas aggregate the total supply of containers for export as well as demand
of containers imported, to the suburb level. Customers within each suburb area
determine their transport choice by selecting the service provider that best satis-
fies their price and service time requirements. The simulation part of the study
considered 233 postcode locations as origin of exports and destination of imports.
By contrast, the optimisation study aggregates these into ten production areas.

2. Inter-modal terminals. An IMT is a transfer facility with road and rail access,
and on-site warehousing. In the model presented here, each IMTs run its own rail
assets (wagons/locomotives) and container-handling assets (forklifts or cranes);
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Fig.1 Schematic of Port Botany freight system. Containers are transported by truck between pro-
ducers and IMTs and between producers and terminals. Transport by rail occurs only between IMTs
and terminals. IMTs and terminals count with warehousing space to store containers. Cranes of
forklifts are necessary to load and unload containers to and from trucks and train consists

in the real world, trains are operated by train companies that may or not own an
IMT. For example, some logistics companies own trains and an IMT, but Cooks
River IMT does not own any trains. Import containers change from trains to trucks
at the IMT facilities on their way to the production areas, and export containers
are assembled into consists (i.e. the rolling stock, exclusive of the locomotive)
from trucks on their way to the port terminals for shipping. The rate at which
containers can be processed by a facility is determined by the number of handling
assets, while the rate at which containers can be transported to and from the port
is determined by the rail assets. Five IMTs are considered. Additional information
on the features of the set of IMTs servicing the Port Botany freight system can
be found in [14].

3. Port terminals. Terminals are export-shipping points and entry points for
imports, and also have warehousing facilities available. Two terminals are
included in the case study.

A schematic of the system is depicted in Fig. 1. Producers have the option to send
containers for export and receive imports directly from terminals by truck, or to use
IMTs. If this is the case, containers are transferred from trains to trucks and vice
versa in the IMTs for imports and exports, respectively. Storage facilities exist at ter-
minals and IMTs, which require container transfer equipment (cranes and forklifts).
Currently, Port Botany is serviced by trains from existing IMTs located in Cooks
River, McArthur and Yennora and the recently opened terminals at Chullora and
Enfield [12]. A proposed facility in Moorebank will be able to service the increasing
demand in Sydney’s south-west. Figure 2 indicates the location of these sites and
shows the spatial distribution of the destination of deliveries of imported containers
into the Greater Sydney area.

The importance of understanding this system resides in the fact that, on the
one hand, IMTs reduce road congestion and exploit economies of scale by pool-
ing demand from surrounding areas and using rail to transport containers to and
from ports. Additionally, it may be in the interest of local government authorities to
encourage rail transport in order to reduce congestion and extend the life of valuable
road infrastructure. On the other hand, rail requires additional handling of containers
(lift on and lift off), while direct transport from and to ports by truck may be more
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Fig. 2 IMTs and spatial distribution of the delivery destination of imported containers into the
Sydney metropolitan region. The IMTs shown are McArthur (green), Yennora (brown), Villawood
(yellow, closed and not operating), Chullora (orange), Enfield (blue), Cooks River (red) and Moore-
bank (purple, proposed and not operating). The grey lines in this map represent rail and the blue
lines represent the main roads

convenient and save the need for extra-handling in IMTs. In other words, there is a
trade-off to be analysed in the attractiveness of truck versus rail that depends on a
number of variables such as cost, total travel time, frequency of services and risk.

In the remainder of this paper, we describe and present initial results from the sim-
ulation and optimisation models, the former focused on understanding the demand
and cost structures of individual, competing IMTs, and the latter aimed at obtaining
the greater benefit for all participants in the system. In this sense, the optimisation
and simulation models described complement each other.

3 Simulation of Rail Demand

We simulated computationally the operations of IMTs and their resulting container
throughput, and generated an underlying demand for container imports and exports
in the Greater Sydney region based on real data provided by the Australian Bureau
of Statistics [2]. The goal of this simulator, of which a more detailed description
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can be found in [3], is to improve the efficiency and profitability of IMTs. In order
to achieve this objective, we built a model of internal operation of IMTs within a
value-driven modelling framework. The model of internal operations can be used to
predict profit based on different asset mixes such as number of trains and wagons
and number of forklifts and different pricing structures.

The value-driven model framework incorporates (1) a detailed operational model
of IMTs including costs, capacities and service times for different asset mixes within
an IMT; (2) a model of spatial demand for containers; (3) competition from direct
truck transport or other IMTs. The components of the model are calibrated based on
internal operational data and publicly available data, and the decision to use an IMT
is based on price, transportation time and the frequency of delays [S]. The model
allows analysts to perform what-if analyses, predict the outcome of different invest-
ment and operational decisions, and compare individual IMTs. On the one hand, the
simulation model takes into account the travel times and demand for containers at
level of suburbs. On the other hand, it only considers imports, which account for the
majority of container movements in the Sydney region.

4 Optimisation of Operations

The aim of the linear optimisation model is to maximise the net economic benefit,
defined as the sales of all containers minus the total costs of operating the entire sup-
ply chain. These costs comprise transportation costs, the costs of violating the soft
inventory limits at warehouses, the costs of moving containers to and from ware-
houses and the costs of hiring extra trains and container-handling equipment if the
available resources are not sufficient. The full formulation can be found in the Appen-
dix.

Profit as described above is expressed in Eq. (1). A summary of the constraints is
as follows:

1. The soft inventory capacity constraints (2) impose a penalty for exceeding the
desirable limits to the amount of containers that may be stored in the IMT and
terminal warehouses.

2. The hard inventory capacity constraints (3) state the maximum number of con-
tainers that can be stored at sites with warehousing capability.

3. The crane capacity constraints for IMTs (4) impose a limit on how many con-
tainers the cranes (or forklifts) can move at any time period, and a penalty when
the available container moving resources are not sufficient. For IMTs, containers
must be moved in and out of the warehouses, as well as to trucks or trains if they
are going to be brought into and sent out of the facility at the current planning
period.

4. The crane capacity constraints for terminals (5) are similar to the constraints
for IMTs described above, but in addition to all the containers moved into and
out of the warehouses and the train and truck loading and unloading operations,
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we need to consider that the containers for export must be loaded into the ships,
and containers for import must be unloaded from the ships.

5. The amount of containers that can be imported or exported is constrained by
expressions (6) and (7).

6. The conservation constraints at IMTs (8) define the flow of containers at IMTs
and their warehouses. We consider that the initial inventory level at all ware-
houses is zero.

7. The conservation constraints at terminals (10) define the flow of containers at
terminals and their warehouses.

8. The conservation constraints at producers (12) assume that the producers do
not hold inventory and that all containers produced must enter the supply chain.

9. The constraints for consist assembly (14) and (16) state that the space for
containers in the trains is limited. Wagons have room for three TEUs (slots).
Containers can be 40 foot and occupy two TEUs, or 20 foot and occupy one
TEU. The current version of the optimisation model distinguishes four com-
modities, 20ft-EXP, 40£ft-EXP, 20ft-IMP and 40ft-IMP. Knapsack-
like constraints state that the number of containers transported by rail in a road
segment is not more than the capacity of all the trains travelling in that road seg-
ment at any given period. The model assumes that every truck can only carry
one container.

10. Road capacity constraints: We assume that roads have a fixed capacity.

In contrast to the simulation model, the optimisation model is a strategic planning
tool and does not take into account travel times. Demand for containers is modelled
at an aggregate level, at least in the current stage of development. However, the opti-
misation model does calculate the optimal flows for import and export containers
that maximise the net economic benefit to the region.

5 Results and Discussion

The simulation was coded in Python1 version 3.5.2, and we obtained the results of
Sect. 5.1 in a desktop computer using an Intel® i7-4712HQ CPU at 2.27 GHz. We
implemented the optimisation problem in version 1.5 of the Clojure? language with
an Excel interface. We obtained all the results in Sect. 5.2 using version 12.4 of the
CPLEX? optimiser in a 64-bit Intel Xeon CPU with two processors of eight cores
(2.27 GHz) each and 48 GB of RAM. The problem has 32220 integer variables and
55352 constraints. A typical run takes around 10 min to complete.

Thttps://www.python.org/downloads/release/python-352/, accessed on the 28 of July 2016.
Zhttp://clojure.org/, accessed on the 8 of April 2016.

3http://www-01.ibm.com/software/commerce/optimization/cplex-optimizer/index.html, accessed
on the 16 of May 2016.
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Fig. 3 Location of all sites that form the optimisation case study. Producers are marked in blue,
IMTs in green and terminals in grey. The model considers that all producers are connected to all
terminals and to all IMTs by road (white lines), and that all IMTs are connected to all terminals by
rail (blue lines). Only the road segments used at some point of the time horizon are shown

As mentioned above, the simulation considered 233 postcode locations as origin
of exports and destination of imports. By contrast, the optimisation study aggregated
these locations into ten production/consumption areas, as shown in Fig. 3. A fleet of
ten trains was considered.

5.1 Operations

The results from the simulation model indicate that the median transportation time
is almost the same for both transport modes, at 2.30 days for trucks and 2.31 days for
rail, even when there is a delay in changing modes at IMTs. Rail has an advantage
in the most distant regions of the area under study, with the fastest 5% of containers
travelling by rail taking 3.5 h less time to move through the system than the fastest
5% travelling by road.

The base scenario was configured using data corresponding to the transport sys-
tem as it was configured in 2014. During this year, 2.3 million TEUs were transported
in the system, and five IMTs were in operation: McArthur, Chullora, Enfield, Yen-
nora and Cooks River. The configured simulation model can reproduce the observed
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Table 1 Modelled market equilibrium for services offered by the inter-modal terminals

Railing price ($/TEU) Trains per day
McArthur 240 3
Chullora 240 3
Cooks River 230 3
Yennora 250 3
Enfield 230 3

Table 2 Outputs of simulation for one year for the base 2014 scenario

TEUs handled Market share Average road distance
travelled
Direct truck service 945,028 85.8 30.0
McArthur 25,373 2.3 10.6
Chullora 31,563 2.8 21.8
Cooks River 4043 0.4 26.4
Yennora 63,715 5.8 14.6
Enfield 31,760 2.9 25.8

characteristics of the system, in particular the existing 14% market share of rail trans-
port. The market equilibrium determined by the model is shown in Table 1, and the
model outputs for this base scenario are displayed in Table 2.

5.2 Rail Demand

The optimisation model serves as a complement to the simulation model, so instead
of calculating the equilibrium prices for individual IMTSs, in this case, we considered
a time horizon of 60 days and that the cost of railing was a fixed parameter with value
$200.00. Other data used was as close to the data used on the simulation as possible,
although in some cases it had to be aggregated, as in the case of the producers, or
estimated, as in the case of the train fleet size. Fleet size was estimated to get as close
to the rail transportation share of 14%; in the optimisation model, the share of total
rail transport is 14.73%. The fraction of exports transported by rail is 16.88%, and
for imports, this is 14.19%.

Tables 3 and 4 show the optimal flows of exports and imports, respectively. The
model indicates that, given the current production and consumption data, all pro-
ducing and consuming areas (except Castle Hill and St. Marys) import and export
around 10% of their needs directly by road to terminal 1. Castle Hill and St. Marys
have a lower share of road transport at around 3-5%. Yennora and McArthur are
the IMTs with the highest share of rail transport, a result that is compatible with the
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Table 3 Total number of export containers and percentage received at terminals from IMTs or
directly from producers for base case

Terminal 1 Terminal 2 % Terminal 1 % Terminal 2
McArthur 1107 287 1.56 5.05
Yennora 5501 5014 7.75 88.21
Chullora 471 329 0.66 5.79
Enfield 170 0 0.24 0.00
Cooks River 0 54 0.00 0.95
Lane Cove West 7724 0 10.89 0.00
Marrickville 7546 0 10.64 0.00
Maroubra 6884 0 9.70 0.00
Taren point 6890 0 9.71 0.00
Minto 6675 0 9.41 0.00
Bankstown 7752 0 10.93 0.00
Camellia 7785 0 10.97 0.00
Prospect 2588 0 3.65 0.00
St. Marys 3386 0 4.77 0.00
Castle Hill 6472 0 9.12 0.00
TOTAL: 70,951 5684 100.00 100.00

Table4 Total number of import containers and percentage sent from terminals to IMTs or directly
to producers for base case

Terminal 1 Terminal 2 % Terminal 1 % Terminal 2
McArthur 3922 1450 1.30 38.00
Yennora 35,494 2270 11.72 59.49
Chullora 288 96 0.10 2.52
Enfield 0 0 0.00 0.00
Cooks River 6 0 0.00 0.00
Lane Cove West 33,175 0 10.95 0.00
Marrickville 31,268 0 10.32 0.00
Maroubra 25,585 0 8.45 0.00
Taren Point 30,251 0 9.99 0.00
Minto 25,714 0 8.49 0.00
Bankstown 28,492 0 9.41 0.00
Camellia 31,593 0 10.43 0.00
Prospect 10,124 0 3.34 0.00
St Marys 16,321 0 5.39 0.00
Castle Hill 30,617 0 10.11 0.00
Total 302,850 3816 100.00 100.00
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simulation results in Table 2. The model also indicates that most containers should be
handled at terminal one: 92.6% of exports and 98.8% of imports should pass through
this terminal. This is probably an aspect of the model that could be improved, but
at present, we do not have information regarding the actual handling capacities or
operating rules of these terminals.

6 Concluding Remarks

Inter-modal terminals reduce road congestion and exploit economies of scale by
pooling demand from surrounding areas and using rail to transport containers to and
from ports. In the Port Botany freight system, trains and trucks supply the Greater
Sydney metropolitan area with 2.3 million containers per year, with forecasts indicat-
ing that total volume will increase fourfold in the next 25 years. In the present paper,
we introduce and analyse the results of a simulation and an optimisation model,
which leverage on newly available open government data [2] in order to determine
whether the existing network of railway lines and inter-modal terminals is adequate
to support future growth of the Port Botany freight system.

These two complementary models offer a holistic approach that moves away from
simple capacity considerations and assesses the effect of changes on the behav-
iour of key market players. Both models capture the logistic processes from port
to final delivery destination, with the simulation model also taking into account a
more detailed set of production/consumption areas, transportation time and the fre-
quency of delays. The optimisation model is not as detailed, but provides insights
on the greater benefit and more efficient use of resources for all participants in the
system. Our simulation results indicate that the median transportation time is almost
the same for both transport modes, at 2.30 days for trucks and 2.31 days for rail, even
when there is a delay in changing modes at IMTs. The optimisation results indi-
cate that terminal 2 is underutilised and that, indeed, McArthur and Yennora should
be the IMTs with the largest inter-modal transfers. We have introduced the models
and presented preliminary results, but many improvements are possible as more data
becomes available. Some of these include adding imports to the simulation model,
considering commodity level characteristics (e.g. perishables), refinement of deliv-
ery time and reliability, refining the transport decision model in the simulation and
attempting a more detailed description of individual producer/consumer areas for
optimisation.

Appendix

Let us define the decision variables xgkt and ygkl as the containers for export that
travel between sites i and j carrying commodity k at period ¢ by truck and by rail,

respectively; x{jk and y{jk , as the containers for import that travel between sites i and
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j carrying commodity k at period ¢ by truck and by rail, respectively; z£ z;, and bl ke
the containers that go to export and that come as import at terminal i, respectlvely,
+ and u, the containers that are moved into and out of the IMTs’ warehouses,

respectlvely, ., and v- the containers that are moved into and out of the terminals’

warehouses, respectlvely, Wy, and wy, the contamers that are stored in the IMT and
terminal warehouses, respectively; 0(T and “;k; the amount by which the minimum
and maximum desired inventory levels at sites with warehouses (i.e. IMTs and ter-
minals) are violated, respectively; ¥, the number of additional trains needed at time
t and §,, the number of additional container-handling equipment at IMT i at time ¢.
Also, let N be the number of wagons in a consist (normally 32), n;;, the number of
trains that travel between sites i and j and y, the number of additional trains needed
in excess of the total available, MAXNT. We can now define the objective function
as

Maximise Z Z 2 SPuz, + Z Z Z SPyzy,

€D ke 11€T i€P ke HEIE€T
E 1
- Z Z Z RTCp iy, = Z Z Z RTCjjq Xy,
(i,j)eflf ke #E€eT (i,j)ez’ rexl €T
- Y X PTCumy— ¥ Y SVC, Y (af —a})
(L_i)ez]f €T IERVP 1€T ket
-y 3 Y cmy, [u;“ g+ Y OE )+ Z O + Vi ]
IER keX 1€T jes
- E 1 E
- Z Z Z CMUG |:v;1—ct + vikt + Z (xﬁk[ + x:[ﬂ\t) + Z(—yjikz + yijkt) + Zik[ + kat:|
i€P keX €T e e
- Y FCy, - ch25,,. (1)
€T i€ER
where SP,, is the sales price of commodity k at period 7, RTCy, and PTCy;, are the

transportation costs per km from i to j by road and rail, respectively, SVC,, is the
cost of violating soft inventory limits at site i, CM, is the cost of moving containers
within a site i, FC, is the cost of setting up additional trains at period ¢ and CC; is
the cost of additional container movements.

Subject to:
i l x T
WDES?™ = 3 a} < ) wy, < WDES™ + Y al,
ket ket ket
VieZu P, Nire T . )
WDES?™ + ' a} < WLIM, VieZuP, VieT. (3
ket
1 E
2 G g+ Y X Y X+ Dy,
ket jES jES JED

+ Y V) =8 W VieR, Ve T . @

JEDL
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Z(Vzkt+v +Z ikt Z Ukz+2yﬁkt+zy11'jkt+

ket jes jes JER JER
h+L) =6, SW' VieP Ve T, (5)

it =

where §;, is the number of additional container-handling operations needed at site i
at time ¢ and

z SEXPy, Vi€ P, Vke XF Ve T, (6)
2, <IMP,, Vie P Vkex' VieT. (7)
E
Z jikt + Z yjtkt + utkt Z ij'kt + Z yij’kt + M:I—ct
€S €& jes jex
Vie #Z, Vke ¥, Vte T, ®)
Wik,l+1 = Wik + u;l—(l - ui_kt Vie e@, Vk € %, vVt € 9 . (9)

I
Z jlk[+ Zyjlk[+v +Z{kt Z tj’kt+ Z yij’kt+vzkt+zzkt

jes JEZ jes JEZ
Vie P, Yke ¥, VNte T, (10)

Wikl = Wi + Vi, = Vi, Vie P Vke X, Vte T . (11)
Y x,=CONS, Vies Vkex' VieT, (12)
JERVDP
Y i, =PROD;,  Vies Vke i vieT, (13)
JERUDP

where PROD;,, and CONS,;, are the amounts of produced and consumed containers
of export and import commodities, respectively, in producer i.

> NS Y, =3Nn; <0 VGj)€Zp, Vi€ T, and (14)
kel
> NSy, —3Nn, <0 Vij)eZL, Ve T, (15)

ke X'E
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where NS, is the number of slots a container of type k takes.

> ny—v, <MAXNT Vi€ 7. (16)
(i,)eLp
> <0 VijeLy e T, (17)
ket
D i, SQ;  Vi.)EL VieT, (18)
ket

where Q; is the capacity of the road segment (i, ).
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Abstract The fixed interval scheduling problem—also known as the personnel
task scheduling problem—optimizes the allocation of available resources (workers,
machines, or shifts) to execute a given set of jobs or tasks. We introduce a new
approach to solve this problem by decomposing it into separate subproblems. We
establish the mathematical basis for optimality of such a decomposition and there-
after develop several new techniques (exact and heuristic) to solve the resulting sub-
problems. An extensive computational analysis of the new techniques proves the
efficacy of these approaches when compared to other established techniques in the
literature. Specifically, a hybrid integer programming formulation presented in this
paper solves several larger problem instances that were not amenable to exact tech-
niques previously. In addition, a constructive heuristic approach (based on quan-
tification metrics for tasks and resources) gives solutions equal to the optimal. We
demonstrate that our decomposition approach is applicable for several important
variants within the topic of fixed interval scheduling including tactical fixed interval
scheduling problem and operational fixed interval scheduling problem.
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1 Introduction

Decision support models often seek efficient distribution of resources in order to sat-
isfy a set of conflicting requirements. The term resource has been used in various
different contexts. It is commonly used to represent machines (including cars, aero-
planes, or cranes). It may also be used to represent crew or workforce as ‘personnel,’
‘staff,” or ‘workers’. Problems of allocating such resources to a fixed set of conflicting
tasks appear in diverse domains such as rostering of staff at large enterprises (airline,
hospitals, and hotels), allocation of computational processes to processors, planning
of logistic operations such as crane scheduling at shipping ports, and scheduling of
utility services (like rental cars) for customers bookings. To solve these problems,
the OR community has developed a rich set of algorithms and approaches (e.g., see
[5, 11] or [17]). But the increasing size of problem instances and the inclusion of
complicating side constraints drive the need for novel approaches to address such
problems.

Consider the fixed interval scheduling problem of optimally allocating a set of
non-identical workers or resources to perform a set of conflicting tasks or activi-
ties without preemption. The problem restricts that only certain identified workers
or resources may be qualified to execute specific tasks. Further, every task has a
specific known time window (with a fixed start time and duration) within which it
must be completed. Within this broad topic of fixed interval scheduling, the fac-
tical fixed interval scheduling problem (hereafter abbreviated as TFISP) intends
to minimize the number of workers used, such that all given tasks are executed.
There exist several variants within this category; they attempt to minimize quan-
tities such as the weighted total cost of usage of resources, weighted penalty for
operations not executed, total working time, and spread time. For example, spread
time refers to a restriction on the time duration (or shift timing) for which a spe-
cific machine, resource, or worker will remain usable starting from the starting time
of the earliest job assigned to it. Further consideration that may apply includes the
sequence-dependent or precedence-dependent non-uniform changeover time spent
by any resource between a pair of tasks assigned to it, priority of jobs or costs of
workers, etc.

In this paper, we develop algorithms and procedures that apply to the tactical
fixed interval scheduling problem (TFISP). Our discussion can be extended further
to cover several side constraints including sequence dependence and also some alter-
native objective functions. More specifically, this paper primarily addresses the shift
minimization personnel task scheduling problem (SM-PTSP).

We explicitly acknowledge the semantic similarity of TFISP and SM-PTSP. The
only difference is that SM-PTSP relates to personnel allocation only, whereas TFISP
has a broader sense and it falls within the generic interval scheduling domain. We
discuss our paper in terms of interval scheduling and not SM-PTSP. However, we will
use some data instances from SM-PTSP to demonstrate the efficacy of our algorithms
against comparable techniques.
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This paper is organized as follows: The remainder of Sect. 1 formally defines the
tactical fixed interval scheduling problem (TFISP) and thereafter reviews the rele-
vant literature. Section 2 introduces new methods to decompose the TFISP and inter-
link the resulting subproblems. The actual formulations and solution techniques for
TFISP are presented in Sect. 3. Section 4 discusses the results from applying these
techniques to a large number of TFISP data instances.

1.1 Problem Definition

To maintain consistency with existing literature, we adapt and combine the nomen-
clature as defined previously. This includes [19, 21, 22]. We consider a set J of tasks
that must be executed by allocating them to parallel unrelated non-uniform resources
(machines or workers) from set W. Every task j € J must be executed by exactly one
(unique) resource w € W without interruption or preemption. The term ‘preemp-
tion’ refers to a situation where one resource w performs some part of a task j, and
the remaining part of that task j is performed by some other resource w’. This paper
assumes that preemption is strictly not permitted.

Every task j € J has a predefined start time (or ready time) S; and an end time E},
such that the task j must be performed during the entire interval [S;, E;]. Obviously,
the resource w allocated to task j cannot perform any other task during interval [S;, E]
(noting that any resource can only perform a maximum of one task at a time). Not all
resources are qualified to perform all tasks. The subset J,, C J covers the tasks that
any resource w is ‘qualified’ to perform. Conversely, the subset W; C W gives the
resources qualified to perform task j € J. The following parameters formally define
the fixed interval scheduling problem:

J := Set of tasks to be assigned{1,2,...,n}
W := Set of workers that can perform the tasks{1,2,...,m}
[Sj, E j] := Interval of time for executing task j € J

J,, € J := Subset of tasks that can be allocated to worker w € W
W, € W := Subset of workers capable (qualified) of executing task j € J

We assume that all resources/workers W have uniform (fixed) cost of usage. Sim-
ilarly, all tasks J have uniform fixed cost of execution with no special preferential
ordering or priority. There is no additional variable cost for allocating a specific task
to a specific worker. The objective for TFISP is to minimize the size of the (minimal)
set of workers w* for whom a feasible allocation plan can be determined to execute
all tasks in J without preemption.
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1.2 Literature Review

Problems related to interval scheduling have received considerable attention in the
literature. Detailed surveys of the interval scheduling domain are presented in [17,
18, 25]. Some of the earliest contributions to this topic have been in the area of
fixed interval scheduling or the ‘fixed job schedule problem’ (FISP). The FISP is a
special case of TFISP where resource qualifications are identical and uniform. Also,
the permissible time window matches the required processing time for every job. See
[6, 13, 14] for some of the earliest contributions to the FISP. Interesting polynomial
time approximation algorithms for some variants of the fixed job schedule problem
are discussed in [12]. An updated repository of data instances, best-known results,
and other resources is maintained at [28].

[1, 21] are two of the seminal works that specifically address the TFISP and
prove its computational complexity arising from qualification restrictions. The cur-
rent literature has referred to TFISP by several different names including ‘hetero-
geneous workforce assignment problem,” ‘personnel task scheduling problem,” and
others. Krishnamoorthy et al. [19, 20] discuss the ‘personnel task scheduling prob-
lem’ (PTSP) which includes additional restrictions on the availability of workers.
However, [20] explains the equivalence of PTSP to TFISP by noting that the time
restrictions on worker availability are quite simply considered as another facet of a
worker qualification constraint. The PTSP was derived from a two-stage personnel
rostering approach in [8] which employed a simulated annealing algorithm to handle
the rostering of staff and shifts at airports. In the first stage, worker shifts are derived
over a two-week planning horizon, and in the second stage, tasks are allocated to
shifts/workers. [34] refer to TFISP as a problem of assigning ‘heterogeneous work-
force’ and present a coloring approach to identify possible allocations along with
bounds on the branch-and-bound search tree. Eitzen et al. [9] present strategies based
on a set covering approach for optimizing the use of multi-skilled workforce. Greedy
heuristic algorithms for TFISP (in terms of manpower shift planning) are presented
by [23]. A genetic algorithm is used to solve the TFISP in [31]. Heuristic algorithms
based on specialization of tasks and capacities of workers are discussed in [29]. Very
recent results for PTSP are reported in [26, 37].

Currently, the best performing exact solution approach to solve TFISP is by [2,
7]. Here, the idea of a ‘triplet’ of tasks is introduced and used in a column genera-
tion algorithm. Meta-heuristic approaches developed by [32, 33] currently offer the
best heuristic techniques. They have solved the larger problem data instances within
reasonable computational time.

Other interesting variants of fixed interval scheduling problems include cases
where individual resources incur non-uniform costs, especially when allocated to
specific tasks (see [10]). Another variant widely studied is the minimization of spread
time for all tasks [30]. Although we do not propose to address any such variant in
the current paper, we note that some solution techniques discussed for solving these
variants in [4, 15, 16, 24, 36] apply very well for our version of TFISP.
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2 Decomposition Approach

In this section, we introduce a new decomposition approach for the TFISP. We begin
with the premise that the procedure to solve TFISP can be divided into the following
distinct phases:

1. Selection phase for identifying suitable resources: Identify the minimal subset
w* C W with the expectation that a feasible allocation of tasks J to w* must exist.
However, this phase does not give the actual allocation of w* to J.

2. Allocation phase for assigning unique resource to every task: Given a subset
w* C W, find the feasible allocation of all tasks J to workers w*.

Looking at the existing literature on the TFISP, we note that exact approaches
attempt to solve both the phases (listed above) simultaneously. Heuristic approaches
tend to find suitable task allocations first and then look for solutions where the num-
ber of workers required can be reduced. The central or governing hypothesis of our
paper is that it is possible and desirable to solve the two phases listed above sep-
arately. Further, we propose that the selection phase must be independently solved
first. Then, given the result of the selection phase, the allocation phase should later
try to find suitable allocations of tasks to resources. If an exact procedure for the
selection phase can actually be found (and proved to be exact), then the allocation
phase becomes comparatively easier because we only need to find one single feasi-
ble allocation; if the selection phase was optimally solved, then any feasible solution
from the allocation phase is inherently assured to be optimal for the overall TFISP.
We will prove this hypothesis in Theorem 4 and use it to develop algorithms employ-
ing the two-phase decomposition approach.

Please Note: The selection phase atfempts to find a set w*. However, it does not
include a strict proof or guarantee that this proposed set w* is indeed sufficient in
all cases. In fact, some Remedial-corrections are always expected during subsequent
stages. These corrections can potentially add some more workers over and above
the starting set w*. Although the selection phase can be solved independently, its
result may not necessarily constitute a feasible solution to the overall problem. The
first phase gives a lower bound, which will be validated or corrected in subsequent
stages.

We first study the TFISP to identify conditions under which a set w* C W obtained
from the selection phase is feasible for the overall TFISP.

2.1 Feasibility Conditions for Selection Phase

Consider that the selection phase has yielded a solution w*. We will use the following
terminology: For any set s of workers (s C W), the subset (s N w*) is denoted as s*.
For example, for a task j € J, the subset of applicable qualified workers that are
selected in w* would be W, n w* = Wj*
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The first requirement for feasibility is that for every task j € J, at least one worker
from set W, must be included among the chosen set of (selected) workers w*. We refer
to this as Condition 1 and define the condition below:

Condition 1 = |Wj*| >1VjelJ (1)

Even if Condition 1 is satisfied by w*, these available workers may still not be suffi-
cient for J. Often, there may exist two or more tasks in J that overlap in time. Even if
a certain worker w € w* is qualified to execute both of these tasks, only one task can
be actually allocated to w at a time. Such interference or overlap of tasks is repre-
sented in terms of cliques. A clique is defined as a set of overlapping tasks: For any
given clique ¢, there must exist some time interval when all the tasks in that clique are
ongoing (started but not completed). The concept of cliques has also been discussed
in the TFISP and related literature under many different terminologies and notations
including ‘Interval graph,” ‘conflict graph’ (see [18] for details). The terminology
used in this paper for cliques is presented below. Please note that our definition and
notations are slightly different from several seminal papers of TFISP.

1. General-clique: Any clique of two or more overlapping tasks in a given TFISP
instance is called as a general-clique. Unless otherwise specified, any usage of
the term ‘clique’ refers to a ‘general-clique’ with no further conditions imposed
on it. We denote the set of all general-cliques as C.

2. Pair-clique: A clique comprising of only two tasks is referred to as pair-clique.
We denote the set of all pair-cliques as C2.

3. Maximal clique: A maximal clique is defined as a clique k for which there does
notexistany taskj ¢ k,j € J where {j} U k is also a clique. The set of all maximal
cliques « is denoted as K.

4. Clique-capable workers: For a clique c, the set of Clique-capable workers W, C
W is defined as the set of workers such that any worker w € W, can execute at
least one task j € c. In a sense, the term W, is merely a generalization of the term
W; which indicated the set of workers qualified to execute task j.

5. Worker-specific clique: For any worker w € W, a clique ¢ € C is said to be a
worker-specific clique for w if worker w is qualified to execute absolutely all tasks
in c. This means ¢ C J,,. For the given worker w, we denote the set of all worker-
specific cliques for w as ©,,.

For a clique ¢ € C, the clique-capable workers available in w* would be W, n w*.
Using the terminology defined above in this section, we denote W, n w* as = W7,
Then, we now have a condition on w*: For any clique ¢ € C, at least |c| workers from
among W, must be included in w*. We define this Condition 2 as follows:

Condition2 = |[W’|>|c| Vc € C 2)
Notation of covering workers: Consider a set of tasks j C J and a set of workers

w C W, such that for any given task j € j, there is at least one qualified worker w €
w, where w € W,. Then, we will designate this situation as: w covers j and denote
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Worker a,b are both qualified for this task
[ ! Task 2 H |

[ Taskl ] [ " Task 3 |
Only worker ‘a” is qualified for this task Only worker ‘b’ is qualified for this task

Time Time

Fig. 1 A sample problem instance of CSRP

it as w > j. The symbol > implies that the preceding set of workers covers the set
of tasks mentioned. We point out that this covering set w was not defined to be a
unique or even a minimal set of workers. Further, if either w, or J_', or both involve
one element only, then the notation will simply be stated for the element instead of
the entire set. For example, w > j implies that a worker w is qualified to execute task
Jj. With this definition, conditions 1 and 2 are succinctly stated as: w* > jVj € J and
w* B¢V ¢ € C respectively.

We argue that conditions 1 and 2 (together) are necessary but still not sufficient
to assure that w* is feasible for the allocation. For example, consider the situation
shown in Fig. 1. Figure 1 shows a TFISP instance containing three tasks 1, 2, and
3 where the qualifications of some workers a, b are such that a can execute tasks 1,
2 (i.e., a> {1,2}) and b can execute tasks 2.3, i.e., b > {2, 3}. Then, the feasibility
conditions 1 and 2 are satisfied by the proposed solution w* = a, b. But no feasible
allocation of w* to 1,2, 3 exists; if a were to be allocated to task 1, then only b is
available for task 2. Since tasks 2, 3 form a clique, it is not possible to execute task
3 by b. Also, a is not qualified to execute task 3 at all. So, even though w* = {a, b}
satisfied both feasibility conditions stated above, it is not a feasible solution.

We notice that w* would have been a feasible solution if preemption of tasks
(or allocation of partial tasks) was permitted. In that case, worker b starts with some
initial part of task 2 but interrupts it to take up task 3, whereas worker a executes task
1 and then takes up the remainder of task 2. The conditions 1 and 2 effectively gave a
selection of workers that can only execute the given tasks if preemption is permitted.
So, we need to restrict and reject the preemption possibility from the selection phase.
If we can identify, curtail and avoid such situations from the selection phase, then the
resultant w* must be feasible for the allocation phase. We now study the features of a
specific proposed solution w* that necessarily lead to preemption during allocation.

Lemma 1 Preemption cannot occur on any task j € J if j is not part of at least one
pair-clique

Proof We prove this by contradiction. Let us assume that there exists some task
j € J such that it is not a part of any pair-clique ¢ € C2. Then, j does not overlap
with any other task at any time. We consider that preemption is still occurring on j.
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This means that the only feasible allocation of w* on J necessitates that at least two
workers a, b € w* must each execute some part of j. Without loss of generality, let
us suppose that worker a first executes some part of task j and then worker b takes
up the remaining part of j. Now if worker a was allocated to some part of task j,
then it must be true that worker a is qualified and available for the entirety of task
Jj. Then, the only reason why worker a must interrupt task j halfway through can be
that « is assigned some other task say j’. If worker a needs to interrupt j to take up
J', then j/ must overlap with j for some time. Then, j and j/ constitute a pair-clique.
This violates our assumption of j not being a part of any clique.

So, preemption only needs to be constrained on tasks that participate in at least
one clique. However, this statement does not help much, because we expect typical
large TFISP problems to involve tasks that participate in a very large number of
cliques. We build upon Lemma 1 to make a stronger statement about preemption.

Lemma 2 Preemption can only occur on some task j € J if j is in the intersection
of two different pair-cliques.

Proof By Lemma 1, we already know that j is a part of at least one pair-clique.
Thus, 3¢ € C? : j € c. Let us assume that preemption does occur on j but j is not a
part of any other pair-clique except c. Now, if preemption occurs on j, there exist at
least two workers a, b € w* assigned to j. Without loss of generality, let us suppose
that worker « first executes some part of task j and then worker » must take up the
remaining part of j. Repeating the arguments from the proof of Lemma 1, a needs
to interrupt j halfway through and move off because a was assigned some other task
J'. So, {j, j/} must constitute the clique c. Now, let us consider the actions of worker
b. We needed to allocate worker b to j because the earlier worker a handling j had
interrupted j to take up some other task. But the question arises why we could not
allocate b for the entirety of j. Since b must necessarily qualified for j, the only reason
why b was not allocated to j from beginning itself can only be that » was blocked in
executing some other task j”. Again j and j”/ must then overlap; i.e., they constitute
another pair-clique. So j is in the intersection of two separate pair-cliques.

Note: The overlapping pattern of tasks j, /', j/”” as discussed here bears resemblance
to the concept of triplets discussed in [2, 7]. However, our subsequent analysis and
utilization differ significantly from the work of [2, 7].

Lemmas 1 and 2 have only made statements concerning the overlap of tasks.
Since preemption can only occur for qualified workers, we further strengthen our
observation to include another restriction on occurrence of preemption:

Theorem 3 Preemption can only occur on some task j € J if all the following con-
ditions hold:

1. 3¢, c,€C?:jEC NC
2. wpwy, €W tw #Fwy
3w €W\ andwy € W\,
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Proof The first condition in the theorem follows from Lemma 2. The second state-
ment holds because preemption necessarily needs two unique workers to share a task.
The third statement states that if the exchange of a specific task j has indeed occurred
between workers w,, w, then only one of them is qualified to handle the remaining
task from the two intersecting cliques. This must be true because otherwise there
would be no reason for the workers to exchange any tasks at all.

We have identified situations under which permit preemption may occur. We now
have two options to proceed: (1) We can enforce preventive constraints or precau-
tionary conditions that explicitly identify and thereby avoid any preemption from
within the selection phase itself. (2) We do not identify or restrict preemption within
the selection phase, but we take the resulting w* and estimate whether a feasible allo-
cation without preemption is possible from this w*. If not, we apply some remedial
‘corrections’ to w*.

Option 1: Avoid preemption within selection phase: To develop constraints
that prevent preemption over two pair-cliques c;,c, we look at the clique-capable
workers W, and W, . Theorem 3 states that preemption can only occur if 3j € ¢, U
¢ 3w, wy, €W, N W, N W, . Consider the workers in a proposed solution w*. For
any of the terms W), W, , and W, , we denote the corresponding workers selected in
w* as WF, W;"l ,and W:z, respectively. Then, to ensure that preemption does not occur
on task j, the following condition must apply:

[W2 0 WO \NW [+ W/ 2 e Vg 3)

In larger problem instances, the task j might be in the intersection of many different
pair-cliques as shown in Fig. 2.

Theorem 3 does not restrict that the pair-cliques ¢, or ¢, be maximal, so it predicts
that preemption may occur in the case demonstrated. To avoid such situations, Eq.
(3) is generalized to give the following condition on every task j € J:

Condition3$‘(UW:k> A AT ‘Uck’ Ve, €Cijec, (4)

Worker ay,a,3s by,bg,bs are all qualified for this task 2
[ : Task 2 : |
[ Task 11 v s Task 31
| Task 12 P ! Task 32
[ Task 13 i ; Task 33
Worker a,,a;,as are qualified for all the Worker by,by,bs are qualified for all the
tasks 11,12,13 tasks 31,32,33
Time Time

Fig. 2 Intersection of multiple pair-cliques
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Theorem 3 assures that conditions 1, 2, 3 applied in conjunction within the selec-
tion phase will yield a solution w* that is necessarily feasible for allocation phase
also. Based on this, it is possible to formulate the selection phase as a standard inte-
ger program where the equations underlying conditions 1, 2, 3 are enforced as con-
straints. But the major concern with Condition 3 in Eq. (4) is that for any practical
data instance of TFISP, the number of constraints induced would be prohibitively
large. We may formulate a branch-and-cut algorithm where we enforce conditions
1, 2 as standard constraints and relax Condition 3 initially. After a solution is pro-
posed by the solver, we can then enforce Eq. (4) as lazy cuts by specifically identi-
fying the binding equations only. Even then, Eq. (4) is a very weak constraint. The
computational effort expended in first separating the binding cuts and then getting
newer solutions makes this approach ineffective. We must consider some other way
of removing preemption.

Option 2: Allow preemption, but then make recursive Remedial-corrections:
In this approach, we first solve the selection phase enforcing conditions 1, 2 only. We
totally neglect Egs. (3)—(4) and acknowledge that preemption might exist. We then
analyze w* to identify if preemption actually occurs. Theorem 3 indicates that pre-
emption is not really a task-specific concern but rather it is a clique-based phenom-
enon. So, given an initial solution w* from selection phase, we only try to identify
any cliques where preemption is unavoidable for any allocation. We defer the dis-
cussion of the actual procedure of identifying such cliques till Sect. 3.2. For now, we
first consider the remedial actions that can be taken after some cliques are identified
where preemption is unavoidable for a given w*.

Consider that a single specific clique ¢ has been identified such that preemption
has been detected to occur only over tasks in ¢ for a proposed solution w*. Out of
the clique-capable workers W, for ¢, W* were selected into w*. Let W := W, \
W denote those clique-capable workers of ¢ which were not selected in w*. Now,
preemption occurs on ¢ only if it is impossible to feasibly and uniquely allocate all
tasks in ¢ using W only. This situation can be possibly avoided by two different
approaches:

1. Change W by selecting and including some additional worker from W in addi-
tion to current W.

2. Remove some (at least one) of the workers from among current W*. However,
Condition 2 in Eq. (2) ensures that at least |c| number of workers from among W,
are present in w*. Then, removal of some worker(s) from W implies the inclusion
of some other worker from W.

In either of the cases, we find that removal of preemption in clique ¢ necessitates the
inclusion of at least one additional worker from W_. We designate the set W as a
Remedial-correction for w*. There may exist many tasks in many cliques where pre-
emption occurs for w*. Hence, several different Remedial-corrections may exist. We
shall solve the selection phase again, but with the additional constraint that at least
one worker from among every such Remedial-correction W be assuredly included
in the new solution. We get a new solution and again check for preemption within
the new solution. This repeats till no more preemption is detected. Then, the solution



Efficient Models, Formulations and Algorithms for Some Variants ... 53

w* obtained eventually must satisfy conditions 1, 2, 3. This procedure is outlined in
Algorithm 1 below.

Algorithm 1 Outline of overall solution procedure
Input: TFISP instance of tasks J and workers W with qualifications J,, and W; pre-computed and

cliques C? identified
1: Find minimal set w* : w* >j € J and w* & ¢ € C (This procedure will be discussed in Sect. 3.1)

[\

: Set R of all Remedial-corrections « Identify Remedial-corrections needed for w* (will be

discussed in Sect. 3.2)
: while R # Empty do
for all s € R do

Define remedial constraint that at least one worker from among s be used in w*

Find set w* satisfying all remedial constraints, so that w* >j € J & w* >c € C (This
procedure will be given in Sect. 3.1)

7 Set R of all Remedial-corrections <« Identify Remedial-corrections needed for w* (will

be discussed in Sect. 3.2)

Output: Minimal set w* such that a feasible allocation to J without preemption must exist

AN A

Please Note: Every remedial constraint found in step no. 5 is a valid inequality
applicable to w*. This means that we can include the constraint as a ‘lazy cut’ to be
passed to the MIP solver. Although the Algorithm 1 does not mention this explic-
itly, the understanding is that the valid inequalities discovered will not be discarded
ever—they are used as ‘lazy cuts’ in all future iterations.

2.2 Definition of Subproblems

We claim that if the set w* computed in lines 1 and 6 of Algorithm 1 is the minimal set
satisfying conditions 1, 2 and also if the remedial constraints are rightly identified,
then the underlying decomposition is a sound and complete procedure to get the
optimal solution of TFISP. Algorithm 1 presented the outline of the decomposition
procedure, but we now divide the steps in Algorithm 1 into three subproblems so
that we can address each of them separately. We formally define the subproblems as
follows:

Subproblem A Naive Selection: Given a TFISP instance involving tasks J and
workers W, where qualifications J,,, Wj, and cliques C are known, determine the
smallest possible set w* that covers all tasks in J and all cliques in C.

This subproblem will be utilized at line 1 of Algorithm 1. It merely needs to
satisfy conditions 1, 2. Further, we notice that if a set w* covers all maximal cliques
[, then all general-cliques and pair-cliques are also covered. So, the ‘Naive selection
subproblem’ only needs to select a minimal set of workers that cover all tasks and all
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maximal cliques. This can be done by a standard IP formulation or also by heuristic
procedures. We will present such formulations in Sect. 3.1.

Subproblem B Remedial-Corrections Identification: Given a set w* of workers,
find all Remedial-corrections needed wherever preemption can occur

This subproblem will be utilized at lines 2 and 7 of the Algorithm 1. It will give
a set of sets of workers R. Every set or group of workers s € R is such that:

1. Absolutely no worker from set s of workers was present in w*.

2. At least one worker from each set s should have been present in w* to avoid
preemption.

3. If R is empty, then a feasible unique allocation of workers w* to J must exist
without preemption.

The crux of this Subproblem B is its third statement. If this subproblem cannot find
any Remedial-correction set, then it must assure that a feasible allocation (without
preemption) exists from w*. The best way to prove that such a feasible solution exists
is to actually give the said allocation. So, to solve the ‘Remedial-corrections identi-
fication subproblem,” we search for feasible allocations of J to w*. We formulate this
subproblem as an integer program in Sect. 3.2.

Subproblem C Corrective Selection: Given a set of workers w* and a set of reme-
dial constraints R, find the minimal set of workers w*, such that

1. w*>jVj € J —: This implies that w* covers all tasks.
2. w* > ¢ Vc € C — This implies that w* covers all cliques.
3. w* includes at least one worker from every set s € R.

This subproblem will be utilized at line 6. It is merely an extension of the Naive
selection subproblem A. It can be solved by a standard IP formulation or also by
heuristic procedures. We will present such formulations in Sect. 3.1.

Assuming that each of three subproblems is solved optimally, we are now ready
to prove our hypothesis that the decomposition approach gives an exact solution to
TFISP.

Theorem 4 [f Subproblems A, B, and C are solved optimally, Algorithm 1 is an exact
procedure to solve TFISP.

Proof If no further Remedial-corrections are needed for a proposed w*, then a fea-
sible allocation of those workers for J is assured by Subproblem B. This proves the
feasibility of w*. If a Remedial-correction set is found, then it should be impossible
to find any feasible allocation of w* to J. This means that no solution having lesser
number of workers than w* can be feasible. These two conditions assure that the
resulting w* must be the minimal feasible set of workers that can execute J.
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3 Formulations and Solution Techniques

This section gives several alternative formulations for each of the subproblems as
defined in Sect. 2.2 earlier.

3.1 Selection Subproblem

We begin with the ‘Naive selection’ subproblem. This must find a minimal set w* sat-
isfying constraints (1) and (2). We model this as an integer program using the fol-
lowing binary decision variable:

v o= 1 ... if worker w is picked and included in w*
¥ 7 ) 0 ... otherwise

To minimize the number of workers used, the objective is to minimize |w*|, i.e., to

Minimize Z Y, 5

wew

The feasibility conditions 1, 2 stated in Egs. (1) and (2) earlier lead to the following
constraints:

Y v, >1vjel (6)
wew;
Y ¥, >lc|VeeK ©)
wew,

Eqgs. (6) and (7) are sufficient to model the ‘Naive selection’ subproblem A.

We proceed to consider the extension of this formulation for subproblem C of
‘Corrective selection’ where a non-empty set R of Remedial-corrections is known.
The following linear constraint facilitates this requirement:

DY, >1VseR (8)

wEs

Thus, we have presented an IP formulation to solve the Naive selection subprob-
lem A and the Corrective selection subproblem C optimally. Such IP formulations
using decision variables like Y,, have been used earlier in [20, 21] and others. How-
ever, all such formulations had attempted to handle task allocation at the same time
as worker selection. They used a two-index decision variable to model the allocation
of any task to a unique worker. For a TFISP instance of n tasks and m workers, our
formulation uses only O (m) number of variables with O (n + |K|) number of con-
straints. This (linear) number of variables and constraints is substantially less than
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the (quadratic) O (mn + m) number of variables with O (n + m|C|) constraints used
earlier. Thus, the decomposition approach has led to a much compact formulation
for this subproblem. We also consider some ways to further tighten this formulation.

3.1.1 Alternative Approach to Solve the Selection Subproblem

The IP approach discussed above presented an exact way of finding w*. Effectively,
the feasibility conditions discussed earlier (implemented through Egs. (6) and (7))
constrain the workers that must be selected within w*. However, during computa-
tional experiments on several problem instances, it was noticed that the ‘Corrective
selection’ subproblem was repeatedly needed many times before a feasible w* with-
out preemption could be found. We now propose a alternative heuristic algorithm
to find w* for Subproblems A and C. Contrary to the established practice in heuris-
tic algorithms, the expectation from this algorithm is not that it should work faster
than the exact IP. Rather, the intention is that the minimal set w* found here should
preferably not allow any preemption (thus avoiding repeated calls).

Heuristic algorithms developed to construct a set of desirable workers have often
been used in interval scheduling problems. For example, see the ‘left-edge algo-
rithm’ mentioned by [17] and in [14]. These algorithms essentially combine the task
allocation decisions with the selection decision. We modify this approach by devel-
oping a procedure to construct w*, such that we quantify the expected impact of
the inclusion or exclusion of any specific worker w € W into w*. We find a slightly
analogous approach used in [29]. However, in our case, we neglect any task allo-
cation decisions totally; this allows us to focus on selecting a suitable set w* while
deferring the allocation decisions to other algorithms better suited for allocations.
Also, since our algorithm must solve Subproblem C, our intentions and procedure
are fundamentally different from the cited works.

Consider staff rostering problem where some employees or workers are to be
selected and allocated for a set of tasks. The person or system that makes these selec-
tion or allocation decisions would prefer workers who are capable/available for more
number of tasks. They would seek workers with broad areas of expertise, so that they
can handle several different tasks. Also, employees or workers who are available
during ‘rush hours’ (i.e., when several different simultaneous tasks or cliques are
to be executed simultaneously) would be preferred. Finally, the planners need some
specialists—this implies the persons who can perform tasks that very few other per-
sons can perform. Thus, the inclusion/exclusion of a worker in w* depends on three
factors: (a) specialization of tasks performed, (b) breadth of expertise, and (c) avail-
ability in cliques. We now quantify these factors:

» The specialization of tasks is determined by the number of workers that can do a
specific task. If very few workers are capable/available to handle a specific task
J € J, thenitis a very special task. We denote the speciality factor of the taskj € J
as S;. It is defined as follows:
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S4 = —
A

1
J
» The breadth of expertise of a worker is a quantification of the different tasks that
may be allocated to that worker. We denote the expertise factor for worker w € W
as E,. The following definition of E,, inherently accounts for the speciality factor
of tasks handled by that worker:

E, = ZSj

il

« Consider that a worker w € W is a clique-capable worker for maximal clique ¥ €
K. Then, we assign a notional ‘bonus’ to the worker for being available during this
maximal clique. We imagine that worker w is doing the most specialized possible
task from k. Hence, we allocate a bonus numerically equal to the speciality factor
of the most specialized task in k. We define the fotal clique factor F, for the worker
w as the sum of these notional bonuses over all maximal cliques for which w is
clique-capable. The definition given below inherently accounts for the speciality
factor of tasks handled by that worker for that maximal clique.

F, := ) (Max;S,Vj€x) :weW,

keK

We note that F, is not related to starting time of job j. It is a heuristic measure of
how often a specific worker is available during cliques. The underlying logic is that A
worker available during crunch times (cliques) is more valuable than another worker
who is neither specially qualified nor available in times of special requirements. We
combine these factors into a single metric denoting the Value V,, of any worker w €
W as:

V,:=E,+F, )

In practice, we can also use a nonlinear weighted functions to calculate V,, instead
of the simple linear combination given in Eq. (9). This value for any worker w € W
can be precomputed deterministically as a parameter for the problem instance. We
then use it to build w* in Algorithm 2. This algorithm addresses the ‘Naive selection’
subproblem as well as the ‘Corrective selection’ subproblem. The only difference is
that the parameter R (set of Remedial-corrections) would be empty for the ‘Naive
selection’ subproblem.
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Algorithm 2 Procedure to build w* based on V,, values

Input: SMPTSP or TFISP instance of tasks J and workers W where V,,,
computed
Input: Set of Remedial-correction R may optionally be given
1. wh:={}
: J 1= Set of all n tasks sorted in ascending order of speciality factor S;
3: for alls € R do
4 if Aw € w* : w € s then
St w = Worker with maximum V,, such thatw € s
6.
7
8

JW,Sj and Wj are pre-

[\

: w* =w* U{w}
: forallj € Jdo
: ifﬂWEW*:WEW,«then

9: w = Worker with maximum V,, such thatw € W;

10: w* =w* U{w}

11: K := Set of all Maximal Cliques sorted in ascending order of clique-size

12: for all x € K do

13: qg:=|k| — |w'nW_|

14: if ¢ > Othen

15: W+ :=Best ¢ workers from W\ w* identified by highest values of V,,
16: w* =w* UWt

17: return w*
Output: Set of workers w*

In the above algorithm, we first selected the highest ‘value’ workers who fulfill
the remedial constraints. Then, we selected the highest ‘value’ workers who could
handle the most generalized (low speciality) tasks. We gradually moved to special-
ized tasks with the hope that some of the high value workers selected earlier might
be capable/available for them. If not, we needed to add more workers. Finally, we
checked whether all cliques were accounted for. Algorithm 2 runs within computa-
tional time of polynomial order for the data instance size.

3.1.2 Hybrid Procedure for Worker Selection

We combine the best features of the MIP formulation and the heuristic approach to
form a ‘hybrid’ procedure as follows:

1. Major commercial MIP solvers typically perform better if an initial or starting
solution is provided beforehand. The Algorithm 2 provides a heuristic w* which
may be used as the starting solution for MIP. So, we refine the MIP approach to
first call Algorithm 2, get a heuristic solution (say hw*), and then internally use
this hw* to get the exact w*.

2. The MIP formulation discussed earlier did not give any prioritization or prefer-
ence to any specific worker in the objective function—the coefficient for all terms
Y; in the objective function was uniform. On the contrary, Algorithm 2 introduced
a quantification for the value or ‘desirability’ of any specific worker w. We use
the concept of ‘value’ of a worker to improve the performance of the MIP formu-
lation. For any worker w € W, consider the term VW defined as follows:
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V. = Y (10)
YR

The term \7W is a scaled or weighted measure of the value of worker w, and it will
always be significantly less than 1. We use V,, to redefine Eq. (5) as follows:

Minimize Z (1+V,)xY,)

wew

This modified objective gives a preference to higher ‘value’ workers wherever
possible.

3.2 [Identifying Remedial-Corrections

Consider that the selection subproblem has been solved to get a set of workers
w* with the expectation that these workers should be sufficient for a feasible allo-
cation to J. The subproblem B of ‘Remedial-corrections’ needs a procedure to get
either one of the following: (1) a set of cliques, such that it is impossible to do unique
allocation of tasks in those cliques without preemption within w* or (2) a feasible
allocation of all tasks in J without preemption within given w*. Initially, let us assume
that the feasible allocation is indeed possible for the given w*. We devise an integer
program to find this allocation based on the following decision binary variable:

7i = 1 ... if worker w is allocated to execute task j
"1 0 ... otherwise

We only want a feasible allocation in this subproblem, and the optimality of w* is
not a concern within this section. So, this integer program has no explicit objective
function at all. The following constraint applies:

Y7 <1 Vceo, Vwe W (11)
jE€c
szw=1 VjielJ (12)

wew*

Eq. (11) ensures that any worker can be allocated to (at the most) one task in any
‘worker-specific clique.” The concept of ‘worker-specific cliques’ ©,, was explained
earlier in Sect. 2.1. Eq. (12) ensures that every task is assigned to exactly one worker
from w*. This MIP formulation can give a feasible allocation of tasks J to workers
Eq. (11) if such an allocation exists. Further, the integrality condition of the decision
variable Z/, along with Eq. (12) ensures that preemption is not permitted.

If no feasible allocation (without preemption) exists for a given w*, then this
formulation will yield infeasibility. But in such a case, we wish to find specific
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Remedial-correction sets. In general, there may exist a separate Remedial-correction
for every possible clique ¢ € C. The computational cost of individually looking at
every clique is considerable. We now devise a method to identify ‘sufficient’ reme-
dial sets by looking at very few cliques only.

Consider a maximal clique k. We define . as the set of all tasks that meet at
least one of the following two conditions:

1. The task should be included within x or,
2. The task should overlap with at least one task within x

Formally, we write thisas w, =k U {j € J\ « : 3 € x where {j,j'} € C*}. We
term this set y. as the cover of the maximal clique k. For all maximal cliques « € K,
it is possible to find the corresponding cover. We denote the set of all these covers as
¥. Then, we assert the following statement on covers. The following statement may
even be regarded as a corollary to previous theorems.

Theorem 5 For any allocation of tasks J to a given set of workers w*, preemption
can occur only within the tasks of some cover y. Conversely, if preemption does not
occur within any cover y € W, then a feasible allocation without preemption must
exist.

Proof Theorem 3 has already established that preemption can only occur on tasks
in the intersection of a pair of cliques. So, if preemption is occurring on some task
j € J, then j must be a part of at least two cliques ¢, ¢,. If ¢, ¢, are both subsets
of some maximal clique «, then this theorem is already proved. Let us consider the
other case: ¢; and ¢, are not the subsets of any single maximal clique. Even then, ¢,
will still be part of at least one maximal clique (or ¢, itself will be a maximal clique).
Then, the other task in ¢, overlaps with one task ( j) in the maximal clique. So all
the tasks in c|, ¢, are still within some cover.

Theorem 5 indicates that we only need to check for preemption across tasks that
exist in the same cover. We have two different ways to achieve this.

Alternative 1: Shortlisting infeasibility constraints within IP solver
Major commercially available mixed-integer programming solvers (including
Cplex™and Gurobi™) allow a programmatic analysis of any infeasible model to
identify sets of constraint that cause the infeasibility. If preemption within a specific
cover y causes infeasibility, then the constraints involving tasks and worker-specific
cliques in that cover are collectively infeasible. We identify the Remedial-correction
terms on every cover y € ¥ as follows:

1. For all tasks j € y, mark the corresponding constraint from Eq. (12).

2. For all workers w € w*, consider all worker-specific cliques in ©,, as referred in
Eq. (11). If any of these cliques is a subset of y, then mark the corresponding
constraint.

3. Check whether the constraints marked in steps 1 and 2 above are collectively
infeasible. If not, then there is no preemption in cover y
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4. If the marked constraints are collectively infeasible, we now wish to find the
Remedial-correction. We build a set of workers W,, who are qualified to per-
form at least one task in y. Then, the set W\ w* gives the workers who could
have avoided this preemption. So, we get the Remedial-correction W,,\ w* from

V.

Alternative 2: Penalty terms in the objective

We point out that the MIP formulation presented above for this subproblem does
not have any objective term at all. We propose a modification of the MIP formula-
tion so that it directly identifies the unavoidable preemption and the covers within
which it occurs. We imagine that for every cover y € ¥, there exists a new spe-
cial additional worker w,,. This additional imaginary worker (or phantom worker) is
qualified to do any tasks within that cover. Further, ®,, can even execute more than
one task at a time; preemption is permitted for w,,. However, for every task j allo-
cated to @,,, we introduce a very large penalty term in the objective. In a sense, this
is slightly similar to Lagrangian relaxation of preemption. An additional decision
variable Z, to model the use of worker w,, is introduced in Eq. (11). Now, if alloca-
tion of w* to J without preemption is infeasible, then the modified MIP will yield a
solution where some phantom worker(s) ®,, are allocated some tasks. We only make
Remedial-corrections on the covers y where the corresponding phantom worker is
used. The selection of workers for this Remedial-correction set is as mentioned in
the Alternative 1 above.

Remarks:

1. Alternatives 1 and 2 were exact procedures that gave Remedial-correction sets
for any cover y.

2. Alternatives 1 and 2 are logically equivalent to each other. We collectively term
them as standard MIP approaches for identifying Remedial-corrections.

3. We can improve the performance of any these two alternative approaches by tak-
ing some partial allocation information from the heuristic procedure in Algorithm
2 at line 9.

A comparison of Algorithm 1 to the classical branch-and-cut procedure in MIP
formulations seems inevitable. Superficially, it appears that any Remedial-corrections
offered by any implementation for the subproblem B is effectively a ‘cut’ that elim-
inates some infeasible selection sets. But we still do not classify our algorithm 1 as
a classical branch-and-cut approach. This is because the intent and function of the
Subproblem B is not merely to provide the ‘cuts.” Rather, it aims to either prove that
no feasible allocation for a given w* is possible or to find a feasible allocation if the
proof of infeasibility cannot be made. If we had designed Algorithm 1 as a standard
branch-and-cut procedure, then we would only get a set of workers w* that the algo-
rithm would claim to be optimal. But finding the actual allocation would still be an
unsolved NP-hard problem.
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4 Results

In this section, we present a rigorous computational analysis of the algorithms and
procedures discussed in Sect. 3 to support the efficacy of the decomposition approach
from Sect. 2. We have coded our algorithms in Java™SE (build 1.7) language. MIP
formulations have been solved using IBT™Cplex™12.5 solver. The computer hard-
ware is 16-core 64-bit Intel™Xeon™processor at 2.93 GHz with 64 GB RAM.

We notice that an extensive family of 137 problem data instances for TFISP
with increasing problem sizes is available in the OR-library (see [3]). Several recent
papers and discussion on TFISP have used these instances as benchmarks, so we
continue to work with them. It is very well possible to directly solve the problem
using a plain MILP model in Cplex without any special procedures. But this works
only for very few small-sized instances. For medium- to large-sized instances, the
performance by the plain Cplex model alone is too poor to even report or compare—
optimal solutions cannot be obtained for reasonably sized problems in meaningful
time. The most recent and best-known results for exact approaches for TFISP are
from [2, 7]; the best-known heuristics are by [32]. Since the current paper focuses
on optimal techniques, we will benchmark the performance of our exact algorithms
for the data instances from [27] against the results of [2, 7].

Out of the 137 data instances available in [27], ([2]/[7]) report that 83 instances
had been optimally solved within time limit of 1800 s. On the contrary, our results
from Algorithm 1 solve 104 of these instances optimally within the same time limit
of 1800 s. This includes all 83 instances solved previously; we also manage to get the
solutions considerably faster than the previous results in most cases. Table 1 presents
the computational time needed by Algorithm 1 against the previous best results for
individual data instances. While developing this table, we executed Algorithm 1 with
a computational time limit of 1800 s. We repeated this using the various different
options described for solving each of the three underlying subproblems. The results
for all options (including the plain MIP formulation for worker selection, hybrid
approach, heuristic approach) are listed individually in Table 1.

The results from [2, 7] are also provided for comparison purposes. In the inter-
est of brevity, we have intentionally skipped the first 50 very small instances (that
were almost trivial) and presented only the larger instances here. These smaller 50
instances were of course solved within very short time by our optimal procedures.
We plot the results of our decomposition algorithm against the best-known previous
(optimal) results in Fig. 3. This figure uses the data for the hybrid approach within
the decomposition algorithm.

Table 1 and Fig.3 conclusively demonstrate that the decomposition procedure
surpasses the previous best (exact) algorithms. We conclude this section by looking
at the performance of our decomposition approach for the very hard data instances
proposed by [33]. Out of the ten new instances introduced, our algorithm (opti-
mally) solves five instances within the time limit of 5000 s. Among these, three data
instances were actually solved faster by the (optimal) decomposition algorithm than
the best-known heuristic technique. The results are tabulated in Table 2.
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Benchmarking of results: Time required to find optimal solution

1000

g

- Decomposition procedure (Algorithm 1)

= Previous best-known results

Time taken to get optimal solution (Log scale)

250 500 750 1000 1250 1500
Number of tasks involved

Fig.3 Benchmarking of results versus previous best known

Table 2 Performance of decomposition approach for very hard data instances from [33]

Name of the data instance Number of | Optimum Time taken (s) to
tasks objective solve optimally by
involved value decomposition

data_1_50_258_20_90_100_200_300 258 40 33.8

data_2_44_510_20_90_0_100_200 510 40 3007.0

data_3_102_525_30_90_100_200_300 5252 71 591.3

data_4_113_647_20_90_100_200_300 647% 98 299.7

data_6_135_777_20_90_100_200_300 777 116 3691.8

2The decomposition approach optimally solves the identified instance faster than even the best
known heuristic algorithm

We conclude that the logical decomposition of the TFISP—first into subproblems
and later based on covers—has yielded very good benefits.

5 Conclusion and Future Work

In this paper, we have made three noteworthy contributions. The primary contribu-
tion is the decomposition of overall TFISP into subproblems through Algorithm 1.
Not only have we proved an interesting result theoretically, but this algorithm has ful-
filled also the expectations practically by easily surpassing other comparable exact
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methods. The second contribution is the value-based heuristic in Algorithm 2. The
efficacy of this in ‘guiding’ the MIP as well as in getting the optimal solution is
shown.

We notice that the structure of constraint matrices induced by our formulations
matches the discussion in [35]. So, we expect major saving in computational effort
if we invest efforts in a custom LP solver based on [35] instead of using commercial
solvers. We also expect that further improvements could be made in performance
if meta-heuristic or constructive heuristic techniques could be developed to suit the
requirements of Subproblem B only. In fact, by combining partial solutions as pro-
vided by Algorithm 2 and allocation decisions by heuristic techniques like [32], it
might be possible to solve much larger TFISP instances also. We propose to explore
these possibilities in future work.
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The Value of Flexible Road Designs Through
Ecologically Sensitive Areas

Nicholas Davey, Simon Dunstall and Saman Halgamuge

Abstract Mining haul road traffic can have significant impacts on nearby animal
populations that can threaten an entity’s licence to operate. As operators have the
ability to control heavy vehicle traffic flow through mining road networks, opportu-
nities exist to reroute traffic away from more damaging roads in response to uncertain
animal population dynamics. The presence of this flexibility in turn has a positive
effect on the future value of proposed road designs. In this paper, we present an
approach for evaluating the flexibility of controlling traffic flow in proposed road
designs between two locations separated by an intervening species habitat. We do
this by treating the design problem as a Real Options Valuation (Stochastic Optimal
Control) problem solved using Least-Squares Monte Carlo. Here, the different con-
trol actions are the discrete traffic flow rates, and the uncertain-state variables are the
animal populations at each location in the region of interest. Because the control cho-
sen has a direct impact on the path of the uncertain variables, we use the technique of
control randomisation in generating the Monte Carlo paths and computing the costs-
to-go in the Real Options Valuation. In addition, we use a state-reduction parame-
ter called Animals at Risk to reduce the dimensionality of the problem to improve
tractability. In an example scenario, the addition of routing flexibility resulted in
an increase in project value over the case without flexibility while maintaining the
animal population above a critical threshold.

Keywords Real Options * Stochastic control + Haul road design * Road ecology *
Control randomisation
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1 Introduction

In mining operations, haul roads are increasingly traversing ecologically sensitive
areas [5]. Therefore, designers must consider their effects on surrounding animal
populations when evaluating different route designs. If they do not build sustainable
roads, the mine risks losing its social licence to operate [19]. However, road oper-
ations are not static and operators have the ability to control traffic flow over time
in response to inherently uncertain animal population dynamics. The presence of
this flexibility is an important factor in determining the trade-off between value and
ecological impact of a road. In this paper, we present an approach for incorporating
this flexibility into haul road design using Real Options Valuation (ROV) based on
Least-Squares Monte Carlo [16] and Control Randomisation [11], while simulating
animal movement patterns with an empirically derived movement and road mortality
model [21].

Vehicle movements pose a significant threat to animal populations, resulting in
habitat fragmentation, declines in reproduction rates and collisions of vehicles with
wildlife [6]. These effects have been studied in great detail since the mid-1990s
[9], showing that traffic volumes, distribution of traffic through the region and road
routes, have a profound impact on species survival [6, 9, 18, 21, 25]. Comprehensive
stochastic models based on empirical data, such as those in [20, 25] have been devel-
oped to help policy-makers understand the migration behaviours of animal species
through two-dimensional regions so as to make better-informed planning decisions.
Models such as the ones in [18, 21] have extended these approaches to quantify the
effects of vehicle collisions on species mortality. To date, this research has only con-
sidered the case of fixed or steadily increasing traffic flows along mostly public roads.
However, these models are readily applicable to mining haul roads where operators
can also control traffic flow rates along roads so as to mitigate the damage caused by
a particular design.

A powerful technique for evaluating this flexibility under uncertainty is Real
Options Valuation (ROV), which falls under the umbrella of Stochastic Optimal Con-
trol (Dynamic Programming). The ROV technique values each decision to switch
from one operating state to another in the same way as one would for American-
styled financial options [17]. In such cases, the decision-maker has the right, but
not the obligation, to exercise an option at any time leading up to a particular date
depending on the prevailing stochastic factors and switching costs. This valuation
approach has been shown to yield more realistic present values of decisions than
the more common discounted cash flow methods (DCF) as the latter approach fails
to properly account for the true behaviour of decision-makers in the presence of
uncertainty [8, 17, 23]. This is because typical DCF approaches result in unrealis-
tic assumptions about the manner in which decisions are actually made by essen-
tially assuming that all future outcomes of a decision occur, even when the decision-
maker has a choice to avoid unprofitable decisions in the future [17]. ROV, on the
other hand, assumes that as new information becomes available regarding the uncer-
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tain parameters, decision-makers are free to make the most optimal choice, thereby
avoiding undesirable outcomes.

In mining contexts, ROV has typically been used to evaluate strategic-level deci-
sions such as the flexibility of opening and closing a mine based on the prevailing
commodity price using traditional computation approaches such as finite difference
methods [2] and multinomial trees [17]. However, as ROV is based on dynamic pro-
gramming, it is plagued by the ‘curse of dimensionality’ [22], whereby increases in
computational complexity scale exponentially with increases in the size and number
of problem dimensions. For realistic applications, this is troublesome as dimension
numbers can be quite high [16]. To alleviate this, Longstaff and Schwartz popu-
larised the technique of Least-Squares Monte Carlo (LSMC) [16], which simulates
the stochastic parameters forward in time using multiple Monte Carlo paths to reduce
the computational overhead while retaining an accurate approximation of the true
value. This technique has gained popularity in both financial options pricing and real
options valuation for its ability to incorporate multiple uncertainties and decisions
[3, 7, 11-15, 22].

As useful as it has been, the LSMC approach has typically only been applied to
situations with exogenous uncertainty such as opening and closing a mine subject to
prevailing commodity prices. However, in many real-world scenarios, uncertainty
can be highly dependent upon the decisions taken by operators [7, 11]. Building a
haul road through an ecologically sensitive region with variable traffic flow rates
is one such important case, where different traffic flow rates will result in differ-
ent expected animal mortalities. To address this shortcoming, Kharroubi et al. [11]
developed the technique of Control Randomisation (CR), which involves randomis-
ing the control decision taken at each time step when generating the Monte Carlo
paths. Next, when the optimal costs-to-go are computed at each stage using back-
ward induction, the forward paths are regenerated using the computed optimal con-
trols [14].

In this paper, we propose a framework to value a mining haul road that passes
through an ecologically sensitive region that contains a switchable set of discrete
traffic flow rates. We do this by using the animal migration model of [21] to model
uncertain animal movement and mortality while computing the value of the switch-
ing flexibility using Least-Squares Monte Carlo [3] and Control Randomisation [11,
14]. To combat the curse of dimensionality, we introduce a dimensionality-reduction
parameter, Animals at Risk [4], to reduce the spatial dimensionality of the animal
populations to a manageable number in order to improve computational tractability
when computing ROV using LSMC and CR.

The paper is organised as follows. Section 2 outlines the formulation of the opti-
misation problem. Section 3 describes the framework for solving the problem while
Sect. 4 provides some numerical results showing how the method performs. Finally,
Sect. 5 concludes the paper and presents an agenda for future work.
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2 Problem Formulation

We study the effect of flexible traffic flow rates on operating value for a set of alter-
native roads designed to connect two locations that are separated by an ecologically
sensitive region. Traffic along the road must be optimally controlled such that the ani-
mal population within the region is maintained at or above a critical threshold (P,;,).
The spatial distribution of these animals is modelled by discretising the region into
N discrete animal patches. Flexibility is provided by the ability to reroute some or
all of the traffic from the proposed route to an existing road that is costlier to oper-
ate but has no negative ecological impacts. The single-period value of operating the
proposed road is therefore the cost savings of using it instead of the existing road.

For consistency, each road has the same discrete set of flow options: a € A =
{ ag, ..., am}. Each year (r € [0, T]), management has the choice to select one of
these scenarios for the next period based on the overall animal population P =
25\;1 p; as well as their distribution throughout the study region, which is represented
by the dimensionality-reduction parameter, Animals at Risk, n [4] (see Sect. 3.2).
Each time the operating policy is changed from one state, a, to another, b, a switch-
ing cost may also be incurred (K*~?).

We apply the method of Real Options Valuation with endogenous uncertainty
using the technique developed in [14], treating the populations in each patch as the
stochastic factors. These populations are simulated through time using the Monte
Carlo-based animal movement model of [21]. As this is a mining context, we could
also treat the commodity prices, input prices (fuel, maintenance, etc.) and remaining
reserve level as stochastic [14]. However, to reduce the number of uncertain dimen-
sions and focus on the effects of animal movement alone, we have kept them constant
in this work.

The objective of the decision process, therefore, is to maximise the present value
of expected future cash flows less the road construction costs for each road in order
to determine the most valuable road to build.

3 Methodology

The methodology is similar to the problem of opening, closing and abandoning a
mine in [14] but applied to road design, which contains highly dimensional and
endogenous uncertainty in the form of discrete animal populations. Therefore, we
must first reduce the dimensionality of the endogenous uncertainty before imple-
menting the LSMC approach with Control Randomisation. To achieve this, we use
the underlying animal movement and mortality model of [21] (Sect. 3.1) that mod-
els the endogenous spatial uncertainty, to find the proportion of animals at risk of
dying under each control in the current period, 7. This dimensionality reduction is
described in Sect.3.2. The value # is then used within the ROV approach, which
values the road given flexible operating states as described in Sect. 3.3.
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3.1 Simulating Stochastic Animal Movement Model

The uncertain component of the model, which must be optimally controlled so as
to produce the maximum possible profit while meeting the minimum population
threshold, 7,,;,, is the animal population in each of the N habitat patches at time
L, =Py pN,t]’. This is simulated for the horizon ¢ € [0, T] with the model
of [21], which incorporates many empirically tested species characteristics such as
habitat preferences, ranging behaviour and crossing speeds. In this model, the prob-
abilities of animals moving from each discrete habitat patch to every other patch are
captured in a N X N transition matrix, TP, where the rows correspond to the origi-
nating patches. Each patch transition in this matrix also has a corresponding survival
probability, SP, that is related to the number of road crossings and the traffic flow
rate along the road [21]. These two matrices are used to update the population in
each patch after via Eq. 1, where © indicates element-wise multiplication.

p; = {[TPOSP] p,} (1)

The population growth rate in the ith patch, r;, is modelled using a logistic growth
model (Eq. 2), where g; ~ N(g,, 8,) and §; is the capacity of patch i. Finally, the pop-
ulations at the next time step are given by Eq. 3, where & is a column vector. Clearly,
as the survival probability is dependent on the traffic flow rate, the population in each
habitat patch is an endogenous risk factor.

& —Di
¢

P, =P O¢& 3)

&=1+g )

3.2 Dimensionality Reduction

The full state space at time ¢ includes the number of animals in each of the N habitat
patches. To understand the spatial dynamics of the animals over time and therefore
the impact of road traffic, a large value of N is required. However, a large number of
states would render the problem intractable. On the other hand, using only a single
variable such as the overall animal population for the entire region would hide the
spatial dynamics captured by the animal movement model.

To overcome this, we introduce a state-reduction parameter called Animals at Risk
[4] (Eq. 4), which measures the total number of animals expected to perish between
the start and end of the current time step based on the traffic flow level chosen («)
(i.e. before accounting for population growth). It is readily obtained by running the
model from [21] for one time period to find the proportion of animals expected to
perish for the time period for the given flow rate.
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N

Zici i,
N

Ei=1 Piy

In this manner, the state space reduces from N (the population in habitat patch)
to 2: the overall population, P, = Zil p;»t and the proportion of animals expected
to perish in the current time period due to road traffic, 7. In this manner, we do not
lose the effects of spatial distribution on mortality rates.

If it is expected that the population after movement and mortality at time ¢ (which
we shall call the adjusted population, Eq.5) is above the minimum threshold, then
that control is viable. In financial parlance, this path is said to be in-the-money [14,
16]. If it is not, then the control is not able to be considered for the next time period.

n'=1- “)

P =P, x [1 -1 (5)

3.3 Valuation of Flexibility

To value the road’s flexibility, we incorporate the animal movement and mortality
model described in Sect. 3.1 and the dimensionality-reduction technique of Sect. 3.2
into the model described in [14].

We firstlet 6, = [P,, ", al] be the state vector at time ¢. The future operating value
of the road at time ¢ is thus given by the Bellman value function in Eq. 6.

T
V(1.0) =sup { / D I1(s, P, 0, @, )ds
acA t

- Y K, a6, _9} (6)

t<r1,<T

In this equation, II(s, a,) is the cash inflow at time s of running the road with
traffic control @ € A; K(7,,, a,-, @, ) is the cost of switching from traffic control a,-
to traffic control «, ; and r is the requlred rate of return. Using this formula at time
t =0, the Ob]eCtIVC of finding a road’s value can be expressed mathematically as
follows:

T
V(0,6y) =sup E { / ¢ P11, (5, P, m,)ds
0

aEA

- Z e K (z,, -, @, )]0, =9} @)

0<7,<T

where the optimal profits-to-go (17, 4,(5,P,)) and the optimal control at each time
step (&,) are given by Egs. 8 and 9, respectively.
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H&A.(S, psv ’75) = SUE {f(s’ ps’ ’75’ as) + ¢S(7)A" ’75’ as)} (8)
ae
&, = argsup {I1, (s, P, n,) } ©)
yel !

where f(s, P,, 5,, ;) is the single-period profit at time s and @ (P, n,, a,) is the
conditional expectation at time s under control «;.

Typically, Eq. 7 would be computed with the Longstaff and Schwartz algorithm
[16]. This algorithm uses a Monte Carlo approach to simulate the exogenous uncer-
tain parameters for each path. Next, it applies backward induction, whereby the
expected optimal pay-off for the viable paths are regressed onto the predictors using
a locally linear kernel [14] to compute the @’s for each control and hence find the
optimal control at that stage. In the case of controlling a road through an ecologically
sensitive area, the predictor is the adjusted population for each path P 4,

However, the uncertainty in Pt“dj is endogenous. To account for this, we use the
algorithm of [14], which applies the Control Randomisation technique of [11]. To
do this, when the Monte Carlo paths are generated, the control action taken at each
time step along each path is sampled from a dummy distribution. Furthermore, when
backward induction is used to find the optimal controls and profits-to-go, the result-
ing optimal controls alter the Monte Carlo paths. Therefore, the paths and the cor-
responding optimal profits-to-go are recomputed from the current stage in the back-
ward induction up to time 7 for each path using the previously computed values of
@. A detailed description of this algorithm is provided in [14].

4 An Example

For illustration purposes, we consider a flat terrain as shown in Fig. 1 where two
points are separated by an ecologically sensitive region. It should be noted that this
region is stylised for the sake of demonstrating the method and is not a true-to-life
representation. The road set is such that roads that cost more to operate should have
smaller impacts on the animal species when computed using the model in [21] under
full traffic flow rates for the entire design horizon, T' (See Table 1). There are two
operating states: a high flow rate of 150 journeys per hour along the proposed road
and a lower impact scenario where all of the traffic is diverted along the lower impact
road. Switching between these rates is used to maintain the animal population (with
an initial population of 1000 animals that is initially at full capacity) above a critical
threshold of P,,;, = 900. It is assumed that there are no switching costs between these
two states, although in reality this may not be the case. The inclusion of switching
costs is considered beyond the scope of this paper.

The set of roads for consideration is provided in Table 1. Here, the end population
under full flow is computed using the method outlined in [21] assuming the high flow
traffic volume for the entire time horizon (i.e. « = a,Vt € [0, T]). Within this model,
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Fig. 1 Paths of candidate roads around habitat region

Table 1 Details of the five roads to be compared, listed in order of increasing ecological impact.
Operating cost and benefit figures are in $AUD, M per journey per hour per year. The remaining
cost figures are in $AUD, M

Road Op. cost Op. benefit Full flow results ROV
End Pop. Value

1 0.334 0.114 474 209 67

2 0.342 0.107 523 196 71

3 0.362 0.086 625 158 75

4 0.395 0.054 827 98 81

5 0.438 0.010 1000 19 19

the animal ranging parameter (A in [21]) is set to 5.0 X 107#, the average animal
length is 0.7 m, the animal crossing speed is 10 km/hr and the average vehicle width
is 7.5 m. The operating benefits per year per vehicle represent the savings of using
the proposed road over an existing road that costs AUD 450,000 to operate per year.
The project is run for 50 years, using a discount rate of 8%p.a. Finally, the animal
population growth rate parameter is normally distributed (g ~ N(1.4,1.5) %p.a.) in
each patch.

As column 5 in Table 1 shows, the present value of cost savings for the cheaper
roads (1-4) is quite substantial when the full traffic flow is over the entire horizon.
However, these roads are also far more damaging if operated in this manner, as shown
in column 4. In contrast, the value of road 5, which is the only road that avoids the
region and does not affect animal populations, is far lower. Furthermore, this is the
only road that exceeds the minimum population of 900 animals when operated full
time and would therefore be the only viable road in the absence of flexibility.

Using flexible traffic flows allows all roads to maintain the animal population
above 900 for the design horizon. Using ROV, we find that the value of road 4 is the
greatest, at $81M. In fact, all four cheapest roads are more valuable than road 5. This
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shows that having the flexibility on hand allows the operator to improve profits while
preventing excessive damage to animal populations. This ensures that the mine does
not risk losing its licence to operate.

Naturally, in a real-world application, operators would have access to more than
just two flow states, which should further increase the values of the more damaging
roads. Furthermore, there will also be uncertain macroeconomic factors that need to
be taken into consideration. Most importantly, this work only considered a discrete
set of five candidate roads that were created prior to valuation using ROV. For a truly
optimal road route, the ROV approach will need to be incorporated into a global opti-
mal road design algorithm. As such routines are often based on population-based
optimisation schemes, the Real Options Valuation routine would have to be com-
puted potentially thousands of times. This poses a severe tractability issue that could
be addressed in future work by exploring the relationship between road path and the
road’s ROV.

5 Conclusion

This paper described an approach for valuing flexible traffic flow rates along haul
roads built through ecologically sensitive regions using Least-Squares Monte Carlo
with Control Randomisation. As the high-dimensionality of ecological dynamics
can be a problem for stochastic control techniques such as ROV, a simple state-space
reduction technique was introduced to reduce the number of dimensions (the popula-
tion in discrete habitat patches) to just two uncertain variables: the overall population
and the proportion of animals at risk of mortality. In a simple case study, the results
show that flexibility can allow construction of cheaper roads without having animal
populations fall below critical thresholds for managing local extinction risk. This
work can be extended in the future by investigating the effect of more control levels
as well its application to existing road network optimisation problems.
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Local Cuts for 0—1 Multidimensional
Knapsack Problems

Hanyu Gu

Abstract This paper investigates the local cuts approach for the multidimensional
knapsack problem (MKP) which has more than one knapsack constraints. The imple-
mentation of the local cuts-based cutting plane algorithm is an extension of the exact
knapsack separation scheme of Vasilyev et al. (J Glob Optim 1-24, [13]). Compar-
isons are made with the global lifted cover inequalities (GLCI) proposed in our recent
paper in Computers & Operations Research (Gu, Comput Oper Res 71:82-89, [7]).
Preliminary results show that the local cuts approach may be powerful for the MKP.

Keywords Multidimensional Knapsack Problem + Cutting plane * Local cuts

1 Introduction

The multidimensional knapsack problem (MKP) is a well-known strongly NP-hard
combinatorial optimization problem which has been applied to various resource
allocation-related practical problems [4]. Given m knapsacks with capacities b;,
i=1,...,m, and n items contributing profits ¢, j=1,...,n, the MKP maximizes
the total profits of selected items under the knapsack capacity limitations. In MKP,
an item j requires simultaneous resource consumption of a;; units in the ith knap-
sack i=1,....,m,j=1,...,n). The MKP can be formulated as an integer linear
programming (ILP):

(MKP) 2" = max{c’x : Ax < b,x € {0,1}"} (1)
where ¢ = [c},¢,, ..., c,]T is the profit vector; x = [x,,x,, ...,x,]” is a vector of 0-1

decision variables; x; is equal to 1 if item i is selected, otherwise 0; A = [q; J], i=
1,2,...,m,j=1,2,...,n1is the resource consumption matrix; b = [b, b,, ..., bm]T

H. Gu (=)

School of Mathematical and Physical Sciences, University of Technology Sydney,
15 Broadway, Ultimo, NSW 2007, Australia

e-mail: Hanyu.Gu@uts.edu.au

© Springer International Publishing AG 2018 81
R. Sarker et al. (eds.), Data and Decision Sciences in Action,

Lecture Notes in Management and Industrial Engineering,

DOI 10.1007/978-3-319-55914-8_6



82 H. Gu

is the vector of knapsack capacities. For MKP, all parameters are assumed to be
nonnegative integers.

A large amount of research efforts has been committed to MKP which is closely
related to the classical knapsack problem (KP) [12]. In spite of the huge theoretical
and computational progress in combinatorial optimization, MKP remains a challeng-
ing problem [5, 14]. It still takes many hours on a modern computer to obtain the
best-known solutions for some of the well-known benchmark problems.

In this paper, we focus on the cutting plane approach which has found tremen-
dous success in the commercial and open-source mixed integer programming (MIP)
solvers. For knapsack problem, the cover-based valid inequalities are among the best-
studied classes and have been shown useful, especially for solving difficult binary
integer programming problems including the MKP [8, 11]. Recently, exact knap-
sack separation algorithms (EKSA) were proposed in [6, 11]. Although EKSAs can
produce stronger valid inequalities, they are more or less useless in the branch and
cut paradigm due to much longer computation time. An efficient EKSA was imple-
mented in [13] and was found useful for solving large instances of some classical
MIP problems.

Recently, the global lifted cover inequalities (GLCI) [10] and its variants were
proposed for MKP to take into account multiple knapsack constraints simultaneously
when lifting the coefficients of a valid inequality. The face defined by GLCI may
not be of higher dimensions than lifted cover inequalities (LCI) for MKP; however,
computational results demonstrated that GLCI can be more effective in tightening
the integrality gap, especially when the number of knapsack constraints increases.
Furthermore, the computationally stronger GLCI can lead to improved performance
of core-based heuristics [7]. This motivates the research in this paper to combine the
power of exact separation and global lifting, which the authors’ believe belongs to the
local cuts paradigm which is very different from the traditional template paradigm
[2].

This paper is organized as follows. We first describe the cutting plane algorithm
based on the local cuts approach in Sect. 2. The details of the exact separation for
the reduced problem is given in Sect. 3. The global lifting procedure is described in
Sect. 4. Computational results are presented in Sect.5. The conclusion is given in
Sect. 6.

2 Cutting Plane Algorithm Based on Local Cuts

The cutting plane approach [15] can be used to strengthen the linear programming
(LP) relaxation of MKP which is defined as

(MKP-LP) 7 =max{c’x : Ax < b,x € [0,1]"} )

MKP-LP is solved at each iteration of the cutting plane approach with additional
constraints corresponding to the cuts generated from previous iterations. Assume
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that an optimal continuous solution x* is obtained at the kth iteration, an attempt
will be made to generate a cut separating x* from the convex hull of the MKP poly-
tope. If cuts are successfully generated, they are added to MKP-LP and the process is
repeated until some termination criteria are met. Since the separation algorithm can
be time-consuming in practice, this process has to be terminated earlier without the
exact description of the convex hull of the MKP polytope. In the local cuts approach,
a reduced problem of MKP (RMKP) is created at each iteration which can be effi-
ciently separated due to much lower dimension. A valid cut for the original problem
can then be induced. The cutting plane algorithm based on local cuts (CPALC) is
described as follows:

Algorithm 1: Cutting Plane Algorithm Based on Local Cuts (CPALC)
Input: MKP
Output: a set of valid inequalities for MKP
k=1;
repeat
solve the cut strengthened MKP-LP with optimal solution x*;
if x* is an integer solution then break;
generate the separation problem for the reduced MKP (RMKP) problem;
compute cuts for RMKP;
induce valid cuts for MKP to separate Xk
if no cut then break;
add cuts to MKP-LP;

until enough cuts or time limit reached,
1 return all the generated cuts;

o XN R W N -

—
>

The creation of the separation problem for RMKP is described in the next section.
A cut for the original MKP can always be induced from a cut for RMKP through the
global lifting procedure discussed in Sect. 4.

3 Exact Separation Algorithm for RMKP

Given x*, the LP relation solution of MKP in CPALC, let V¥ = {i|xff =1}, and W* =
{ilx} = 0}. Denote R* = N \ (VKU W") = {r|,r,, ..., 1,}, the RMKP is defined as

RMKP max z= ) ¢y
1<j<p ’
S. t. Z air_yjsi)f, i=1,....m
1S=p
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The separation problem for RMKP is to separate y* defined as y = xk 1<j<p.

The RMKP polytope has much lower dimension than that of MKP which may be
amenable to the exact separation approach. The exact separation formulation can
take many different forms. Our implementation of the exact separation for RMKP is
an adaptation of the source code of [13] for single knapsack problem and is based
on the formulation below [13]:

RMKP-S max z=zlyt
T

s. t. Wr<l, YheP
rell

where P # @ is the feasible set of RMKP, and IT C %” is a sufficiently large con-
vex compact set containing the origin in its interior. Denote the optimal solution to
RMKP-S by 7%, then y' 7% < 1 is a valid cut separating y* from the RMKP polytope
if YWk > 1. The nice property of RMKP-S is that the cut y” z* < 1 also defines a
facet of RMKP.

RMKP-S can be solved by row generation. At the [th iteration, 7/ is solved as an
optimal solution to

RMKP-S(/) max z=zly'
V1

s. t. Wrz<l1, VYheP cP
rell

If y*Tz! < 1, y* is an interior point of the RMKP polytope since y'z! > yT 7k
Otherwise, a new row may be obtained by solving

Row-Gen m}zlix z=h'zn!

S. t. heP

which has optimal objective value z/ and optimal solution /.

If 7/ < 1,then 7* = z' and y'z! < 11is a cut for RMKP; otherwise, A' can be added
to P! and a new row is generated for RMKP-S(J).

To avoid numerical errors, all coefficients in the cut need to be converted into
integer. In [13], #% is multiplied by a proper integer to make it an integer vector
#* (within a tolerance of 10~>). The separation procedure fails if no such integer
multiplier can be found within the range [1, ..., 10*]. Then, the right-hand side can
be calculated as
=max{h'# : he P} 3)

k
Ty

Yk < ng is a valid cut for RMKP if it is violated by y*.
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If y; can be fixed to 0 in RMKP, i.e., Ji € [L,...,m], a;, > b, we can generate

a cut for RMKP in the form y; < 0 instead of solving RMKP-S which will set ﬁ]’.‘ to
the largest value of z; in 1. '
The exact separation algorithm for RMKP (ESAR) can be described as follows:

Algorithm 2: Exact Separation Algorithm for RMKP (ESAR)

Input: RMKP, y*
Output: a set of cuts separating y* from RMKP polytope
compute F = {j € [1,....p] : a;, > b 3ie(l,....m]);
if F # (J then

generate cuts y; < 0,VjeF;

return

I=1,P' = {e,, ... ,ep} where e, is the ith unit vector;
Loop
solve RMKP-S(/) with the optimal solution 7z';
if y*I'z! < 1 then return //y* is interior point
solve Row-Gen with optimal value z/ and optimal solution A';
if 7/ < 1 then
7% =x'; I 7! < 1is a cut for RMKP
break;
PH =Py {h), I=1+1,
compute the integral inequality y! 7% < ng according to (3);
generate a cut y’ 7% < 7} if it is violated by y¥;
return

o e 9 »n AW N -

_-
N =S

L
A s W

4 Global Lifting Algorithm

The valid inequality for RMKP generated by ESAR can be sequentially lifted to
become valid for MKP. We apply the same idea as for GLCI in [7] by considering
all the constraints in MKP when lifting a variable.

Let K be the feasible set of MKP, and S(V, W) = K n {x € {0, 1}”|xj =0,V e
W, x; =1, Vj € V}. Avariable in V can be down-lifted according to the following
proposition:

Proposition 1 Given ¥ ;o\ yuw) 7%; < g is valid for S(V,W). Fori € V, if S(V' \
{i}, W) # 0, then yix; + ZjeN\(VUw) mx; < my +y; is valid for S(V \ {i}, W) for any
v; = ¢ — my, where

¢ = max/{ Z mxlx, =0, x € S(V \ {i}, W)} 4)
JEN\(VUW)

A variable in W can be up-lifted according to the following proposition:
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Proposition 2 Given Z/’EN\(VUW) nx; < my is valid for S(V,W). For i€ W, if
S(V,W\ {i}) # @, then a;x; + jeN\(vow) TiXj < Ty s valid for S(V, W \ {i}) for any
a; <y — ¢, where

¢ = max{ Z mxilx; =1, x € S(V, W\ {ih} 3)

JEN\(VUW)

For a cut generated by ESAR in the form of y'#* <z}, we can have ¥, ., IT

#* <z with £, = ”j which is valid for S(V¥, W¥). Then, the variables in V* are

down lifted sequentlally in the non-decreasing order of the reduced costs obtained
when solving for x* at step 3 of Algorithm 2. Finally, the variables in W* are up-lifted
sequentially in the non-increasing order of the reduced costs. To reduce computation
time on lifting, we calculate the down-lifting coefficient according to y; = {;p — 7,
and the up-lifting coefficient according to &; = 7, — {; p, Where {; p is the linear relax-
ation upper bound of ¢ in (4) and (5).

Denote the valid inequality after lifting by x” 2% < 7%, we have

Mk — 25 = M7 — (6)

Therefore, the cut for RMKP is also a cut for MKP after the lifting.

5 Computational Results

We first compare the exact knapsack separation algorithm (EKSA) of [13] with our
implementations of GLCI and its variants [7]. Then, EKSA is compared with the
local cuts (LC)-based separation algorithm CPALC implemented in this paper. All
experiments are carried out on the comprehensive Cho test set in [1] and the widely
used Chu and Beasley MKP test set in [3]. The algorithms presented in this paper
were implemented in C++ and compiled with gcc 4.4. All tests were run on a com-
puter with 2.3 GHz AMD CPU and Red Hat 4.4 operating system. We use CPLEX
12.5 to solve the LP and IP problems in CPALC with a time limit of 60 s and a limit
on the maximum number of threads to 8. The number of cuts in CPALC is limited to
100 as for GLCI, but there is no limit for the number of cuts in EKSA which typically
takes no more than a few seconds. In RMKP-S(J), IT is set to be [—10°, 1067.

The Cho test set contains classes of randomly generated instances for each combi-
nation of n € {50, 100,250} items and m € {5, 10,30} constraints. Each class con-
tains 30 instances. The Cho test set represents a much larger range of correlation
values than the Chu and Beasley test set under the MKP structure and was created
according to a well-designed comprehensive problem generation scheme [9]. The
results of GLCIs and EKSA for the Cho test set are reported in Table 1. The columns
in Table 1 are explained as follows: The first column n.m represents the class of test
cases where 7 is the number items and m is the number of knapsack constraints; the
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Table 1 Comparison of GLCI and EKSA on the Cho test set [1]

nm z* z 4, | GSA-LP GSA-IP EKSA
I N |1, 1o N |1, 1. [N T,
50.5 1481.6 | 14946 091 |51.9 |13.0 |- [495 [12.9 | 02 |786 | 43.7|0.1

50.10 1199.2 | 12149 |1.32 |502 |199 |0.1 |53.4 |22.6 | 13 |66.2 | 53.7|0.1
50.25 968.7 9846 |1.63 [469 [29.8 102 |49.6 (379 | 74 |572 | 63.8|04
100.5 2824.7 | 2830.8 |0.22 |41.8 | 92 |- 442 |10.0 | 0.5 |83.3 | 62.6(0.2
100.10 | 2548.2 | 2558.8 |0.42 |33.3 |158 |- 335 |18.6 | 1.9 |599 | 76.1/04
100.25 | 1959.5 | 1972.3 |0.64 |34.1 |23.6 |02 |37.4 |30.0 | 82 |50.7 | 825|0.6
250.5 7036.3 | 7040.2 |0.05 (412 | 9.1 |0.1 |423 | 93 | 0.7 |74.8 | 90.6|0.7
250.10 | 6097.8 | 6103.2 [0.09 262 |12.5 |02 |282 |132 | 2.2 |58.7 |107.6|/0.9
250.25 | 4874.6 | 4882.7 |0.16 |22.0 |17.7 (0.6 |239 (222 |17.5 |38.6 |113.1|1.3

second column reports the best-known objective value z* found in the literature; the
next column presents the objective value of the LP relaxation z without additional
cuts; the fourth column gives the relative integrality gap 4,, = (Z — z*) X 100/2%; the
next column reports the closed integrality gap in percentage; GSA-LP and GSA-IP
are the different implementations of GLCI in [7]; and the next two columns present
the total number of cuts generated by the corresponding separation scheme and the
total CPU time spent 7', in seconds. The value of T, is replaced with “~" if it is smaller
than 0.1 s. For each class of test cases, the arithmetic mean of the 30 instances of the
same class is reported. It can be seen that EKSA significantly outperforms GLCIs in
terms of the percentage of integrality gap closed. The computation time of EKSA is
only slightly higher than that of GSA-LP. The superiority of EKSA may be due to
the weak interactions of the knapsack constraints in the instances.

The results of EKSA and CPALC for the Cho test set are reported in Table 2. The
time for the exact separation in Sect. 3 and the time for the global lifting in Sect. 4 are

Table 2 Comparison of EKSA and CPALC on the Cho test set [1]

n.m * z 4, | EKSA CPALC
Ic |~ |1, 1. [N |1, [T |7
50.5 1481.6 | 14946 091 |786 | 437 |01 1000 | 482 | 117 | 115 |0.1

50.10 1199.2 | 12149 |1.32 |66.2 53.7 |0.1 100.0 | 556 | 183 | 182 |0.1
50.25 968.7 9846 |1.63 |57.2 63.8 | 0.4 98.7 | 709 | 69.6 | 69.3 |03
100.5 2824.7 | 2830.8 |0.22 |83.3 62.6 | 0.2 1000 | 64.1 | 134 | 12,6 |0.8
100.10 | 2548.2 | 2558.8 |0.42 |59.9 76.1 0.4 928 | 80.8 | 61.0 | 60.1 0.9
100.25 | 1959.5 | 1972.3 |0.64 |50.7 82.5 /0.6 86.4 | 88.7 [125.9 | 1245 |15
250.5 7036.3 | 7040.2 |0.05 |74.8 90.6 | 0.7 92.8 | 824 | 41.8 | 38.1 |37
250.10 | 6097.8 | 6103.2 |0.09 |58.7 |107.6 0.9 84.4 | 950 | 643 | 604 |39
250.25 | 4874.6 | 4882.7 |0.16 |[38.6 |113.1 |1.3 64.6 | 101.0 | 176.7 | 170.0 | 6.7
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Table 3 Comparison of GLCI, EKSA, and CPALC on 100-item instances from Chu and Beasley
test set [3]

ma | GSA-LP GSA-IP EKSA CPALC
I N, T, I N, T, I N, T, I N, T,

5.25 1699 |158 |- 6.80 [163 |04 [19.18 | 1195 |1.6 |41.85 | 101 239.5
5.50 |6.11 |13 - 6.38 (144 |02 [22.65 | 1226 |27 |4454 | 101 256.8
5.75 1650 |127 |- 746 (127 |02 [23.52 | 1214 |37 |51.33 |101 241.1
10.25 [649 |19 |- 878 373 |9.1 59 |1005 |19 |24.88 |76.6 | 754.4
10.50 [6.96 [21.8 |- 1028 |30 |45 7.83 | 1207 |37 |28.06 |80 1070.1
10.75 |418 |132 |- 507 (148 |2 762 1975 |35 (3215|792 | 908.4
30.25 (274 155 |11 649 [73.1 2699 | 022 |123 |16 6.17 [105 | 645.4
30.50 (530 |33.5 (23 779 (905 2331 | 055 384 |28 5.89 |84 323.7
30.75 [4.84 [284 |25 |11.26 [867 |2305 | 0.63 |37 29  |11.09 [ 158 |1286.8

reported as T, and 7 in seconds. It can be seen that CPALC significantly outperforms
EKSA in terms of closed integrality gap. The computation time of CPALC is much
higher than that of EKSA. The global lifting is very efficient in terms of computation
time. EKSA failed to close integrity gap on many instances even without the limit on
the number of cuts. CPALC can always separate the LP solution which is consistent
with the theory; however, the convergence can be slow on large instances with more
constraints.

The Chu and Beasley test set contains a total of 270 instances randomly generated
for 27 classes which are combinations of the number of items n € {100, 250, 500},
the number of knapsack constraints m € {5, 10,25}, and knapsack capacity tight-
ness ratios a« € {0.25,0.5,0.75}. The results for the Chu and Beasley test set are
reported in Table 3 for test cases with 100 items. For each class of test cases, the
arithmetic mean of the 10 instances of the same class is reported. For cases with
five constraints, EKSA closed much higher integrity gaps than GLCIs with mar-
ginally longer computation time. However, GLCIs perform significantly better than
EKSA when m = 30. The reason could be that the intersection of single knapsack
polytopes is not a good approximation of the MKP polytope as the number of con-
straints increases. The exact separation procedure of CPALC failed on many cases
when m = 10 and m = 30 due to the difficulty to make integral the cutting plane
obtained from RMKP-S(/). However, CPALC achieved similar amount of closed
integrity gaps with many fewer cuts when compared with GSA-IP, which demon-
strated the superior strength of the exact separation procedure for MKP.

6 Conclusion

The local cuts approach was implemented for the O—1 multidimensional knapsack
problem. Based on LP solution of MKP, a reduced separation problem is solved
exactly with the row generation algorithm. The valid inequality for the reduced MKP
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problem is then globally lifted to the original MKP problem. Computational experi-
ments are carried out on a comprehensive set of MKP instances which demonstrate
the superiority of the local cuts approach in terms of closed integrity gap. Further
research is needed to reduce the computation time and investigate the possibility to
combine the local cuts approach with a branch and bound algorithm or other meta-
heuristics.
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An Exact Algorithm for the Heterogeneous
Fleet Vehicle Routing Problem with Time
Windows and Three-Dimensional Loading
Constraints

Vicky Mak-Hau, I. Moser and Aldeida Aleti

Abstract One of our industry partners distributes a multitude of orders of fibre
boards all over each of the Australian capital cites, a problem that has been for-
malised as the Heterogeneous Fleet Vehicle Routing Problem with Time Windows
and Three-Dimensional Loading Constraints (3L-HFVRPTW). The fleet consists of
two types of trucks with flat loading surfaces and slots for spacers that allow a sub-
division into stacks of different sizes. A customer’s delivery can be positioned on
more than one partition, but the deliveries have to be loaded in a strict LIFO order.
Optimising the truck loads beyond the 75% that can be achieved manually provides
value to the company because the deliveries are generally last-minute orders and the
customers depend on the deliveries for their contract work on refurbishments. This
paper presents an exact integer linear programming model that serves two purposes:
(1) providing exact solutions for problems of a modest size as a basis for compar-
ing the quality of heuristic solution methodologies, and (2) for further exploration
of various relaxations, stack generation, and decomposition strategies that are based
on the ILP model. We solved a few real-life instances by obtaining the exact optimal
solution using CPLEX 12.61, whereas previously, the problem was solved manually
by staff members of the furniture company.
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1 Introduction

Our Australian industry partner manufactures and distributes particle boards,
medium density fibre boards and high-pressure laminates. These stock keeping units
(SKUs) exist in many colours and sizes and are used as building material for doors,
kitchen cabinets, etc. The company has a distribution centre (DC) in each of the
major Australian cities (Melbourne, Adelaide, Brisbane). This research captures the
distribution problem faced by the Melbourne DC (MDC).

The MDC is equipped with two types of custom-made delivery trucks. There are
eight 8-ton trucks, each with a loading area with a width of 2480 mm, a height of
2200 mm and a length of 6530 mm; and nine 12-ton trucks with same measurements
except for the length: which is 7600 mm. A delivery truck can be configured into
different layouts. Each layout is a way to divide the truck floor into rectangular stacks
(or, partitions) of different sizes. In theory, there may be exponentially many ways
to configure the layout of a truck. In practice, the majority of boards delivered have
four different widths and two different lengths, which leads to subdivisions into two,
three or four stacks.

Customer orders typically include different types of boards which may be of a
slightly different size. The number of boards per type is typically small, in the range
1-10, but can be 100 boards or more. There are SKUs of all sizes, but typically,
the widths are 1200, 1500, 1800 or 2400 mm and the length 2400 or 3600 mm. All
boards of the same size, regardless of type, are bundled into a pack to be delivered to
the customer. A pack may contain more than one size of board, with the larger boards
always below. If the sizes are too diverse, several packs may have to be created with
supports and cover sheets and then added in LIFO order to a suitable stack on the
truck.

Larger boards can be placed on smaller boards if the overhang is no larger than
one-third of the length or width of the smaller board. The number of packs has to
be minimised to shorten the time needed for uploading. The load has to be balanced
back-to-front with the proportion of total weight of goods loaded in the front section
over the back section of a truck must be around 60% over 40%, and the ratio of total
weight of goods loaded on the left side over the right side of a truck can be no more
than 7:3 and no less than 3:7.

Customers make their orders by 4 pm, after which the deliveries are planned and
the trucks loaded for the next day. Ideally, the company would not have to hire exter-
nal delivery capacity, although this could not always be avoided in the past. Truck
drivers must not work more than 10 h a day. If they return to the MDC in time, they
can take another load and service another route if they can do so without exceeding
their working hours. Some customers are available during certain parts of the day,
leading to partial time windows.

We have investigated two different objective functions, total distance/time trav-
elled and arrival time of the last truck. Melbourne traffic is heavy on certain roads
and fluctuates greatly during the day, and hence, distances/times do not reflect the
problem accurately. The assumption of minimising total distance/time is a simplifi-
cation made for our first formulation.
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2 Literature Review

The vehicle routing problem (VRP) has been studied extensively in different forms
and with various constraints, such as orientation [4, 5, 23], cargo stability [4, 5, 23,
24], load bearing [4, 5, 19], weight limit [4, 5] and time windows [11]. Little work
has been done on split deliveries [5] and specific pick up and delivery points [24].
The objective is usually defined as minimising the number of vehicles, or the total
distance given a fixed number of vehicles [7, 13, 17]. The Capacitated Vehicle Rout-
ing Problem (CVRP) [21] is NP-hard, and it is often solved to acceptable quality
using heuristics or metaheuristics. Examples are variable neighbourhood search [7],
particle swarm optimisation [13], adaptive evolutionary approach [3], large neigh-
bourhood search [9] and artificial bee colony [18].

The work by Baldacci et al. [2] is one of the successful applications of exact algo-
rithms to CVRP. The method extends the TSP model introduced by Finke et al. [6],
which is based on two-index flow formulation and uses a branch and cut algorithm
with only rounded capacity inequalities. Recently, Rivera et al. [15] introduced a
mathematical formulation and exact algorithm for the multitrip cumulative capaci-
tated single-vehicle routing problem. The problem is inspired by disaster logistics,
where a single vehicle can perform successive trips to serve a set of affected sites
and minimise an emergency criterion, such as the sum of arrival times. The most
sophisticated exact algorithm known today is able to solve problems with up to 135
customer drop-offs [8].

The integrated problem of CVRP and three-dimensional load construction (3D-
CVRP) has only been considered by researchers very recently. One of the first exam-
ples is the work by Moura and Oliveira [14], which combines Vehicle Routing Prob-
lem with Time Windows and the Container Loading Problem using two different
resolution methods: a sequential and a hierarchical approach. Wei et al. [22] model
the problem with a heterogeneous fleet and use an Adaptive Variable Neighbourhood
Search. The objective is to serve all customers by selecting a set of vehicles such that
the total transportation cost is minimised.

All approaches to 3D-CVRP known to date use non-exact methods. Junqueira and
Morabito [10] propose algorithms based on the combination of classical heuristics
from vehicle routing and loading literatures, and two metaheuristics. Many works
include a local search procedure; the most sophisticated methods use a combina-
tion of relocations of orders within and between routes, as well as swaps within and
between routes [4, 20].

The heterogeneous fleet 3D-CVRP with time windows introduced by
Pace et al. [16] is the closest example to our work. The paper proposes a spe-
cialised loading heuristic and uses a Simulated Annealing algorithm and Iterated
Local Search for the routing phase. As far as we aware, thus far there is no exact
methods or models. The major contribution of our paper is the introduction of a
MILP model of the heterogeneous fleet 3D-CVRP with time windows and solves the
problem with exact methods for the first time. In addition, unlike previous research
in 2D/3D-CVRP, which solve the routing and loading problems independently and
sequentially, our approach solves the two problems simultaneously.
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3 A Mathematical Description of the Problem

We first define the notation we use in this section. Let:

o N be the index set of vertices with 0 denoting the depot and N’ = N\{0} the set
of customers;

o K be the index set of sheet types

. D;.‘ the demand of customer j for type k sheets;

* P, be the index set of all feasible packs for customer j;

« #* be the number of type k boards in pack p of customer j;

* h,; be the height of pack p of customer j;

« A be the index set of all trucks;

e H| be the height of truck v € A;

o L be the index set of all possible layouts for truck v € A, where each layout is a
2D configuration associated with a set of partitions;

» [II, be the set of all partitions within a particular layout £ € L, for Truck v € A,
where each partition is characterised by a length and a width;

. T;}. the length of the longest board in pack p of customer j;

. T[‘:; the width of the widest board of pack p of customer j;
. ﬁII;J the length of the shortest board of pack p of customer j;

. /3;‘;. the width of the narrowest board of pack p of customer j;

* w,; the weight of pack p of customer j;

» A, be the tolerance of proportion of total weight of goods in front section over the
back section of the truck;

. va and Bf be the index sets of all partitions in the front and back in layout Z € L,
of truck v;

. Q’f and Df be the index sets of all partitions in the left and right in layout £ € L,
of truck v.

We define the following decision variables. Let:

. x[i’/.’fv € {0, 1} be a decision variable with xp'/ﬂfv = 1 if Pack p of Customer  is placed
in Partition 7 € II, of Layout £ € L, for Vehicle v;

. d)]v € {0, 1} be a decision variable with q’)lv = 1 if Customer j is served by Vehicle
v,

. yj’fv € {0, 1} be adecision variable with yj’fv = 1 if Customer j has packs in Partition
7 € IT* for Vehicle v, for IT* = {1, ..., max, . {|11,|}}, and O otherwise;

. tjv > (0 be a decision variable that indicates the time customer j is visited by truck
Vi

» &, € {0,1} be adecision variable with &, , = 1 indicating layout ¢ is used for v;

. zl.VJ. € {0, 1} be a decision variable with z;. = 1 indicating Customer i is visited
immediately before Customer j in the route of Vehicle v, and O otherwise;

» Q7. € {0,1} be a decision variable with £, = 1 indicating Customer i precedes

. . J .
Customer j in the route of Vehicle v, and 0 otherwise.
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. ‘VZ,'V € {0, 1} be a decision variable with y". =1 if Customer i precedes Cus-
tomer j in Partition 7 € IT* of Vehicle v, an(f 0 otherwise;

o OF € {0,1} be a decision variable with ©F, = 1 indicating customer i’s pack is
A . i
immediately above Customer j’s pack in Partition # € IT* of truck v;

. yi’,’{j € {0,1} be a decision variable used in logic constraints, explained in
(19)-(22).

Model 1 A Polynomial-sized Mixed-Integer Linear Programming Model

min ZZ 2 cifz,Yj (D
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The first set of constraints are vehicle/layout/partition and related logic con-
straints. Constraints (2) ensure that exactly one layout is used in each truck. Con-
straint (3) is a logic constraint to ensure that if a layout, Z, is not selected, then no
allocation with respect to Layout £ will be made and that holds for all vehicles. Con-
straint (4) ensures that no more than one pack from a customer will be allocated to a
partition in each vehicle. The rationale is that if two distinct packs are loaded for the
same customer in a partition, they can be combined into one. Constraint (5) guaran-
tees that the height of the goods in each partition of each truck will not exceed the
height of a truck. The demand of a customer for each type of board is guaranteed to
be satisfied by constraint (6).



96 V. Mak-Hau et al.

The next set of constraints are to determine the vehicle routes. Each customer will
be visited by exactly one vehicle (7). The in- and out-degree of a customer under a
particular vehicle is either O or 1 and is logically determined whether the customer
is visited by the vehicle (8). Constraint (9) enforces that Customer i can only be
visited immediately before or after Customer j only when both of them are visited
by the same vehicle. The in-degree and out-degree for each vehicle at the depot
are exactly one, and hence, we have (10). Finally, to eliminate subtours that do not
involve the depot, we use the classic Miller-Tucker-Zemlin [12] constraint (11) by
using a variable that represents the time stamp when a customer is visited, and the
same constraint infers the travel route of each vehicle. From the travel route of a
vehicle, we are able to deduce the precedence relations of the customers for each
vehicle, and these are achieved by constraints (12)—(14).

The next set of constraints are logic constraints that copy the precedence relations
of the general route for each vehicle into each partition, but only for customers who
have packs in that partition. We use a simple binary variable y;, to capture whether
a customer has a pack in Partition z of Vehicle v (see 14). If Customer i precedes
Customer j in the route of vehicle v (even not immediately), and both customers
have packs in the same partition of the same truck, the precedence relation must be
preserved. This can be achieved by constraints (15) and (16), and such a require-
ment is needed for the size constraints which we will discuss later. Even though
there are many variables and constraints, the largest set of variables xifv contains

at most L£ITP|N'||A| variables, for £ = max,c,{L,}; I = maxyer veq{ll,} and

P= max;ey P;. A similar deduction can be made for the largest set of constraints.
Hence, the MILP is polynomial in size.

Time Windows Constraint: If a time window exists for a customer, with 5; the
earliest possible arrival time at customer j, and jj the latest possible arrival time, we
can add the following constraint

sid) <17 <[l VieN ,Vve A a7

Minimising the Latest Return Time: Should one wish to minimise the latest return
time of all vehicles (which in theory will promote the distribution of the assignments
more evenly, and shorten the total work time of truck drivers), one can replace the
objective function by min 7" and add the following constraint:

Z cijziijT, YveE A (18)
ieN' jeN' . j#i

Preserving the Route in Partitions: Should the exact sequence in each partition for
each vehicle be required, they can be deduced by using the following constraints. If
i precedes j, and there exists a customer k such that i precedes k and k precedes j in
Partition 7 of Vehicle v, we set yl.’];tv to 1, otherwise we set it to 0 (see 19 and 20).
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If there does not exist such a vertex k, (21) sets @Z]?V to 1, otherwise it is set to O.

So @f?v preserves the general vehicle route sequence for each partition for only cus-
tomers that have packs in the partition.
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Size Restrictions: There exist pack size restrictions for the loads in each partition.
The dimension of the longest board of a pack cannot exceed that of the shortest one
in any of the packs laid underneath it in the same partition by more than one-third of
the shorter one. The same restriction applies for the width of each pack. We further
assume that the packs are already packed in a way that these size restrictions are
observed.
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Front-Rear Weight Balance Constraints: There are also some weight balance
restrictions to be observed. For example, the proportion of total weight of goods
loaded in the front section over the back section of a truck must be around 60% over
40%. This can be fulfilled by the following constraints. Let A; be some tolerance.
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Left-Right Weight Balance Constraints: Further, the ratio of total weight of goods
loaded on the left side over the right side of a truck can be no more than 7:3 and no
less than 3:7. This can achieved by the following constraints:
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Symmetry Elimination for Homogenous Vehicle Fleet: Should the vehicle fleet
be homogenous, the MILP will contain a great deal of symmetry by permutation.
This can be dealt with by including the following symmetry elimination constraints.

PRI M Y Al e A\ {|A] -1} (25)

ieN' jeN' . j#i ieN’ jeN' :j#i

4 Preprocessing and Test Instances

One original test problem instance has been provided by our industry partner. It
consists of a daily order of 158 deliveries destined for different customers all over
Melbourne. Data sets with smaller numbers of deliveries are constructed from the
original dataset by sampling the customers and boards randomly according to the
distributions of the original order.

The distributions of different board types in an order were captured, and how
many boards were ordered per type, leading to the histograms shown in Fig. 1. The
data sets in our experiments were generated using the same distributions.

In this preprocessing phase, all possible combinations of boards were created as
packs in the MILP model. If an order has three sizes of boards, one option would be
to combine all sizes into a pack, another would be to have three packs with one size
each, and another two options would be to either combine the largest and medium
size while separating the smallest size into its own pack, or combining the medium
and smallest boards into one pack while keeping the largest in a pack of its own.

In a similar way, the combinations of layouts on trucks were generated. Firstly,
the maximum number of 8 and 12-ton trucks was determined by dividing the number
of orders by four and then setting the maximum to this number or the total number
of trucks available (8 for 8-ton trucks, 9 for 12-ton trucks), whichever is smaller.
CPLEX was provided with data sets that contain between 1 and the maximum

Distribution of Number of Board Types in Orders Distribution of Numbers of Boards per Type

12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 1357 9111315171921 93133353739414345474951 59616365676971

(a) Percentage of orders that have the given(b) Percentage of board types that are in-
number of board types. cluded in the given number.

Fig. 1 Distribution of boards in the 158 orders of the Laminex data set
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number of 8-ton and 12-ton trucks. If the smallest number of trucks (one 8-ton truck
and one 12-ton truck) would not yield a result, the programme would solve the same
data set with an option of two 8tn trucks and one 12-ton truck and so on until it finds
a feasible solution.

For each truck, a total of eight layouts were described and provided to CPLEX.
There are two positions to divide the length of the trucks; the front of the loading
platform can be designed to hold a 3600 mm long board or a 2400 mm board. This
leads to two options of dividing the length of the platform. Each of these subdivisions
can be used for four layouts; in the first, there are only two partitions, one in the front
and one at the rear. The second has two partitions in both the front and the rear. The
remaining two have two partitions in the front and one at the rear and vice versa.

5 Numerical Results

In Table 1, we present preliminary test results for Model 1. The model is tested on
CPLEX Optimization Studio 12.6.2, with solution time limited to 3600 s. The data
instances are listed in Column 1 of the table. The instances are numbered ndel-x-y-z,
where 7 is the number of deliveries (customers), x the problem instance number, y
the number of 8-ton trucks and z the number of 12-ton trucks.

In Columns 2 and 3, we present the root node LP relaxation gap (if the optimal
objective value is known) and solution time. In Columns 4 and 5, where an optimal

Table 1 Results for 10 deliveries instances and 20 deliveries instances

Instances Root LPR Optimal 1st FEA Best FEA
Gap (%) | Time (s) | ItCnt Time (s) | ItCnt Gap (%) | ItCnt Gap (%)

10del-1-1-1 24.37 0.22 358934 35.63 96.84

10del-2-1-1 47.36 0.06 997363 116.39 97.54

10del-3-1-1 13.89 0.03 207524 10.94 24.59

10del-4-1-1 46.82 0.03 256704 12.28 51.33

10del-7-1-1 45.01 0.05 139551 8.08 50.61

10del-8-1-1 46.89 0.09 644308 64.18 64.15

10del-9-1-1 30.87 0.20 678300 117.02 39.32

10del-10-1-1 18.46 0.20 93566 9.30 27.25

20del-1-2-2 0.89 98.87 869019 | 4.07
20del-2-2-3 1.42 406183 | 67.29 573590 | 66.53
20del-4-2-2 0.94 1385334 | 19.79 4044675 | 15.37
20del-5-1-2 1.78 99.73 5666152 | 78.64
20del-6-2-2 1.94 98.90 98.90
20del-6-2-3 60.06 1.34 733584 | 1748.07 99.57

20del-6-3-3 65.64 1.73 458377 | 1468.87 99.57
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solution is obtained for a problem instance, we report the cumulative iteration count
solving the subproblems (ItCnt) and solution time for the optimal solution.

In Columns 6 and 7, we report the ItCnt and percentage gap when the first feasible
solution is obtained. Notice that the ItCnt is not always reported in CPLEX’s Engine
Log. Finally, in Columns 8 and 9, we report the ItCnt and percentage gap when the
last feasible solution is obtained if the problem is not solved to optimality within
3600 s.

As for number of constraints and variables in the MILP, typically, for the 20 deliv-
ery problem instances with 2 vehicles, the MILP has around 492 K constraints and
102 K variables. With 5 vehicles, however, the MILP has around 1.35 million con-
straints and 2.8 million variables.

Itis clear from the results that there are limitations in solving 20 delivery problems
to optimality within an hour of computation time, hence the motivation to explore
alternative formulations as well as other relaxations and decomposition schemes.

6 Future Research Directions

This paper presents an mixed-integer linear programming formulation for a vehicle
routing problem with 3D-loading. From the preliminary result section, we can see
that there are limitations to the size of problem that can be handled when running a
full MILP model on CPLEX. There are a few areas one can explore. 1. Alternative
formulations that use variables to determine the suitable packs, rather than using
predetermined packs as variables. This option represents a more global approach,
though we can expect the size of the MILP to become very large. 2. A column gen-
eration approach may be considered for creating the feasible pack configurations,
although the column generation problem itself is not expected to be of polynomial
complexity. 3. A number of various relaxation or decomposition methods in the man-
ner of Akartunali, Mak and Tran [1] can be considered, given that there are two
decision problems here: routing and loading. 4. One can also explore hybrid exact
methods (integer programming, constraint programming) and heuristics (or meta-
heuristics) methods for solving problems of real-life scale.
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Abstract Constructive combat simulation is widely used across Defence Science
and Technology Group, typically using behavioural models written by software
developers in a scripting or programming language for a specific simulation. This
approach is time-consuming, can lead to inconsistencies between the same behaviour
in different simulations, and is difficult to engage military subject matter experts in
the elicitation and verification of behaviours. Therefore, a representation is required
that is both comprehensible to non-programmers and is translatable to different sim-
ulation execution formats. This paper presents such a representation, the Hierarchi-
cal Behaviour Model and Notation (HBMN), which incorporates aspects of exist-
ing business process and behaviour representations to provide a hierarchical schema
allowing an incremental approach to developing and refining behaviour models from
abstract partial models to concrete executable models. The HBMN representation is
combined with automated processes for translating written military doctrine texts to
HBMN and from HBMN to executable simulation behaviours, providing a cohesive
solution to modelling combat behaviours across all stages of development.
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1 Introduction

Constructive combat simulation is widely used across Defence Science and Technol-
ogy (DST) Group in support of operations research studies. Such simulations typ-
ically execute behavioural models written in a scripting or programming language
that is authored and maintained by software developers dedicated to a specific com-
bat simulation. This approach is time-consuming, requires specific expertise, and
can create inconsistencies in representations of the same behaviour between mul-
tiple simulations. Furthermore, it is a desirable practice to engage military subject
matter experts in the elicitation and verification of behaviours representing military
doctrine and tactics (see [4, 5, 12]). This means there is a requirement to have a
representation of behavioural models that is not specific to a particular simulation,
is comprehensible to a non-programmer but translatable to a simulation execution
format, and offers an intuitive interface as presented in [6].

The University of South Australia and DST Group have developed the Hierarchi-
cal Behaviour Model and Notation (HBMN) behaviour representation, an automated
process for translating written military doctrine texts to HBMN, and an automated
process for generating executable behaviours from HBMN to other modelling for-
mats. This workflow is illustrated in Fig. 1.

The HBMN representation adheres to a strictly hierarchical schema allowing
behaviours to be expressed at varying levels of abstraction. Therefore, HBMN mod-
els can be developed incrementally in a top-down approach by refining abstract par-
tial behavioural models into concrete behaviours before execution in an existing sim-
ulation environment. The HBMN representation incorporates selected elements of
existing business process and behaviour representations, including Business Process
Execution Language [13], Business process Model and Notation [14], and Hierar-
chical Task Networks [7, 8].

HBMN models can be automatically generated from military doctrine texts via
the following process. Natural Language Doctrine Analysis (NLDA) is performed
using Natural Language Processing and Information Extraction techniques [15]
using rule-based methods and general purpose lexical resources (i.e. dictionaries
incorporating additional information), such as [10], to perform the extraction. A key
feature is the contextual integration of analysed sentences, which supports the cre-
ation of more complete, integrated models rather than producing disconnected frag-
ments.

Finally, HBMN models can be automatically transformed into other simulation
formats using the Model Transformation and Code Generation (MTCG) framework.
This framework takes an input model, executes a defined set of transformation rules,
and outputs the results in a target model. The framework utilises visual contracts for
defining the preconditions, post-conditions, and invariants that must hold for the exe-
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(automated) Code
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Fig. 1 Behaviour extraction and modelling workflow

cution of the model transformation [9]. In addition, the data transfer and manipula-
tion for an invariant is defined using Visual Transformation Operators: an extensible
set of operators for data manipulation built on a core library of operators [1].

This paper presents the HBMN schema and compares it with some of the more
common behaviour representation schemas. In addition, the Natural Language Doc-
trine Analysis and the Model Transformation processes are introduced.

2 Hierarchical Behaviour Model and Notation

A behaviour representation appropriate for the specification of behavioural mod-
els for combat simulations in a simulation agnostic way needs to fulfil a number
of requirements. These include the need to represent typical behaviour control flow
(such as sequential, parallel, and exclusive branch activities), resource sharing, and
information transfer, as well as support for modularity to allow the reuse of models.
These requirements have evolved from those as described in [3]. Existing behaviour
representations do not adequately cover all of the requirements; hence, the Hierar-
chical Behaviour Model and Notation was developed. HBMN incorporates selected
elements of existing business process and behaviour representations, primarily:
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o BPEL (Business Process Execution Language) [13]
« BPMN?2 (Business process Model and Notation version 2) [14]
e HTN (Hierarchical Task Networks) [7]

Behaviours represented in HBMN adhere to a strictly hierarchical schema to pro-
vide structured models that can be expressed at varying levels of abstraction. The
development of HBMN models can be performed incrementally using a top-down
approach where abstract partial behavioural models are refined into concrete exe-
cutable behaviours that can be run in existing simulation environments. HBMN
models can also be developed in a bottom-up approach where a behaviour model
is developed by combining previously defined lower-level models in new contexts.

Concrete executable behavioural models are developed through the collaboration
of subject matter experts, such as military commanders, who specify behavioural
models, and technical experts who refine abstract behaviours into detailed executable
simulations. HBMN facilitates this collaboration by providing a visual representa-
tion for modelling suited to non-programmers and an encoding in a machine-readable
format that enables automated processing of the models by software tools.

A hierarchical component-oriented approach to behaviour modelling enables
modular composition of behaviours from existing behaviour modules which may
be shared in a library of common behaviours and reused in subsequent models. Each
behaviour module is described by a well-defined interface capturing essential prop-
erties such as entry and exit conditions, data input and outputs, and resource require-
ments. In addition, the interface includes signals for communication between behav-
iours, supporting the modelling of behaviours that are not strictly hierarchical where
necessary. A common interface enables the composition of modules and facilitates
the analysis and transformation of behavioural models to other representations, for
example different visual and textual views of a model or program code for specific
target simulation environments.

This approach has the potential to promote consistency of behavioural models
across simulations as well as to streamline the implementation of simulations for a
variety of target simulation environments when combined with Model Transforma-
tion capabilities. Benefits of the strictly structured model are as follows:

» The model eases interpretation and translation to and from other representations,
including text and code.

» Compositionality and comprehensive interfaces facilitate the reuse of behaviour
components.

The behaviour model is uniform across all modelling levels, from abstract to fully
executable. It combines reactive modelling (i.e. looking only at the current state as
opposed to planning ahead), hierarchical task network methods (hierarchical decom-
position, preconditions, and effects), and prioritised and interruptible tasks. The fol-
lowing section outlines the basic elements of the HBMN schema.



Automated Techniques for Generating Behavioural Models ... 107

2.1 HBMN Schema

HBMN models are composed of tasks using behaviour combinators (a term adopted
from Process Algebras such as CSP [11]) to form composite behaviours. Tasks are
either primitive tasks that have corresponding implementations in a simulation envi-
ronment (possibly derivable through a transformation), or abstract tasks which may
be realised through one or more composite behaviour models. Each task, whether it is
primitive or composite, has a common interface. The main features include a label,
one or more exit conditions, data inputs/outputs, and required resources and their
capabilities. In addition, each task can be associated with preconditions that con-
trol the activation of the task, effects that enforce post-conditions on the execution,
data values for data inputs that are known at design time, and signals or messages
which support communication and can be used to model behaviour that is not strictly
hierarchical. The common elements are shown in Fig. 2.

Primitive tasks are illustrated as a rounded rectangle with a circular exit condition
(noicon), while composite tasks use diamond gateways containing an icon indicating
the type of task (e.g. a Sequence uses a single arrow, a Parallel has a triple arrow,
and Selection has a question mark, see Fig. 3).

data value

Resource : r

Task Name
input
data
. Composite Task
. (Sequence)
Capability
preconditions: effects:

input data < 10 output data >= 10

Exception/

Signal Exit Cdndition

Message

Task Executed on
Exception or Exit Condition

Fig. 2 Common HBMN task elements

Fig. 3 Task type icons
D Task O Repetition
Q Sequence @ Exception Handler
3 Parallel @ Time Trigger
? Selection : : Conditional Trigger
-1\ Interrupt ] Message Trigger
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Each task has a distinct exit condition that denotes the successful completion of
the task, which may or may not be named. Exit conditions are the dark grey gate-
way for composite tasks. Additional (named) exit conditions represent alternative
outcomes and exceptions that may have occurred during the execution of the task.
All exit conditions may be the source of flow arcs denoting the subsequent task to
be executed.

Input and output data parameters (blue and red triangles, respectively) can be
associated with a task and are described by a label (unique among all data elements
associated with the task) and a type (drawn from a taxonomy of data types). More-
over, data values can be explicitly supplied for input parameters if they are known in
the context of the behaviour being specified. Data flows (blue lines) are used to con-
nect explicit values to inputs, as well as to connect inputs and outputs between tasks.
In addition, data flows may connect two inputs (or two outputs) together when mod-
elling nested behaviours: the inputs of the higher-level task are mapped to inputs of
the nested task(s) and vice versa for outputs. Data types and data flows (from values
or outputs) are required for all data parameters of tasks in executable models.

Resources required by a task can be specified through resource parameters which
define a label and the required resource type in the form ‘Type : label’.
Resource parameters may denote individual entities (e.g. a soldier) or aggregate enti-
ties such as squads. Moreover, the capabilities requested from the resource can be
specified in terms of a shared capability model. Capabilities provide a locking mech-
anism on resources to prevent the possibility of tasks being executed concurrently
by a single resource, for example if they require the same capability.

A task may be associated with precondition expressions (logical expressions
formed from the input parameters of the task) that govern if a task may execute.
While multiple precondition expressions can be specified, they are treated as a log-
ical conjunction. Therefore, all the precondition expressions taken together must be
satisfied before a task can be executed. While executable models require fully spec-
ified logical expressions, more abstract models can be provided with a description
of the precondition. This facilitates understanding by subject matter experts, and
refinement of the simple description into logical expressions can later be performed
by technical experts.

Similarly, effects can be specified that govern the expected results of the task
execution, i.e. logical expressions formed from the output parameters of the task.
The logical conjunction of the effect expressions is expected to be satisfied as a result
of the successful completion of the task.

Tasks can send and receive signals to other tasks. These can consist of arbitrary
messages to other resources or tasks and typically block the execution of a task until
the required signal is received.
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2.1.1 Execution Semantics

A task can only be executed if the following conditions are met:

« its control entry point is enabled,

« all data input parameters have received a value,

« all required resource parameters have been assigned a resource,
« the capabilities of all required resources are available,

« any signals that are present have been received, and

« all specified precondition expressions are satisfied.

Resources (and their capabilities) are acquired when a task commences execution
and released when the task ceases execution. Data output parameters are considered
local to the task until the task completes. Values are propagated to the enclosing
scope once a task has (successfully) completed execution. Signals are emitted on
successful completion of a task.

If an exception or alternative exit condition is encountered, the output data val-
ues are propagated to the exception handler if they are of interest to it (by being
assigned the appropriate input data parameter). Otherwise, they are assigned a spe-
cial nil value, and signals are not emitted. The exception handler can then choose to
propagate the data value further and/or emit signals as required.

2.1.2 Combinators

In total, there are 9 combinators, or composite task, types. For brevity, we will high-
light five major combinators: Sequence, Parallel, Repetition, Selection, and Inter-
ruption. For each type of combinator, data inputs and outputs, exit conditions, and
resource parameters are formed as the union of the respective parameters and con-
ditions of the subtasks.

The most basic composite task is a Sequence, in which a number of subtasks are
ordered by sequence flow connections between the exit point of one task and the entry
point of the next. A Sequence completes once all of its subtasks have completed suc-
cessfully (or an error handler leads to successful completion). In contrast, the Parallel
combinator allows the representation of tasks that are performed concurrently with
synchronisation: either the same resource performing concurrent actions or multiple
resources (e.g. each soldier in a squad) performing actions at the same time. The
Parallel task completes once all of the subtasks have completed. If an unhandled exit
condition causes early termination of the parallel tasks, the incomplete subordinate
tasks are terminated as well.

Task repetition (or loops) can be represented using the Repetition combinator in
which a task is executed repeatedly in sequence governed by a loop condition. Loop
conditions can control the Repetition by specifying a logical expression (which will
cause the Repetition to occur for as long as it evaluates to true or until it evaluates to
true), a specific number of repetitions (possibly the result of a calculation), or based
on the result of executing a separate subordinate task. To support different types
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of repetitive behaviour, the output parameters of a Repetition can output values after
each Repetition or they can be combined using an aggregation expression and output
once when the Repetition task completes. For example, this allows a repetitive task
to continuously output values to another task running in parallel.

The Selection combinator allows a subordinate behaviour to be chosen from a set
of alternatives. Unlike choices in other languages such as BPMN [14], the Selection
combinator does not perform an exclusive choice by default. Instead, the default
behaviour is that all enabled subordinate tasks are executed. In contrast to a Parallel
combinator, subordinate tasks cannot be enabled and executed, while some tasks
are still executing. Moreover, once the executing tasks are completed, the selection
task completes. However, a termination condition can be provided that specifies the
number of subordinate tasks to be executed. If the number of tasks required has not
been met after some tasks have completed, the preconditions of remaining tasks are
rechecked and any newly enabled tasks are executed until the required completion
condition has been met. In addition, the subtasks of a Selection combinator can be
given a priority, which is used to determine which task(s) will be executed when more
tasks are enabled than can be executed (otherwise the choice of task(s) to execute is
random).

Finally, HBMN provides an explicit representation of interruption behaviour
through the Interruption Combinator. Interruptions are similar to Selections with
priority, with a few key differences: only one subtask executes at a time; a task with
higher priority than the currently executing task can become enabled and, if so, the
current task is suspended and the higher priority task is executed; and once a sub-
task completes, the next highest priority suspended task is resumed. This is highly
useful for modelling combat behaviour (e.g. where a squad behaviour must patrol an
area, react to contact with an enemy, and then return to patrolling once the contact
has been resolved) as it allows the direct representation of suspending and resuming
some task without relying on complex combinations of loops and selections. As a
result, it reduces the complexity of the models and improves their clarity for subject
matter experts.

2.2 Comparison with Other Behaviour Representations

In general, HBMN provides several advantages over other approaches to modelling
behaviour. These include the following:

A strictly hierarchical, well-structured model with comprehensive interface def-
initions covering control, data, and resource aspects of primitive and composite
behaviours

 Support for reactive behaviours including interruptions and prioritisation

o A layered approach that supports incremental collaborative definition of behav-
iours
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« Simpler visual notation than comparable process modelling approaches (BPMN?2,
BPEL, YAWL)

The following briefly discusses the limitations of particular process/behaviour
modelling approaches.

BPEL [13] is a language designed for orchestrating Web Service processes. It
combines graph-based and structured hierarchical modelling primitives in a single
language. The resulting language possesses complex execution semantics where con-
trol flow, exception handling, and data flow interact. Behaviour prioritisation, inter-
ruptions, resource sharing, and reactive features are not easily modelled in the lan-
guage. The language is formally defined in terms of XML Schema, and mappings
from visual notations to BPEL exist. Although interface specifications provide uni-
form descriptions of individual service operations, the underlying Web Service XML
stack is exposed to the user and the web service centric model does not easily trans-
late to hierarchical behaviour definitions.

BPMN?2 [14] is a rich language for modelling conceptual business processes and
workflows. However, the number of behaviour primitives is large, and aspects of the
language lack a universally agreed upon execution semantics. The graph-based mod-
elling approach requires careful thought to avoid unstructured behaviour models that
are difficult to analyse and reuse. Simple hierarchical refinement of individual tasks
is possible, yet resource sharing and the absence of a comprehensive data flow model
make modular composition difficult. The complexity of the language renders analy-
sis and translation to other representations challenging. Reactive behaviour traits are
restricted to simple event-based triggers; interruptions are not covered.

Hierarchical Task Network (HTN) is one of the main approaches in automated
planning [7, 8]. HTN planners refine abstract task graphs into more detailed (exe-
cutable) plans using a library of available methods that may realise each abstract task.
This approach is advantageous as domain-specific subprocesses can be incorporated
easily. HTNs can represent concurrent behaviours but are not well suited for reactive
behaviours where behaviours may be interrupted and prioritised dynamically.

(E)FFBDs and SysML/UML Activity Diagrams are two languages for mod-
elling engineering functional decomposition of systems and processes [2]. Both
languages can capture control flow, concurrency, data flow, (informal) triggering
conditions, and multi-instance tasks. The languages are expressive yet care must
be taken to avoid unstructured models which would be difficult to analyse and
translate. Advanced reactive concepts, such as interruptions and signals, are not
directly expressible in the language and must instead be simulated through other
mechanisms.

3 Natural Language Doctrine Analysis (NLDA)

To support the development of behavioural models in a timely fashion, we have
developed automated processes to extract HBMN models from military doctrine
texts. This NLDA process uses Natural Language Processing and Information
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Extraction techniques to identify tasks, resources, data parameters, and data val-
ues in doctrine texts. To perform the process extraction, we use rule-based methods
based on a generalisation of previous work into the extraction of structural models
from software requirements documents [15]. The extraction framework makes use
of general purpose lexical resources, such as WordNet and VerbNet, through a com-
mon interface (Uby [10]) to support the extraction of behaviours from scratch. In
addition, it integrates knowledge gained from previously extracted and refined mod-
els to improve the extraction of new models over time. That is, it reuses existing
HBMN models and their components to enhance newly extracted models. The goal
is to reduce the amount of manual refinement required as a repository of reusable
high-quality models is developed.

4 Model Transformation and Code Generation (MTCG)

We have incorporated a Model Transformation and Code Generation (MTCG) frame-
work to automate the process of generating simulation specific models and code from
the HBMN models. The MTCG framework takes an input model, executes a defined
set of transformation rules, and outputs the results in a target model—this could be
the same or a different type of model to that which was input. The framework is
based on the use of visual contracts for defining the preconditions, post-conditions,
and invariants that should hold for the execution of the Model Transformation [9].
The contracts define patterns of elements that are to be matched in the source and/or
target models, as well as constraint expressions that the matched elements must sat-
isfy for the contract to be fulfilled; an example is shown in Fig. 4. When used for the

r - . -
Source Pattern Torget Pattem
. s |
<invariant Name:
r
Source Pattern Target Pattern

Fig. 4 MTCG positive invariant (centre) with the source pattern definition (/eff) and target pat-
tern definition (right). The invariant defines a simple equality constraint between the parameters of
the source and target patterns. The source and target pattern definitions utilise the concrete model
notation augmented with mapping parameters (pink nodes)
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Fig. 5 MTCG positive invariant with transformation definition (/eff) and the hierarchical decom-
position of the transformation (top-right and bottom-right)

execution of transformations, the target model patterns are instantiated with informa-
tion carried across from model elements that match the source patterns. The transfer
and manipulation of this data between source and target models is defined through
the use of Visual Transformation Operators [1]: an extensible set of operators for data
manipulation built on a core library of operators. Moreover, complex transformation
definitions can be constructed hierarchically, allowing defined transformations to be
modularised and reused. Figure 5 illustrates a contract with a nested transformation
definition that copies the value of the source parameter to the target.

The use of visual contracts and operators for Model Transformations enables
the transformations to be defined using the native notations of the source and tar-
get models. This allows transformation specification to be separated from transfor-
mation implementation; simpler and more concise definitions of transformations;
and a major component of the transformation, the source and target patterns, to be
developed by those familiar with the underlying notations. In addition, the checking
of models can be performed independently from the transformation execution, for
example, to check that the models conform to the pre-/post-conditions or that a pair
of models satisfies the transformation conditions. This is useful to check previously
transformed models against a modified transformation definition. Furthermore, the
structure of the transformation rules allows the transformation itself to be checked
for correctness, with various inconsistencies and their causes able to be reported to
the transformation designer. These features facilitate the long-term maintenance and
update of transformations by different people at different times and by those more
familiar with the source and target notations than specific transformation notation.

5 Conclusion and Future Work

In modelling behaviours for constructive combat simulations, there is a need for a
simulation agnostic modelling language that can be transformed into executable for-
mats, facilitates collaboration with subject matter experts, and directly represents
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reactive aspects such as interruptions. Such a representation would reduce the time
taken to develop simulations and minimise inconsistencies between different sim-
ulations. The Hierarchical Behaviour Model and Notation, presented here, and the
accompanying Natural Language Doctrine Analysis and Model Transformation and
Code Generation processes address these concerns. It provides a simplified and well-
structured behaviour representation that covers control, data, and resource aspects
of primitive and composite behaviours, as well as direct representations of reactive
behaviours such as interruptions. Furthermore, it supports the incremental definition
of behaviours from abstract, including initial models automatically extracted from
doctrine texts, to concrete definitions that can be transformed to executable formats
using the Model Transformation and Code Generation framework.

The HBMN Schema, NLDA, and MTCG processes are packaged in the HBMN
Modeller software, and further refinement of the software and techniques used is
ongoing. At this stage, basic doctrine has been translated using NLDA and the
MTCQG is capable of producing executable code for the COMBATXXI simulation.
Future work includes ongoing refinement of the NLDA and MTCG, building a
library of HBMN behaviours, and disseminating the model to a wider user com-
munity.
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Analytic and Probabilistic Techniques
for the Determination of Surface Spray
Patterns from Air Bursting Munitions

Paul A. Chircop

Abstract We present a methodological framework for the evaluation and
comparison of surface spray fragmentation patterns from a range of medium-calibre
air bursting munitions. The methodology is underpinned by both analytic and prob-
abilistic modelling techniques. In particular, we present a fly-out model for the cal-
culation of the terminal speed of a fragment on the impact plane. The fly-out model
constitutes a trade-off between the computational efficiency of analytic models and
the accuracy of detailed numerical methods extant in the literature. The methodology
has been developed with the ability to readily adapt to modifications in the gun and
ammunition parameters, with applications to controlled and naturally fragmenting
munitions, as well as shrapnel-based warheads. This is demonstrated by comparing
the surface spray patterns of two different ammunition types.

Keywords Fragment * Lethal energy * Probability map * Shrapnel - Spray pattern

1 Introduction and Contextual Background

Naval platforms such as destroyers and frigates are fitted with a variety of defensive
weapons. These systems are generally able to utilize a variety of ammunition types.
In particular, there is the potential to employ medium-calibre ammunition options
against surface threats at extended engagement ranges before a ship’s shorter range
weapon systems are brought to bear. Motivated by this contextual background, we
present a mathematical modelling approach and a methodological framework for
evaluating and comparing the lethal effects of air bursting munitions via surface
spray fragmentation patterns.

Medium-calibre munitions come with various fusing, shell fragmentation and
shrapnel dispersion mechanisms. In surface warfare, proximity and timed fuses can
be employed to detonate a munition above or ahead of a target/threat, thus determin-
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ing the burst height. On detonation, the fragmenting payload is dispersed according
to some distribution, with the intent of delivering a lethal effect to the target/threat
via the kinetic energy imparted to the fragments from the explosive charge/filler. A
fragment which strikes the target/threat above a certain energy threshold is consid-
ered to be lethal.!

In order to determine the terminal kinetic energy of a fragment, a mathematical
model for the ballistic fly-out is required. As a fragment flies through the air, its
speed is attenuated according to its drag profile. There are two extant modelling
paradigms for handling the drag profile of a fragment. The first assumes a constant
drag coefficient and a straight-line trajectory from the burst position to the impact
point (e.g. see [2, 13, 14]). The second paradigm assumes a detailed drag profile
characterization with advanced numerical methods to compute the ballistic trajectory
of each fragment (e.g. see [8]). For certain speed regimes, the first paradigm can
be a simplistic approximation while the second is nearly always computationally
intensive and time consuming.

As a key component of the methodological framework, we develop an alter-
native approach to the extant fragment fly-out models in the literature. Our mod-
elling approach can be used in situations where the lethal energy threshold permits a
straight-line approximation, but where the total variation in fragment speed is non-
trivial (e.g. transitioning from the supersonic to the subsonic regime). This is accom-
plished by accounting for the complete drag profile via a piecewise combination of
speed-dependent functions.

2 Input Data

The methodology requires input data from various sources. There are three main
input components to the modelling framework. These are (in no particular order) the
terminal ballistics data for the munition, the fragment dispersion data for the (static)
munition and vulnerability/lethality analysis data for the target/threat. These input
components can be fed into our modelling approach, producing a probabilistic sur-
face spray pattern and a measure of effectiveness, called the Area Of Effect (AOE).
This is summarized in Fig. 1.

Polar zones can be defined for a munition which characterize the distribution of
the number, masses and ejection speeds of the fragments. Explosive arena testing
(using flash panels) can be used to determine these distribution profiles for HE (High
Explosive) munitions [6, 9, 14].% Figure 2 depicts the polar zones around an explod-
ing HE munition.

I'The lethal effect depends on the target/threat being considered. See [13] for energy thresholds in
the anti-materiel context and [12, 14] for anti-personnel applications.

2Historically, Mott [11] and Gurney [7] also developed analytical methodologies for determining
fragment mass distributions and ejection speeds from exploding cylinders and spheres.
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Munition ballistic data,
e.g. range table.

Area of Effect (AOE),
" | Surface spray pattern.

Fragment distribution data,
e.g. arena testing.

<
o
Q.
L8

Vulnerability / lethality data,
e.g. live firings.

Fig.1 The modelling framework requires input from three principal data sources

Fig.2 The distributions of fragment numbers, masses and static ejection speeds from an exploding
munition are dependent on the polar angle or zone, as measured from the nose (axially symmetric).
In this example, the polar zones are numbered from 1 to 12

For a shrapnel-based munition like IKE-ET? [1], there is a single polar zone ema-
nating from the nose of the munition. The munition contains a payload of tungsten
pellets which are sprayed forward in a cone of narrow beamwidth. For munitions like
these, the constitution of the payload and burst mechanics can be determined by live
firings or from the manufacturer.

The information pertaining to a munition’s terminal characteristics at a given
engagement range and burst height is required to determine the dynamic fragment
ejection speeds and angular distributions. The orientation and speed of the muni-
tion at detonation will result in the forward vectoring of the static ejection velocities
of the fragments, thus increasing the lethal effect in some cases [9]. Terminal data
for the munition can be obtained from range tables or through high-fidelity ballistic
trajectory models.*

Lethality or vulnerability analysis of the target/threat is required to determine
the energy threshold criterion for a lethal fragment.’> Depending on the context, this
could be the energy required for a certain penetrative effect on a metal sheet, a fibre-
glass panel, a layer of protective clothing or skin.

3The Improved Kinetic Energy—Electronically Timed advanced shotgun projectile.

4These models, which include detailed atmospheric data, usually require advanced numerical meth-
ods (e.g. fourth order Runge-Kutta) for their solution (see [5]).

3 Also known as the injury criterion for anti-personnel applications [14].
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3 Determination of Conical Boundaries
on the Impact Plane

As outlined previously, the distribution of fragment numbers, masses and ejection
speeds can be characterized by polar zones around a munition. The polar zones are
regions in space bounded by conical surfaces emanating from the centroid of the
munition [6]. In the context of an air bursting munition, the intersection of a conical
surface with the impact plane will trace out a conic section. This insight provides the
basis for our mathematical modelling approach. So long as the polar zone character-
ization satisfies the aforementioned geometrical construct, the modelling approach
presented in this chapter should be fit for purpose.

3.1 General Representation

A conical surface with apex (a, b, ¢) € R3, axis parallel to the vector d and half-angle
@ (aperture 2¢), where 0 < @ < 7 /2, is given by:

(x-d)?=(d-d)x-x)cos’> g =0, (D)
wherex = (x —a)i+ (y—b)j+ (z—c)kand d = ai + fj + yk.

The burst position of the projectile is the point (0, 0, ) (where 2 > 0) with impact
angle 6 (angle of descent relative to the y-axis). Hence,a =0,b=0,c =hand x =
xi+yj+ (z—h)k and d = (hcot 0)j — hk. Substituting into Eq. (1), we get:

(yeot§ — (z — h)* — (¥ +y* + (z — h)?) esc? O cos® @ = 0. (2)

Alternatively, the same conical surface can be written in parametric form:

x(Z,w) = ¢ coswtan @, 3)
y(¢,w) = ¢ sinwtan @ sinf — £ cos O, 4@
2(€,w) =h+ ¢sinwtan @ cosd + £ sin 6, 5)

where £ € (-0, 4+00) and w € [0, 27).°

In order to find the intersection of the conical surface with the x-y plane, Eq. (2)
can be rewritten as a quadratic in z. Solving the quadratic gives two solutions z
and z_. Setting z, = 0 gives at most two solutions for the intersection of the conical
surface with the x-y plane (with ¢ # 0):

6To verify that the polar representation describes the same conical surface, the components may be
substituted into the known cartesian equation given in Eq. (2). This can be verified with a compu-
tational algebra software package such as MAPLE®.
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—hcos 0sin O + cos (p\/h2 sin® @ + 22 (cos2 0 — cos? @)

X) = s 6
Y+ () cos2 0 — cos? @ ©
Rearranging Eq. (6) gives the equation of the conic section (with ¢ # 6):
OG-y
T - ﬁ = 1, WheI'C, (7)
,  hcos? gsin® @ 5 1 sin” @ —hcos 6 sin 0
@ = 2 2,02 T o2 2, 0T o2 2,
(cos? 8 — cos” @) cos? 6 — cos? @ cos” 0 — cos? @

When 6 < ¢ < 7 /2, Eq. (7) corresponds to a North-South opening hyperbola. When
@ < 6 < /2, Eq.(7) corresponds to an ellipse. When 6 = r /2, Eq. (7) corresponds
to a circle of radius htan @. The eccentricity e of the conic section is given by:

/ b2
e = 1+;=

For y, (x), it can be seen that the numerator and denominator of Eq. (6) approach 0
as ¢ — 6. Hence, we can apply L’Hopital’s Rule to find the limit of y_ (x) as ¢ — 6:

cos @
cos@|’

(®)

. s )
lim ., () = <2h cot 0 ) +* + h cot 26. ©)

This corresponds to a parabola with vertex (0, h cot 26) and focal parameter A tan 6.

Henceforth, we will write the equation of the conic section as a function of both
the variable x and the conical angle @, assuming that the height # and munition’s
angle of descent 6 are held constant, that is, y = y, (x, ). The subscript P is used in
the case of a parabolic conic section (6 = @), thatis, y = yp(x, @).

3.2 Correction for Terminal Angle and Speed of Munition

As previously foreshadowed, a munition with terminal velocity v, burst height A
and terminal angle 6 to the horizontal will influence the ejection speed and angle of
each fragment. Let the static ejection velocity of a fragment be u with static ejection
angle @, that is, the angle between v and u. The dynamic ejection velocity (uy) of a
fragment will be determined by the forward vectoring of u by the munition velocity
v. This will result in a new ejection speed ||uy|| and angle ¢ for each fragment,
where @ is the angle between vandu, =u+v.

Given u, v and ¢, the dynamic ejection speed ||uy|| and angle ¢ can be calculated
as follows:
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—1 ( IVl + [[al cos @
lluell = Vilull> + IvI12 +2[[ul[[[vl cos , @ = cos <—

llugll
(10)
A procedure for plotting the conic sections on the impact plane is given in Algo-
rithm 1. Such a procedure can be used for quick and easy comparison of the possible
angular distribution of fragments for a given burst height, terminal angle and speed.

Algorithm 1 Get Surface Conic Section Boundaries

1: Input: A burst height A, fragment static ejection speed ||u||, munition terminal speed and angle
(|Ivll, ), a polar angle ¢

: Compute @5 = cos™! (
if 0 < ¢, then
Z ={(x,y) eR?|y=y,(x.0p)}
else
if 6 > @ then
Z = {(xy) ER? |y =y (o)) @) € R? |y =y, (. ¢0p)
(Circular bounding area for 6 = z/2)
else
if 0 = ¢ then
11: = ((x,y) € R?|y = yp(x, 0p)}
12: end if
13: end if
14: end if
15: Return #

[[v[l+{lu]| cos ¢ )
VilulZ+{vIZ+2[lul[[v]l cos @

SVXNQUAEWL W

4 Fragment Fly-Out Model

In this section, we develop a mathematical model for the ballistic fly-out of an indi-
vidual fragment. The model is designed to account for the complete drag profile
characterization of a fragment by approximating the drag coefficient with a piece-
wise combination of speed-dependent functions. We begin by presenting the general
equation of motion.

The equation of motion for a fragment of mass m launched from an initial position
(0,0, k) at an angle of depression ¢, to the horizontal is:

dv . 2
— =mgsing — kv 11
m—s =mgsing — kv 1)
The angle ¢, is measured positive in the clockwise direction. We assume a straight-
line trajectory, so that ¢ = ¢, throughout. The drag factor k is given by k = pAC,, /2,
where p is the density of dry air at sea level and A is the cross-sectional area of the
fragment.”

7For example, the cross-sectional area of a spherical fragmentis A = zd” /4, where d is the diameter.
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Drag Coefficient vs. Mach Number
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Fig. 3 Drag profiles for a generic HE shell fragment [4] and a spherical pellet [10]. In both cases,
the drag profiles can be constructed piecewise with Regime I and II functions. The spherical pellet’s
drag profile can be approximated solely with Regime I functions. For the HE fragment, Regime II
is used for approximation in the low-supersonic flight interval of Mach 1.0 to 1.8 [3]

The drag coefficient Cj, is a function of the Mach number M, the ratio of the frag-
ment’s speed to the speed of sound in air (cy): Cp, = Cp(M). We define two regimes
for the drag coefficient profile. Regime I: the drag coefficient is an affine function of
the Mach number, that is:

Cpr(M)=KM+L,, (12)

where K, and L, are real numbers. Regime II: the drag coefficient varies inversely
as the square root of the Mach number, that is, for M # 0, we have:

CpM) = Ky / VM, (13)

where K, # 0 is a real number.®

Figure 3 depicts the drag profiles for a generic HE fragment and a spherical pellet.
Each profile is approximated by a piecewise continuous combination of Regime I and
II functions. The number of discrete regime segments can be chosen in accordance
with the desired accuracy of the approximation.

In the following sections, we derive the equations to determine the terminal speed
of a fragment on the impact plane. There are three cases to consider under Regime
I, and one case for Regime II.

8See Chap. 8 of Carlucci and Jacobson [3] for further details on the approximation of drag profiles
by analytic functions.
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4.1 Regime I: C;, an Affine Function of M

Using the expression given in Eq. (12) for Regime I, the equation of motion for a

fragment becomes:
dv

E _kl _kzvz_kSVS, (14)

where: k; = gsing, ky = pAL,/(2m), ky = pAK, /(2mc,). There are three cases to
consider—Case I: k,, k3 # 0, Case II: k, = 0, k3 # 0, Case I1I: k, # 0, k; = 0.
411 Casel:ky, k3 #0

The equation of motion (14) can be written in terms of the displacement (the slant
range s) instead of time by writing dv/dt = v(dv/ds). Therefore, separation of vari-

ables gives:
v
—— dv= | ds. 15
/kl—kzvz—k3v3 Y / ’ (15)

Let the LHS of Eq. (15) be denoted by [ % 3¢0(V)~ After factorizing the denominator
of the integrand of I; _.,(v), we get the result:

koL k
—kyv? — Ly 2L

p P B|_D dv
I = —1 _— - - . 1 > 16
o) = g In| = 2E/ k2 =Byl 1o
B p

where E = 2k, /ff — k; %, D = -3k, /§ and f satisfies the cubic equation:
kyf? — ko2 + Ky = 0. 17

Let A = (k,? + 4k k;°)/p*. Then the integral found in Eq. (16) is given by:

_ —2kv =k, /p?
—2c0th_1 3‘}—]/ﬁ +C, ford>0,
VA Va4

dv
— +C, fora=0, (18
/ —k3v2—%v+% | 263 + K, /2 (%)

—2k.v —k, /B?
Ltan‘1 3V—l/ﬂ>+C, for 4 < 0,

V= Ve

where C is a constant of integration.
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412 Casell: k, =0,k; #0

In this case, the line segment defining the drag profile of the fragment passes through
the origin. The equation of motion is therefore given by:

v
— Y aw= [ as 19
/kl—k3v3 Y /S (19

Let the LHS of Eq. (19) be denoted by /; _, and let p? = k, /k;. By factorizing the
denominator of the integrand of I, _,, we get:

L) = ~ i1n<p2+pv+v2>— Lt [ 242 (20)
R (P =v)? pV3 3 /)J)

413 Caselll: ky #0,k; =0

In this case, the line segment defining the drag profile of the fragment is a horizontal
line (zero gradient). In this case, we have:

v
— dv= | ds. 21
/kl—k2v2 v / K 21

By writing the LHS of Eq. (21) as Ii,—o, We get:

fi=o() = =5~ In (ky = kyp?) . (22)

4.1.4 Summary
The equation of motion for Regime I is therefore given by:

I(v) =s+C, (23)
where s is the slant range, C is a constant of integration and I(v) is given by:

o) ifky =0, ky #0,
10) = co(v)  ifky # 0, k3 =0, (24)
L, o) ifky # 0, ks #0.

Equation (23) can be solved via a numerical method, such as Newton—Raphson.
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4.2 Regime II: Cy, Proportional to 1/ VM

The equation of motion for Regime II is:

v% =k — k3, (25)

where: k| = gsin¢, k, = pAK,/c,/(2m).
Integrating the equation of motion via separation of variables gives:

/ — = / ds. (26)
ky — kyv2

Consider the integral on the LHS of Eq. (26), which we denote by II(v). Using a
suitable substitution and a partial fraction decomposition applied to the integrand of
11(v), and by writing ¢* = k, /k,, we get:

2
II()——{qln<L\/;+V)+2qt (2 V+q> 2\/'}. 27)
ky |3 (q—V? V3 a3

Therefore, the equation of motion for Regime II is given by:
I(v)=s+C, (28)

where C is a constant of integration.

4.3 Terminal Speed of a Fragment at an Impact Point

The drag profile Cp(M) of a fragment is a piecewise continuous combination of
smooth functions from Regime I and II. Each segment of the drag profile %’ is

defined over an interval [v,_;,v;], where j=1,...,n, and v;_; <v; Vj € {1,. n}
Each interval is assigned a b1nary value, dependlng on Whether its drag proﬁle
describes Regime I or II. Therefore, we can define a mapping: r : {1,...,n} —

{0, 1}, where O corresponds to Regime I, and 1 to Regime II. Thus, segment %[’)(M )
of the drag profile can be expressed as follows:

; KM+ ifr()=0,
CKZ,(M)={ MLy ) = (29)
K,/ \/A_4 otherwise.

For the equations of motion (23) and (28), we write I,(v) and IL;(v), respectively, in

order to specify the segment ‘5{) of a fragment’s drag profile. Furthermore, Eqs. (23)
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and (28) can be consolidated by defining:

Lv) ifr() =0,

J(v) =
i) I;(v) otherwise.

(30)

Therefore, the terminal speed of a fragment on interval [v;_;,v;] can be found by
solving:
Jim) =s5+C, 31)

where C is a constant of integration.

Given a fragment’s specifications and drag profile characterization, along with its
initial dynamic speed ||uy||, initial height # and an impact point (x;, y;) on the plane,
an iterative application of Eq. (31) can be employed to determine the terminal speed.
The iterative process, which is summarized in Algorithm 2, ensures that continuity
is preserved at the boundaries of the various regime segments.

Algorithm 2 Get Fragment Impact Speed

1: Input: A burst height 2, an impact point p; = (x;,y,), an initial fragment speed ||u ||, fragment’s
specifications F = (A, m, ||u||, Cp).
2: procedure GETIMPACTSPEED(A, ||ug||, x;, y;, F)

30 ¢! (/AT

4: Locate j, where 1 <j < nand [lug|| € [v;_;,v;]
5: k<1

6 v gl

7: C, « Jj(vj)

8: s = s = Gy

9: while s, < hcsc ¢ do

10: jj—1

11: k—k+1

12: Cr < J,(v) = 54

13: s < Jivi) = G

14: end while

15: Findv;: J;(v)) —hcescp—C, =0 > Newton—Raphson or other numerical method.
16: Return: v,

17: end procedure

5 A Probabilistic Approach for the Determination
of Surface Spray Patterns

An impact point can be generated for each fragment based on the fragment’s ejection
direction from the munition. The impact point can be determined probabilistically
for fragments within a given polar zone. Recall that the conical surface generated by
the polar angle @ can be represented by the parametric equations (3)—(5). Given that
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the fragments within a polar zone are uniformly dispersed in the angle w € [0, 27),
we can use a random sampling technique with the parametric equations to generate
impact points on the plane. This is given in Algorithm 3. Once an impact point has
been determined from Algorithm 3, it can be used as input to Algorithm 2 to get the
impact speed.

Algorithm 4 calls both Algorithm 3 and Algorithm 2 to obtain impact points and
speeds for each fragment ejected from a munition. Algorithm 4 keeps track of the
impact points which satisfy the required kinetic energy threshold, denoted by 7'. This
is carried out with reference to a grid structure G, which is composed of grid squares
that are indexed by w € {1, ..., |G|}, where |G| is the number of grid squares. The
output for this procedure is a binary value for each grid square, which is 1 if there
is at least one impact point with the required energy, and 0 otherwise. The notation
for Algorithm 4 is as follows. Each polar zone is indexed by ¢ € {1,...,Q} and
defined by a minimum and maximum conical half-angle, (pfnin and !, respectively.
The number of fragments in polar zone g is given by N, thereby giving a total of

My = ZqQ= | N, fragments. Each polar zone is represented by a tuple ((p?‘,‘i“’ ol N, )
and each fragment i € {1,..., My} is specified by F; = (A;, m,, ||w,]|, C},)

Algorithm 3 Get Fragment Impact Point

1: Input: A burst height A, fragment static ejection speed ||u||, munition terminal speed and angle
(/Ivll, 8), polar zone boundaries (@,,in> Pmax)

2: procedure GETIMPACTPOINT(A, |[ull, [IVI], €, @pins @Prmax)

3: & =7x[0,2r) > 7 ~ U(0, 1), where U is the uniform distribution.
4 ¢ - r X [(pmm’ ¢IT121X]

5: llugell = VIl + [IvI1Z + 2[lull[|v] cos &

el

7 ¢ = —h/(sin®tan @y cos 6 + sin ) > Set z = 0 in Eq. (5).
8 if{(o<(pF<n/2)A(i<0)}v{((szn/z)A(iz 0)} then

9: =/ cos@tan @y

10: y, =/sin@tan @, sind — £ cos §

11: else

12: (,.y,) < NULL

13: end if

14:  Return: [[lug|l (x;.y))]
15: end procedure

Algorithm 5 runs the procedure of Algorithm 4 a number of times given by the
integer RUNS. The output of this iterative process is a probability value p,, for each
grid square w € {1, ..., |G|} over the structure G, where p,, is the probability that
at least one lethal fragment will strike the grid square w. The Area of Effect (AOE)
of the spray pattern is just the sum of the areas of the grid squares weighted by their
respective probability values: AOE = Y area(w) X p,,.
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Algorithm 4 Get Fragment Spray Pattern

1: Input: A burst height 4, munition terminal speed and angle (||v||, #), fragment specifications
F, polar zone specifications Q, a grid square map G, a kinetic energy threshold 7

2: procedure GETIMPACTPATTERN(/A, ||v||,0,F,Q, G, T)
3 i<0
4 forw=1,...,|G| do
5: g, <0 > Counter for the number of impact points in grid square w.
6: end for
7 forg=1,...,0do
8: forl=1,...,qu0
9: i—i+1
10: [IuL]l @, y)] < GETIMPACTPOINT(h, [|lu,l, VIl 0, ¢ . o)
11: if (xj, yj) # NULL then
12: Vi« GETIMPACTSPEED(A, ||ul. ||, x}, ¥/, F})
13: else
14: continue
15: end if
16: if %mi(vj)z > T then
17: Bwii v < Bwed i) 1 > W : R?— Z* maps impact points to grid squares.
18: else
19: continue
20: end if
21: end for
22: end for
23: forw=1,...,|G| do
24: g, <@g, > [y, : R — {0, 1} is the indicator function.
25: end for -

26: Return: (g, ... .86
27: end procedure

Algorithm 5 Get Fragment Probability Map

1: Input: A burst height 4, munition terminal speed and angle (||v||, #), fragment specifications
F, polar zone specifications Q, a grid square map G, a kinetic energy threshold 7, the number
of runs ‘RUNS’

2: procedure GETPROBABILITYMAP(A, ||V, 0, F, Q, G, T, RUNS)

3 forw=1,...,|G| do

4: h, <0

5: end for

6.

7

8

for R =1,...,RUNS do
(g, ---»€|g)) < GETIMPACTPATTERN(, ||V||, 6, F,Q, G, T)

: forw=1,...,|G| do
9: hW - hw + gw

10: end for

11: end for

12: forw=1,...,|G| do
13: p,, = h,,/RUNS
14: end for

15: Return: (p;, ....pig)
16: end procedure
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Fig. 4 The surface spray pattern for a static and level HE munition detonated from a given height
and assuming a specified kinetic energy impact threshold. Notice the axial symmetry of the pattern
and the faint outline of the hyperbolic boundaries between the different polar zones

6 Example Output and Discussion of Applications

The procedure given by Algorithm 5 may be used to generate a probabilistic spray
pattern (or heat map) for an air bursting munition. An example of a surface spray
pattern arising from the static and level detonation of a representative HE munition
is shown in Fig. 4. The map was produced by using a large number of runs and a
small grid size in order to produce a smooth map.’

In the context of calibrating the detonation trigger for electronically timed fuses,
the methodology for generating surface spray patterns can be used to examine the
effects produced by different ammunition types at various burst heights and angles
of descent.!” Figure 5 compares the spray patterns produced by a generic HE muni-
tion at short/medium/long range with those produced by a representative IKE-ET
advanced shotgun projectile [1]. From the top to the bottom of Fig. 5, the three chart-
layers correspond to a short, medium and long range engagement for a given kinetic
energy threshold. The AOE for both the HE and IKE-ET munition increases with
range for the assumed kinetic energy impact threshold.!!

7 Summary and Conclusions

We have outlined a mathematical modelling approach to compare different medium-
calibre ammunition options via the probabilistic spray pattern of lethal fragments
on the surface (impact plane) and the calculation of the AOE. A key component
of our approach is the mathematical modelling of the trajectories of individual

9Produced in MATLAB®.
10For example, comparing the hyper-ballistic trajectories to standard trajectories.
This is the so-called fragmentation blooming effect.
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Fig. 5 A comparison between an HE munition and a representative IKE-ET shotgun projectile.
Notice the forward vectoring of the HE fragments compared to the static case of Fig. 4. The encased
pellets for the IKE-ET munition largely rely on the munition’s terminal speed for their kinetic
energy. At longer range, the angle of attack increases, thus concentrating the pellets to a smaller
region but with higher impact probability

fragments. The fly-out model developed in this chapter is a trade-off between analytic
and detailed numerical methods and provides a good approximation to the terminal
fragment speed for nearly straight line trajectories.

The methodology can be adapted to any air bursting munition for which the polar
zone characterization of the fragment/shrapnel dispersion can be bounded by conical
surfaces. The surface spray pattern depends on the detonation mechanism, the burst
height and the munition’s terminal angle and speed. The AOE due to lethal fragments
is a function of the choice of grid square size and the selection of a lethal kinetic
energy threshold.

Future work could consider coupling/combining the methodology to error bud-
gets of medium-calibre weapon systems in order to inform studies into the accuracy
and effectiveness of various ammunition options.
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Reformulations and Computational Results
for the Uncapacitated Single Allocation Hub
Covering Problem

Andreas T. Ernst, Houyuan Jiang, Mohan Krishanmoorthy
and Davaatseren Baatar

Abstract We study the single allocation hub covering problem, which is a special
case of the general hub location problem and an important extension to traditional
covering problems. Hubs are located at some nodes in the network and are used
to facilitate (consolidate, transfer, distribute) flows. An important feature in hub
location is that the transfer cost between hub nodes is discounted. The hub covering
problem is to locate a minimum number of hubs such that the travel cost between
each o—d pair in the network does not exceed a given threshold. We improve the best
existing integer programming formulation for this problem by lifting constraints
to produce facet-defining inequalities. We also develop a new formulation for the
problem. The numerical results show that your new formulation performs better than
existing formulations when using lifted constraints and paying special attention the
number of non-zero coefficients used.
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1 Introduction

Hubs form critical elements in many airline, transportation, postal, and telecom-
munications networks. Hubs are centralized facilities that consolidate, switch, and
sort flows. Flow concentration and consolidation occur on the arcs that connect hub
nodes. Hub networks provide a trade-off between cost of building and using the net-
work: They require far less links than completely connected networks but limit the
maximum number of arcs in a path to three. However, distances may still be large.
Hub covering problems address this by adding a constraint on the maximum distance
between any o—d pair. For recent reviews of hub location problems, see [2, 6, 7].

The most widely studied variant of hub location uses a median object to minimize
total transportation cost. This can sometimes lead to large worst-case o—d distances.
This is avoided in hub center models and in hub covering models, which are partic-
ularly important for delivery of perishable (time-sensitive) items. In the hub center
problem, the main objective is one of minimizing the maximum distance or cost
between o—d pairs. In the hub covering problem, the objective is to minimize the
number of hubs that are selected in order to ensure that the maximum distance (or,
cost) between o—d pairs does not exceed a given threshold.

The hub covering problem has been previously studied in [5, 13]. More recently,
[16] introduced new formulations of the hub covering problem for quantity-dependent
and independent discount factor. The single allocation hub covering problem (in
incomplete hub networks) is considered in [ 1, 4]. The latest arrival hub covering prob-
lem is considered in [ 15]. Of these approaches, our view is that the model/approach of
[16] is the most comprehensive and is considered the “state-of-the-art” approach for
hub covering problems. In this current paper, we consider the uncapacitated single
allocation p-hub covering problem (USAHCoP, we use “Co” (to indicate “cover-
ing”) rather than the “C” in USApHCP for hub center problems.). We show that the
formulation in [16] can be tightened by lifting some of the constraints to produce
facet-defining inequalities. We also introduce a new formulation and show that this
performs even better.

Given a complete graph with N nodes and a covering threshold B, covering
problems seek the minimum number of hubs so that the cost between each o—d pair
does not exceed B. There are no capacities on hubs or arcs. In the USAHCoP, each
non-hub node is allocated to a unique hub. Let d;; be the distance between the nodes
i and k. We assume that d;; = dj; and the triangle inequality holds. Let & € [0, 1] be
the economic discount factor for hub arcs. The cost of any arc [k, [] is ad}; for hub
arcs and dy; otherwise. This problem has been shown to be NP-hard by [13].
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2 The Uncapacitated Single Allocation Hub Covering
Problem

The USAHCoP can be defined as a (quadratic) integer program using binary variables
X that are 1 iff i is allocated to hub k, with X;; = 1 for any hub & [5]:

N
USAHCoP min z Xix (1)
k=1

N

st. X e F={Xelo, 1}V 1> Xu=1Vi; and Xy < X Vi k) (2)
k=1

(dik+adkl+djl)xikle Sﬁviajvkvlzlv"'vN (3)

The objective (1) is to minimize the total number of hubs to be used. The feasible
set .# in (2) implies that each node is assigned to exactly one node k and k must be
a hub. Constraint (3) enforces the maximum cost 8 between each o—d pair.

Several linearizations of (3) have been presented in the literature. For example,
Campbell [5] uses binary variables s;jxn = XX j,. [11] introduce HPC-Lin which
replaces (3) with

dix +adi) X +duXpy < B, i,j,kl=1,...,N. €]

HCP-Lin has fewer variables than any other MILP formulations in the literature.
Moreover, it is reported in [11] that this formulation is computationally more effi-
cient than previous formulations. Constraint (4) can be replaced by the following
strengthened constraint: Z,’:’:l(dik +oady) X +djpX<B, Vi, j,l=1,...,N.
This strategy has been used for the hub center problem in [12], but not for USAH-
CoP in [11]. We call this new formulation HCP-KT. HCP-KT is more compact than
HCP-Lin since the HCP-KT has O(N?) constraints while the HCP-Lin has O(N*).
An improvement on HPC-Lin was introduced in [16], referred to as SAQI-W2.
First only valid assignments (VA) are considered, based on a lower bound on cost:

VA ={(k)|2dy < B and dy + a max; dy; < B} (®)]

Then, some threshold constraints (4) are removed if dj; + ady, + d,; < B, since
they are obsolete, and the remaining constraints are replaced by tighter constraints

Xlk+X]m§1 V(l7ka.]sm)eIA (6)
TA={(,k, j,m) [ @, k), (j,m)e VA, i< ], &di+adu +dn; > B}. (7)

Constraints (6) are tightened by aggregating the constraints. A heuristic was pro-
posed to aggregate the constraints in [16]. The resulting formulation consisting of (1)
and (2) plus the constraints produced by Algorithm 2.1 is referred to as SAQI-W2.
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Algorithm 2.1 Heuristic for Aggregating Constraints

LetM = {(k,m) | (i,k, j,m) € [A}

while M # ¢ do

k= arg maxy |{(k,m) | (k,m) e M}|, and m := arg max,, |{(k,m) | (k,m) e M}|
if [{m | (k,m) € M}| < |{k | (k,7) € M}| then

add constraints z Xik +Xjm <1, and set M := M\ {(k,m) | (k,m) € M}

k:(k,mm)eM
else
add constraints X, + Z Xjm <1, and set M := M \ {(k,m) | (k,m) € M}
m:(k,m)eM
end if
end while

SAQI-W2 is, in our view, the current “state of the art.” It is smaller than HCP-Lin,
and the constraints are tighter. Note that size depends on the value of 8.

We now propose a new two-index formulation for the USAHCoP based on a
concept which we define as the radius of hubs [8]. Let r; be a nonnegative variable
representing the radius of hub k (largest distance to any node allocated to k). Then,
USAHCOP can be formulated as:

N

USAHCoP-r min > Xy (8)
k=1

s.t. XeZF 9

rkZdikXik, i’kzlv"'9N (10)

Ty + oy + adin < B, kkm=1,...,N (11

Constraint (10) indicates that the radius of a hub is the maximum distance to any
node allocated to the hub. Constraint (11) replaces (4). USApHCoP-r permits r;, > 0
for X = 0. However for any optimal solution (X}, r;), we can construct a new
optimal solution (X7, r,j ) such that r,:r =max; d ij;fk. Constraint (11) is still valid
Xix = 0or X, = 0because @ < 1 and the triangle inequality holds.

3 Conflict Graph

Let us consider the conflict graph ¢ = (¥, &) where the nodes represent the vari-
ables X;;, and two nodes X;; and X ;,, are connected by an edge e = (X, X j,) iff
those two assignments cannot be realized at the same time:

& = {(X,-k,ij) | ik, j,m)elAori=j, k#mork=j#m ormzi;ék}
(12)
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The first condition (I A) derives from the threshold 8, the second from single allo-
cation, and the last two prevent allocation to non-hubs. Conflict graphs can be used
effectively to generate valid strong cuts and facet-defining inequalities. From the
definition of &, it is obvious that the following holds.

Proposition 1 Let .¥ C ¥ be a clique of 9, then all feasible solutions satisfy:

X < L. (13)
>

X,-kEy

We refer to (13) as a clique constraints. One can easily show that the constraints
obtained by the Algorithm 2.1 are indeed clique constraints. We expect larger cliques
to provide tighter constraints. We say a clique is a maximal clique if it cannot be
extended any further. We give a brief summary of the theory and show that maximal
cliques give facet-defining inequalities, though similar results have been shown for
set packing and clique polytopes previously (see [3, 14]). In order to make the
exposition easier, we will consider the integer polytope

N
P = conv({X e {0, l}N2 | ZX,-k < 1Vi; Xi < Xy Vi, k; and (4) holds})
k=1 14
This is a full-dimensional polytope and a slight relaxation of the original problem
where nodes may not be allocated anywhere. It is equivalent to the original problem
if we subtract a sufficiently large constant from all of the variable costs (effectively
maximizing the number of nodes allocated and then minimizing hubs).

Theorem 1 [f.¥ is a maximal clique of the graph ¥ = (V', &) then the correspond-
ing clique constraint (13) is a facet-defining inequality for the polytope 2.

Proof First note that 0 € &2. Let x(i, k) denote the vector x such that x;; = 1 and
xix = 1 (or i = k) but all other elements are zero. Assume w.l.o.g. that x(i, k) € &
for all (i, k) € ¥, as otherwise (i, k) and perhaps (k, k) can be removed from
¥ to give an equivalent problem. Hence, the number of dimensions of the set
of convex combinations of points in & is equal to the number of variables, i.e.,
dim(conv(#)) = |¥| < N>

We will now show that there are | #'| linearly independent solutions that satisfy (13)
with equality. Clearly x (i, k) lies on the constraint for (i, k) € .. Now

V(,h)e?v\S, Ap,q) e x(j,)+x(p,q) e Z.

This is easy to see since if no such (p, g) were to exist then (p, g) could be added
to the clique, but .7 is already maximal. Obviously the set of all such x (i, k) and
x(j, 1) + x(p, q) are linearly independent thus proving the result. ]

Generating all such maximal cliques is in general too computationally expensive
and leads to an excessive number of constraints. For our computational experiments,
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we will restrict ourselves to extending the constraints from Algorithm 2.1 into max-
imal clique constraints. A branch and cut approach would also be possible, though
separating maximum clique cuts is non-trivial. This gives rise to the formulation:

N

SAQI-Cliq min Z Xik (15)
k=1

s.t. XeZ (16)

D> Xyl Ce% (17)

(i.k)eC

The set of cliques ¥ is generated by starting with Algorithm 2.1 and performing
lifting. We test all other (i, k) pairs in a random order to see if they can be are
incompatible with existing (j, /) € €, i.e., (Xi, Xj;) € & defined in (12).

4 Numerical Experiments

We tested our algorithms for both the USAHCOP with distances from the AP' data
set [10] and Turkish? highway data [15]. We tested the models with different threshold
values of . After solving a problem, the value of 8 is chosen for the next instance
by multiplying B8 with 0.95 if the problem is feasible and by 1.25 otherwise. In this
way, we were able to test the problem for different (loose/tight) threshold values. As
an initial value of 8, we used the average of the maximum distances of the nodes. If
the threshold is too tight, the problem is infeasible and both approaches detected it
quickly. Therefore, we did not include infeasible problem instances in the following
tables. We used CPLEX 12.1 carried out on a Linux computer with four quad-core
Intel Xeon processors running at 2.93 GHz and 64 GB of RAM.

First, we compared USAHCoP-r against SAQI-W2. Some preliminary analysis
showed that CPLEX’s cut generation at the root, while effective in raising the lower
bound, generally made the overall solution times worse. Hence, we turned off all cut
generation. To obtain root node values, we invoke CPLEX twice, first with branch
and bound nodes limited to zero, then with a CPU time limit of 1800 s. Times reported
below are for the total CPU time across all processors.

Numerical results are shown in Tables 1, 2, 3, 4, and 5. The labels of the columns
are as follows: 8 = threshold value; p* = optimal number of hubs; LB = the lower
bound at the root node; t,,,; = time to solve the root node; #,; = total CPU time
including model formulation (finding cliques); B&B = the number of nodes in the
branch and bound tree; NZ = number of nonzero coefficients in this model. NZ
appears to be better correlated with solve time than the number of rows or columns.

! Available from the OR Library www.people.brunel.ac.uk/~mastjjb/jeb.
2 Available at www.bilkent.edu.tr/~bkara/hubloc.htm (accessed Sep. 2016).


www.people.brunel.ac.uk/~mastjjb/jeb
www.bilkent.edu.tr/~bkara/hubloc.htm
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Table 4 USAHCoP-r results for large AP data sets with 100 and 200 nodes, o = 0.75

n B p* LB B&B Lall Iroot NZ

100 52376.0 |7 6.0 31 317 | 053 69,500
100 551326 |5 4.0 36 473 | 07 69,500
100 58034.4 |4 3.0 13 346 | 0.77 69,500
100 61088.8 |3 3.0 78 2319 | 1.2 69,500
200 576729 |6 5.0 151 1167.1 8.08 279,000
200 60708.3 |4 4.0 257 1189.37 |12.84 279,000
200 63903.5 |4 3.0 165 1871.56 | 11.01 279,000
200 64892.1 |3 2.0 85 551.99  [10.29 279,000
200 650622 |3 2.0 183 16100  |10.04 279,000
200 66068.8 |3 2.0 78 5368 | 14.82 279,000
200 672668 |3 2.0 103 148332 | 18.41 279,000
200 68486.6 |2 2.0 100 726.63 | 2551 279,000
200 69546.1 |2 2.0 4 69.75 |30.37 279,000
200 70807.2 |2 2.0 90 119572 |26.49 279,000
200 732064 |2 2.0 0 3555 | 19.47 279,000
200 745339 |2 2.0 51 350.14 |42.52 279,000
200 77059.4 |1 1.0 0 2234 |18.63 279,000

Comparison of SAQI formulation variants. The SAQI-W2 model has fewer vari-
ables than USAHCoP-r and in some cases, fewer nonzeros. Table 1 presents the
results for AP instances with with 50 nodes. It shows that the solution time for the
root node and hence overall solution times are competitive for SAQI-W?2 when the
number of nonzeros is less than for USAHCoP-r. However as NZ increases, the solu-
tion times slow down significantly. This is also true when going from SAQI-W2 to
SAQI-Cliqg which have identical number of constraints and variables but different
number of coefficients due to the lifting in of additional variables into the clique
constraints. Similar patterns were observer for 40-node data sets (not shown here).

In fact, the increase in computation costs is surprising. Comparing SAQI-W2 and
SAQI-Cliq which have the same formulation except for the additional coefficients
in the clique constraints, we see a threefold increase in the number of coefficients
leading to an increase in the root node solve time by a factor of 10 or more.

There are also some peculiar instances in Table 1 such as for § = 56851.9 and
B = 57731.5, where the lower bound at the root nodes is slightly larger for SAQI-W2
than for the tighter formulation SAQI-Cliq. While CPLEX has been prevented from
adding cuts, it still carries out preprocessing. There are significant differences in how
effectively the two formulations are preprocessed. For example, for § = 57731.5 the
number of rows is reduced to 9,198 for SAQI-W2 but only to 16,517 for SAQI-Cliq
even though both start off with 17,437 constraints initially. Interestingly CPLEX
reports that after preprocessing, SAQI-W2’s number of nonzero coefficients had
increased by about 15% while for SAQI-Cliq it had reduced by about 17%. We
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conjecture that these differences in preprocessing are the causes for the exceptions
in the lower bound and may partly be the reason why SAQI-Cliq performs so much
worse than the original SAQI-W2.

The reduced SAQI Formulation. Empirical results suggest the possibility of
improving the performance by taking the opposite approach. Carry out “inverse-
lifting” to reduce the number of coefficients and minimize the size of the formulation
at the expense of tightness. The formulation SAQI-Min uses constraints constructed
as follows: (1) Generate constraints using Algorithm 2.1 as for SAQI-W2. (2) Extend
these constraints into maximal cliques in a randomized way as for SAQI-Cliq but
only add variables if they violate the threshold with at least one existing variable.
(3) Go through all constraints in order of decreasing clique size and remove any
variables that are not required for logical correctness. So, we remove a variable X
if for every other X j; in the constraint the distance threshold (3) holds or the same
pair X, X j; already appears in an earlier constraint.

Table 2 shows that while the reduced formulation size can have a positive effect on
solution times, this is not always the case. There appears to be very little correlation
between formulation size and the time taken to solve the root node. For example,
the instance with n = 50, B = 59844.1 where the number of coefficients has been
reduced by 35% and the root node run time nearly halved. On the other hand, n = 50,
B = 62993.8 where the number of coefficients was reduced by a slightly larger
percentage the root node solve time more than doubled. This is despite the fact
that even after preprocessing, the SAQI-Min MILP was much smaller (12,482 rows,
1,834 columns, and 80,703 nonzeros) than the SAQI-W2 MILP (22,063 rows, 1,834
columns, and 127,210 nonzeros). Even where there are significant differences in the
CPU times, these appear to be more due to “luck” in find a good heuristic solution
with no obvious connection to properties of the two formulations.

Results for plain branch and bound. The curious anomalies mentioned above in the
relationship between the types of constraints used, the root lower bound, and run time
deserve further investigation. To eliminate the effects of some of the sophisticated
preprocessing, cutting, and heuristic solution methods that are included in CPLEX,
we decided to turn off all of these. In addition, we stopped CPLEX from choosing
the root node solution algorithm automatically by fixing this to the primal simplex
method.

The new results shown in Table 3 indicate that for this plain version of the MILP
solver, the anomalies disappear. The strengthened constraints always produce a
tighter lower bound. Interestingly, the reduced version in which coefficients were
dropped from the maximum clique constraints still produce lower bounds that are at
least as good and sometimes better than the original formulation. The run times for
the root lower bound also agree more closely with the difference in the number of
nonzero coefficients (note that the “NZ” columns have not been shown as they are
identical to those in Tables 1 and 2). The overall run time is slightly less predictable
since it partly depends on when the branch and bound finds the optimal solution.
However, overall the SAQI-Min formulation with the reduced set of cuts appears to
be the most effective.
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Results for USAHCoP-r on large instances. Given the poor performance of the
different SAQI variants, we only provide detailed results for large instances using
the USAHCoP-r formulation. Indeed for 200-node AP data sets, none of the SAQI
variants were able to solve any of the instances and in most cases failed to even solve
the root node. Table 4 shows that the USACoP-r managed to solve all of these prob-
lems, though in the case of n = 200, § = 63903.5 CPLEX reported using slightly
more CPU time than the time limit of 1800s given to it. As CPLEX was run with
multiple threads, the elapsed (wall-clock) time is often significantly less than the
CPU times. In fact, the only problem that required more than 500s of real time was
n = 200, B = 67266.8 which took 707.55s. The only 200-node instance for which
SAQI-W2 solved the root node within the 1800s time limit was for § = 57672.9
where it obtained a lower bound of 5.671in 1624.04s.

The approaches have been tested on the Turkish data with § defined in the same
way as for AP. Foreach 8, we tried« = 0.6, 0.7, 0.8, and 0.9. For some combinations
of o« and B with no feasible solutions, the corresponding parts of the table are left
blank. The results are in Table 5. For SAQI-W2 and SAQI-Min, we only show the
solution status at the 1800s limit (i.e., whether CPLEX managed to solve the root
node or to solve the instance to optimality). We indicate where we find at least a
non-trivial heuristic solution. CPLEX starts with the trivial solution of making every
node a hub and only after some time finds a better solution (with <10 hubs).

The results indicate that SAQI-Min tends to perform slightly better than SAQI-W2.
However, the results are not consistent nor the differences very large. For example,
fora = 0.7, g = 1962.3, SAQI-W2 found the optimal solution but it took 1041.9s
almost all of which were required to solve the root node requiring just 1s to find the
optimal solution with a root node heuristic. On the other hand, SAQI-Min which had
far fewer rows and nonzero coefficients took 1444.6s for the root node and found
no heuristic solution in the remaining time. To get an indication of the difference
in solution quality between the different formulations, we calculated the average
number of hubs over all instances where both SAQI-W?2 and SAQI-Min at least
found a non-trivial heuristic solution. This gives 5.10 hubs for SAQI-W2 and 4.41
for SAQI-Min, though the optimal solutions found by USAHCoP-r require only 3.38
hubs on average for these instances.

It is clear that the USAHCoP-r formulation performed very well on a range of
problems that could not be solved using SAQI-W2 and SAQI-Min. The only instance
for which USAHCoP-r required more than 1 min of CPU time was with « = 0.6 and
B = 1518.4. Here, the lower bound was quite weak. However even though SAQI-W2
and SAQI-Min could both obtain a stronger lower bound (2.86 and 3.48, respectively),
they each only found a heuristic solution with six hubs without being able to complete
the branch and bound within the time limit.
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5 Concluding Remarks

‘We have considered a previously published [16] formulation for the single allocation
hub covering problem (USAHCoP) and shown that this could be tightened by lifting
some of the constraints. We have also proven that the lifted constraints are facet-
defining. However, in computational experiments, it is shown that this lifting of the
constraints actually has a negative impact on the computational performance when
solving the MILPs using a recent version of the CPLEX MILP solver. A better
outcome can often be achieved by first lifting the constraints and then paring back
the coefficients to get a minimal set of constraints. However in comparing different
formulation variants empirically, the actual effectiveness of the formulation depends
not only on their size and tightness but also on how it interacts with the CPLEX
MILP algorithms including preprocessing, cutting, and heuristics.

A new formulation for USAHCoP has been proposed based on the radius concept.
It uses auxiliary variables for the maximum distance between hubs and their nodes.
This formulation, while slightly weaker than any of the others, is much more compact
and was shown empirically to perform better, a similar conclusion found for other
hub problems [9, 10]. Using the new formulation, instances with up to 200 nodes
were solved that were previously out of reach for exact solution approaches.

Further work will be required to see whether the facet-defining inequalities for
USAHCOP can be used to produce higher performing algorithms. For example, it may
be possible to develop a branch and cut approach to exploit the stronger constraints
without paying as larger a price for the exponential growth in the number of such
constraints and nonzero coefficients.
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Search Strategies for Problems
with Detectable Boundaries
and Restricted Level Sets

Hanyu Gu, Julia Memar and Yakov Zinder

Abstract The chapter is concerned with a class of discrete optimisation problems
which includes a number of classical NP-hard scheduling problems. The considered
solution method is an iterative procedure that at each iteration, it computes a lower
bound on the optimal objective value and searches for a feasible solution attaining
this bound. The chapter describes three search methods—descending search, ascend-
ing search, and their combination. These methods are illustrated by considering their
implementations for the unit execution time unit communication delay maximum
lateness problem with parallel identical machines. The resultant algorithms are com-
pared by means of computational experiments.

Keywords Discrete optimization * Scheduling theory * Exact methods + Maximum
lateness

1 Introduction

The class of discrete optimisation problems considered below has been originally
introduced in [2]. This class includes a number of well-known NP-hard schedul-
ing problems (see [2, 4]) and is defined by the following properties of the objec-
tive function and feasible region. The objective function F(x,x,, ...,x,) is a non-
decreasing function defined on the n-dimensional hypercube of points with integer
coordinates, satisfying the inequalities 0 < x; < p(n), 1 < i < n, where p is a poly-
nomial. It is assumed that p(n) is integer. The objective function F should be min-
imised on a subset X of the above hypercube, satisfying the condition stated below as
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Property 1. In addition, it is assumed that F has two properties, stated below as Prop-
erties 2 and 3.

Two of these three properties are based on the following notion of dominance.
A pointa = (a;,a,, ... ,a,) dominates point b = (b, b,, ..., b,) if b; < g; forall 1 <
i < nand at least one of these inequalities is strict. The property of the feasible region
X is concerned with its boundary, where the boundary of X is the set of all points in
X which do not dominate any other point in X.

Property 1 There is an algorithm which for any point in X in polynomial time deter-
mines whether or not this point is on the boundary of X.

The Property 2 uses the notions of a F-dominant set and a level set. For any value
F of F, a set D in the domain of F is F-dominant if F(x,,x,,...,x,) = F for all
(X1, Xy, ..., x,) € D, and if F(y;,y,,...,y,) = F and (y,,y,,...,y,) & D imply that
there exists a point in D which dominates (y,,,,...,y,). For any value F of F,
a level set, denoted by A(F, F), is an F-dominant set with the smallest cardinality
among all F-dominant sets. It can be shown (see [2, 4]) that for any value F of F,
the corresponding level set is unique.

Property 2 For any value F of F, the corresponding level set can be found in poly-
nomial time.

The third property, which specifies the considered class of discrete optimisation
problems, is also related to F.

Property 3 For any value F’ of F such that F’ < F(p(n), ..., p(n)), the smallest value
of F, which is greater than F’, can be found in polynomial time.

The optimisation procedure, presented in [2, 4], is an iterative algorithm that at
each iteration uses some lower bound on the optimal value of F. All lower bounds
belong to the range of F. Of course, F(0,...,0) can be taken as an initial lower
bound, but a tighter bound may improve the convergence. At each iteration with some
lower bound F, the optimisation procedure searches for a feasible point dominated
by one of the elements constituting A(F, F). Property 2 guarantees that all elements
of A(F, F) can be enumerated in polynomial time, and the optimisation procedure
uses them in succession. If a feasible point, dominated by some element of A(F,F),
has been found, the optimisation procedure terminates with this point as an optimal
solution. Otherwise, using Property 3, the optimisation procedure finds a new lower
bound and starts a new iteration.

Search for a feasible point, dominated by an element of A(F, F), can be conducted
in several different ways. This gives rise to three different approaches—descending,
ascending, and descending-ascending search methods. The approach, presented in
[2, 4], will be referred to as descending. In all three approaches, each (a, ... ,q,) €
A(F, F) initiates a search tree, where all nodes correspond to points in the domain
of F. The difference between the descending, ascending, and descending-ascending
approaches is in the method of constructing the search tree. These three methods are
presented below.
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2 Descending Method

According to the descending method, presented in [2, 4], the root of the search tree
corresponds to (ay, ...,a,) € A(F,F). At each stage of construction of the search
tree, the optimisation procedure chooses a node which does not have successors in
the already constructed fragment of this tree and connects this node to one or several
new nodes (branching). The new nodes correspond to points dominated by the point
corresponding to the node at which branching occurs.

Letd = (d,,....d,) € X be a point which corresponds to a node without succes-
sors in the partially constructed search tree. Let

d,...,d)= min max[x.—d;].
,0( ! n) (Xp,...%,)EX ISan[ 4 j]

Point d dominates at least one feasible point if and only if

pd,,....d,) L0. (1)
One of the problems that possesses Properties 1, 2, and 3 is the makespan minimisa-
tion problem with parallel identical machines, unit execution time (UET) tasks, and
precedence constraints. Since this problem is NP-hard in the strong sense (see [1]),
the question whether or not (1) holds is in general an NP-complete problem. Hence,
instead of p(d,, ..., d,), one may attempt to calculate some p such that

P < p(dy, ... d). )

The method of calculating p depends on F' and X. Some examples can be found in
[2, 4].

If p > 0, then d is fathomed, i.e., no branching at d is required. If p < 0 or p has
not been calculated at all, then d can be projected onto X, where the projection of d
onto X is a point with the smallest # among all points (d; + ¢, ..., d, + t) satisfying
d, +t,...,d,+1) € X. Of course, the projection may not exist. It is easy to see,
that if the projection (d, + 7, ...,d, + 7) exists and 7 < 0, then d dominates this
projection, and the optimisation procedure terminates because the projection is a
feasible point.

If the projection (d; +7,...,d,+ 7) exists and 7 > 0, then this projection
dominates d, and therefore, dominates any point dominated by d. Hence, if (d; +
7, ...,d, + 7) belongs to the boundary of X, then d cannot dominate any feasible
point and the corresponding node of the search tree should be fathomed. Further-
more, if the projection (d| + 7, ..., d, + 7) belongs to the boundary of X and dom-
inates a, then the same reasoning leads to the conclusion that the entire search tree
should be fathomed, because a cannot dominate any feasible point.

The two remaining cases are when the projection (d; + 7, ...,d, + ) does not
belong to the boundary of X and = > 0, and the case when the projection does not
exist. In both cases (see for example [2]), there exists (x,, ..., x,) € X and i such that
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max[x; —d;] = p(d,, ...,d,) and x; — d; < p(d,, ..., d,). 3)

1S‘[Sn ] J n 1 1 n
In general, neither index i nor p(d,, ... ,d,) — [x; — d;] are known. The idea is to find
asubset B C {1,...,n} such that, for some i € B, there exists (x|, ..., x,) € X, satis-
fying (3); to calculate a lower bound 0 < 6 < p(d,, ...,d,) — [x; — d;]; to introduce,
for each j € B, a new node corresponding to the point (d}, ..., d), where

J = d,—6 ife=j
e d, ife#j°

if (d, ... ,d:l) is in the domain of F, and to link each such new node with the node
corresponding to d. Although {1, ...,n} is always a possible choice of B, smaller B
may improve the convergence. It is easy to see that each (d, ...,d) is dominated

by d and therefore is dominated by the element of the level set corresponding to the
root of the search tree. Furthermore, for at least one of these new points

pd,....d) = p(d,,....d,).

Therefore, if there exist feasible points dominated by (d,, ... ,d,), then at least one of
them is dominated by one of the new points. Since 0 < a, < p(n) forall 1 <e < n,
after a finite number of steps, the optimisation procedure either finds a feasible point
dominated by the considered element of the level set and terminates with this feasible
point as an optimal solution or establishes that the considered element of the level
set does not dominate any feasible point.

In general, the methods of choosing B and calculating 6 depend on F' and X.
Several examples can be found in [2—4].

3 Ascending Method

According to the ascending method, a search tree for eacha = (a,, ..., a,) € A(F,F)
emanates from the root corresponding to a point which is dominated by a and by
all points in X. Although (0, ...,0) is an obvious choice for the point associated
with the root, a point with a larger value of the objective function may improve the
convergence. As in descending method, all nodes in this search tree correspond to
points in the domain of F and each of these points is dominated by a. In contrast to
the descending method, each branching results in new nodes associated with points
which dominate the point corresponding to the node at which branching occurred.

Letb = (b, ...,b,) & X be a point associated with a node without successors in
the partially constructed search tree, and let (b; + 7, ..., b, + 7) be the projection of
b onto X. Since a dominates b, if

7 < minfg; - b;], “)
1<j<n
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then a dominates (b, + 7, ..., b, + 7) and the optimisation procedure terminates with
the projection as an optimal solution.
Suppose that (4) does not hold and that the projection (b, + 7, ..., b, + 7) belongs
to the boundary of X. If 7 > max, .;,[a; — b;], then the projection dominates a.
Taking into account that a is not a feasible point, this implies that a does not
dominate any feasible point, because otherwise (b, + 7, ..., b, + 7) will dominate
this feasible point which contradicts the definition of the boundary. Hence, the entire
search tree is fathomed. If the projection (b, + 7, ..., b, + 7) belongs to the boundary
of X and
min[a; — b;] < v < max[a; — b;],
1<i<n 1<i<n
then consider the set B of all indices i such that b; + 7 + 1 < a;. Since the pro-
jection (b, + 7, ..., b, + 7) cannot dominate feasible points, for any feasible point
(xq,...,x,) dominated by a (if such a point exists), there exists i € B satisfying
the inequality x; > b; + 7 + 1. Hence, the node, associated with (b, ..., b,), can be
linked with |B| new nodes (branching), one for every i € B. Here, a new node cor-
responding to i is associated with (b, ..., b/), where

b = {b,.+r+1 ifj=1i,
J b; ifj#1i.

The two remaining cases are when the projection (b; + 7, ..., b, + 7) does not
belong to the boundary of X and (4) does not hold and the case when the projection
does not exist. Let X(b, a) be the set of all feasible points that dominate » and are
dominated by a. If X(b, a) # @, then in both mentioned above remaining cases, for

any (xi, ...,x,) € X(b,a), not all n differences x; — b, are equal. Hence, there exists
i such that,

. —b. > min[x; — b;]. 5

x;=b; > min[y; = by} 5)

In general, neither (x,,...,x,) € X(b,a) nor index i are known, and the idea is to

find a subset B C {1, ...,n} such that if X(, a) # @, then there exists (xi, ..., x,) €
X(b,a) and i € B such that (5) holds; to calculate a lower bound 1 <6 <x; —b; —
min, ;. [x; — b;]; to introduce, for each j € B, a new node corresponding to the point
b =(b),...,b"), where
b - {be+5 ife=j
e b, ife#j°

if &’ is dominated by a, and to link each such new node with the node corresponding
to b. Similar to the descending method, although {1, ... ,n} is an obvious choice for
B, smaller B may improve the convergence.

It is easy to see that if X(b, a) # @, then for at least one (x4, ..., x,) € X(b, a) there
exists a new node and the associated point ' = (V/, ..., b;) such that
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min [x; — b/] = min[x; — b;] > 0.
1<j<n 1<j<n

Hence, if X(b, a) # @, then X(b', a) # @ for at least one new node. On the other hand,
each (b, ..., b; ) dominates b. Since all coordinates of all points are nonnegative
integers bounded above by p(n), after a finite number of steps, the optimisation pro-
cedure either finds a feasible point dominated by the considered element of the level
set and terminates with this feasible point as an optimal solution or establishes that
the considered element of the level set does not dominate any feasible point.

4 Descending-Ascending Method

As the name suggests, the descending-ascending method is a combination of the
descending and ascending methods. Therefore, each node of the search tree for the
currently considered a = (a,, ..., a,) € A(F,F) is associated with a pair of points.
All these points are in the domain of F. The root of the search tree is associated with
a pair where the first point in the pair is a point dominated by all points in X, i.e., by
all feasible points, and by a, whereas the second point in the pair is « itself. For all
other nodes of the search tree, the pair (b, d) of points, associated with a node, has
the following property: b & X, d € X, d dominates b, and a dominates d.

Let b and d be a pair of points, associated with a node of the search tree that does
not have successors in this tree. The search procedure attempts to find a feasible point
that dominates b and is dominated by a or to determine that such feasible point does
not exist, and hence, the node has to be fathomed, first by using the ascending method
and ignoring d. If the ascending method cannot achieve this goal, the procedure
ignores b and uses the descending method to find a feasible point dominated by d.

If both, ascending and descending, methods, using point b and point d, respec-
tively, have failed to find a desired feasible point or to establish that such point does
not exist, then branching occurs. Branching is generated either using the ascending
method and the point b, or using the descending method and the point d, but not
using both methods simultaneously. If the ascending method is selected for branch-
ing, this method is modified in order to satisfy the following condition: each resul-
tant point b’ should be dominated by d. If the descending method is selected for
branching, this method is modified in order to satisfy the following condition: each
resultant point ¢’ should dominate b. The choice of what method among the two
should be used for branching can be made in many different ways. For example,
the selection criterion may be the cardinality of the sets B, used by the methods.
Let b= (by,...,b,), d=(d,,...,d), b =, ... ,b'), and d' = (d;,....d), then
another example is a selection criterion based on the comparison of max,,,(d; —
b)) and max,,(d —b,).



Search Strategies for Problems with Detectable Boundaries ... 155

5 Applications

As an illustration, consider the following scheduling problem
Plprec,c; = 1,p; = 1|L,,4 (6)

where P indicates that a set of tasks N = {1, ..., n} is processed on parallel machines,
prec and p; = 1 specify that tasks are subject to precedence constraints and that all
processing times are one unit of time, and ¢; = 1 signify the unit communication
delays. No preemptions are allowed; a feasible schedule ¢ is specified by tasks’ com-
pletion times C;(c), 1 < i < n, which are assumed to be positive integers. Let m be
the number of parallel machines. It is easy to see that even if the tasks are scheduled
one at a time, C;(¢) < n, 1 <i < n. Thus, the feasible region X can be viewed as a

set of points with integer coordinates (C, (o), ..., C,(0)) satisfying:

e 1<Ce)<n, 1< i<

e |{i: Cio) =t} <mforallinteger 1 <t <m;

* Ci(0) <Ci(o) — 1 foralliand;suchthati — j;

« ifi > jandi — g, then Ci(c) < max(Cy(0), C,(0)) — 2;
« ifi > jand h — j, then Cj(c) = min(Cy(0), C,(0)) + 2.

The objective is to minimise maximum lateness
Lmax(a) = IJIE}VX(C}(O-) - dj)3 (7)

where C;(0) is the completion time of a task j in schedule ¢ and d; is the task’s due
date, assumed to be integer. In what follows the time slot # is an interval [ — 1, ¢]. The
time slot 7 is complete (in respect of the given priority y,) if there are m tasks j with
priority y; > p, and completion time C;(c) = 7, otherwise the time slot is incomplete.
Let Q(i) be the set of predecessors of task i and K(i) be the set of successors of the
task i. Then, for each task i € N calculate the following:

 The lower bound for completion time c;:

1, itQi) =0
¢ = € 0Wand g > c)| - 1
! max {c+ [ } + 1} otherwise,

c<c<c m

where ¢ and ¢ are the smallest and the largest ¢; among j € Q(i).
» The priority y;:

max d; — d;, ifK@) =0
jEN
M = [{j:jeK@and y; > p}| -1
max {max dj —d;, max {y + [ ! ] +1 } } otherwise,
JEN HSu<ji m

where y and j are the smallest and the largest pj among j € K(i), and d; is the task’s due date.
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It has been shown in [3], that for any schedule o

L,.(c)= 1}1ee]1vx(Ci(6) + p;) — r}é?vx d;. ®)

5.1 The Procedure

According to the optimisation procedure, described in Sect. 1, the first step is to
calculate the initial lower bound L. Taking into account (8), we have

L =C—-maxd, ©))

- gEN

where C is the lower bound on mzﬁ((Ci(a) + p;). The next step of the procedure
- e

requires to determine the level set for the value of the objective function. It is easy
to see that the level set consists of only one point (a,, ..., a,) for any value L of the
maximum lateness function, where a;, for 1 <i < n, is defined as a; = L + d,.

Thus, for the only point of the level set (a4, ...,a,), the procedure determines
whether or not there exists a feasible point (x,, ..., x,) € X, which is dominated by
(ay, ...,a,). In other words, is there a feasible schedule o, such that

max(C;(c) —a;) £0 (10)
ieN
Taking into account (8), (9) and the above definition of a;,
max(C;(c) — a;) = max(C,(c) — (L+d))) =
ieN ieN =
max(Ci(o) + ;) = max d,—(C- max dy) = max(Ci(o) + p;) - C.
Thus, the inequality (10) holds if and only if the following inequality holds:
max(Ci(o) + u;) < C. (11
ieEN -

The lower bound C is calculated as

it C. d u.
g:max{max {c—1+[|U Gzcan MJZ”}|]+/1}}, (12)

c<e<t |\ psp<i m

where ¢ and ¢ are the smallest and the largest ¢; among i € N and y and ji are the
smallest and the largest y; among i € N. -

The procedure constructs a search tree in order to find a feasible schedule satis-
fying (11) for the current value of C using descending, ascending, or descending-
ascending methods. If the procedure determines that such a schedule does not exist,
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it retains C, the next smallest value of ma}vx(Ci(a) + p;) such that C > C. The new
i€ -

iteration starts with the new lower bound C > C. Once a schedule satisfying (11) for

the value of C is found, the optimal value L* is calculated as L* = C — max d,.
2 =0

5.2 Descending Method

Consider the partially constructed search tree associated with the current lower
bound C. Each node of the search tree is associated with the set of priorities
{4y, ..., n,} and the lower bound LB* calculated with the set of priorities according
to (12). All current existing nodes are queued in the list in non-decreasing order of
corresponding lower bounds. Let C,,,.(6) = rlrg}vx(Ci(a) + u;) and denote by C the

smallest value of C,,,.(c) produced by the search tree so far and by 6—the schedule
such that C,,,.(6) = C. Here are the steps of the descending method:

1. Select the node with the smallest lower bound LB*. If the list is empty and C > C,
the new iteration of the optimisation procedure starts for the new lower bound C.

2. Construct aschedule o using List Algorithm and the list of tasks in non-increasing
order of u.

3.IfC,(0) £C,set L* = C — max d, and terminate the optimisation procedure.
2 =T

Otherwise, go to the next step.

4. Select the task g with the smallest completion time C,(c) among all tasks j such
that C;(o) + p; = C,,,,(0) and let 7 be the first incomplete time slot (in respect
of the priority u,) on the left of g in schedule ¢. If 7 < 1, then ¢ is the optimal
schedule for this set of priorities u. If C,,,.(c) < C,setC= C,.(o)and 6 = 0.
No further branching is required on the node, delete the node and go to the step
1. If 7 > 1 go to the next step.

5. Selectset U= {u: 7 <C,0) <C,(o)and p, > p,} U {g} and the sets:
T={b:Kb)nU#@and C,(c) =7 — 1} and
S={b:Kb)NU#0,0b)NnT =Pand Cy(c) = 7}.

Let the branching set B=T U S. It has been shown in [3] that there exist an
optimal schedule ¢* and j € B such that C,,,.(6*) > C;(6¥) + y;, and thus, the
priority ; can be increased without changing the value of the criterion.

6. For each i € B calculate the new set of the priorities # as follows:

= Hj» ifj#1,
==+ Cyl0) + 1y~ (Glo) + . i =i

Calculate lower bound LB". If LB" < C, create a new node associated with the set of priorities
n and the lower bound LB". Include the node in the list of nodes and re-arrange the list in non-
decreasing order of nodes’ lower bounds. If C < LB" < C, let C = LB". If all elements of the
set B have been considered, delete the current node and go to step 1.
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5.3 Ascending Method

The main difference in the ascending method from the descending method is that we
will be increasing and branching on the sets of the lower bounds {c, ..., ¢, } instead
of increasing and branching on the sets of priorities {4, ..., u,}. In order to select
the branching set, a schedule o is constructed using “ascending” List Algorithm and
the list of tasks in non-increasing order of c. The schedule is constructed from right
to left starting from the time slot = n, assigning the completion time to the first task
i on the list such that n — C;(¢) > p; and the completion times are assigned for all
J € K(i) or K(i) = (. Thus, by construction

max(C;(o) + y;) = n. (13)
ieN

Let y = mi}\r}(Cj(o) —¢;). Let o’ be a schedule derived from ¢ by shifting all comple-
je

tion times by y to the left: C;(6¢”) = C;(6) — y,1 < i < n. Taking into account (13)
and the definition of y,

mz}vx(Ci(a’) +u)<C= mzllvx(Ci(a) +u - <C=
i€ - S -

n-— IjIéi[\I/l(Cj(G) —)<C= r,%ipl/l(cf(a) —¢)zn-C. (14)

As shown above, if the schedule ¢ satisfies (14), then the corresponding o satisfies
(11). Consider the partially constructed search tree associated with the current lower
bound C. Each node of the search tree is associated with the set of lower bounds
on the tasks’ completion times {c,,...,c,} and the lower bound LB¢, where LB¢ is
calculated with the set of {c,...,c,} according to (12). All current existing nodes
are queued in the list in non-decreasing order of corresponding lower bounds LB¢.
Denote by y(o) = r]%i]\rll(C'j-(a) —¢;). Let f be the largest value of y(c) produced by

the search tree so far and & be the schedule such that x(6) = 7. Here are the steps
of the ascending method:

1. Select the node with the smallest lower bound LB¢. If the list is empty and ¥ <
n — C, the new iteration of the optimisation procedure starts for the new lower
bound C=n— j.

2. Construct a schedule o using the “ascending” List Algorithm and the list of tasks
in non-increasing order of cs.

3. If y(o)2n—-C,setL* =C — mz}\)/( dq and terminate the optimisation procedure.
L =%

Otherwise, go to the next step.

4. Select task g with the largest completion time C,(c) among all tasks j such that
C,-(a) —¢= x(o) and let 7 be the first incomplete time slot (in respect of the
priority ¢,) on the right of g in schedule ¢. If 7 > n, then ¢ is the optimal sched-
ule for this set of {c,...,c,}. If y(¢) > 7, set ¥ = y(c) and 6 = o. No further
branching is required on the node, delete the node and go to the step 1. If < n
go to the next step.
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5. Selectset U= {u : Cy(0) <C,(o) <7tandc, >c,}U{g} and the sets:
T={b: Q(_b)mUaéﬂandCb(a)=r+ 1} and
S={b:0b)NU#B,Kb)NT =Pand Cy(c) = 7}.

Let the branching set B = T U S. Similar to the descending case, there exist an
optimal schedule 6* and j € B such that y(¢™) < C;(6™) — ¢;, and thus, the ¢; can

be increased without changing the value of the criterion.
6. For each i € B calculate the new set of the priorities ¢ as follows:

_ e ifj#1i,
5= { G =¢+C0) = ¢;— (Cylo) —cp), ifj=i.
Calculate lower bound LB¢. If LB¢ < C, create a new node associated with the
set of priorities ¢ and the lower bound LB¢. Include the node in the list of nodes
and re-arrange the list in non-decreasing order of nodes’ lower bounds. If C <
LB¢ <n— y,let y =n— LB If all elements of the set B have been considered,
delete the current node and go to step 1.

5.4 Descending-Ascending Method

The descending-ascending method incorporates the elements of both descending and
ascending methods. Consider the partially constructed search tree associated with
the current lower bound C. Each node of the search tree is associated with the sets
{cis...,c,} and {yy, ..., u,}, and the lower bound LB, where LB is calcu-
lated according to (12). All current existing nodes are queued in the list in non-
decreasing order of corresponding lower bounds LB#), Denote by ¢ the schedule
constructed by “descending” List Algorithm, and by o“—the schedule constructed
by “ascending” List Algorithm. Denote by A“#) = min{n — y(¢%), C,,,.(c9)}. Let 4
be the smallest value of 4“*) produced by the search tree so far and & be the schedule
that produced this value. Here are the steps of descending-ascending method:

1. Select the node with the smallest lower bound LB, If the list is empty and
A> C, the new iteration starts for the new lower bound C=A

2. Construct a schedule ¢ with the “descending” List Algorithm and the list of
tasks in non-increasing order of us and a schedule ¢ with the “ascending” List
Algorithm and the list of tasks in non-increasing order of cs.

3. If y(6¥) 2n—CorC (69 < C,setL*=C-— r;lea]\); d, and terminate the opti-

max

misation procedure. Otherwise, go to the next step.

4. Select task g¢ and incomplete time slot 7¢ for the ¢¢ similar to the step 4 of
descending algorithm and select task g and incomplete time slot z¢ for the ¢
similar to the step 4 of ascending algorithm. If ¢ > n or 7¢ < 1, then either 6 or
o is the optimal schedule for this set of {cy, ..., c,} and {1, ..., u, }. If AW <
A, set A = A©®_ No further branching is required on the node, delete the node
and go to the step 1. If ¢ < nand 77 > 1, go to the next step.
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5. Select the “descending” and “ascending” branching sets B¢ and B¢, repeating the
steps 5 and 6 of the descending and ascending methods.

6. Choose the branching set B out of B and B according to some criterion. We
implemented three criteria of selection of the set B:
Method dal: Choose the set of the smallest cardinality;
Method da2: For each element 4 € B¢, calculate the new priorities {;4?, . /4’; 1,
and for each element ¢ € B¢, calculate the new set {c'f, ..., ¢ according to step
6 of the descending and ascending methods correspondingly. For each branching
set, calculate the maximum “window”:

W(B) = max{max(C - ¢ - 1)},

Choose the branching set with the smallest maximum window;
Method da3: Similar to the previous case, calculate the set of new priorities for
B? and B?. Then, for each of the sets calculate the average “window”:

2 2(C-c =)

jEB ieN

AV(B) = i

Choose the branching set with the smallest average window.

7. Calculate lower bound LB for the new sets of cs and us. If LB“# < C, create
a new node associated with the sets of priorities and the lower bound LB,
Include the node in the list of nodes and re-arrange the list in non-decreasing
order of nodes’ lower bounds. If C < LB < A, let 4 = LB©#_ If all elements
of the set B be have been considered, delete the current node and go to step 1.

6 Computational Experiments

The computational experiments aimed to compare the descending, ascending,
and descending-ascending algorithms. The computational experiments were con-
ducted by the second author using Ubuntu 14.04 LTS, Intel Core @1.70 Ghz x 2.
The partially ordered sets were obtained from http://www.kasahara.cs.waseda.ac.jp/
schedule/, the Kasahara Laboratory website. It was assumed that all tasks have unit
processing time, and there are unit communication delays. The three groups consid-
ered each consisted of 180 instances of 50, 100, or 300 tasks. For each group, the
experiments were run for 3, 4, 5, and 6 parallel machines. The execution of each
instance was terminated once the search went through 5000 nodes.

Table 1 represents the percentage of the instances solved to optimality. All algo-
rithms solved 92-100% of the instances. At least one of the descending-ascending
methods performed at the same level or better than descending and ascending
algorithms. Table 2 compares descending and ascending methods. The number of
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Table 1 Percentage of the instances solved to optimality

Machines 50 tasks 100 tasks 300 tasks
3 4 5 6 3 4 5 6 3 4 5 6
Descending |98.3 195.6 |98.3 [99.4 | 100 [97.2 |95.6 [97.2 |97.8 |97.2 |96.7 |94.4
Ascending | 97.2 |94.4 |95.6 |97.8 | 100 |96.7 |96.1 [96.7 |98.3 |97.2 |95.0 |92.2

dal 95.6 1939 1983 |98.3 |100 |96.7 |95.6 |96.1 983 |98.3 |97.2 |95.6
da2 98.3 195.6 1983 994 |100 |97.2 |95.6 |97.2 |97.8 |97.2 |97.2 |95.0
da3 98.3 /95.6 |98.3 199.4 |100 972 |95.6 |97.2 |97.8 |97.2 |97.2 |95.0

Table 2 Descending and ascending methods compared

Machines 50 tasks 100 tasks 300 tasks
3 4 5 6 3 4 5 6 3 4 5 6
Descending |12.2 | 89 |10.6 |72 |33 |100 |6.1 |10.0 1.1 |1.7 |44 |78
Ascending 9.4 122 |10.0 |89 |22 44 |89 50 (22 |44 |33 |39

Table 3 Descending-ascending methods compared

Machines 50 tasks 100 tasks 300 tasks

3 4 5 6 3 4 5 6 3 4 5 6
dal 91.7 |192.8 {933 (944 |97.8 |93.3 |91.1 |93.9 |97.8 |96.7 |97.8 |94.4
da2 92.2 190.0 |93.3 193.3 |97.8 |96.1 |92.2 |95.6 |98.9 |96.7 |97.8 |97.2
da3 92.2 190.0 1933 |93.3 [97.8 |96.1 [92.2 |95.6 [97.8 |96.1 |92.2 |95.6

iterations required by each method to solve an instance to optimality was calcu-
lated. The Table 2 shows the percentage of instances where one method required
less iterations than the other, indicating that the methods are sensitive to the struc-
ture of the tasks’ graphs and perform differently on the same instances. Table 3 com-
pares the three descending-ascending methods. The number of nodes required by
a method to solve an instance to optimality was calculated. The Table 3 shows the
percentage of the instances where the number of iterations used by the considered
descending-ascending method is not greater than that of descending or ascending
method. Thus, in 92-98% of instances across all groups of instances and all tested
number of machines, the descending-ascending methods perform at least as well as
either descending or ascending methods.

7 Summary and the Further Research

In this chapter, we have shown that the optimisation procedure, presented in [2—4],
can be viewed as a descending method and it can be complemented by ascending
and descending-ascending methods. Application of all three methods to a schedul-
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ing problem has been implemented. The computational experiments demonstrated
that descending and ascending methods are solving similar number of instances;
however, they perform differently on the same instances. We implemented three
variations of the descending-ascending method which incorporates features of both
descending and ascending methods. At least one of the descending-ascending meth-
ods performed at the same level or better than descending and ascending algorithms.
The aim of the further research is to develop applications of the presented approach
to new types of discrete optimisation problems. In particular, in addition to the prob-
lems considered in [2—4], this optimisation procedure is also applicable to schedul-
ing problems with partially ordered UET tasks and embedded sets of dedicated
machines. This class of scheduling problems includes job-shop and flowshop prob-
lems with unit execution time tasks.
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Alternative Passenger Cars for the
Australian Market: A Cost-Benefit Analysis
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Abstract Petrol or diesel powered cars (henceforth referred as conventional vehi-
cles (CV)) have long been in existence, and currently, 75% of cars in Australia belong
to this category. Hybrids (HEVs), i.e. a vehicle with an electric drive system and an
internal combustion engine running on either petrol or diesel have gained significant
market share in recent years. While hybrids are regularly presented as “greener alter-
natives”, their competitive edge is largely dependent on existing market conditions
(gasoline prices, electricity prices, purchase price and maintenance costs) and the
usage (commuting distances). A new breed of cars, i.e. fully electric vehicles (EVs),
is becoming increasingly popular for city commuters and expected to feature promi-
nently in “Smart Cities” of the future. This study aims to evaluate the performance of
electric vehicles (EVs), hybrid electric vehicles (HEVs) and conventional vehicles
(CVs) based on three major considerations: average gasoline consumption per day,
average GHG emissions in kg-CO, equivalent (kg-CO,-eq) per day and equivalent
annualized cost (EAC), for a typical Australian scenario. Each of the three objectives
are assessed across a range of gasoline prices, electricity tariffs and commuting dis-
tances. Four vehicles have been considered in this study (The models for analysis
have been developed based on available open source data with simplifications and
assumptions.): two EVs (Nissan LEAF and a BMW i3), one HEV (Toyota Prius)
and one CV (Hyundai i30). For a typical city commute of 50 km/day, the average
gasoline consumption varies between 0 to 2.30 litre per day, average GHG emission
varies between 8.25 to 12.57 kg-CO, equivalent per day, and equivalent annualized
cost (EAC) varies between 9.90 to 38.79 AUD per day. With such a variation, the
choice of one vehicle over another is largely dependent on user preferences. The
chapter also presents an approach to customize EVs i.e. effectively develop EV or
HEVs to be attractive to a particular market segment.
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1 Introduction

Emissions in the transport sector have grown by 50% over the last two decades and
now account for 17.2% of Australias total GHG emissions, totalling approximately
92.8 mega-tonnes of CO,(e) annually [1]. The Department of Environments National
Greenhouse Gas Inventory reports suggest that cars account for 48% of Australias
transport emissions [2]. A breakdown of Australias Transport emissions is shown
in Fig. 1. In order to reduce the overall emissions as well as our reliance on fossil
fuels, there is an impetus towards development and adoption of cars that are more
efficient and run on cleaner/renewable energy sources. However, for any consumer
product, initial and maintenance costs are both important considerations that affect
the product’s viability in a competitive market. Recent advancements in lithium-ion
batteries and charging technology have paved the way for electric vehicles (EVs) and
hybrid electric vehicles (HEVs). EVs are similar to hybrid electric vehicles (HEVs)
except that a EV has a larger lithium-ion battery pack with plug-in charging capa-
bility. While EVs are quite regularly used for city commutes (shorter distances with
pre-charged batteries), HEVs offer the opportunity for an extended range of oper-
ation, for example a trip between two close cities. HEVs use electric power from
the battery to power the vehicle at low speeds, whereas at higher speeds, it relies
on a conventional engine combined with electricity from the battery to meet power
demands [3]. Furthermore, if one opts for a HEV, she/he can avoid the daily (often
twice daily) necessity of charging the batteries as required for EVs. This study aims
to objectively evaluate the performance of EVs with other alternatives (HEVs and
CVs) based on gasoline cost, GHG emission and equivalent annualized cost. Nissan
LEAF and BMW i3 are the two representative EVs used in this study. Toyota Prius is
selected as a representative model for HEV, and Hyundai 130 is used as the baseline
CV model. Basic specifications of each vehicle are outlined in Table 1, followed by
the details of the underlying model and assumptions.

Fig.1 Australia’s transport Motorbikes

emissions Domestic Aviation

Domestic Marine

Cars

Light Commercial Vehicles
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Table 1 Vehicle specifications

165

Nissan LEAF BMW i3 Toyota Prius Hyundai i30
Type 5 door hatch 5 Door Hatch 5 door hatch 5 door hatch
Price (AUD) 39,990 AUD [4] |63,900 AUD [5] |26,133 AUD [6] |19,990 AUD [7]
Engine 80 kW electric 125 kW electric 1.8Land 53kW |1.6L [11]

motor [8] motor [9] electric motor

[10]

Battery 24 kWh Li-ion 22 kWh Li-ion 1.3kWh NiMH | N/A

[12] [13] [10]
0-100 km/h (s) 8 [8] 7.2 9] 10.9 [10] 11.1 [11]
Approx. Range 130 [8] 190 [9] 1100 [10] 1000 [11]
(km)
Fuel tank N/A N/A 43 [10] 50 [11]
capacity (1)
Gross weight (kg) | 1900 [8] 1620 [9] 1775 [10] 1890 [11]
Battery charge 08:00 [8] 07:30 [9] N/A N/A
time (h)

2 Model

The vehicle models used in this study have been derived from those reported in [14]
(which used US data). The economic and usage parameters of the models have been
updated based on Australian data. Furthermore, additional updates have been incor-
porated into battery-related data reflecting technological progress since the original
study in 2010. We consider a typical mid-sized Australian city, Canberra, for this
study. In order to study the objectives of interest (gasoline consumption, GHG emis-
sions, annualized cost) over a variety of likely scenarios, the existing gasoline and
electricity prices in Canberra are varied over a range of +20% with daily distance
of commute set as 25, 50, 75, 100 and 150 km. These values were chosen to repre-
sent typical distances travelled, the lower values representing a daily commute, and
higher ones representing a trip to Goulburn.

The model of each vehicle is defined using four variables: the engine scaling
factor (x;), the motor scaling factor (x,), the battery pack scaling factor (x;) and
battery energy swing (x,). We have used the average values of the variables x|, x,,
x5 and x, for each vehicle type, since upper and lower bounds for each were reported
in [14].

The decisions in this study are solely based on three objectives: average gasoline
consumption per day, average GHG emissions in kg-CO, equivalent (kg-CO,-eq) per
day and equivalent annualized cost. Other aspects, such as aesthetics and popularity
of a brand, are not considered in this study. For complete details of the models,
interested readers are referred to [14]. The notations followed in this study are the
same as those in [14] for easier interpretation and comparison. The parameters of
the model that have been updated are listed below.
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« k is the battery energy capacity per battery cell. This parameter only affects the
models of the EVs. For Nissan LEAF, battery energy capacity is 24 kWh [12] and
the number of battery cells is 192 [12]. This leads to a x value of 0.125 kWh/cell.
Similarly, for BMW i3, the battery energy capacity is 22 kWh [13] and number of
battery cells is 96 [13] which results in a x value of 0.229 kWh/cell.

1 denotes the battery charging efficiency, a factor only affecting the EVs. In this
study, np is taken as 90.5% [15] and 93.4% [16] for Nissan LEAF and BMW i3,
respectively.

vy denotes the electricity emissions, which only applies for the EVs. The values for
electricity emissions were taken from the U.S. Environmental Protection Agency
report which states that Nissan LEAF produces an average of 194 g-CO,/mile [17]
and the BMW 13 produces an average of 175 g-CO,/mile [17] from upstream elec-
tricity emissions.

The range, battery energy capacity and v values for Nissan LEAF are 134 km [18],
24kWh [12] and 0.673 kg-CO,/kWh. The corresponding values for BMW i3 are
160 km [19], 22kWh [13] and 0.790 kg-CO,/kWh.

* v,; denotes the gasoline life cycle emissions. Since EVs are fully electric, the val-
ues of v for Nissan LEAF and BMW i3 are considered as zero. For the HEV (Toy-
ota Prius), v is 80 g-CO,/km [10]. For the CV (Hyundai i30), v, is 125 g-
CO,/km [11]. The fuel economy of Toyota Prius is 29.41 km/1 [10] resulting in v,
of 2.352 kg-CO,/1. Similarly, for Hyundai 130, the fuel economy is 21.7 km/1 [11]
which results in v; of 2.717 kg-CO,/1.

* Vypy 1s defined in the model as life cycle GHG emissions associated with vehi-
cle production. This parameter is kept same for all the vehicle types as 8500 kg-
CO, [20].

» s denotes the expected lifetime of the vehicle. We have used the period of
warranty as the vehicle’s life. For the Nissan LEAF [18], BMW i3 [19] and Toy-
ota Prius [21], s; ;7 is considered as 100,000 km. For the Hyundai 130, s,z is
160,000 km [22].

» D denotes the number of driving days per year. For all vehicles, this is assumed to
be 300 days per year.

 cpuqp denotes the base cost of the vehicle. The price was taken as the drive away
price from a dealer in Canberra in Australian Dollars (AUD). The ¢, g for the Nis-
san LEAF, BMW i3, Toyota Prius and Hyundai 130 are 39,990 AUD [4], 63,900
AUD [5], 26,133 AUD [6] and 19,990 AUD [7], respectively. cg,r denotes the bat-
tery or the cost of replacement of a battery. This parameter is only relevant for the
two EVs and the HEV. For the Nissan LEAF, BMW i3 and Toyota Prius, the values
of ¢y are 5,499 AUD [23], 13,725 AUD [24] and 2,400 AUD [25], respectively.
Therefore, in our model, the base cost (cp4g;) has been modified for individual
vehicles in such a way that the total vehicle related cost (cy) for each individual
vehicle is similar to the drive away price including the battery cost (cg47).

« ry denotes the nominal discount rate, the value of which was taken directly from
the Reserve Bank of Australia database. This value does not change between dif-
ferent vehicles. The value of ry as of 26 March 2016 is 0.02 [26].
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» r; denotes the inflation rate. The value of r; was taken directly from Reserve Bank
of Australia database and does not change with the vehicle types. The value of r;
as of 26 March 2016 is 0.017 [27].

e ¢y denotes the annual average residential electricity price. For the model dis-
cussed in this chapter, the current cost of electricity (c;) was taken as 0.1727
AUD/kWh [28].

* ¢ denotes the annual average gasoline price. The current cost of fuel is taken from
ACT (Australian Capital Territory) Fuel Watch which was 1.02 AUD/1 [29] on 27
March 2016.

3 Numerical Experiments

Having discussed the details of the vehicle models in the previous section, we present
details of the analysis in this section. Specifically, we explore the performance of the
vehicles under a range of different market scenarios, such as variations in gasoline
and electricity, as well as for various commuting distances.

3.1 Experimental Set-Up

Figure 2 shows recent trends in fuel and electricity prices. Annual average data of
fuel and electricity prices was taken from the Australian Institute of Petroleum [30]
and the Australian Energy Market Operator [31], respectively.

The performance of the vehicles was assessed with the gasoline prices, and cost
of electricity varying between +20%, i.e. values of c; and ¢ were varied between
0.13816/kWh to 0.20724/kWh and 0.816 AUD/I to 1.224 AUD/I, respectively, for
each daily commuting distance of 25, 50, 75, 100 and 150 km.
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Fig. 3 Objective values for the four vehicles for various commute distances

3.2 Results and Discussion

The performance of the vehicles are presented in Fig. 3 for 605 instantiations i.e. 11
different values of ¢z and ¢ and 5 different values of commuting distances. One can
clearly observe that BMW-i3 has significantly large value of EAC when compared
with other alternatives. Not surprisingly, the gasoline consumption is zero for the
EVs, followed by HEV and then the CV. It is interesting to take note that the GHG
emissions are still quite high for EVs. While the manufactures state zero tailpipe
emissions for vehicles running in EV mode, the upstream electricity emissions from
each car are considered in this model and are found to be of noticeable value. One
can also notice that BMW i3 has the highest GHG emission among all the types of
vehicles considered by virtue of its larger battery pack.

Next, we present the spider plots for all distances in order to aid decision-making
for a user among the four options, in Fig. 4.

For commuting distances up to 150 km/day, BMW-i3 is a “dominated” alterna-
tive, which essentially means that among the four alternatives, there is one alternative
which is better in at least one and equal or better in all the other performance indica-
tors. Thus, a choice except BMW i3, in such a situation, would need additional user
preferences.

It is evident that the EAC is significantly higher for EVs. While advancement in
battery technology is likely to bring this down over the years, such a large gap is
likely to affect uptake of EVs in short term. It is also important to take note that
gasoline prices do not affect EV’s commuting shorter distances, i.e. those that are
within the battery range. A more detailed model of battery replacement would have
provided better insights as the replacement cost is a part of what makes the life cycle
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Fig. 4 Difference in objective values based on distances

cost of the two EVs so large. By not replacing these batteries periodically, but instead
only when it is required, the life cycle cost of these vehicles could be brought down
allowing them to compete with the other vehicles in the market.
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4 Optimizing EVs for Different Market Segments

In the above analysis, the performance of each vehicle was analyzed across a range of
operating conditions i.e. gasoline and electricity tariffs and driving distances. In this
section, we illustrate the importance of modularity and opportunities for re-design
to be attractive to a particular market segment. Once again we assume a simple sce-
nario for illustration only, and the same principle can be used to re-design other
EVs. Let us assume, one is interested to identify or offer alternative Nissan LEAF
designs for individuals commuting an average daily distance of 50 km. Since this
process considers a range of battery pack scaling factor, the cut-off distance will
vary. Therefore, beyond the cut-off distance, the EVs have to consume gasoline. In
this chapter, for this EV, the value of gasoline life cycle emission (v,;) beyond cut-off
distance is considered to be the same as Toyota Prius i.e. the HEV. To achieve this,
a population-based evolutionary optimization algorithm was run with a population
size of 100 solutions evolving over 100 generations. The probability of crossover,
probability of mutation, distribution index of crossover and mutation was set to 1,
0.1, 30 and 20, respectively, with the bounds of the variables x;, x,, x; and x, set
as [0.5263, 1.0526], [0.9615, 2.1154], [0.2, 1] and [0, 0.8], respectively. The trade-
off set of solutions are presented in Fig. 5, while the variation in optimal variable
values (x;, x,, x5 and x,) are presented in Fig. 6. One can clearly observe that there
is an opportunity to present an user with a design with an EAC of 21.51 AUD as
opposed to the baseline EAC of 25.59 AUD for Nissan LEAF. While in this simple
example, we have considered a fixed distance of commute of 50 km, one can use a
probabilistic distribution that reflects the usage of the market segment. The design
corresponding to EAC of 21.51 AUD is essentially a HEV design. Such an exer-
cise also provides insights to upstream processes, i.e. effect of the variables on the
performance indicators and their relationship.

Fig. 5 Trade-off set: Nissan 26
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5 Summary and Future Work

Automobiles are one of the major contributors to greenhouse gas emissions. In order
to reduce the detrimental effects on environment as well as reliance on fossil fuels
for a sustainable future, greener alternatives such as EV and HEV are increasingly
drawing attention. However, from a customers’ point of view, other aspects such
as initial and running/maintenance cost also play a major role in their choices. In
this study, we evaluated the performance of EVs, HEVs and conventional vehicles
(CVs) based on average gasoline consumption per day, average GHG emissions per
day and equivalent annualized cost (EAC), in a typical Australian scenario. Towards
this goal, we modified existing models based on US data reported earlier and incor-
porated updates based on battery technology developments since the original study.
Using these models, we assessed the above three objectives for a range of variation in
gasoline prices, electricity tariffs and driving distances for four representative cars:
Nissan LEAF, BMW i3 (both EV), Toyota Prius (HEV) and Hyundai 130 (CV). It
was observed that for distances up to 150 km, BMW i3 was dominated by one of the
other alternatives. Interestingly, it was also observed that overall GHG emissions are
still high for EVs due to upstream electricity emissions. At the same time, EAC is
also high for EVs, implying that they are not currently attractive from a cost point
of view, but have a possibility of being so with further advancement in technology
or incentives. The second exercise illustrated the methodology to optimize any vehi-
cle to make it more attractive for a market segment. A family of Nissan LEAF EV
redesigns were generated that would be attractive for users commuting a daily dis-
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tance of 50 kms. It is important to take note that some of the redesigned vehicles cor-
respond to HEVs. It is clear that significant benefits can be offered through re-design
and modularization which is expected to be a regular feature in next generation of
vehicles. Apart from identifying alternative designs, the optimization exercise also
offers interesting insights that can influence upstream processes.
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A Quick Practical Guide to Polyhedral
Analysis in Integer Programming

Vicky Mak-Hau

Abstract Polyhedral analysis is one of the most interesting elements of integer pro-
gramming and has been often overlooked. It plays an important role in finding exact
solutions to an integer program. In this paper, we will discuss what polyhedral analy-
sis is, and how some constraints for an integer programming model are “ideal” in the
sense that if the model contains all of these “ideal” constraints, then the integer opti-
mal solution can be obtained by simply solving a linear programming relaxation of
the integer program. This paper serves as a quick guide for young researchers and
PhD students.

Keywords Polyhedral Analysis ° Integer Programming -+ Combinatorial
optimization

1 Introduction

Integer Programming (IP) has been widely used in real-life combinatorial optimiza-
tion problems, such as routing, scheduling, rostering, and hub-locations. There are
three major types of integer linear programs. Let ¢ be a nonnegative vector in R”, g
be a nonnegative vector in R”, A be an m X n matrix, D be a m X p matrix, and b a
m-vector, with all elements in ¢, g, A, D, and b real numbers.

A mixed integer linear programming problem (MILP) is of the form:

max{cx+gy : Ax+Dy<b, x€Z", ye R} (D
As with usual practice, we do not distinguish between row and column vectors in

our notation. The focus of our paper will be on pure integer linear programming
problems (ILPs):
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max{cx : Ax<b, x € Z’i}, 2)

and in particular, pure binary linear programming problems (BIPs):
max{cx : Ax<b, x€ {0,1}"}. 3)

Of all aspects of an integer programming model, perhaps one is most interested in

how well it performs in terms of finding the optimal solution(s). Without doubt, the

solution methodology used (e.g., branch-and-bound, branch-and-cut, column gener-

ation etc.) plays a key role in the computational performance; however, the perfor-

mance also largely depends on the strength of the constraints of the integer program.
Consider two pure general integer programs described below.

IP1: max{cx+dy : 2x+2y <5, x,ye Z} (@)
P2 . max{cx+dy : x+y<2, x,yE€”Z} )

Both IP1 and IP2 contain the same set of feasible integer points:
X =1{(0,0),(0,1),(0,2),(1,0),(2,0), (1, D}.

But IP2 is better in the sense that by solving the LP relaxation of P2, we get the
integer solution for free and hence obtain the optimal solution to the integer program,
whereas with IP1, depending on the values of ¢ and d, we may get a fractional value
when an LP relaxation is solved, in which case we obtain only an upper bound to
the optimal value of the integer program. IP2 is, therefore, an ideal formulation. We
now introduce the mathematical background, definitions, and notation.

Let P={x € R} : Ax < b} be a polytope (a bounded polyhedron) containing
the set of all integer solutions to the system of linear inequalities Ax < b. A point
x € Pis a convex combination of points in P if there exists x, fori € {1, ...t} such
thatx =Y _ Ax’, where Y/ A, =1and ;;>0foralli=1,..,r.LetX={x€
Z' : Ax < b}. In this case, P is the linear programming relaxation of X.

The convex hull of X denoted by conv(X) contains all feasible convex combina-
tions of the points in X. An integer programming model is ideal if P = conv(X),
in which case solving P will produce naturally integer solutions, hence the optimal
solution for the integer program. In other words, there is no LP-IP (integrality) gap.
There are very few classic combinatorial optimization problems that present no inte-
grality gap, except for the ones for which the following property holds.

Proposition 1 ([1], Proposition 3.3) A linear program max{cx : Ax < b, x € R}
has an integral optimal solution and finite optimal objective value under the neces-
sary and sufficient condition that A is totally unimodular, and that b is a vector of
integers.

One classic combinatorial optimization problem with such properties is the assign-
ment problem.
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We say that P is full-dimensional if dim(P) = n, the number of decision variables,
in which case, one can find n + 1 affinely independent points in P.

Consider again the system of linear inequalities Ax < b. Let M~ be the index sets
of equality constraints in Ax < b, we denote these constraints by (A=, b=); and M= be
the index sets of inequalities of Ax < b, we denote these constraints by (A<, b=). We
assume that (A<, b=) cannot be written as a linear combination of (A=, b~). We have
that M= N M= = @ and that M= U M= = M, with M the index set of all constraints in
Ax < b. Now, if P is not full-dimensional, then dim(P) = n — rank(A=, b™).

LetX = {x € Z} : Ax < b}, if conv(X) is full-dimensional, then there is a unique
set of constraints that describes the conv(X). If such a complete polyhedral descrip-
tion is found, then solving the linear programming relaxation will give us the optimal
solution to the integer program for free.

In most real-life integer programming models, however, particularly the clas-
sic traveling salesman- and vehicle routing-family problems, as there are equal-
ity constraints (the degree constraints), the corresponding polytopes are not full-
dimensional. In such cases, there are in fact infinitely many complete polyhedral
descriptions. Take the following integer program as an example.

X={x,x,€Z|x +x,=6,2<x, <5, 1<x, <4} 6)

The only feasible points are: X = {(2,4), (3, 3), (4,2), (5, 1)} and that conv(X) is one-
dimensional, with (2, 4) and (5, 1) the extreme points. Given these two extreme points
given, one possible complete description of conv(X) is:

X={x,x, €R|x;+x,=6,x, 22, x; <5}. @)
and another is:
X={x,x €R|x;+x,=6,x,2>1, x, <4}. (8)

One can easily see that there are in fact infinitely many complete descriptions of
conv(X).

We now introduce a few terminologies regarding constraints of an integer pro-
gram. Again, let X = {x € Z/, : Ax < b}. For simplicity, we will use (r, ;) to rep-
resent a constraint defined by zx < 7. We say that (z, 7)) is a valid constraint if zx <
7, for all x € X. We say that F defines a face of conv(X) if F = {x € X . zx = 7, }.
A face is a proper face if F # @ and F # conv(X).

A face is called a facet if dim(F) = dim(conv(X)) — 1. One way to show that
(m, m,) defines a facet is to use the following theorem.

Theorem 1.1 ([2], Theorem 3.6 in Sect.1.4) Let P={x € R" : Ax < b}, let
(A=, b7) be the equality set of P € R", and let F = {x € P : nx = m,} be a proper
face. We have that F is a facet of P, if and only if there exists « € R' and u € RM”|
such that (az + pA~)x = (amy + ub~), forall x € F.
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As an illustration, let:
X={x.%.X €Z . x;+x <6, x; <5, x, <4, x3=3}. )

Suppose we want to show that x, < 4 is facet-defining for conv(X). We have that
F={xeX:x,=4},(ar + pA~) = (0, a, p), with a, p as unknowns, and for every
x€F=1{0,4,3),(1,4,3),(2,4,3)}, we have that (0, a, u)x = (ary + ub~) = (4a +
3u). Hence x, < 4 is a facet for X.

The theorem is mathematically very elegant, however in practice, it is easier to
just demonstrate that the dimension of F is one less than the dimension of conv(X),
by finding the rank of the matrix with each row representing a distinct x € F.

A complete polyhedral description is made up of facets. However hard it may
seem, the more facets we can find for an integer program, the more likely we will
have a small integrality gap, and consequently the more likely the exact method based
on the integer program will perform well.

2 The Double Description Methods and Open Source Tools

There are a few good open source software that can be utilized for polyhedral
analysis. For polytopes that are full-dimensional, one can use, e.g., cdd/cdd+ [3]
and PORTA [4]. However, PANDA [5] can handle polytopes that are not full-
dimensional. In any case, all software are based on the idea of double description
of a polyhedron.

The double description method was first proposed in [6]. Essentially, the idea is
that every polyhedron can be described in two equivalent ways: a complete polyhe-
dral description P = {x € R" . Ax < b}, or the set of all extreme points in P, and
from one, we can deduce the other. The former is referred to as the H-representation
and the latter, the V-representation.

To explain how PANDA works, consider the following example.

X={x,ye{0,1}*> : 2x+2y<3}. (10)

We first enter the LP relaxation of (10) into PANDA, using the H-representation, as
below.

Names:
X Y
Inequalities:
2X + 2y <= 3
x <=1

KX K
V. VA
o
o o
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We then run PANDA by entering the command ./panda Toy.ine >
Toy . ext. In the output file Toy . ext, we have the V-representation of the extreme
points of the LP relaxation of (10).

Vertices/Rays:
1 2 2
2 1 2
0 1 1
1 0 1
0 0 1

The points above are the extreme points {(%, 1, (, %), (0,1),(1,0), (0,0)} for the
LP relaxation of (10). For binary integer programs, to obtain the extreme points for
conv(X), one can simply remove the fractional extreme points.

To obtain the facets for conv(X), one can enter the modified V-representation of
the integer extreme points: (0, 1), (1,0), and (0, 0), as below:

Names:
X Yy
Vertices:
0 1
1 0
0 0

with the command . /panda Toyl.ext > Toyl.ine. PANDA will then
return the facets for conv(X).

Inequalities:
-x <=0
-y <= 0

x+y <=1

Since conv(X) is full-dimensional, the three constraints above define the complete
description of the convex hull, and the description is unique.

In Fig. 1, we present an example of a basic formulation, in H-representation, of the
Cardinality Constrained Multi-cycle Problem (CCMcP) [7] (see Model 4 therein),
with only four vertices on the graph, and a cardinality restriction of three. (Readers
are referred to the paper for the IP model, hence we do not repeat the description of
CCMCP in this paper.)

When we execute PANDA, we obtain all the extreme points for the LP relaxation,
including the fractional ones. After removing the fractional points, we obtain the set
of extreme points in Fig. 2.

For pure binary integer programming problems, the extreme points of the convex
hull are in fact the set of all feasible points. Let x} and x be two distinct extreme
points of a BIP; let X = {x € {0,1}" : Ax <b}; and let x = ax’l‘ +( - a)x;, for
O0<a<1,then O <x; < 1 for at least one j € {1, ...,n}, hence x & X. If we are
able to systematically generate all the feasible points, then we have the set of all
extreme points. (See, e.g., [8] for an example). When we do not know the set of
all feasible integer points, we must carry out the steps described above. For most
classic combinatorial optimization problems, however, in particular the TSP-family
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Names:

x12

x13

Equations:

*14 +x24 +x34 -x41 -x42 -x43
x13 +x23 -x31 -x32 -x34 +x43
x12 -x21 -x23 -x24 +x32 +x42
=-x12 -x13 -x14 +x21 +x31 +x41 = @

Inequalities:

x12
%21
x31
x41

%21
x12
x13
x14

x12
x23
x12
x12

x12
24
x12
x12

x13
x24
x13
x13

x13
x21
x13
x13

x14
x23
x14
x14
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%14
x14
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x43

Fig.1 H-representation of model 4 of CCMcP in [7], with 4 vertices on the graph, and a cardinality
restriction of 3
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Names:
x12 x13 x14

>
[x]
-
»
[~
w

x24 x31 x32 x34 x4l x42 x43

Vertices:
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Fig. 2 Extreme points for the IP presented in Fig. 1

and VRP-family problems, as well as cycle and chain problems, we do know the set
of all feasible integer solutions.

When we enter the V-representation of all the extreme points of a BIP, PANDA
will return one complete description of the convex hull of the feasible integer points.
Recall that if a polytope is full-dimensional, there is only one unique complete poly-
hedral description, otherwise, there are infinitely many. In Fig. 3, we have one of the
complete polyhedral descriptions of the small CCMcP example returned by PANDA.
So, even though we may have a class of constraints that we suspect is facet-defining,
the fact that it does not appear in the output returned by the software does not mean
that the constraint is definitely not facet-defining. The benefit of using a software for
obtaining even one of the complete polyhedral description is that it can give us some
constraints that we did not know are facet-defining, then we can proceed to establish
the proofs.

Notice that the bound constraint x > 0 is often facet-defining, see, e.g., [9], these
are considered trivial constraints. Notice also that sometimes a constraint is only
facet-defining for small problems, so in the end we cannot prove that they are facet-
defining for all problem sizes. A constraint can also be facet-defining for larger prob-
lems, not toy-sized ones, so they are not found by a software.

3 Proof Techniques

Direct proof For BIPs of small scale, when we have all the extreme points explicitly
generated, to show that a constraint (7, 7)) is facet-defining, one needs to show that
the set of extreme points (e.g., x', ..., x', where each of ¥/, forj=1, ...,t,is a n-
dimensional vector) that satisfy zx = x, are of dimension dim(conv(X)) — 1. This
can be done by calculating the rank of @!, =1), ..., (x', =1). If the rank is exactly
dim(conv(X)), then there are dim(conv(X)) affinely independent feasible solutions
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Fig. 3 One complete Equations:

P ®14 +x24 +x34 -x41 -x42 -x43
polyhedral description of the X13 +x23 -x31 -x32 -x34 +x43
convex hull of the small %12 -x21 -x23 -x24 +x32 +x42

CCMcP example Inequalities:
-x21 <= @
x23 +x24 +x31 +x34 +x41 +x43 <= 2
=x32 <= @
-%42 <= @
x41 +x42 +x43 <= 1
-x21 -x23 -x24 +x32 +x42 <= @
%31 +x32 +x34 <= 1
=x21 =-x23 +x32 -x43 <= @
®24 +x34 -x41 -x42 -x43 == @
-x21 -x24 -x34 +x42 <= @
%24 +x31 +x34 -x42 == 1
-x23 <= @
%23 -x31 -x32 -x34 +x43 <= @
=x23 +x31 +x32 +x41 <= 1
%23 -x32 +x41 +x43 == 1
-x24 <= @
=x23 -x24 +x31 +x32 +x34 +x42 <= 1
=x23 =x24 +x32 +x41 +x42 +x43 <= 1
x23 +x24 -x32 +x43 <= 1
=x24 +x31 +x41 +x42 <= 1
=x23 -x24 +x31 +2x32 +x34 +x41 +2x42 +x43 <= 2
%23 +x24 +x34 -x42 <= 1
=x31 <= @
-x23 +x34 -x41 -x43 <= @
x21 +x24 +2x31 +x32 +x34 +x41 -x42 <= 2
-x23 +x32 +x41 +x42 <= 1
x21 +x23 +x31 =x32 +2x41 +x42 +x43 <= 2
-x24 -x31 -x34 +x43 <= @
=x34 <= @
-%23 +x32 +x34 +x42 <= 1

nwmn
-]

®x21 +x23 +2x24 +x31 +x32 +2x34 -x42 -x43 <= 2
-%x41 <= @
®21 +2x23 +x24 -x32 -x34 +x41 +x42 +2x43 <= 2

=x24 +x32 +x42 +x43 <= 1

-x43 <= @

-x24 +x31 +x32 +x42 <= 1

%24 +x32 +x34 -x43 == 1

x24 -x32 -x41 -x42 <= @

x24 +x31 +x32 +x34 -x42 -x43 <= 1

%23 =x32 -x34 +x41 +x42 +x43 <= 1

x23 -x31 -x32 -x42 <= @

%21 =x23 +x31 +x32 +2x41 +x42 +x43 <= 2
%23 -x34 +x42 +x43 <= 1

®21 +x24 +x32 +x34 +x41 +x42 <= 2

x21 -x24 +2x31 +x32 +x34 +x41 +x42 <= 2
%21 +x31 +x41 <= 1

*x21 +x23 +x31 +x32 +x42 +x43 <= 2

%21 -x34 +x41 +x43 <=
x21 +x31 +x34 -x43 <=
x21 +x24 +x34 -x43 <=
x21 +x24 +x31 -x42 <=
x21 +x23 -x32 +x41 <=
%21 +x23 +x24 <= 1
%21 +x23 -x34 +x43 <= 1

x21 +x23 +x24 -x32 -x34 +x43 == 1

x21 +x23 +x24 +x34 -x42 -x43 <= 1

2x21 +x23 +x24 +x31 +x34 +x41 -x43 <= 2
2x21 +x23 +x24 +x31 -x34 +x41 +x43 <= 2

e

that satisfy the constraint (z, 7,) at equality, that is, dim(F") = dim(conv(X)) — 1,
and therefore (7, 7,,) defines a facet.

For BIPs of large scale, we have to explicitly construct dim(conv(X)) affinely
independent feasible integer points that satisfy (r, 7)) at equality. One way is to make
sure a new variable is used in each new solution. Examples of such direct proofs
can be found in [10] for the ATSP and VRPs with time windows or precedence
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constraints, and [11] for cardinality constrained quadratic knapsack problem and the
quadratic selective TSP.

Mathematical induction A one-dimensional mathematical induction framework
for the Asymmetric Travelling Salesman Problem was proposed in [12], and the
concept is essentially to use vertex insertion and can be applied in many cycle-based
combinatorial optimization problems. When there are side constraints, however, e.g.,
cycle-cardinality constraints, a two-dimensional mathematical induction is required,
(see e.g., [13] in the context of the Asymmetric Travelling Salesman Problem with
Replenishment Arcs (RATSP)).

Monotone polytope Let P = {x € R" : Ax < b} and lies in the positive orthant.
The monotone polytope is defined by P = {¥ € R" : 0 <X < x, for some x € P}.
The monotone polytope is full-dimensional, hence easier to analyze, though one will
still need the results for the original polytope that is not full-dimensional. Fortu-
nately, the theoretical result presented in [14] enabled us to translate results from the
monotone polytope to the original polytope of an integer program. See also [15] for
background mathematics.

Definition 1 Let dim(;’) =n; N be the index set of variables, (x, 7;) be a valid
inequality for P; N° = {j € N | ;= 0}; A5 be the r by |[N°| submatrix of A= with
only columns with indices in N°. The inequality (r, 7,) is said to be support reduced
with respect to P if A" has a full row rank. Further, w.l.o.g., Iet N" = {j,, ....j.} be
the index set of the columns of a basis for Aj. If («, 7)) satisfies the condition that
for each k € N\ N”, if N® \ N” # @, there exists a pair x', x> € (x e P | mx = Ty},
such that
Ui CUEN | #x7} CNP\N

then (7, ) is strongly support reduced.

Consider again (9) and the inequality x, < 4. We have that A= = [0,0, 1], N° =
{1,3}, and Ag =[0,1]. As Ag has a full row rank, it is support reduced. The index
set for its column basis is N" = {3}. Now, let F = {x € X | x, = 4} (with X the fea-
sible set for (9)). Consider x', x> € F with x! = (0,4, 3) and x% = (1,4, 3), we have
that {j € N | x} ;éxj?} = {1}, which is D {1} and C N° \ N" = {1}. Hence, x, < 4
is strongly support reduced.

Theorem 3.1 ([14]) Let nx < &y, where ry # 0, be facet-defining for the monotone
polytope conv(X). If nx < my is strongly support reduced with respect to conv(X),
then it is also facet-defining for conv(X).

Hence, x, < 4 is facet-defining for X in (9). An application of this theorem in the
context of minimum-span graph labeling problem with integer distance constraints
can be found in [16].



184 V. Mak-Hau

4 Literature and Research Directions

There are a number of rather good papers that one can consult before embarking on a
polyhedral analysis project, e.g., [17] for the p-cycle polytope, [18] for the Cardinal-
ity Constrained Covering Traveling Salesman Problem, [19] on the cycle polytope of
a directed graph and its relaxations, [20] on the k-cycle polytope, [21] on the circuit
polytope, [22] on the Capacitated Vehicle Routing Problem, [12] on ATSP, and many
more. One should also consult a few very good textbooks on polyhedral studies, e.g.,
[1, 2].

For polytopes that are not full-dimensional, to generate an alternative set of facets
from the complete polyhedral description provided by a software may be a worth-
while exercise. Firstly, some constraints have better structures that make it possible
to develop fast separation algorithms. Secondly, some constraints are simply easier
to prove that they are facet-defining. Further, one should not give up so quickly and
jump straight to (meta-) heuristics just because the full IP did not perform well on
a commercial IP solver. One should always explore stronger constraints and experi-
ment with different relaxations and decomposition methods, or even using these as
part of a heuristic method.
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Towards a Feasible Design Space
for Proximity Alerts Between Two
Aircraft in the Conflict Plane

Mark Westcott, Neale Fulton and Warren F. Smith

Abstract In studying airspace it is necessary to have a model of how and when
two aircraft come into proximity. There are two components: a kinematic
description of the aircraft in flight, and a set of rules for deciding whether proximity
has occurred. The focus in this paper is on the rules with the kinematics kept as
simple as possible by utilizing the crossing track model. The aircraft are assumed to
be flying straight-line paths at constant speed in a common plane towards a com-
mon waypoint A where the paths intersect. The kinematics is completely deter-
mined once the initial positions and the velocity vectors are known. A set of
proximity rules are described which then permit partitioning of a constrained
mathematical model for proximity. The partitioning is a function of parameter
values derived from the proximity rules. It follows that the region where all con-
straints are satisfied defines