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Preface

The year 2016 saw a raft of advances in data protection regulation. Globally there were
many questions raised about how to introduce and adopt data protection and data
privacy legislation appropriately.

In Europe, the General Data Protection Regulation (GDPR) poses challenges to
organizations and businesses that provide services based on personal data. Adopted in
April 2016, the regulation will come into force in May 2018. While it retains the main
principles embedded in the former Data Protection Directive 95/46/EC, it introduces
new measures and strengthens others. Major changes in areas to be regulated include
data subjects’ rights to be forgotten and data portability, the requirement for data
controllers to enable privacy by design and default, and the introduction of potentially
serious fines for non-compliance with the law for global players. These elements have
the potential to improve privacy and data protection, but they also pose a number of
difficulties regarding scope, feasibility, and implementation. Other forms of legislation
also changed the regulatory scene, with their effects on privacy and identity. The 2015
Cyber Security Directive and the “Privacy Shield,” which replaces the Safe Harbour
Agreement, also raise new questions.

Yet legislation is not the only driver of change in the fields of privacy and identity.
Technological advances such as the use of open data, big data, and sensor development
in the Internet of Things are rapidly changing who holds what data, where and how that
data may be used, and the transparency of data processing. Business development is
increasing in fields related to surveillance, control of mass movement, security, safety,
and identity management. Cities, towns, communities, streets, house, and modes of
transportation are all becoming smarter. Fields of organizational activity are merging.
There are many dilemmas for communities and societies: in achieving better and safer
infrastructures so that people can communicate freely without being observed either by
commercial or by governmental bodies (user empowerment); in improving the rela-
tionship between individuals and institutions (especially concerning the privacy pro-
tection goals of transparency and participation); and in setting up democratic processes
for effective oversight over the consequences of new technologies.

These questions, as well as many others stemming from current research on privacy
and identity management in general were addressed at the 11th Annual International
Federation for Information Processing (IFIP) Summer School on Privacy and Identity
Management, which took place in Karlstad, Sweden, during August 21–26, 2016.

This school was the 11th in a series that continues to take a holistic approach to
society and technology and support interdisciplinary exchange through keynote and
plenary lectures, tutorials, workshops, and research paper presentations. Participants’
contributions combined interdisciplinary approaches to bring together a host of per-
spectives: technical, legal, regulatory, socioeconomic, social, societal, political, ethical,
anthropological, philosophical, and psychological.



The 2016 summer school was a joint effort between IFIP Working Groups 9.2, 9.5,
9.6/11.7, 11.4, 11.6, Special Interest Group 9.2.2, and several European and national
projects: The EU H2020 CREDENTIAL project, the German Privacy Forum (Forum
Privatheit) project, and the EU H2020 Marie Curie Innovative Training Network,
Privacy&Us. Moreover, it was supported by the research center, HumanIT, at Karlstad
University.

The 2016 school’s keynote introduction was delivered by Roger Clarke. Invited
lectures were given by Amelia Andersdotter together with Anders Jensen-Urstad,
Jan Camenisch, Jolanda Girzl, Marit Hansen, Rainer Knyrim, Steven Murdoch,
Charles Raab, Bernd Stahl, Angela Sasse, and Vicenc Torra. A tutorial on the state of
academic research in Tor was presented by Linus Nordberg. Several other workshops
were organized. In particular, reflecting the school’s theme, a lively panel debate was
held between Roger Clarke and Sarah Spiekermann on the ethical responsibilities of the
information systems discipline when working on privacy and personal data markets.
The school ended with a panel moderated by Harald Zwingelberg on future directions.

This summer school brought together more than 90 junior and senior researchers
and practitioners from Europe, North and Latin America, Australia and Asia, including
many young entrants to the field, who came from many disciplines. They came to share
their ideas, build up a collegial relationship with others, gain experience in making
presentations, and have the opportunity to publish a paper through these proceedings.
Sessions were held on a wide range of topics: clearly on privacy and identity man-
agement, as the school’s name suggests, but also more specifically on the GDPR and
data protection in general, the law, privacy frameworks, taxonomies, transparency, and
user rights. Other elements of the program focused on research methods, research
ethics, privacy technology progress, privacy of personal health data, cloud privacy, and
cyber security issues.

One of the school’s goals is to encourage the publication of thorough research
papers by students and young researchers. To this end, the school had a three-phase
review process for submitted papers. In the first phase, authors were invited to submit
short abstracts of their work. Abstracts in the scope of the call were selected for
presentation at the school, and the authors were then encouraged to submit the full
papers of their work. All papers appeared in the unreviewed online pre-proceedings on
the school’s website. After the school, the authors received two or three reviews from
the Program Committee members, and were given time to revise and resubmit their
papers for inclusion in these proceedings. In total, we received 36 short paper sub-
missions, from which finally 20 research papers evolved and were submitted to the last
review round. Out of these submissions, nine papers were accepted, including the paper
by Claudia Quelle, which was judged to be the best single-authored student paper
during the school.

We are particularly grateful therefore to the Program Committee, the many
reviewers of abstracts and papers, and those who advised the authors on their revisions.
We also acknowledge help and support at different stages of the school’s preparation by
Ronald Leenes and Sarah Spiekermann. Our thanks, too, to Karlstad University, and
especially its Privacy and Security Group (PriSec) at the Computer Science Department
and the Conference Department for their support of the school’s activities.
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Reflecting the school’s theme of “Privacy and Identity Management – Facing up to
Next Steps”, it is clear that 2017 brings international challenges to many different
stakeholders, not only in terms of privacy and identity management. We hope for, and
are committed to, continued advocacy for the effective realization of citizens’ and
organizations’ rights in these two highly crucial fields.

February 2017 Anja Lehmann
Diane Whitehouse

Simone Fischer-Hübner
Lothar Fritsch
Charles Raab
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Big Data Prophylactics

Roger Clarke1,2,3(✉)

1 Xamax Consultancy Pty Ltd, Canberra, Australia
Roger.Clarke@xamax.com.au

2 UNSW Law, Sydney, Australia
3 ANU Research School of Computer Science, Canberra, Australia

Abstract. Data mining has been re-branded as ‘big data analytics’. The techni‐
ques involved harbour a substantial set of risks, many of which will be borne by
individuals. This chapter argues that safeguards are needed, to protect individuals
against the potentially harmful acts that organisations will take against them.
Alternative forms of such ‘big data prophylactics’ are outlined.

Keywords: Data quality · Decision quality · Risk assessment · Risk
management · Transparency · Regulation · Activism

1 Big Data

Big data is a fashion-item. It was an invention of marketers, as a means of breathing
fresh life into the flagging booms in successively data mining and mash-ups. It has been
given an aura of excitement because of the vast array of sources of data. There has been
massive expropriation of social media profiles and traffic, and of wellness data from
individuals’ self-monitoring of their physiological states. A parallel development has
been the open access movement in the public sector, which government agencies in
various countries are utilising as an opportunity to break down both data silos and
privacy protections. Other prospects that have been heralded include flows of streams
of telemetry data (fast data), and from the Internet of Things.

In order to differentiate the big data concept, it was first proposed that its key char‐
acteristics were ‘volume, velocity and variety’ [20]. Subsequently, commentators added
‘value’, while a few have recently begun to add ‘veracity’ [28]. Such vague formulations
even find their way into the academic literature, in forms along the lines of ‘data that’s
too big, too fast or too hard for existing tools to process’. A somewhat more useful
characterisation is “the capacity to analyse a variety of mostly unstructured data sets
from sources as diverse as web logs, social media, mobile communications, sensors and
financial transactions” [25, p. 12]. This reflects the widespread use of the term to

Roger Clarke is Principal of Xamax Consultancy Pty Ltd, Canberra. He is also a Visiting Professor
in Cyberspace Law & Policy at the University of N.S.W., and a Visiting Professor in the Research
School of Computer Science at the Australian National University.

© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing AG 2016. All Rights Reserved
A. Lehmann et al. (Eds.): Privacy and Identity 2016, IFIP AICT 498, pp. 3–14, 2016.
DOI: 10.1007/978-3-319-55783-0_1



encompass not only data collections, but also the processes applied to those collections.
To overcome this ambiguity of scope, this paper distinguishes between ‘big data’ and
‘big data analytics’.

Some commentators consider that big data bears a stronger resemblance to an
ideology than to a science. At [5, p. 663], boyd & Crawford depict ‘big data’ as “a
cultural, technological, and scholarly phenomenon that rests on the interplay of [three
elements]”. Their first two elements correspond to ‘big data’ and ‘big data analytics’.
Their third element, on the other hand, emphasises the importance of “mythology: the
widespread belief that large data sets offer a higher form of intelligence and knowledge
that can generate insights that were previously impossible, with the aura of truth, objec‐
tivity, and accuracy”.

The mythology, or as its proponents would prefer, the meme, has been spruiked in
business school magazines [21], by business school academics [22], and by academics
in other disciplines who might have been expected to temper their enthusiasm [23]). The
high level of enthusiasm, coupled with these authors’ willing suspension of disbelief,
has given rise to counter-arguments, and to accusations such as “There’s a mania around
big data …” (David Searls, quoted in [30, 31]).

2 Big Data Analytics

The term ‘big data analytics’ refers to the processes that are applied to big data collec‐
tions. A substantial array of analytical tools pre-existed the big data era, and more are
being developed.

One way to categorise big data analytics is according to the purpose for which the
analysis is performed. In Table 1, two broad categories are first distinguished, according
to whether the analysis is aiming to deliver insights into populations or about individual
entities within those populations. Within each of these major categories, distinctly
different kinds of problem-types can be addressed.

It would be reasonable to expect a highly-developed set of guidelines to exist,
enabling analysts to recognise firstly which analytical techniques are suitable to which
of those problem-categories (and, conversely, which are not); and secondly what attrib‐
utes big data collections need in order to support each of those analytical techniques.
However, it is very difficult to find such guidance. Despite the explosion in postgraduate
degree offerings in the big data analytics area, the vague aura of art and craft has yet to
be replaced by the clarity of science and engineering, the overtone of experimentation
dressed up as innovation pervades, and the application of established expertise remains
uncommon.

3 Risk Factors

A range of risks arise from the current spate of over-enthusiastic and uncritical adoption
of the big data meme, and of its companion notions of open government data, social
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media exploitation, location and tracking of people and the devices that they use, and
the Internet of Things.

Table 1. Purposes of Big Data Analytics [after 12]

Population Focus
Hypothesis Testing
This approach evaluates whether propositions are supported by the available data. The
propositions may be predictions from theory, existing heuristics, or hunches
Population Inferencing
This approach draws inferences about the entire population of entities, or about sub-populations.
In particular, correlations may be drawn among particular attributes
Construction of Profiles
This approach identifies key characteristics of some category of entities. For example, attributes
and behaviours of a target group, such as ‘drug mules’, sufferers from particular diseases, or
children with particular aptitudes, may exhibit statistical consistencies
Individual Focus
Discovery of Outliers
Statistical outliers are commonly disregarded, but this approach regards them instead as valuable
needles in large haystacks, because they may herald a ‘flex-point’ or ‘quantum shift’
Discovery of Anomalies
This approach draws inferences about individual entities within the population. For example, a
person may be inferred to have provided inconsistent information to two organisations, or to
exhibit behaviour in one context inconsistent with behaviour in another
Application of Profiles
A search can be conducted for individual entities that exhibit patterns associated with a particular,
previously asserted or computed profile, thereby generating a set of suspect entities

3.1 Data

Tables 2 and 3 show the results of prior research, which drew on the literature – partic‐
ularly [19, 7 pp. 601–605, 36, 35, 29, 26] – in order to identify and briefly define relevant
quality categories. Some are ‘data quality’ factors (which are capable of being assessed
at the time the data is collected) whereas others are ‘information quality’ factors (which
are not assessable until the data is used).

In addition to quality, it is important that those conducting data analysis be clear
about how data is to be interpreted. In syntactical terms, there must be clear answers to
such questions as: Is each data-item mandatory or optional? What is the meaning of an
empty (or ‘null’) field? What values may each field contain? At the level of semantics,
the signification of each item must also be unambiguous, i.e. with which real-world
attribute of which real-world entity does it correspond, and what does it say about that
attribute?

During the earlier ‘data mining’ era, low data quality was recognised as a matter of
real concern. Data was modified in a variety of ways, using a process that was referred
to as ‘data scrubbing’ [37]. One focus of data scrubbing is on missing data – although
finding an appropriate basis for interpolating appropriate values is fraught with difficulty.

Big Data Prophylactics 5



Modifications are mostly made on the basis of various heuristics, or after comparison
with characteristics derived from the data-holdings as a whole. In only rare cases is it
possible to check item-content against an external authority. There are limits to the
improvements that can actually be achieved, and almost all scrubbing, by its nature,
involves a proportion of false positives. Hence, while the process may achieve some
improvements, there is inevitably also some worsening in quality through mistaken
modifications.

By the ‘big data’ era, the honest term ‘data scrubbing’ had been replaced by ‘data
cleaning’ and ‘data cleansing’ [24]. These terms imply not only that an attempt has been
made to achieve ‘cleanliness’, but also that cleanliness has been achieved. As is apparent
from the use of heuristics and the inevitability of errors, the implication is false.

Problems with data quality and data meaning are major sources of risk. Of course,
this applies to all forms of administrative data processing, whether or not the data-
collection in question qualifies as ‘big data’. The problems are compounded, however,
when data from different sources, with different and potentially incompatible meanings,
and with varying levels of quality, are consolidated, and then handled as though the
melange of data constitutes a single, cohesive data-collection.

Table 2. Data Quality Factors [after 11]

D1 Syntactical Validity
Conformance of the data with the domain on which the data-item is defined
D2 Appropriate Entity Association
A high level of confidence that the data is associated with the particular real-
world identity or entity whose attribute(s) it is intended to represent
D3 Appropriate Attribute Association
The absence of ambiguity about which real-world attribute(s) the data is
intended to represent
D4 Appropriate Attribute Signification
The absence of ambiguity about the state of the particular real-world
attribute(s) that the data is intended to represent
D5 Accuracy
A high degree of correspondence of the data with the real-world phenomenon
that it is intended to represent, typically measured by a confidence interval,
such as ‘±1°C’
D6 Precision
The level of detail at which the data is captured, reflecting the domain on which
valid contents for that data-item are defined, such as ‘whole numbers of
degrees Celsius’
D7 Temporal Applicability
The absence of ambiguity about the date and time when, or the period of time
during which, the data represents or represented a real-world phenomenon.
This is important in the case of volatile data-items such as total rainfall for the
last 12 months, marital status, fitness for work, age, and the period during
which an income-figure was earned or a licence was applicable
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3.2 Analytics

Reference has already been made to the issues arising from uncertainty about the appro‐
priateness of analytical techniques to problem-categories, and uncertainty about the
suitability of any particular data-collection for processing using any particular analytical
technique.

A further inadequacy that gives rise to risks is lack of transparency. Transparency is
needed in relation to the process whereby inferences are drawn, the basis on which
particular data is considered to be relevant to the drawing of the inference, and the criteria
that gave rise to any particular judgement.

Humans who make decisions can be called to account, and required to explain the
basis on which they drew inferences, made decisions and took action. Computer systems
programmed in algorithmic or procedural languages (as was the norm from the 1960s
to the 1980s) embody explicit processes and criteria, and hence they are also capable of
being interrogated.

Later forms of programming language, however, embody increasing layers of
mystery and inscrutability [6]. With so-called ‘expert systems’ approaches (which
most commonly involve the expression of sets of rules), both the decision processes
and the decision criteria are implicit. The most that can be re-constructed is that a
particular set of rules ‘fired’, and that particular data was what caused them to be
invoked. This is seldom a clear basis for justifying an action, and in any case many
rule-based applications aren’t designed to support the extraction of even this inade‐
quate form of explanation.

Table 3. Information Quality Factors [after 11]

I1 Theoretical Relevance
Demonstrable capability of a category of data-item (a column in a table) to
make a difference to the process in which the data is to be used
I2 Practical Relevance
Demonstrable capability of the content of a particular data-item (the content
of a cell in a table) to make a difference to the process in which the data is to
be used
I3 Currency
The absence of a material lag between a real-world occurrence and the
recording of the corresponding data
I4 Completeness
The availability of sufficient contextual information that the data is not liable
to be misinterpreted
I5 Controls
The application of business processes that ensure that all data quality and
information quality factors have been considered prior to the data’s use
I6 Auditability
The availability of metadata that evidences the data’s provenance, and
supports assertions relating to data semantics, data quality and information
quality
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The current vogue in software development can be reasonably described as ‘empir‐
ical’. Neural nets and machine-learning ‘algorithms’ do not have anything that can
sensibly be described as a decision process, and it is not feasible to extract or infer
decision criteria. The issues are discussed in some depth in Subsects. 2.1 and 2.2 of [10].
Use of these techniques represents blind faith, by the ‘data scientists’, by the organisa‐
tions that apply them, by any regulator that attempts to review them, and ultimately by
everyone affected by them.

3.3 Decision and Action

The challenges identified in the preceding sub-sections give rise to risk if they are not
understood and managed. Where any such inadequacies carry forward into decisions
made and actions taken, whether about resource allocation or about relationships
between organisations and particular individuals, risks arise that the decisions may be
unjustified, disproportionate, or just plain wrong.

It has been a fundamental tenet of democracy that dealings between government
agencies and individuals must be subject to review and recourse. This principle has also
found its way into consumer rights laws in many jurisdictions and many contexts,
particularly the financial sector and health care. Purely empirical data analytic techni‐
ques are completely at odds with these public expectations. Yet these expectations are
in some cases expressed as legal requirements. Hence many potential applications of AI
and machine learning ‘algorithms’ are arguably in breach of existing laws.

3.4 Consequences

The proponents of big data analytics may rail against these restraints, and complain that
conservative attitudes and slow-changing laws are stifling innovation. They may protest
that human rights, anti-discrimination laws and privacy protections constrain the
freedom of corporations, government agencies and ‘data scientists’ to act in economi‐
cally efficient ways – which implies the scope to impose their will on people. They may
even invoke the anti-humanitarian credo that ‘logic is dead … get over it’. Or to use
their own words: “Faced with massive data, [the old] approach to science – hypothesize,
model, test – is … obsolete. Petabytes allow us to say: ‘Correlation is enough’” [1] and
“Society will need to shed some of its obsession for causality in exchange for simple
correlations: not knowing why but only what. Knowing why might be pleasant, but it’s
unimportant …” [23].

Inherent in the boisterous claims of Anderson, Mayer-Schönberger and others is the
abandonment of balance between the empirical and the rational, and its replacement by
empiricism dominant and systemic explanations deprecated. This ‘flight from reason’
has consequences. The proponents of big data analytics focus on the value that they
assert society can, and that they assert society will, extract from massive, low-quality
data-collections using more or less ad hoc analytical techniques. Even if their assertions
turned out to be right – and such positive evidence as exists to date is merely anecdotal
and unaudited – the benefits would be accompanied by massive negative impacts – for
some, if not for all.
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The resource-allocation and administrative decision-making errors that follow on
from poor-quality inferencing will produce losers. Review will be at least hampered,
and where AI and machine-learning are involved, actually not possible. The losers will
be forced to ‘like it or lump it’, without recourse.

But social equity cannot exist in a world in which rationality has been abandoned,
and decisions are made mysteriously and enforced by the powerful. This breaches the
social contract. The losers’ natural reaction is to stop trusting the institutions that they
deal with. Some are likely to become sullen non-compliers with the diktats of powerful
organisations, while others will be more aggressive in their avoidance measures. There
is then an unpleasant scale up through active falsification, via electronic forms of sabo‐
tage, to violence.

The consequences of the Anderson/Mayer-Schönberger thesis are the breakdown of
social cohesion, and serious challenges to the social order on which economies and
polities depend. That such seers fail to look ahead to the consequences of their wild
enthusiasms is quite extraordinary.

4 Big Data Prophylactics

Many of the risks identified in the previous section will be borne by individuals rather
than by the organisations that make big-data-originated mistakes. So if ‘big data
analytics’ is to be more than just a passing fad, it needs to be accompanied by ‘big data
prophylactics’, to provide people with protections against organisations’ potentially
harmful acts against them.

4.1 Evaluation

One of the most important forms of protection is the conduct of evaluations of big data
initiatives prior to their implementation. These should identify in advance ideas whose
potential benefits do not justify the negative impacts and risks, which should then lead
to their substantial re-working or their abandonment.

An examination of business case preparation gives rise to serious doubts about its
effectiveness as a means of protecting organisations against bad big data. Business cases
evidence many variants, some disciplined and formalised, but most pragmatic and
informal. Typically, they involve spreadsheet modelling, often with primarily financial
data, and perhaps cost-benefit analysis, but internal-only. The focus is on payback/
Return on Investment (RoI), or on alignment with corporate strategy. However, all such
approaches are more or less explicitly designed to provide support for the proposal [18].
Business case preparation provides inadequate protection even for the organisations that
conduct them; still less do such processes protect against unjustifiable negative impacts
on other parties.

Previous research by this author has considered big data risks from the perspective
of the organisations that conduct the analytics and/or rely on the inferences they lead to.
Data quality assurance should in principle be the means whereby the risks to those
organisations can be avoided, detected, investigated and managed. Further, risk
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assessment should be the means of tackling not only data quality issues, but also the
risks arising from data semantics, non-relevance, inappropriate data analytic techniques,
and lack of transparency [11, 12].

In practice, however, a large proportion of the negative outcomes of poor-quality
big data and poor-quality big data analytics arise in the form of ‘externalities’: rather
than the relevant organisation suffering them, someone else will. Most commonly the
entities bearing the harm will be those that lack institutional and market power, some‐
times small business enterprises, but most commonly people.

A much broader form of evaluation is needed than that provided by organisation-
internal risk assessment processes. However, the incentives are such that organisations
are not going to perform them, at least not of their own volition. Market failure exists,
so government intervention is necessary.

4.2 Regulation

Where a proposal harbours serious threats, the protection of parties other than the
proposal’s sponsor depends on the conduct of a form of evaluation that takes into account
the interests of all stakeholders. A consolidation of mainstream ‘meta-principles’ in
relation to the evaluation of potentially harmful initiatives is in [2].

Beyond an obligation to conduct an appropriate form of evaluation, an effective
regulatory scheme needs to be in place, to ensure that the findings from the process are
carried through into actions. A variety of forms of regulatory arrangement exist,
commonly referred to as organisational self-regulation, industry self-regulation, co-
regulation and formal regulation. Nomatter which approach is adopted, an effective
regulatory scheme needs to satisfy a range of requirements. A consolidation of criteria
found in the literature is in Table 2 of [14].

Such industry and professional codes as exist in the big data analytics arena fail
comprehensively when tested against criteria such as these. Examples include [34], and
a flurry of recent initiatives whose intention is quite bare-facedly to hold off demands
for formal regulatory measures [3, 16, 33]. For a scathing assessment of the UK ‘ethical
framework’, see [27].

A specific regulatory mechanism that has been making considerable progress over
the last two decades is Privacy Impact Assessment (PIA). A PIA is a systematic process,
which identifies and evaluates from the perspectives of all stakeholders the potential
effects on privacy of a project, initiative or proposed system or scheme and which
includes a search for ways to avoid or mitigate negative privacy impacts [8, 38].
Unfortunately, evidence also exists that PIAs are not being effective in exercising control
over inappropriate initiatives, particularly in national security contexts [13].

A recent development that has raised some people’s hopes is the ‘Data Protection
Impact Assessment’ (DPIA) requirement within the EU’s General Data Protection
Regulation [17], which is to come into force in 2018. The provisions are, however, very
weak. The trigger is limited to “high risks” (Art. 35.1–35.6). The impacts to be assessed
are only those on the protection of personal data (35.1) – which is a poor proxy even for
data privacy, and which excludes other dimensions of privacy. It appears inevitable that
DPIA will be interpreted as a mere Data Protection Law Compliance Assessment.
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Moreover, seeking civil society’s views is optional, and there is no requirement that they
be reflected in the design (35.9). There is a complete exemption for authorised programs
(35.10), rather than merely an exemption from the justification requirement. And it is
far from clear whether any enforcement of design features will be feasible, and whether
any review will ever be undertaken of the performance of schemes against the data used
to justify them (35.7(d), 35.11).

A further factor that some argue to be a regulatory arrangement is the ‘precautionary
principle’. A strong form of this exists in some jurisdictions’ environmental laws, along
the lines of ‘When human activities may lead to morally unacceptable harm that is
scientifically plausible but uncertain, actions shall be taken to avoid or diminish that
potential harm’ [32]. However, no such strong form is applicable in human rights
contexts. All that can be argued is that a moral responsibility exists, whereby, ‘if an
action or policy is suspected of causing harm, and scientific consensus that it is not
harmful is lacking, the burden of proof arguably falls on those taking the action’.

These relevant and current examples all indicate that market failure is matched by
regulatory failure. Neither parliaments nor regulatory agencies are providing effective
restraints on organisational misbehaviour in the field of big data analytics.

4.3 Public Activism

In order to protect people’s interests, public activism is needed. This could take the form
of civil disobedience, in particular the obfuscation and falsification of data, traffic, loca‐
tion and identity. Further, pressure could be brought to bear on organisations, regulators
and politicians, through coordinated actions focussed on a specific target, and the use
of whatever communications channels are judged to have the greatest impact on that
target at that particular point in time.

However, there are limited prospects of action by the general public, or even by the
population segments most seriously affected by big data blunders. The issues are too
complex and obscure for public discourse to cope with, and reduction to the simple
slogans compatible with popular uprisings is very challenging. Another problem is that
the regulatory failure noted in the previous section means that appropriate evaluation
does not take place, and hence transparency is denied.

Rather than the general public, it appears more likely that the battle will be fought
by advocacy organisations, called (originally in UN contexts) non-government organi‐
sations (NGOs), and collectively referred to as civil society. A review of privacy advo‐
cacy organisations around the world is in [4]. These associations have very little direct
power, and limited resources. However, they have a wide range of techniques at their
disposal [4, 15].

This author has previously proposed a further form that public activism can take.
Civil society could abandon its half-hearted and ineffectual involvement in ‘official’
Standards processes conducted by industry and government. NGOs could develop,
adopt, promulgate and promote their own series of Civil Society Standards [9]. Impor‐
tantly in the big data context, these would specify principles and processes for evalua‐
tion, processes for quality assurance and audits, and checklists of mitigation measures
and controls.
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5 Conclusions

All uses of data involve issues with data semantics, data quality and information quality.
However, the issues arising in conventional administrative systems are reasonably well-
understood, and safeguards, controls, reviews, recourse and audit are factored into
system designs.

Big data compounds the problems of data semantics, data quality and information
quality. It merges data of uncertain and often low quality, and of often incompatible
semantics, and it projects mystique rather than being founded on any real ‘data science’.

Big data analytics then heaps further problems on the bonfire. One is the failure to
provide a reliable way to identify appropriate techniques and to clearly specify the
attributes that data must possess in order to justify processing in that manner. A second
and very substantial problem is the lack of transparency inherent in contemporary
analytical methods, whose rationality is not penetrable even by ‘data science’ specialists.

Inferences drawn by software that uses incomprehensible processes may be relied
on to make decisions, and to take actions, variously affecting categories of people,
particularly through resource allocation, and affecting individuals, particularly through
administrative decision-making. These decisions are, quite fundamentally, unreview‐
able, because the rationale underlying them cannot be communicated – and a rationale,
in the sense in which humans understand the notion, may not even exist.

The consequences of big data inferences, and decisions and actions based on them,
will inevitably be negative for some entities, and some categories of entities. Those
entities will mostly be normal human beings. They will be denied meaningful review
and recourse processes, because no comprehensible information is available. Weak
regulators will be cowed by the accusation of stultifying innovation. Social equity, the
social contract, and ultimately social order, will be the victims.

Protections are needed, which I’ve referred to in this paper as ‘prophylactics’, to
underline the fact that they are a counterpoint to ‘analytics’. In the foreground are eval‐
uation processes; but these are shown not to work, and hence market failure is evident.
Various forms of regulatory mechanism should in principle come into play; but multiple
examples show that market failure is matched by regulatory failure. All that remains is
public activism. The conditions are not right for the general public, or even the affected
segments of the public, to take decisive action. Civil society is likely to have to fill the
void, if big data prophylactics are to arise, to protect the public from inappropriate
applications of big data analytics.

Acknowledgements. This paper was developed from my opening keynote invited for the IFIP
Summer School on Privacy and Identity Management, Karlstad, Sweden, 22 August 2016.
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Abstract. Data privacy has been studied in the area of statistics (sta-
tistical disclosure control) and computer science (privacy preserving data
mining and privacy enhancing technologies) for at least 40 years. In this
period models, measures, methods, and technologies have been devel-
oped to effectively protect the disclosure of sensitive information.

The coming of big data, with large volumes of data, dynamic and
streaming data, poses new challenges to the field. In this paper we will
review some of these challenges and propose some lines of research in the
field.

1 Introduction

Data privacy studies models and methods to ensure that there is no disclosure of
sensitive information. The field arose within the statistics community to ensure
that sensitive data from census were not disclosed. Later, the problem appeared
within the computer science community to ensure privacy in communications,
and databases. Three main research communities exist today: statistical disclo-
sure control, privacy enhancing technologies, and privacy preserving data mining.
They study similar problems, although the focus is slightly different due to the
types of data they consider and the type of uses of these data.

The field has now more than 40 years, starting with e.g. the seminal papers
of Dalenius [5,6], Chaum [4], and Denning and Schlöder [7]. During these years,
different types of privacy models have been defined, methods to protect sensitive
information according to these privacy models have been proposed, and measures
for evaluating disclosure risk, and information loss have also been defined. There
is a large number of approaches for different types of data. This does not mean
that all problems are solved, but there exists already a solid and useful set of
techniques for ensuring different levels of privacy for some types of applications.
See e.g. the reference books [8,11,19] for details.

The increasing amount of information available, and the coming of big data
and data science poses new problems to the field. In this paper we will review
some of these problems, and outline accordingly some lines for further research.

The new EU General Data Protection Regulation includes the implementa-
tion of the right to rectification and the right to be forgotten. That is, companies
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need to modify or delete records from a database when users and citizens want
to take advantage of these rights. In order to implement these rights, data prove-
nance plays a central role. Data provenance is not a topic specific for big data,
but it is with big data, distributed, and dynamic databases, where it can be used
in its full potentiality. We discuss in this paper some research topics related to
privacy and provenance.

The structure of the paper is as follows. In Sect. 2 we review some of the
existing approaches for privacy on standard databases. In Sect. 3 we focus on the
problem for big data. We review its definition and discuss some of the research
questions that we consider more relevant with respect to privacy for big data.
In Sect. 4 we focus on the problems related to data provenance. We discuss data
provenance and how data provenance interacts with data privacy. The paper
finishes with a summary.

2 Data Privacy for Databases

A large number of mechanisms have been developed for ensuring data privacy.
They can be classified according to different dimensions. We classify them [16]
according to our knowledge on the type of analysis a third party wants to apply
to this data.

– Data-driven or general purpose. In this case, we have no knowledge on the
type of analysis to be performed by a third party. This is the usual case in
which data is published through a server for future use. It also includes the
case that data is transferred to a data miner or a data scientist for its analysis
as we usually do not know which algorithm will be applied to the data. For
this purpose, anonymization methods, also known as masking methods have
been developed.

– Computation-driven or specific purpose. In this case, we know the exact analy-
sis the third party (or third parties) wants to apply to the data. For example,
we know that the data scientist wants to find the parameters of a regression
model. This can be seen as the computation of a function or as solving a
query for a database without disclosing the database. When a single database
is considered and we formulate the problem as answering a query, differential
privacy is a suitable privacy model. In the case that multiple databases are
considered, the privacy model is based on secure multiparty computation and
cryptographic protocols are used for this purpose.

– Result-driven. In this case, the analysis (a given data mining algorithm) is also
known. The difference with computation-driven approaches is that here we are
not worried on the protection of the database per se, but on the protection
of some of the outcomes of the algorithm. For example, we know that data
scientists will apply association rule mining, and we want to avoid that they
infer that people buying diapers also buy beers. Similarly as in computation-
driven analysis, prevention of disclosure for this type of analysis is specific to
the given computation producing the specific results. In this case, however,
the focus is on the knowledge inferred from the data instead of the actual data.
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In this paper we focus on anonymization or masking methods. That is, data-
driven methods. In short, anonymization algorithms (masking methods) trans-
form a data file X into a file X ′ with data of less quality. This quality reduction
ensures a certain privacy level according to some pre-established privacy model.
This is an approach that can be applied to any type of database. It has been suc-
cessfully applied to, for example, databases, documents, search logs, and social
networks.

In addition, the approach is valid not only for protecting data from a syntactic
point of view, but also from a semantic point of view. That is, taking into account
the meaning of the terms and concepts in the data. For example, when we have
words and categories in documents and search logs. For this purpose, we can use
masking methods that use ontologies (as e.g. wordnet and ODP) to protect the
data.

As masking methods modify the original data reducing its quality, three
main research questions appear in the process. The first one is how to reduce
the quality of the data. This is done by the masking methods themselves. There
is a plethora of methods for this. Then, as data is modified we need to be sure
that there is no information loss in the process or that this information loss
is as low as possible. In other words, data utility is not reduced substantially
in the masking process. Information loss measures are defined to quantify this
information loss. Finally, although the quality of the data is reduced to avoid
the disclosure of sensitive information, there is no guarantee that all methods
satisfy this property. Disclosure risk measures have been defined to quantify
the disclosure risk of anonymized data, and they are tightly related to privacy
models.

As a summary, we list below the three main research issues related to masking
methods.

– Masking methods. Methods that given a database X transform it into another
one X ′ with less quality. Masking methods are usually classified into three
categories: perturbative, non-perturbative and synthetic data generators. Per-
turbative methods reduce the quality by means of modifying the data intro-
ducing some kind of error into the data. Noise addition and multiplication,
microaggregation and rank swapping are examples of perturbative methods.
Non-perturbative methods reduce the quality of the data making them less
detailed (but not erroneous). Generalization and suppression are examples of
them. Synthetic data generators replace the original data by data generated
from a model, which has been extracted from the original database. So, the
data in X ′ is not the original data but artificial data generated from the model.

– Information loss measures. They measure in what extent the transformation
of X into X ′ reduces the utility of the data, and the information that is lost
in the process. Information loss measures are typically defined in terms of an
analysis f to be performed to the data. Then, given this analysis f and the
original and anonymized files X and X ′, we define information loss as

ILf (X,X ′) = divergence(f(X), f(X ′)).
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where divergence is a function that evaluates how far are f(X) and f(X ′).
A distance on the space of f(X) can be used for this purpose. Naturally, we
expect divergence (Y, Y ) = 0 for all Y . Typical examples of functions f include
some statistics (means, variances, covariances, regression coefficients), as well
as machine learning algorithms (clustering and classification algorithms). Spe-
cific measures for some types of databases have also been considered in the
literature (e.g., measures on graphs).

– Privacy models and disclosure risk measures. They focus on what extent
anonymized (masked) data still contains sensitive information that can be
used to compromise the privacy of the individuals of the database.

3 Data Privacy for Big Data

In this section we propose a few open research questions related to big data. To
do so, we outline first a definition of big data, and the major difficulties we find
with respect to disclosure risk in big data.

3.1 Big Data

There exists several definitions for big data based on the characteristics of the
data. The well-known definition based on the 3Vs underlines volume, velocity,
and variety as the main characteristics of big data. There are other definitions
that expand this definition with additional terms. They are the definitions based
on 4Vs, 5Vs, or even 7Vs.

– Volume. Databases include huge amounts of data. For example, facebook gen-
erated 4 new petabytes of data per day in October 2014 (see [21]).

– Velocity. Data is flowing to the databases in real time: real time streams of
data flowing from diverse resources. Either from sensors or from internet (from
e-commerce or social media).

– Variety. Data is no longer of a single type (or a few simple types). Databases
include data from a vast range of systems and sensors in different formats and
datatypes. This may include unstructured text, logs, and videos.

3.2 Moving Privacy to Big Data: Disclosure Risk

For big data, in principle, the same research questions mentioned in the previous
section appear. We need to develop masking methods, information loss measures
and disclosure risk measures. For them, we need to take into account that the
amounts of data are larger, and thus we need to deal with the corresponding
computational problems. Nevertheless, besides of that, a new issue appears: there
is a new level for privacy risk. This new level of risk is caused by the following
three problems.
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– Lack of control and transparency. It is more and more difficult to know who
has our data. There are different organizations that can have information
about ourselves without us knowing it. Information is gathered from sensors
and cameras, obtained through screening posts in social networks, and from
analysis of web searches. Note also the case of tracking cookies. Finally, there
are data brokers that gather as much information as possible about citizens.

– Linkability. It is usual for big data to link databases to improve the amount
and quality of the information. Linking databases increase the risk of identi-
fication as there is more information for each individual. Note that the more
information we have on individuals the easier to reidentify them, and the more
difficult to protect them.

– Inference and data reusability. There exist effective inference algorithms that
infer sensitive information (e.g., sexual orientation, political and religious affil-
iation [12]). One of the main goals of big data analytics is to use existing data
for new purposes. This increases the inference ability. As a side effect, data is
never deleted waiting for future use.

In the next section we propose a few research lines for data privacy for big
data. They are proposed in relation to these three problems just mentioned.

3.3 Open Research Questions for Big Data

We propose in this section a few research questions related to big data. The first
one is about the need to inform users about the risks of inference due to big data.
Then, we propose some lines related to anonymization of stand-alone and linked
databases. It follows another question related to the need of developing (and
using) user privacy. We also discuss the need of developing efficient algorithms
for data protection in data privacy. This need is both for user privacy, and
respondent and holder privacy. The last one is about data provenance, an issue
that is further developed in Sect. 4.

These lines of research are based on our own work (see e.g. [1,17,18]), and
on the research lines discussed in [15].

– Issue #1. Technology should help people to know what others know and can
infer about them.
As we have stated above, effective machine learning and data mining algo-
rithms can infer sensitive information. Some of these models use data that
does not seem a priori sensitive. It is insufficient that we protect sensitive
information without protecting what permits us to infer sensitive information.
Technology should help people to know about this, and e.g. provide tools in
social networks to make people aware of this fact.

– Issue #2. Databases should be anonymized/masked in origin. Machine learn-
ing algorithms for masked data are required.
On the one hand, there exist masking methods that are effective in the sense
that they achieve low information loss (with loss disclosure risk). On the other
hand, there are machine learning and data mining algorithms that are resitant
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to errors. In the same direction, not all data is equally important for machine
learning algorithms, and some data mining algorithms for big data do not use
all data but only a sample of them. Because of that, it is meaningful to con-
sider privacy by design machine learning algorithms. That is, machine learning
methods that are appropriate for data that has already been protected.
Preprocessing methods for machine learning (dimensionality reduction, sam-
pling, etc.) should be combined with and integrated to masking methods.
Masking methods can be seen as methods to introduce noise and reduce qual-
ity, but they can also be seen as methods for dimensionality reduction. See e.g.
the case of microaggregation and, in general, methods to achieve k-anonymity.
They reduce the number of (different) records in a database by means of gen-
eralization or clustering (i.e., building centroids). These generalized records or
centroids can be seen as more consolidated (error-free) data.

– Issue #3. Anonymization needs to provide controlled linkability.
We have reported that linkability is one of the basic components of big data.
Companies want to combine databases to increase the information about
individuals (enlarging the set of variables/attributes available on them). If
databases are anonymized in origin, we need ways to ensure that these data-
bases can still be somehow linked in order to fulfill big data requirements.
k-anonymity allows linkability at group level. Algorithms for controlled linka-
bility are needed, as well as methods that can exploit e.g. linkability at group
level.

– Issue #4. Privacy models need to be composable.
Given several data sets with a given privacy guarantee, their combination
needs to satisfy also the privacy requirements. There are results on the com-
posability of differential privacy. See e.g. [15].

– Issue #5. User privacy should be in place: decentralized anonymity.
User privacy [17] is when users have an active role in ensuring their own
privacy. For this purpose, there are methods to protect the identity of the
users as well as to protect their data. For example, there are methods for user
privacy in communications and in information retrieval.
While the research questions mentioned above are to be implemented and used
by data holders, user privacy provides users with tools to be used by them-
selves. User privacy permits that data are anonymized before their transmis-
sion to data collectors (or to the service provider). So, there is no need to trust
the data collector. Local anonymization and collaborative anonymization are
keywords for tools for user privacy.

– Issue #6. Methods for big data.
Big data have particularities (the three or more Vs discussed above) that
have to be taken into account when developing methods for ensuring privacy.
These particularities are for both respondent and holder privacy (i.e., methods
applied by data holders) and for user privacy. We can distinguish three types
of situations.

• Issue #6.1. Large volumes of data. Efficient algorithms are required for
data of high dimension. Algorithms are required for producing masked
databases, but also for computing information loss measures and disclosure
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risk. There exist already some masking methods that have been developed
with efficiency in mind for standard databases (e.g., some algorithms for
microaggregation), for graphs and social networks (e.g., based on random
noise on edges, on generalization and microaggregation), and for location
privacy. New methods are needed.

• Issue #6.2. Dynamic data. When data changes with respect to time, we
may need to publish several copies of the database. In this case, specific
data masking algorithms are required. Note that independent application
of algorithms for k-anonymity to the same database can cause disclosure.
So, the same applies when the database has changed between two appli-
cations of the algorithm.

• Issue #6.3. Streaming data. Data is received continuously and should be
processed as soon as possible because we cannot hold them and process
them later. In this case, difficulties arise because at any time information
is only partial. Methods based on sliding windows have been developed
for this purpose.

– Issue #7. Data provenance and data privacy.
The new EU General Data Protection Regulation grants citizens the right
to rectify and delete the information about themselves in companies. Data
provenance are the data structures that permit companies to know where
the information of customers and users is in their databases. Different open
research questions appear in the crossroad between provenance and privacy.
One of them is the fact that data provenance can contain sensitive information
and, thus, privacy technologies needs to be applied to it. At the same time, the
fact that data can be modified using data provenance according to customers’
requirements poses new privacy problems. We discuss these issues in more
detail in the next section. These research topics can also be considered for
databases of small and medium size but it is with big data that the research
becomes challenging.

4 Data Privacy and Data Provenance

Data provenance is becoming a key issue in data management, and can have a
great impact in data privacy. Despite its relevance it has not been given much
attention until recently from the data privacy community. Information provided
as provenance can be used to improve privacy data mechanisms, but it is impor-
tant to note that provenance itself has to be protected from inferences [14]. In
the era of big data and online social networks, data provenance is also useful to
help users to assess the validity and trust of the information. For instance, it
can help to identify rumormongers and disinformation centers. As we show in
Sect. 4.2 data provenance can play an important role in the future of big data
privacy research.

Broadly speaking, data provenance can be seen as metadata or as an anno-
tation of the data. That is, data is expanded with information of the processes
that has led to this data. Provenance can be coarse-grained or fine-grained.
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That is, we can have information on how a bunch of data (i.e., files or databases
have been produced) or we can have information particularized at the record
or even at the value level. Fine-grained provenance is what makes provenance
useful, as it is only in this case that we have detailed information on how any
data element has been produced. E.g., we can know who entered the temperature
(fever) of a patient, or in which store our client claimed for a discount.

There are different ways to represent data provenance. There are two types of
provenance. They are where provenance and why provenance. Where provenance
describes the origin of the data, and why provenance the process that generated
the data. A data element in a database typically proceeds from the combination
of previous data elements by means of certain processing functions. Therefore, we
need a structure to represent the transformations. The most common approaches
are chains [9,10,13] and graphs [3,20].

4.1 Securing Data Provenance

Secure provenance was introduced to ensure security and privacy to provenance
data. Observe that provenance data is sensitive. It may contain information
on who and when data was updated. E.g., knowing that a certain doctor has
modified data from a patient can lead to disclosure on who is the doctor of
whom, what type of illness the patient has, and at what time the patient was at
the hospital. Files and databases typically flow within departments and between
companies. It is specially important to ensure that these third parties cannot
access confidential information contained in the data provenance, whilst allowing
them to work with the factual data and update the provenance structure itself.
For example, this would allow to perform analysis on the medical data, preserving
patient privacy. Hence, provenance data needs to follow these databases and
this has to be done ensuring e.g., provenance integrity. Secure data provenance
focuses on these type of problems. A few properties have been established as a
requirement for secure data provenance [9,10,20]:

– Distributed. When databases flow through untrusted environments, and
provenance data is associated to them, we need secure data provenance sys-
tems to be defined so that they work in a distributed environment. We cannot
use a centralized approach with trusted hardware.

– Integrity. In distributed environments it is important that nobody can forge
provenance data. Provenance data is transmitted and provenance structures
are modified to add the new processes applied to the data. Nevertheless, as
stated above the structure is immutable and no adversary can be granted to
change any part of it. In addition, the provenance system should not allow the
modification of a value without expanding the provenance structure. Finally,
deletion of provenance data should not cause that a record of the database
is unreadable. Additional aspects to be taken into account is to consider col-
lusions of intruders (that coalitions of intruders should not be able to attack
integrity), repudiation (that intruders should not be able to repudiate a record
as it was not theirs) or creating forged structures (intruders should not be able
to create new provenance structures).
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– Availability. We are interested in providing security mechanisms to ensure
provenance data availability. Auditors should be able to access provenance
information in a secure, fast and reliable manner to perform any required
operation, e.g. verify the integrity of an ownership sequence without knowing
the individual records.

– Privacy and confidentiality. We need to ensure that disclosure does not
take place, and this is needed for both the database and the provenance data.
Only authorized users can access the information.

These properties need to be combined with the two properties that are general
for any provenance system. They are, completeness and efficiency:

– Completeness. That is, that all actions that are relevant to computation
should be detected and represented in the provenance structure. Note that
this is not always easy, because some operations as e.g. cut & paste or manual
copy can exclude relevant provenance information.

– Efficiency. Data provenance introduces an overhead to the data. Fine-grained
provenance can double (or more) the size of a database. In addition, operations
on the provenance structure need to be efficient because they also introduce
an overhead on the computation time.

All these properties are relevant in the context of big data provenance. Big
data is often distributed as different information sources can contribute in a
computation or in a decision. Therefore, integrity is a basic aspect. We need
that provenance structures are not modified at will, and we need to be sure that
only permitted operations are applied to them. Availability is then not only a
requirement for auditors but also for the subjects from which the data has been
extracted. In order that individuals can access and apply the right to delete or
rectify a record, they need to be able to know where their data is or if a certain
record contains data that has been generated from their own data.

4.2 Considerations About Privacy and Provenance

When considering big data associated with provenance data, it is important to
clearly define the possible scenarios that may arise for data privacy. An accepted
classification of possible situations is given in [2] on the basis of what is protected
or where do we want to ensure a given degree of privacy (see Table 1):

– Case 1 : The data are kept private and provenance data are also private. Both
need to be protected and their relation has to be preserved.

– Case 2 : The data itself are not protected but provenance data are private.
– Case 3 : Data are private, but the provenance data are not protected.
– Case 4 : No privacy protection are applied to neither the data itself nor the

provenance data.

Depending on the different purposes, requirements, and nature of the specific
data, a given case might apply. Secure data provenance mainly focuses to the
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Table 1. Cases for privacy and data provenance.

Data Provenance

Case 1 Private Private

Case 2 Non-private Private

Case 3 Private Non-private

Case 4 Non-private Non-private

case of private provenance when data is distributed (i.e., we need the system to
satisfy the requirements discussed in Sect. 4.1). In the case of centralized private
data standard anonymization techniques can be used if we want a single-shot
release of this data.

Some of the problems we encounter when data provenance is used depart
from standard solutions of data privacy. We discuss a few examples in the next
section.

4.3 Example of Privacy Problem with Provenance Information

In this section we illustrate an example of a specific problem that can arise in
big data privacy when considering provenance information. This problem might
occur when individuals request the deletion of their related data from a given
dataset, and thus the model obtained from the data needs to be revised. This
operation will be performed by means of provenance data allowing the data
operator to know exactly which specific data has to be deleted.

To describe this example, we introduce some notation. We will consider a set
X (a file or a database) to which we have applied some masking method ρ to
obtain a protected set χ. From χ, using a certain algorithm A we extract a piece
of knowledge Γ . For example, A can be an algorithm to extract decision trees,
therefore Γ is the decision tree inferred from ρ(X).

The set X is modified with modifications μ to obtain a data set X ′, which
protected with ρ will yield χ′ and with algorithm A, the piece of knowledge Γ ′.
E.g., Γ ′ is a (different) decision tree inferred from ρ(X ′).

Notation and procedures are represented in Fig. 1.
In most cases μ should not be public since it will lead to reidentification of

modified records. In front of this scenario some interesting questions might arise.

– An intruder knows S ⊂ X, Γ , and Γ ′, can this intruder gain knowledge of μ
and S′ ⊆ X \ S with certainty?

– An intruder knows χ and χ′, will this intruder be able to determine μ?

In order to avoid that intruders can make the inferences outlined in the
previous lines, privacy models and privacy algorithms can be defined and imple-
mented. In [18] we introduced a privacy model related to the modifications of a
database.
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Fig. 1. Example of protected data and its modification

5 Summary

In this paper we have proposed a few open questions on the topic of data privacy
for big data. On the one hand, we have discussed lines related to stand-alone
and linked databases. Among them, we want to stress the need that databases
are anonymized in origin, and thus technology is developed to permit controlled
linkability and composability.

On the other hand, we have discussed issues related to data provenance, and
its relationship with data privacy.
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2009. LNCS, vol. 5776, pp. 17–32. Springer, Heidelberg (2009). doi:10.1007/
978-3-642-04219-5 2

21. https://www.brandwatch.com/2016/05/47-facebook-statistics-2016/

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium or
format, as long as you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s
Creative Commons license, unless indicated otherwise in a credit line to the material. If
material is not included in the chapter’s Creative Commons license and your intended
use is not permitted by statutory regulation or exceeds the permitted use, you will
need to obtain permission directly from the copyright holder.

http://dx.doi.org/10.1007/978-3-319-48965-0_44
http://dx.doi.org/10.1007/978-3-319-48965-0_44
http://dx.doi.org/10.1007/978-3-642-04219-5_2
http://dx.doi.org/10.1007/978-3-642-04219-5_2
https://www.brandwatch.com/2016/05/47-facebook-statistics-2016/
http://creativecommons.org/licenses/by/4.0/


Data Protection by Design and by Default à la European
General Data Protection Regulation

Marit Hansen(✉)

Unabhängiges Landeszentrum für Datenschutz Schleswig-Holstein, Kiel, Germany
marit.hansen@datenschutzzentrum.de

Abstract. The European data protection reform has resulted in a new regulation
that will be effective from May 2018. This so-called General Data Protection
Regulation contains specific provisions on data protection by design and on data
protection by default. After briefly discussing related approaches such as “privacy
by design”, we will elaborate how these provisions can be interpreted and sketch
the potential impact on data processing in Europe and possibly beyond.
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1 Introduction

For decades, the concept of “privacy by design” is being discussed and recommended
by Data Protection and Privacy Commissioners [1]. In short, “privacy by design” means
a design of systems where privacy requirements have been considered and appropriate
measures to fulfil these requirements have been implemented – resulting in built-in
privacy. “Privacy by design” should be applied in all phases of system development. As
a rule, this method is superior to an attempt of subsequently adding some privacy features
to a running system: Refraining from giving thought to privacy requirements in the
design process usually yields systems that determine the data processing to a large extent
with the effect that specifically data minimisation requirements won’t be easy to imple‐
ment in the best possible way later on. Also, tailoring an existing system to privacy needs
that were ignored before may be a cumbersome and expensive task, if possible at all.

However, today’s reality of system design doesn’t reflect that demand. “Privacy by
design” is the exception and not the rule. The monetary incentives for developers to
adhere to this paradigm are few, and by now there are no perceptible sanctions for the
responsible entities (data controllers or data processors) using systems without built-in
privacy as long as the data processing is sufficiently legally compliant otherwise [2]. In
this situation, producers of systems may regard each requirement that should be consid‐
ered in addition to the bare functionality of their system as overly complex and reject
any delay in the time to market. Even the often demanded “security by design” paradigm
is by no means normal practice so that adversaries can frequently take advantage of
vulnerabilities in IT systems.
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These observations were considered by the European Union lawmakers when
debating the data protection reform in the recent years. One important outcome is the
General Data Protection Regulation (GDPR) [3] that demands not only that appropriate
security measures are implemented by controllers processing personal data, but also
“data protection by design and by default” (Article 25 GDPR). The GDPR, and specif‐
ically the provisions on data protection by design and by default, may become a game
changer with respect to guaranteeing the rights and freedoms of human beings, including
the right to privacy. Therefore this text will provide a deeper look into the General Data
Protection Regulation and its demands for designing systems according to data protec‐
tion requirements.

This text is organised as follows: Sect. 2 sketches important properties of the European
General Data Protection Regulation resulting from the European data protection reform
initiative. The related concept of “privacy by design” is introduced in Sect. 3 which provides
brief information on the history and on definitions. Sections 4 and 5 dig into the legal obli‐
gations concerning data protection by design and data protection by default, respectively.
Finally, Sect. 6 summarises the findings and gives a conclusion.

2 The General Data Protection Regulation

In 1995 the European Union adopted the Data Protection Directive 95/46/EC [4] which
then had to be implemented by each member state. Although the Data Protection Direc‐
tive aimed at a harmonised and modern data protection regime throughout Europe, this
objective was not fully achieved due to differences in the various national implementa‐
tions. In 2016, more than 20 years later, the successor of the Data Protection Directive
was adopted after several years of discussion and negotiation: the General Data Protec‐
tion Regulation [3]. Lessons learnt from the experience of the former data protection
regime were considered and, again, the goals of harmonisation and modernisation were
pursued. The GDPR will become effective May 25, 2018. Its direct applicability in all
member states will help unifying the data protection level. However, about 70 opening
clauses – some mandatory, some optional – provide means for own national require‐
ments and thereby deviation from a joint strategy across the member states [5].

The GDPR cannot be a panacea for data protection at its best: Not everything in the
GDPR is brandnew, and the 99 Articles leave room for interpretation. The chosen level
of abstraction in the legal text may at first seem to lack support for those who have to
comply with the GDPR. But this is an intended feature rather than a bug: Abstract rules
need to be substantiated in a way that is appropriate with respect to the ever-changing
risk to rights and freedoms of natural persons and accepted among the European data
protection commissioners as supervisory authorities. So the GDPR defines a process for
achieving consistency in the interpretation of the legal obligations concerning cross-
border cases. By this, the GDPR may be future-proof for several years or even multiple
decades – unlike its predecessor. However, steady negotiation on the substantiation of
abstract rules is time-consuming and may be influenced by lobbyists who don’t share
the goal of optimal data protection.
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It has to be noted that the GDPR does not only address European data controllers,
but is designed to guarantee data protection in the entire European market. The market
location principle laid down in Article 3 GDPR addresses organisations that offer goods
or services to people in the EU or monitor their behaviour, even if the organisations are
not established in the territory of the European Union. In particular those non-EU
companies dominating the digital market shall comply with the data protection require‐
ments in the GDPR.

Whether the GDPR will provide the proper instruments for achieving data protection
cannot be predicted at this early stage. However, clearly the European member states
have a joint starting point to take it from there. This is true for all instruments described
in the GDPR, e.g. data protection by design, data protection by default, data protection
impact assessment, codes of conduct, certifications, sanctions, or the involvement of
courts.

In the following, we will focus on design issues demanded by the GDPR. This is in
line with the statement in Recital 4 of the GDPR: “The processing of personal data
should be designed to serve mankind.”

3 Privacy by Design

Building in privacy – or, to use the same wording as the GDPR: data protection1 – has
been proposed by various stakeholders for several decades. In addition to cryptographic
functionalities to achieve confidentiality or integrity, concepts for privacy technologies
were proposed for more than 30 years (e.g. [6]). Since the mid-1990ies the term
“Privacy-Enhancing Technologies (PETs)” became known in the Data Protection
Commissioners’ community [7] and was taken up by the European Commission:

“The use of PETs can help to design information and communication systems and services in a
way that minimises the collection and use of personal data and facilitate compliance with data
protection rules. The use of PETs should result in making breaches of certain data protection
rules more difficult and/or helping to detect them.” [8]

When the former Ontario Privacy Commissioner Ann Cavoukian promoted the
concept of “Privacy by Design” [9] and described seven foundational principles [10],
she extended the scope by addressing IT systems, accountable business practices, and
physical design and networked infrastructure. It is important to understand that system

1 It has to be stressed that “privacy” and “data protection” denote different, but related concepts,
and there is not one single definition each. Usually the meaning of “privacy” points to the rights
of an individual and is associated with self-defence against intrusion. “Data protection”, as
coined in European data protection law, addresses primarily organisations that have to make
sure that the rights of the individuals are not infringed. Note that Article 8 of the European
Convention on Human Rights and similarly Article 7 of the Charter of Fundamental Rights of
the European Union provide a right to privacy: “Right to respect for private and family life”.
In addition, Article 8 of the Charter focuses on data protection: “Protection of personal data”.
For the purpose of this text it is not necessary to precisely define the boundaries because the
exact privacy and/or data protection requirements to be built in would differ for various cases
and cannot be elaborated in detail at this point.
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design must not be limited to adding a few PET modules, but needs a more compre‐
hensive approach that encompasses in particular hardware and software, interfaces,
organisational processes, and business models.

Engineers expect a more detailed operationalisation and specification for the task of
building in privacy requirements. Different proposals have been made in the last few years
to support engineering privacy (e.g., [11–15]), and there are studies such as [16] that
summarise the current status of research and point out obstacles. However, today’s IT
development environments refrain from making developers aware of privacy requirements.

From the legal perspective, some researchers argued that the European Data Protec‐
tion Directive 95/46/EC already contained the requirement for privacy by design: “The
incorporation of PETs into strategies for privacy receives some encouragement from
Article 17 of the Directive, which requires data controllers to implement ‘appropriate
technical and organisational measures’ to protect personal data, especially in network
transmissions. Recital 46, which augments the meaning of Article 17, highlights the
requirement that these measures should be taken ‘both at the time of the design of the
processing system and at the time of the processing itself’, thus indicating that security
cannot simply be bolted onto data systems, but must be built into them.” [17] However,
this demand for “appropriate technical and organisational measures” primarily calls for
“security by design” and not so much for “data protection by design”, although a few
member states incorporated legal provisions for anonymisation or other data minimising
functionality [17, 18].

For instance, the German Federal Data Protection demands in § 3a concerning data
minimisation: “Personal data shall be collected, processed and used, and data
processing systems shall be chosen and organized in accordance with the aim of
collecting, processing and using as little personal data as possible. […]” [18] All the
same, this legal provision has proven ineffective since no fines can be imposed in case
the controller ignores that obligation.

This is different with Article 25 GDPR “Data protection by design and by default”
where the supervisory authority has to ensure the imposition of administrative fines in
case the obligations of the controller or the processor pursuant to Article 25 have been
infringed (Article 83 (4) lit. a)). The administrative fine has to be effective, proportionate
and dissuasive (Article 83 (1)) and may go up to 10 000 000 EUR, or in the case of an
undertaking, up to 2% of the total worldwide annual turnover of the preceding financial
year.

As a rule, all European language versions of the GDPR are equally valid. However,
there is a noteworthy difference in the title of Article 25, as the following excerpt shows:

• [EN] Article 25: Data protection by design and by default
• [FR] Article 25: Protection des données dès la conception et protection des données

par défaut
• [ES] Artículo 25: Protección de datos desde el diseño y por defecto
• [NL] Artikel 25: Gegevensbescherming door ontwerp en door standaardinstellingen
• [SV] Artikel 25: Inbyggt dataskydd och dataskydd som standard
• [DE] Artikel 25: Datenschutz durch Technikgestaltung und durch datenschutz‐

freundliche Voreinstellungen
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Most of the languages reflect the “design” idea, the Swedish translation focuses on
the “built-in” part. Only the German version adds “Technik” (technology) in the title of
Article 25 which may be misleading because – as stated before – privacy by design must
not be reduced to technology in a narrow sense, but has to reach out to entire systems
and services. Probably this wording has been used in the German version of the GDPR
in association with the long-standing concept “Datenschutz durch Technik” (literal
translation: “data protection by technology”) which was introduced in the mid-1990ies
to denote the work on Privacy-Enhancing Technologies [7] and privacy by design.
Recital 78 of the German GDPR even mentions “Datenschutz durch Technik”, but adds
the translation “data protection by design”.

Article 25 GDPR consists of three paragraphs: The first paragraph deals with data
protection by design (cf. Sect. 4), the second tackles data protection by default (cf.
Sect. 5), and the third paragraph, which won’t be further discussed in this text, adds a
remark on the relation to certification.

4 Data Protection by Design

Article 25 (1) GDPR reads as follows:

“(1) Taking into account the state of the art, the cost of implementation and the nature, scope,
context and purposes of processing as well as the risks of varying likelihood and severity for
rights and freedoms of natural persons posed by the processing, the controller shall, both at the
time of the determination of the means for processing and at the time of the processing itself,
implement appropriate technical and organisational measures, such as pseudonymisation,
which are designed to implement data-protection principles, such as data minimisation, in an
effective manner and to integrate the necessary safeguards into the processing in order to meet
the requirements of this Regulation and protect the rights of data subjects.”

For a better understanding, this long sentence is disassembled and put into context:

Who shall take an action?
• The controller.
• There are also indirect effects on potential data processors, acting on behalf of the

controller, as well as on producers of systems because the controller would have
to choose products, services and applications in such a manner that the requirements
of the GDPR are met and ensure the protection of the rights of the data subjects (cf.
Article 28).

What is the objective?
• Meeting the requirements of the GDPR and protecting the rights of the persons

concerned (“data subjects”).
• This means in particular to implement the data protection principles that are laid

down in Article 5 of the GDPR: lawfulness, fairness and transparency; purpose
limitation; data minimisation; accuracy; storage limitation; integrity and confiden‐
tiality; accountability.

What has to be done?
• Implementing appropriate technical and organisational measures in an effective

manner.
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• Integrating the necessary safeguards into the processing.
How should it be done?
• Both at the time of the determination of the means for processing and at the time

of the processing itself.
• In an effective manner.
Which conditions occur?
• The state of the art.
• The cost of implementation.
• The nature, scope, context and purposes of processing.
• The risks of varying likelihood and severity for rights and freedoms of natural

persons posed by the processing.

The conditions are of utmost interest because they can constitute both an upper and
lower bound for the actions to be taken. The data controller needs to employ these
conditions to justify all decisions concerning the implementation of measures: How were
the measures chosen, why were better measures omitted? In the beginning, the given
conditions will probably function mainly as a limitation of what the controller has to do
for data protection by design. But at least the justification has to be done and should be
documented so that supervisory authorities are able to check whether the grounds for
not implementing better measures are plausible.

One limiting factor will be the state of the art: In the last years the state of research
in “privacy by design” has made good progress, but the transition to state-of-the-art
measures is not an easy task and cannot be taken for granted. Concerning Article 25
GDPR, it will be debated in many cases whether a measure belongs to the category
“state-of-the-art”. However, for deciding on “state of the art” it is not sufficient to deter‐
mine solely the readiness of a measure such as a Privacy-Enhancing Technologies, but
also the quality for improving or ensuring data protection has to be taken into account.
The metrics for such a combined maturity assessment and the evaluation procedure are
by no means trivial. Instead they require expert knowledge when trust assumptions,
potential side effects, or usability issues have to be considered [19].

In the realm of security, the category “state of the art” should already be known from
Article 17 (1) of the European Data Protection Directive 95/46/EC:

“Member States shall provide that the controller must implement appropriate technical and
organizational measures to protect personal data […]. Having regard to the state of the art and
the cost of their implementation, such measures shall ensure a level of security appropriate to
the risks represented by the processing and the nature of the data to be protected.” [4]

Similarly, Article 32 demands the usage of appropriate state-of-the-art security
measures. Judging from many discussions after the adoption of the GDPR, the exact
properties of when to consider a security measure state of the art have not been fully
defined, although this requirement has been laid down in European data protection law
at least since 1995.

Likewise, surprisingly little information is available on state-of-the-art measures
concerning privacy by design. Determining good and best practices of concepts and
products as well as agreeing on their classification as state of the art will certainly become
a task for the supervisory authorities. Anyhow, Article 24 on the responsibility of the
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controller clarifies that the controller has to implement “appropriate technical and
organisational measures to ensure and to be able to demonstrate” compliance with the
GDPR. The factors “state of the art” and “cost of implementation” are left out in that
provision.

Article 25 (1) GDPR and the accompanying Recital 78 mention a few examples
(explicitly stated: “inter alia”) for measures that may be appropriate:

“[…] minimising the processing of personal data, pseudonymising personal data as soon as
possible, transparency with regard to the functions and processing of personal data, enabling
the data subject to monitor the data processing, enabling the controller to create and improve
security features.” (Recital 78 GDPR)

Thereby not only privacy-enhancing technologies, but also transparency-enhancing
technologies (TETs) are addressed. Further, this recital acknowledges that the controller
may have to advance the security features, e.g. in the case of sensitive data. “One size
fits all” wouldn’t live up the expectations of the GDPR. The improvement of security
features is also demanded when vulnerabilities in the provided functionality are
becoming known. This requires an ongoing risk monitoring in a data protection manage‐
ment system.

What is more, Recital 78 addresses producers of products, services and applications
who “should be encouraged to take into account the right to data protection when devel‐
oping and designing such products, services and applications” so that controllers “are
able to fulfil their data protection obligations”. Recital 78 gives one example that can
really encourage producers to invest in privacy by design: “The principles of data
protection by design and by default should also be taken into consideration in the context
of public tenders.” Thus, procurement processes should from now on incorporate built-
in data protection.

5 Data Protection by Default

The text of Article 25 (2) GDPR reads as follows:

“(2) The controller shall implement appropriate technical and organisational measures for
ensuring that, by default, only personal data which are necessary for each specific purpose of
the processing are processed. That obligation applies to the amount of personal data collected,
the extent of their processing, the period of their storage and their accessibility. In particular,
such measures shall ensure that by default personal data are not made accessible without the
individual’s intervention to an indefinite number of natural persons.”

The nature of the second paragraph of Article 25 GDPR is totally different from the
first paragraph since it omits the explicit mentioning of limiting factors. Still, the word
“appropriate” gives room for interpretation of which measures are suitable and right for
the purpose.

Again, the controller is responsible for implementing technical and organisational
measures. In the first sentence, the data minimisation principle (cf. Article 5 (1) lit. c)
GDPR) and the purpose limitation principle (cf. Article 5 (1) lit. c) GDPR) are repeated.
The insertion of “by default” addresses the standard configuration of a data processing
system.
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The second sentence specifies that not only the amount of the data collected, but also
the extent of their processing, the storage duration and the accessibility of the personal
data are affected. Thereby the standard configuration should prevent that personal data
which are not strictly necessary for the purpose are processed at all (e.g. by limiting the
personal data that is asked for), that they are processed only to the extent as necessary
for the purpose (e.g. by restricting the possible processing steps or by using data mini‐
misation measures such as anonymisation or pseudonymisation functionalities), that
they are erased as early as possible regarding the purpose (e.g. by automatic erasure
measures), and that their accessibility is limited as much and as soon as the purpose
allows (e.g. by access control mechanisms, by carefully choosing the storage location,
or by encrypting the data).

The third sentence gives an example that relates to Internet publications or social
networks: that, by default, personal data must not be made accessible to an indefinite
number of people.

The notion of “default” incorporates the possibility to change the default setting. The
last sentence of Article 25 (2) GDPR it clarifies that “the individual’s intervention” may
allow changing the configuration. The default setting would be the initial configuration
which can be changed by the data subject to allow that more data are processed, that
other processing steps are allowed, that the data can be stored for a longer time, and that
they may be accessible to other parties as well. Typical cases where this may be desired
by a data subject comprise sharing information on the web or in a social network, creating
accounts as returning customers so that information on their mail address or on payment
methods is stored for the next visit, or providing personal data for long-term personalised
consumer experiences.

The GDPR interpretation of “data protection by default” differs from previous ideas
in the privacy-by-design context where Cavoukian demanded:

“Privacy as the default setting:
If an individual does nothing, their privacy still remains intact.
No action is required on the part of the individual to protect their privacy – it is built into the
system, by default.” [10]

This requirement sounds promising, but if “intact privacy” means that no personal
data are processed at all or that there is a guarantee of no risk for the individual’s privacy,
many real cases with lawful and legitimate purposes would not work. As soon as the
individual chooses to make use of a product or a service, this may require processing of
personal data and thereby wouldn’t necessarily considered as leaving the individual’s
privacy intact. Perhaps this notion rather addresses the individual’s horizon of expect‐
ation: For users of a product or service it should be clear which personal data are needed
for the purpose (e.g. basing on informed consent), and all additional data processing
should be prevented unless the user intervenes and changes the setting. However, the
product or service should not create the false impression that the functionality can be
offered when the user sticks to a default of no-disclosure of personal data, e.g. when a
governmental service will require specific attributes of the citizen for the payment of
social benefits. But this will be probably meet the expectations of the user.

A more elaborate view on data protection by default was given by the European Data
Protection Supervisor when commenting a previous version of Article 25 GDPR:
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“The principle of data protection by default aims at protecting the data subject in situations in
which there might be a lack of understanding or control on the processing of their data, especially
in a technological context. The idea behind the principle is that privacy intrusive features of a
certain product or service are initially limited to what is necessary for the simple use of it. The
data subject should in principle be left the choice to allow use of his or her personal data in a
broader way.” [20]

Here the aim is not to leave privacy intact, but to – at least initially – limit privacy
intrusive features. The statement stresses that the guideline for deciding what is neces‐
sary should be the simple use of a product or service. This also means that the individual
should be able to use a product or service even if disclosing or storing more personal
data may mean extended functionalities or a different user experience.

Today only very few guidelines on “data protection by default” exist (one example
is the workflow given in [21]). So it is difficult both for data controllers and for super‐
visory authorities to decide on an appropriate default setting. In any case it will have to
be determined in a first step which parts are hardwired without the possibility for a
change (which relates back to “data protection by design” and built-in data protection)
and which parts are configurable. For the configurable part it has to be figured out when
and which pre-settings are reasonable for which user groups (e.g. different settings for
children and adults, or different settings for EU residents and non-EU residents when it
comes to storage location) and when the configuration should be better done in an inter‐
action with the user when installing the system.

Also it has to be given thought to usable ways of changing the configuration later on
in an informed manner and without giving up all protection at once. It shouldn’t be the
case that the solution with the data protection default setting is barely usable, but one
click away is the full version that entails no protection at all (which may infringe Article
7 (4) GDPR on freely given consent). The known challenge how to prevent that people
get overwhelmed or tired from the configuration possibilities may become even harder
if data controllers – not being enthusiastic about data protection by default – put the
blame on data protection regulators. Thus, a static “take it or leave it” default is probably
not the best solution. Instead, taking the pre-configured default as a starting point, users
should be supported in choosing the best fitting configuration (see e.g. [22]), or they
could even profit from the approach of “on the fly” privacy management for adapting
and organising their own privacy preferences [23].

Finally, data protection by default can ruffle the feathers of established Internet
business models. For instance, according to Article 25 (2) GDPR user tracking on the
basis of personal data (including machine identifiers) would have to be deactivated as a
standard setting. This may affect the tradition of “free” services where Internet resources
are paid by personal data.

6 Conclusion

The European General Data Protection Regulation contains legal provisions on data
protection by design and by default. This obligation addresses data controllers who have
to consider building in data protection functionality in their systems. In addition, it holds
the potential of affecting the currently not well developed market in privacy and data
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protection systems and services. The GDPR offers the opportunity for bridging the gap
between research and practice in the field of privacy and data protection.

Although not really new, both data protection by design and data protection by
default are powerful mechanisms and may become a game changer if taken seriously
by controllers, processors, producers, and supervisory authorities. However, employing
these principles is a challenging task for all stakeholders involved and requires in-depth
knowledge of research concepts and state-of-the-art implementations. So as not to negate
the leverage from the GDPR, researchers, practitioners, and supervisory authorities
should collaborate and propose suitable best practice approaches. It should be made
difficult to ignore the laid down rules or to shirk responsibilities and obligations
regarding the system design requirements. Nevertheless a broad use of data protection
design methods and measures has to rely on thoroughly discussed, tested, and workable
solutions. Further, infrastructures should not only realise data protection by design
themselves, but also promote and support measures built on top or employing function‐
ality offered. This will be primarily a task for the member states or the European Union.

Although the GDPR becomes effective only in May 2018, the interdisciplinary work
of computer scientists, developers, lawyers, psychologists, economists etc. should begin
much earlier [10]. The lack of a holistic approach for engineering and promoting privacy
technologies is certainly one reason for the unsatisfactory status of their maturity and
their market availability. Even good approaches can fail if the ecosystem for their usage
is not sufficiently considered, business models are missing, users don’t understand their
value or perceive losses in comfort compared with the not-so-privacy-friendly solutions
they are familiar with (see e.g. [24]). Interdisciplinary work takes time and does not
happen automatically – it requires a common understanding of the problem space as
well as openness for underlying incentives and values of other disciplines [25]. This
includes the supervisory authorities which will have to evolve to live up the tasks they
have been imposed by the GDPR and to actively seize opportunities for improving the
protection of rights and freedoms of all individuals.

If recommendations and ready-to-use concepts are developed and published soon
enough, this facilitates data controllers to prove their compliance with the regulation
from day one and, at best, set an example of international relevance regarding data
protection by design and by default. It is noteworthy that the GDPR is designed to have
an influence beyond Europe because it strives to protect the personal data of EU residents
even outside the European Union and obliges also non-EU controllers processing
personal data in Europe. What is more, whenever successful solutions are being devel‐
oped, they may be demanded by all people inside and outside Europe interested in
protecting their right to privacy and may be expected especially from globally acting
companies. Data protection by design and by default is of particular relevance in a world
that relies increasingly on digitisation and that has to defend the rights and freedoms of
individuals against attacks from powerful organisations.
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Abstract. We present our two separate tools for data protection mea-
surement and evaluation of websites. The first tool does a generic check
on a single website and is openly available for any web user to use
when evaluating data protection measures implemented on a website.
The second tool was used to perform a more exhaustive evaluation of
Swedish municipalities. The work focuses on leakages of personally iden-
tifiable information to third parties when a web visitor goes to a website,
and in our accompanying website we have also identified measures that
web developers could undertake, or that web visitors could request, to
improve the data protection of their visitors.
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1 Introduction

With the entry into effect of the new EU rules on data protection in May 2018,
there is an urgent need for web developers and other actors in society to make
preparations. We have developed two separate tools to identify measures which
can be undertaken to improve privacy protection in public websites in Sweden.
In particular, they will assist web developers and web strategists to analyse
how they are currently leaking personally identifiable information (PII) to third
parties, as individuals visit their websites.

Our first tool is a simple technical mechanism for private persons and web
developers to evaluate the leakage of PII from websites.1 The second tool per-
forms more substantive measurement of PII leakage from Swedish municipal
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1 See https://webbkoll.dataskydd.net/en/ [in English and Swedish].
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websites.2 In addition, we produced technical advice on how data leakage can
be mitigated.3

We have checked the use of web analysis tools,4 whether a referrer policy is
set,5 the usage or absence of encrypted connections as well as inclusion of third
party services (fonts, forums, weather services or text-to-voice services) or the
placement of cookies (both persistent tracking cookies and functional cookies).

Additionally, we provide an element of gamification for Swedish municipali-
ties, in that we developed a five-step grading system. This allows for municipal-
ities to compare their efforts to other municipalities. With current data leakage
rates being generally high, we found, however, that no municipalities obtain
better than mid-level results.

This study aims to achieve utility for web designers and website develop-
ers, with an emphasis on utility for public sector institutions. While there are
a number of web browser plug-ins that could be installed by web visitors to
mitigate harms arising from persistent online tracking,6 this paper is guided by
the belief that privacy problems can and should be solved close to the source of
the problem. We believe similar methodologies and tests could also be useful in
other countries, and in so far as possible we have strived to identify cost-neutral
improvements.

1.1 Similar Tools in the Swedish Context

In Sweden, prior examples of web services for monitoring private and public
sector compliance with applicable law include Hitta kakor7 and extensive work
in the field of accessibility [4, guideline 1].8 More technically inspired guidelines
include efforts to improve adoption rates of encrypted connections [4, guideline 7]
and DNSSEC.9

Additionally there have been attempts in Sweden to compile guidelines for
data protection on websites [4, guideline 20] and with respect to web cookies [5].
Both of these guidelines target the necessary requirements for end-user terms of
service formulations given specific options implemented by the web developer.
2 See https://dataskydd.net/kommuner/ [only in Swedish].
3 In the right-hand column of the test-results accompanying the generic web-check on

the website listed in footnote 1, or under the heading “Begrepp och tips” on the
website listed in footnote 2.

4 Google Analytics, Adobe Tealeaf, Piwik, etc.
5 Cf. https://www.w3.org/TR/referrer-policy/.
6 Some alternatives include Cookie White List, Privacy Badger, various adblocking

applications (such as Adblock Plus or uBlock Origin), Ghostery, RequestPolicy,
NoScript, HTTPS Everywhere, uMatrix, Disconnect, Decentraleyes, and similar. In
addition to these tools web visitors may opt to use private browsing mode, which is
increasingly included by default in most major browsers.

7 PTS, http://e-tjanster.pts.se/internet/kakor/.
8 See also http://www.anvandningsforum.se/om/.
9 PTS, information webpage about ongoing work to promote DNSSEC with

Swedish public authorities. https://www.pts.se/sv/Bransch/Internet/Robust-
kommunikation/Atgarder/DNSSEC/.

https://dataskydd.net/kommuner/
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The success rate in terms of increasing adoption rates of globally desired
practises varies.

Accessibility guidelines have generally been well-received [6]. While security-
oriented projects, such as the guidelines for encrypted connections and DNSSEC
are ostensibly taken seriously at the national level, deployment has been slow.10

All of the prior guideline projects have been developed under the auspice
of the Swedish national regulatory authority for telecommunications and postal
services (PTS). The data protection guidelines focus on contract law, and their
success rate is difficult to measure. There are no known cases where the privacy
terms of a municipal website or other website have been successfully tried in
court.

2 Methodology

We have constructed tests which are technically more convenient to monitor,
and which assume an expansive view of the wordings of the legislation. What
this means is that our technical monitoring of websites does not accomodate for
flexibilities in the law to avoid certain types of data forwarding or data collection
by referens to privacy terms. This is for a few reasons.

– End-users have been demonstrated not to reasonably have the time or capacity
to read and understand such terms of services.11

– Having restricted ourselves to investigating municipalities in depth, we deemed
it inappropriate to construct a set of tests which would assume the public
sector should enter into extensive and difficult to understand agreements with
their website visitors.

– We have assumed that it is more interesting for web developers to engage with
interesting technical alternatives to monitoring and tracking over engaging
with the formulation of terms of services agreements.

Instead we have focused on the ability of web developers to adhere to the data
minimisation principle.12 We have also assumed that adoption of data protection
enhancing measures is more likely if website owners and managers are provided
with self-measurement and top-listing tools.

10 Cf. https://dataskydd.net/kommuner/ and https://www.kommunermeddnssec.se/.
11 Aleecia M. McDonald and Lorrie Faith Cranor. The Cost of Reading Privacy Policies.

I/S: A Journal of Law and Policy for the Information Society 2008 Privacy Year
in Review issue or Lorrie F Cranor,. et al. (2014). Are they worth reading? an
in-depth analysis of online advertising companies’ privacy policies. Rochester, NY:
Social Science Research Network and for instance the Terms of Service; Didn’t Read
(ToS;DR) project.

12 Art 5.1 c, General Data Protection Regulation.

https://dataskydd.net/kommuner/
https://www.kommunermeddnssec.se/
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2.1 The Scoring System

We devised a five-step scoring system for municipalities which runs from E to
A, with A being the highest and E the lowest score.13

A To get the highest score, a municipality should neither leak PII to third par-
ties (Internet service providers, mobile providers, content delivery platforms,
advertisers, etc.) nor collect unnecessary information for their own use. This
means use of HTTPS by default, no persistent first-party cookies, no third-
party requests (which implies no third-party cookies), referrer policy set to a
restrictive value (i.e., no-referrer), setting the HTTP Strict Transport Secu-
rity header (HSTS), and no insecure requests (i.e., HTTPS to HTTP).

B The second highest score relaxes the requirements for collecting PII for own,
in-house use (such as a locally hosted web analysis tool). It requires HTTPS,
no third-party requests, and no insecure requests.

C The middle score is obtained for those websites that either have a strong
protection against PII leakage to Internet service providers (by for instance
employing encrypted connections universally), or having a strong protec-
tion against PII leakage to third party web services (content delivery plat-
forms, advertisement networks, web analysis tools, etc.): HTTPS, third-party
requests (but none insecure) and third-party cookies or HTTP and no third-
party requests. 20 municipalities out of 289 acquired this score in our latest
test on August 20th 2016.14 This can be compared with 16 municipalities
obtaining this score in May of 2016.15

D The second lowest score is obtained from having partially encrypted con-
nections (with insecure elements loaded in the visitor’s browser) and making
third-party requests and setting third-party cookies, or from using HTTP but
not setting third-party cookies. 64 municipalities ended up with this score in
our latest test on August 20th 2016. Two municipalities had shifted from a
C score in our May 2016 test to a D score in the August 2016 test, after
introducing non-encrypted elements on their websites.

E The lowest score, then, is when there are no data leakage protections in place:
no encryption, and use of third-party cookies. In our August 2016 test, most
municipalities (204 out of 289) ended up with this score.

While the scoring system is simple, we have tried not to make it biased towards
any particular form of protection against PII leakage. It is, for instance, possible
to get at most a C grade without using encrypted connections, but it is not
possible to advance beyond a C grade without also remedying PII leakage to third
parties. We chose this methodology to ensure that privacy is protected against
electronic communications services as well as information society services.

Since we finalised the beta version of our in-depth tool in May 2016, we have
produced scores for all Swedish municipalities on three subsequent occasions.

13 See https://dataskydd.net/kommuner/metodologi.html.
14 See https://dataskydd.net/kommuner-201608.
15 See https://dataskydd.net/kommuner-201605.
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Fig. 1. Distribution of grades assigned by our tool for substantive measurement for
all Swedish municipalities in two separate test runs performed on May 30th 2016 and
August 20th 2016.

Fig. 2. Number of municipalities which have adopted encrypted connections and pro-
tection against referrer-leaks in May 30th 2016 and August 20th 2016 respectively. The
total number of municipalities tested amounted to 290.

The last scores, produced in November 2016, are not accounted for in this text
but are available online.16 In Figs. 1 and 2 you will find comparisons of scores
between May and August of 2016.

3 Technical Design

We made two tools: a generic tool for privacy checks for individuals (a web
service), “Webbkoll”,17 and a more sophisticated tool for checking municipality
websites (not a publicly available service).18

16 See https://dataskydd.net/kommuner.
17 Supra, footnote 1.
18 Supra, footnote 2.

https://dataskydd.net/kommuner
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In both cases we attempt to simulate a typical user with a typical browser
with default settings – e.g., with Do Not Track disabled, as that is normally the
browser default – and with no particular browser extensions installed, and see
what happens (requests generated, cookies set, etc.) when a certain web page
is visited. This means that the tools need to run a “real”, normal browser, or
something as close to what an end-user would use as possible, ruling out for
example web scrapers that do not execute JavaScript.

3.1 Generic Check: Choice of Tool for Backend/Frontend

There are a number of web privacy measurement platforms available, but the
ones we found were all targeted towards researchers. We wanted to provide a
simple web service that could be used by anyone to quickly check any given
website, without having to install anything. There are numerous online services
for checking various other aspects of websites – e.g., SSL/TLS configuration,19

HTTP headers,20 performance21 – but we found none for generic privacy checks.

Technical Choices. Since our tool was meant to be publicly available (as well
as completely open source)22 free to use by anyone at any time, and operated by
ourselves on a typical Linux server, we needed something that (1) could process
requests quickly, (2) could process multiple requests simultaneously, (3) could
easily scale, (4) could be run on a typical low-cost VPS, and (5) would be built
purely on open source components.

This called for a typical design where we would have a user-facing frontend
server communicating with one or more separate backend servers (which in turn
perform the actual visiting and rendering of webpages) through a REST API.

The most resource-intensive part of the infrastructure is the backend. We
considered running a “real” consumer browser such as Firefox through the Sele-
nium framework (as in [1]), but found that the overhead was too great. It should
be noted that while Selenium offers more possibilities and a more stable envi-
ronment, this was less of a concern here than in our later municipality test. Our
online tool is not meant to be used for studies or rigorous analysis, but rather
as a starting point for web developers and web visitors. Therefore we opted for
“good enough” with our choice falling on PhantomJS,23 a lightweight headless
browser based on WebKit (also used by Safari; and a fork of WebKit is used by
Chrome).

Deployment. The frontend is written in Elixir, a functional language running
on the Erlang VM, and uses the Phoenix web framework. When visiting the
19 Qualys SSL Labs SSL Server Test. https://www.ssllabs.com/ssltest/.
20 Securityheaders.io. https://securityheaders.io/.
21 Sitespeed.io (https://www.sitespeed.io/), Google’s PageSpeed Tools (https://

developers.google.com/speed/pagespeed/).
22 By grant condition. Code (MIT license): https://github.com/andersju/webbkoll.
23 See http://phantomjs.org/.

https://www.ssllabs.com/ssltest/
https://securityheaders.io/
https://www.sitespeed.io/
https://developers.google.com/speed/pagespeed/
https://developers.google.com/speed/pagespeed/
https://github.com/andersju/webbkoll
http://phantomjs.org/
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website of the tool the user is presented with a single text form field for entering
the domain name or URL of any web page. When the “Check” button is clicked,
the frontend does a number of things:

(1) It checks whether the user is possibly a bot, and if so, rejects the request.
(2) It makes sure the input is transformed into a proper URL – e.g., example.com

becomes http://example.com. Since we check whether a site uses HTTPS
by default, we always check the http:// version of a site first to see whether
it redirects automatically; so https://example.com is transformed into
http://example.com. It is possible to visit specific pages on a domain (e.g.,
http://example.com/subpage.html); we keep the path (/subpage.html)
but, for security reasons, no query parameters nor anything else. An input
of http://user:password@example.com/subpage.html?foo=bar would
be transformed into http://example.com/subpage.html before being
passed on.

(3) If the URL resulting from (2) has already been checked and is in the data-
base, the old data is fetched and rendered. If the URL is not in the database,
or if it is in the database but the user has clicked “Check again”, we force a
new check, and the frontend proceeds to (4).

(4) To prevent abuse, it does some basic rate limiting: per IP (a user can only
make a certain number of requests during a certain span of time) and per
host (a certain host can only be queried a certain number of times during a
certain span of time – this is not user-specific). If either criteria is violated,
an error is returned.

Finally, if steps 1–5 completed successfully, the user’s request is sent to a
queue in the job handler – also on the frontend – for background processing
(this handles concurrency, retries, queueing, etc.). To allow for multiple backend
servers, multiple queues, each having a certain backend URL tied to it, can be
specified.

The job handler runs a worker to handle the user’s request. The worker sends
a HTTP GET request to the backend server. This request contains the URL of
the webpage to visit.

The backend server runs PhearJS,24 a server written with Node.js, handling
a number of PhantomJS workers. When PhearJS receives a request from the
frontend, it’s passed on to one of the workers. The PhantomJS workers visits
the URL and renders it, waiting a specified period of time – in our case, ten
seconds – before returning the results. This is to make sure scripts have time to
run. When finished, the resulting data is sent back as JSON to the frontend. This
JSON contains all the request and response headers, cookies, HTML content,
etc.

The JSON is decoded by the worker process and checked for errors. The
worker then proceeds with processing of the data:

24 See https://github.com/Tomtomgo/phearjs.

https://github.com/Tomtomgo/phearjs
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(1) The final URL is noted. This is the actual page rendered, after any redirects.
(2) From the final URL the registerable domain is extracted and noted with the

help of a library that uses Mozilla’s Public Suffix List.25 This list is used by
browsers to determine where cookies can be set (or not), and we use it to
distinguish between first-party and third-party sites.

(3) Cookies are split into first-party and third-party. We also count the number
of unique third-party cookie domains.

(4) From requests, third-party requests and insecure first-party requests are
extracted. Request types (secure vs. insecure) are counted.

(5) Using a HTML parser we check whether a referrer policy is set using meta
referrer (a referrer policy can also be set in a Content-Security-Policy header;
this is checked at a later point).

All the above is saved to the database and the status of the user’s request is
updated.

Meanwhile, the user is redirected to a status page where the ID of the request
is in the URL. The page is reloaded automatically every five seconds using meta
refresh. On every request the frontend checks the status of the page in the
database—if state has changed, the user is redirected to a results or error page,
otherwise the status page is shown again. While there are smoother ways to
present status and do transitions, this way we avoid having to use cookies.

Finally, the user is presented with a results page. It shows the following
(Fig. 3):

– Whether HTTPS is used by default; and, if so, whether the site uses HTTP
Strict Transport Security, and whether there are any insecure requests.

– Whether referrers are leaked.
– First-party cookies.
– Third-party cookies.
– Third-party requests, categorized using Disconnect’s public tracker list.
– Certain HTTP headers that can be beneficial for privacy and secu-

rity: Content-Security-Policy, Strict-Transport-Security, Public-Key-Pins,
X-Content-Type-Options, X-Frame-Options, X-Xss-Protection.

We also explain what these things are and what one can do and why. Addi-
tionally, we check for certain third-party services (such as Google Analytics and
Disqus) and suggest alternatives.

Limitations. The tool is limited to what can be checked non-interactively, i.e.,
things that can be observed by merely loading the page – it does not perform
any actions such as clicking on links.

Except for rejecting sites with invalid certificates (and checking the headers
for HSTS and Public Key Pinning), it does not do any deep analysis of a site’s
SSL/TLS configuration – e.g., vulnerability to various attacks, forward secrecy,

25 See https://publicsuffix.org/.

https://publicsuffix.org/
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Fig. 3. Screenshot of part of results page for regeringen.se, the website of the Govern-
ment Offices of Sweden.

support for insecure protocols, etc. Currently we provide a link to Qualys SSL
Labs free online service.

At first some of the tools used did not have all the necessary functionality for
our purposes. We contributed some code to PhearJS to add support for returning
cookies and requests,26 and to the Elixir library PublicSuffix to add support for
checking whether a domain matches a specific rule in Mozilla’s Public Suffix
List.27

3.2 Municipalities: Choice of Tool for Backend/Frontend

Technical Choices. Although we had already created our online tool “Web-
bkoll”, we opted for the web privacy measurement framework OpenWPM [1] for
our municipality study. Our online tool was meant to be used by web developers
and others to quickly check a website and gain ideas about possible improve-
ments, while OpenWPM was built specifically for collecting data for privacy
studies and supported more features, such as the ability to visit internal links.

Deployment. We fed a list of the websites of Sweden’s 290 municipalities into
OpenWPM. OpenWPM – which uses Firefox, Selenium and a HTTP proxy –
then visited each site and tried to visit up to five internal links. Firefox was
configured to run without any particular extensions installed, and with Do Not
Track disabled. All data (all HTTP requests and responses, cookies, etc.) was
saved to a SQLite database.

We then wrote a program to enrich the database, mainly using information
already contained therein, but made more easily accessible to make it easier
to produce statistics and (at a later stage with the same program) generate
the reports pages.28 For example, the http requests table was extended with

26 https://github.com/Tomtomgo/phearjs/pull/5.
27 https://github.com/seomoz/publicsuffix-elixir/pull/17.
28 Code (MIT license): https://github.com/andersju/municipality-privacy.

https://github.com/Tomtomgo/phearjs/pull/5
https://github.com/seomoz/publicsuffix-elixir/pull/17
https://github.com/andersju/municipality-privacy
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columns for base domain (shortest domain assigned to a registrant; used to
determine first-party vs. third-party cookies/requests) and scheme (HTTP or
HTTPS); site visits was extended was extended with e.g. HSTS value, refer-
rer policy, third-party requests, insecure requests and multiple columns for cook-
ies (first-party and third-party profile and session cookies). Each municipality
was also scored using the criteria mentioned in Sect. 2.1.

It should be noted that the results for a municipality are based not on a single
page, but on the collected data from the initial page plus up to five internal pages.

In our setup OpenWPM did not save the HTML content of pages. As referrer
policy can be set in both a HTTP header and in a HTML meta element, we let
our post-processing tool visit the initial URL of each municipality website, get
and parse the HTML and look for meta referrer.

Finally, our tool generated a static website with (1) an overview with a table
containing all municipalities, sortable by score/scheme/referrer leakage/number
of cookies/etc., and (2) a detailed results page for each municipality, much like
the results pages produced by our web service Webbkoll.

Limitations. While we did visit a number of internal links in this test, we are
limited by what can be done in an automated fashion when we have no prior
knowledge of the sites being visited. The internal links are chosen at random, and
at the moment we cannot check whether it is, for example, possible to contact
one’s municipality in a secure way.

The browse command in OpenWPM 0.6.2 loads a specified URL and then
tries to visit a specified number of internal links (from the same hostname as the
URL) on the initial page. However, we found that no internal links were visited if
the initial URL was a redirect; we thus had to use curl and a few command-line
tools to process the list of municipality websites, figure out the final URL of each
website, and then write those URLs to a new file that we then used as input to
OpenWPM.

We found a bug that in rare instances would make OpenWPM treat external
links as internal. This was reported and fixed.

4 Discussion

The following chapter is based on structured interviews with employees from the
Swedish public sector as well as interactions with such employees that we have
had since the beginning of our project. These interviews and interactions were,
however, conditioned on anonymity of the individual civil servants concerned.

4.1 The Municipality of Enköping

We were in touch with civil servants working in the Swedish medium-sized munic-
ipality Enköping [7] since before we started our project. The municipality was,
and still is, in the process of refurbishing their public-facing web environment.
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The municipality lacked prior guidelines for web development beyond graphi-
cal profiles at the start of the project. The changes in the website could therefore
be planned freely by responsible staff. While responsible staff had support for
a data protection friendly shift from their immediate superiors in the hierarchy
(the communications department), interest was more shallow in the municipal
IT department. The data protection focus did, however, receive attention from
the highest publicly elected official in the municipality when the new website
was launched.

The focus on data protection in the development of the new website emerged
only after the initial steps to change the website had already been taken [2].
Because of this, specifications which would have been useful to integrate at an
earlier stage had to be appended to the specification afterwards (such as remov-
ing referrer leaks and using local analytics tools). This caused additional costs
for the municipality (a one-time fee of approximately EUR 2000 for the Piwik
server). While this is not a large sum, a continuing problem is the lack of qual-
ified Piwik administrators available from subcontractors. Access to third party
analytics specialists is simply higher, making it more time- and cost-efficient to
use third party analytics tools.

In November 2016, the municipality has still not crossed the TLS hurdle in
spite of having a pre-existing cryptographic certificate which was valid across all
the municipality’s domains when we first got in touch with them. The provision of
municipal maps stopped working when TLS was turned on, but there is ongoing
work to fix this problem. Changes in staff in summer of 2016 means that many
of the planned changed are stuck, while new staff get accustomed to the work
environment. The municipality is still not able to obtain a higher grade than D
in the Dataskydd.net privacy web check tool.

4.2 Other Municipalities

After launching our municipal top list, we have noticed that more municipal-
ities are adopting the use of referrer policy. We have also had questions from
municipalities about the use of encryption.

For instance, it is still the case that some web developers fear that encryp-
tion may reduce the availability of the site (for instance, making it slower to load
and requiring more server resources). While this is not supported in practical
knowledge,29 and in fact HTTP/2—which brings superior performance—in prac-
tice requires the use of encryption as no major browser supports unencrypted
HTTP/2, it’s a legacy concern that is likely to remain for some time.

Additionally, and as with many things that may require alterations in cur-
rent work flows or technical tools, we have noticed that municipalities that are
refurbishing their public web environments with data protection enhancements
are likely to be concerned that the data protection enhancements are the cause
of problems. For instance, use of referrer policy may get the blame for broken

29 https://www.maxcdn.com/blog/ssl-performance-myth/.
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links even if, upon careful analysis, it turns out not to have been the problem.
Other questions that have emerged are covered above in Sects. 3.1 and 3.2.

4.3 Analysis

The experiences of Enköping indicates that a data protection focus becomes both
cheaper and quicker if integrated from the beginning. This provides support for
the utility of data protection by design.

One municipal employee indicated that it would be helpful if some form of
procedural standard was developed, equivalent to the standards for web site
accessibility which have just been adopted in European law [3].

It may be assumed that the prevalence of non-third party analytics tool
specialists increases if the demand for such services increase. The municipality
staff also experienced that the most frequent questions they would face from
other municipalities related to their experiences of Piwik. A detailed analysis
of municipality websites indicates that Enköping is not alone in trying out self-
hosted alternatives to Google Analytics.30

The environment for making changes will differ between municipalities. While
Enköping experienced significant delays in ordering and installing Piwik servers
and a low degree of interest in data protection from their IT department,31 in
other municipalities it is the IT department which is responsible for the design
and features of the website.32

We have not received any feedback from private persons who’ve tried to use
our tool to inspire changes in websites that they themselves did not manage.

5 Conclusions

Many of the tools under development for privacy measurement are primarily
used to investigate large numbers of the most popular websites. Our work has
focused on a minor subset of websites, those of Swedish municipalities, which
were unlikely to be the most visited.

While our goal was to make cost-neutral suggestions for improvements in so
far as possible, we found out that even nominally free (“gratuite”) products or
simple changes in the specifications for a municipal website may imply significant
enough costs to the municipality that many parts of the municipal administration
must be involved in enacting change. The experience of Enköping is that it is
doable, but requires considerable effort from responsible civil servants.

The observations from the municipal civil servants are straight-forward, for
instance requesting a guideline for data protection friendly developments. But
such guidelines are unlikely to be adopted without significant effort. The tools
we developed are not designed to make use of flexibilities in the data protection
30 Alings̊as, Arvika, Örnsköldsvik, as per Dataskydd.net:s municipal mapping 20th

August 2016 (cf. footnote 16).
31 Informal dialogue with municipal civil servant in Enköping.
32 Informal dialogues with municipal civil servants in other cities.



Evaluating Websites and Their Adherence to Data Protection Principles 51

laws, but to provide simple and cheap means to maximise adherence to the
principles enshrined in the General Data Protection Regulation Art. 5.

Some of our suggestions are more likely to be adopted than others: the num-
ber of Swedish municipalities using encrypted connections is increasing, as is the
number of Swedish municipalities that introduce a referrer policy. We also believe
that adoption of alternative analytics tools will increase, but this will depend on
a few front-runners creating a demand for alternative analytics expertise.

We hope that our effort provide a humble starting point for future projects
seeking to make data protection by default a feasible option for web developers.
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2014. http://blogg.enkoping.se/webbutveckling/wp-content/uploads/sites/3/2014/
04/enkoping-forstudie-nywebb.pdf

3. EU Commission, Statement by Vice-President Ansip and Commissioner Oet-
tinger welcoming the adoption of the first EU-wide rules to make public
sector websites and apps more accessible. http://europa.eu/rapid/press-release
STATEMENT-16-3549 en.htm
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Abstract. The paper describes the ethics management function of the human
brain project. It highlights some of the specific privacy-related issues of the
project and the strategies that ethics management uses to address these.

Keywords: Human brain project · Neuroinformatics · Data protection · Privacy ·
Ethics management

The Human Brain Project (HBP; www.humanbrainproject.eu) is a European, Flagship
initiative that facilitates and supports a global, united effort to understand the brain by
providing platforms and tools along with neuroscientific and medical data, to study the
brain, its diseases and to catalyze new brain-inspired technologies [1].

The HBP aims to create and operate a European scientific research infrastructure for
brain research, cognitive neuroscience and other brain-inspired sciences. It gathers,
organizes and disseminates data describing the brain and its diseases. Of particular
importance for us is the stated aim that the HBP is dedicated to responsible and ethical
research. In addition, the HBP is an extensive collaboration between scientists,
researchers and institutions around the world. This includes is nature as an open-science
initiative. The HBP is developing Information Communication (ICT) Tools that have
applications in neuroscience, medicine and computing.

It is important to underline that the focus on responsible research and innovation
(RRI) figures prominently among the aims of the project. This is explained by the fact
that the project’s funder, the European Commission, is keen to promote RRI in research
[2–4]. At the same time, the HBP raises a number of potential ethical and issues, ranging
from the immediate and practical, like the approval of research protocols, to the more
general and philosophical, like the possibility of machine consciousness or novel
approaches to artificial intelligence (AI).

In order to address these issues, the HBP has a sub-project dedicated to ethics and
society. The overall HBP is split in 12 sub-projects which are the organizational home
to scientific, technical and administrative activities. The society and ethics sub-project,
the home of RRI in the project, is divided into four sections which look at foresight
research, conceptual and philosophical analysis, public engagement and ethics manage‐
ment [5]. This abstract highlights the role of privacy and data protection in ethics
management.
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Ethics management is broken down into several tasks. It covers principles and
implementation of ethics management, which includes the development and mainte‐
nance of an overview of ethical issues called the HBP Ethics Map (https://www.human‐
brainproject.eu/ethics-management). Working with other sections of the society and
ethics sub-project as well as the scientists of the scientific and technical sub-projects,
the ethics management team develops bespoke ethics issue action plans. It develops
Standard Operating Procedures (SOPs) and undertakes the identification and manage‐
ment triage of ethical issues. In order to ensure that all work in the HBP happens in
accordance with laws and regulations, the ethics compliance task maintains an HBP
Ethics Registry which contains an overview of the ethical issues of all other tasks and
a collection of ethics approvals of those tasks that require them. Ethics management
communicates with the European Commission and its ethics reviewers in the context of
regular ethics reviews. In order to have an understanding of specific issues, the ethics
management group manages a so-called Rapporteur Programme which includes repre‐
sentatives of all other 11 sub-projects. These rapporteurs are scientists from all areas of
the HBP who spend a portion of their time working on issues of RRI. This includes
physical meetings, teleconferences and interaction with members of the Ethics Advisory
Board, which made up of independent experts who provide advice to the HBP.

Privacy is a key issue that the HBP has to address. There are different types of human
data that are potentially affected by data protection regulation and therefore subject to
scrutiny during ethics review. This refers to research data that was collected from human
volunteers as well as patient data. For volunteer data the processes of collecting informed
consent are fairly well established which links to the possibility of using the data for
research purposes. The use of patient data raises bigger obstacles. The medical infor‐
matics platform, one of the HBP sub-projects which aims to gain neuroscientific insights
by mining patient data has therefore developed a complex process to allow querying
patient data which is held by partner hospitals. This includes several steps of de-iden‐
tification, anonymisation and aggregation of the data in order to ensure that no personally
identifiable information is used. While these aspects are concerned with complying with
data protection legislation, including the incoming European data protection regulation,
privacy concerns in the HBP go beyond such reactive measures. The HBP strives to
establish good practice in the data governance of big neuroscience and aims to put in
place ideas of broader data stewardship. The ethics management function plays a central
role in this.

Ethics management operates according to the principle of subsidiarity, which means
that the responsibility for appropriately dealing with ethical issues remains with the local
Principal Investigator. Ethics management supports these PIs and collects approvals.
Most importantly, ethics management works with all stakeholders involved (researchers,
ethics reviewers, EC, Ethics Advisory Board) to find ways of appropriate dealing with
ethical issues. In this way ethics management seeks to develop good practice for
managing ethics in large data-drive biomedical research.

Compliance management follows categorisation of ethical issues as described the
Horizon 2020 ethics self-assessment manual. During the ramp-up phase, the first phase
of the project which lasted from October 2013 to March 2016 the following approvals
were collected: 19 “animals” 25 “Humans”, 1 “Human Cells/tissues”, 1 “None”
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(retained because of general relevance). It was interesting that no issue was collected
under the heading of “privacy”. This is not because of a lack of privacy-related issues,
but because they generally fell under human research with privacy being only one aspect
of the complex ethical issues.

In fact, privacy was recognised as a key issue in the HBP and, as a consequence, the
ethics and society sub-project, together with the Ethics Advisory Board wrote an
Opinion on Data Protection1. This was based on work undertaken in all sections of ethics
and society as well as prior work of several EAB members. This Opinion made the
following recommendations.

• Create coherent data governance
– Nominate individual responsible for data
– Set up data governance committee
– Include stakeholders and general public
– Establish PIA and data audit
– Ensure data stewardship

• Adopt privacy model

The ethics management team is in the process of turning these recommendations into
practice. Due to the size and complexity of the project this is not a trivial exercise. The
chosen approach is therefore to develop what we call an ethics issue action plan. This
is a document that lists all the requirements and suggest possible ways of addressing
them. It is developed by the ethics management team and then discussed with the various
stakeholders. At the time of writing (January 2017) an internal meeting is being planned
to discuss the different measures which include technical measures, implementation of
privacy impact assessments, the appointment of a data protection officer and stakeholder
engagement with a view to ensuring that the measures are consistent, realistic and fit for
purpose.

Ethics management is well placed for such a task, given its prior engagement with
all HBP stakeholders. One key insight arising from this work is that privacy and data
protection is an important issue, but it is by no means the only one. Different ethical and
social issues intersect and privacy issues tend to overlap with other issues in a complex
mixture of interests. It is important to create structures that can deal with these issues
and that have the potential to react to external developments and learn from mistakes.
Ethics management is one such structure that will help the HBP successfully deal with
privacy and data protection.

Acknowledgements. This project has received funding from the European Union’s Horizon
2020 research and innovation programme under grant agreement No. 720270 (HBP SGA1).

1 Available at: https://www.humanbrainproject.eu/documents/10180/1384155/EthicsandSocie‐
tyOpinionDataProtectionandPrivacy.pdf/3612d948-fc33-4e57-baf3-a9cfe2cd673c, accessed
10.01.2017.
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Abstract. In this workshop we addressed the protection of individuals in the EU
General Data Protection Regulation with regard to threats posed by big data
applications. Using smart cars as an example, the workshop focused on the indi‐
viduals’ rights under the new Regulation. After an introduction to these topics,
participants were invited to discuss these issues in groups and draw general
conclusions on the effectiveness of the rights for individuals under the General
Data Protection Regulation.
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1 Introduction

After years of political struggle, the General Data Protection Regulation (GDPR) has
finally been adopted. Ever since the reform process was announced, questions arose on
whether and to what extent the regulation would address the requirements of emerging
technologies and applications. Among these, the topic of big data and its implications
for data protection were particularly contentious.

The purpose of this workshop was to analyse the effectiveness of the protection of
individuals under the new European General Data Protection Regulation, which imple‐
ments the fundamental rights to private life and the protection of personal data, with
regard to big data applications. In order to introduce participants to this complex issue

This work is partially founded by the German Ministry of Education and Research within the
project ‘Forum Privacy and Self-determined Life in the Digital World’.
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and to provide a basis for the discussion, we focused on one specific case of big data
applications, namely smart cars. The ultimate goal of the workshop was a contribution
to the question how personal data protection should be regulated in order to address the
privacy challenges of big data applications while still preserving its benefits.

In the following we will give a short introduction to smart cars in the context of Big
Data applications and their potential threats (Sect. 2). We will then show how the EU
data protection law protects individual rights (Sect. 3). The next section presents the
five smart car scenarios of the workshop and the discussion of the participants (Sect. 4).
We will discuss the results of the workshop (Sect. 5), ending with a final conclusion
(Sect. 6).

2 Smart Cars and Big Data

The use of computerized systems in cars is not new. Features for safety or driver assis‐
tance began appearing in the 1970s with the anti-lock braking system (ABS) followed
by the electronic stability program (ESP) and the standardization of on-board diagnostics
(OBD) in the 1990s. These systems were already able to collect data and process this
information to check the performance of various car systems (e.g. emission control;
early warning of malfunctions by way of the dashboard “Check Engine” light). Since
then, numerous additional in-car technologies like event data recorders (EDRs) or OBD-
II standards were developed and are fitted almost as standard nowadays. Connectivity
often complements these existing in-car technologies and also maximizes the data
collection capabilities of a car [1, 2].

2.1 What Is Connectivity of Smart Cars?

The connectivity of smart cars refers to their ability to exchange information between
the car and its surroundings. It can be differentiated between the data collected and stored
inside the car which is only accessible through a physical connection and data that are
transmitted. The interactions range from car to car, car to infrastructure, car to devices
up to car to service providers and manufactures, usually referred to as car2x connectivity.
Thus, connectivity describes the digital exchange between cars. The idea behind the
concept is to send relevant traffic or road information to other cars around. The car can
also communicate with the infrastructure and receive information about road conditions
(e.g. construction sites) or other external objects (e.g. traffic lights or traffic signs).
Furthermore, cars can set up a wireless connection to other devices, for instance helping
the driver to navigate. Moreover, the car can connect with service providers and manu‐
factures and send errors reports or get a reminder for the next check-up [2–4]. Conse‐
quently, car2x connectivity produces a vast amount of data and exacerbates the issue of
data collection.
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2.2 Which Data Are Collected?

Typically, three groups of collected data can be differentiated: data of the car, data of
the car occupants and data about the environment of the car.

Car. Every car has several identifiers which are transferred with every communication
of the respective device. This can include the vehicle identification number (VIN),
mobile device identifiers, SIM-cards, media access control (MAC) addresses, Bluetooth
identifiers and radio frequency identification (RFID). The so called telematics data of a
car include information on the location and changes of the location (e.g. geo tracking
data, route, speed). Telematics can be compared to a black box that records information
about the driving behaviour on how, when and where a person drives. Cars are also
equipped with many sensors which collect the operational state and functionality of the
single components during the drive (inter alia the engine, gear, brakes, tire pressure,
fumes). In addition cars can be equipped with event data recorders (EDRs). They collect
data shortly before, during and after a car accident and, for instance, store the direction
of movement, longitudinal acceleration or the status of the brakes [1, 5, 6].

Occupants. The car also collects a multitude of information referring directly to the
occupants of a car. Using the connected components of the car for example requires
registration with the provider (car manufacturer) and the creation of a user account. For
registration, data such as name, address or date of purchase can be required. Additionally
internal sensors might obtain information about the physical or biological characteristics
using biometric detection systems to identify the driver. The car can keep personalized
information about the voice or data communication from text messages and remember
habits of the driver, for instance music choice or seat and mirror position. The car might
even be able to test the physical fitness of the driver by analysing the heartbeat, breathing
or head- and eye-movement [1, 6].

Environment. The car also collects information about its environment, be it the phys‐
ical surrounding or the human environment. This includes information about upcoming
obstacles, blind spots, traffic sign analysis or even the social network of the driver.
Including, for example, if drivers connect their phone with the car, it might gain access
to their address book. Smart cars can also function as Wi-Fi-Hotpots and through this,
collect the identification and use data of other devices and their users and owners [1, 2].

Although many of the collected data are not directly linked to a person, in many
cases personal details can be revealed through other information (e.g. workplace infor‐
mation through geo tracking data). From a legal point of view, personal data are any
information that relate to an identified or identifiable natural person according to Article
4(1) GDPR. Under this legal definition, a person is identifiable when he or she can be
identified by reference to an identifier such as name, an identification number, location
data or one or more factors specific to inter alia the physical, genetic, economic or
cultural identity of the natural person in question. As smart cars use several identifiers
for communications, these, in consequence, constitute personal data [1, 7]. Furthermore,
the combined analysis of several attributes, which by themselves do not make a person
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identifiable, can turn the information in question into personal data [1]. This is especially
true where location data, as explicitly referenced in Article 4(1) GDPR, are used.

These types of data collected and the purposes of use receive new dynamism in the
context of modern technologies of data collection and processing that can be subsumed
under the term of big data which will be the topic of the next section.

2.3 What Is Big Data?

Big data is a controversial buzzword which is used by a variety of stakeholders (e.g.
private sector, public sector, science, and press and media) to characterize modern
tendencies of data collection and processing in the networked, digitized, information-
driven world. It is not a precise scientific concept, but rather a highly contested idea that
differs depending on the context [8].

Although there is no uniform definition of big data, many definitions revolve around
an understanding which involves three major aspects of the phenomenon: volume,
variety, and velocity, with volume referring to the vast amounts of data that are being
generated and accumulated, variety referring to the different types of data and data
sources that are brought together, and velocity referring to the ability of real time analyses
based on elaborate algorithms, machine learning and statistic correlations. Over the time,
the three V’s were expanded to cover other important aspects, including particularly:
veracity and value. The former refers to the correctness and accuracy of information,
the latter to the assessment of the societal value, big data analyses may or may not offer
[9–11].

The types of data included in big data analyses might comprise any type of structured
or unstructured (text, image, audio, or video) data. These data might be collected from
public datasets (e.g. administrative data and statistics about populations, geography,
economic indicators, education etc.), from businesses, web pages, newspapers, emails,
online search indexes, and social media, or from any kind of sensors (mobile, such as
sensors carried on the body or drones as well as stationary sensors such as CCTVs or
Wi-Fi/Bluetooth beacons) [12].

Big data analyses are used for several purposes that can be grouped under the terms
of descriptive statistics and inductive statistics. The former relates to big data analyses
that are based on the elaborate analysis of data sets with high information density to
measure things, or to detect trends. The latter relates to the analysis of large data sets
with low information density in order to reveal relationships and dependencies, and to
predict outcomes and behaviour. However, one important characteristic of big data that
spans all areas of application is that its analyses are not limited to specific purposes.
Instead, the continuous analysis of data is supposed to generate new purposes for which
the existing data can be used [13].

As a result, many observers agree that big data is a disruptive technology with
possible implications for all economic and policy areas (transport, energy, education,
security, health, research, taxation, etc.) and that it represents a particularly weighty shift
that will affect society as a whole [12, 14, 15].
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2.4 Who Profits from These Data?

Regarding smart cars, many promises are made to the public about the potential benefits
of big data.

Users. New technologies in cars promise drivers advances in safety and convenience.
Through intense car2x communication and background analyses of the collected data,
the prevention of accidents and better traffic management (better traffic light control,
avoidance of traffic jams, and so on), indications of discounts (special deals at a nearby
petrol station, or restaurant, etc.) and many more potential benefits are promised not
only to allow more secure travelling, but also to return monetary benefits to the car
owners, allow more comfort and at the same time being less damaging to the environ‐
ment [16, 17].

The State. Big data opens new prospects of control for the state. Courts, financial
authorities and law enforcement agencies could use the generated data for purposes of
criminal prosecution, hazard prevention or the collection of public revenue. Very similar
to how many other big data applications are framed, smart mobility concepts focus on
emphasizing the societal surplus promised. Such promises include that traffic controls
enhanced by big data analytics will be more economic, ecological, efficient, cost-effec‐
tive, comfortable and secure. This may be achieved by an array of sensors that are spread
all over a city and which allow the continuous collection of various data [16, 17]. In the
meantime, many cities around the world have already introduced smart city concepts to
innovate and enhance city life through lower costs and less environmental pollution.
These concepts, however, vary in scope and depth and range from pioneering cities such
as Stockholm and Amsterdam which rely on individual agencies or research bodies to
comprehensively   networked and highly centralized smart cities such as    Singapore [18,
19]. For many years, the rise in the numbers of cars caused problems regarding the
maintenance and expansion of city infrastructures, especially regarding automobile
traffic. In times of strict budgets, municipalities and government agencies welcome these
new opportunities as means of a more cost-effective and ecologically sound urban infra‐
structure and land use planning.

Industry. The interrelation of big data applications and smart cars needs to be under‐
stood in the broader context of digitized, networked, sensor-laden environments. There‐
fore, the development of smart car services should not only be understood in the isolated
context of catchwords such as smart mobility and smart traffic controls. Rather, the
whole environment, including all its artefacts such as infrastructures, buildings and
inhabitants, should be regarded as both the provider of data and user of data-driven
analyses [17]. The main interest of the industry lies in the monetarization of the data
that is generated in such environments either to improve their current business or to
develop new business models. Manufacturers and garages can use the car’s diagnostic
and performance information to improve their products or develop new business models
(e.g. customer relations management, marketing and after-sales services). The use of
data surfaces also offers new business fields like traffic information, fuel price data
banks, driver-apps, or hotel booking systems. Service providers might offer real time
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navigation or maintenance services based on telematics. Also, the advertising industry
can profit from the vast amounts of data and initiate personalized advertising. Insurance
companies may offer their customers personalized insurance rates based on their tracked
individual driving behaviour [2, 20–22].

2.5 Potential Risks

The generated data offer a variety of information about the users and therefore are open
for misuse. These data are collected inter alia in the interest of car manufacturers,
suppliers, garages, insurances, courts, financial authorities, law enforcement agencies,
and municipalities. Interfaces unnoticeably transfer the data outside the connected car.
The user cannot avoid this and/or is not aware of this fact. Every car will leave a digital
trace which allows the deduction of detailed profiles of every movement, behaviour and
the personality of the driver, passengers and any other person within range of the sensors.
It offers potential for surveillance activities and unauthorized persons might be able to
gain access to the car by exploiting security vulnerabilities. Furthermore, companies
might use this data for their insurance or credit decisions or use it to reject warranty or
guarantee claims of customers [6, 22, 23].

However, these characteristics apply not only to smart cars; rather they can be seen
as an illustration of the potential risks of big data in the age of the internet of things. The
ability of smart devices to connect and the resulting system of systems (thinking for
example of smart homes or smart cities) offers many opportunities to collect personal
data and to use it for further purposes. And while data protection is still predominantly
considered as an individual right, proponents of big data analyses often frame their
initiatives by means of the societal benefits that big data promises in a variety of sectors
(aside from traffic management, a special focus is on the health care sector) [15, 24].

Regardless of whether personal data are included in the underlying datasets [which
may or may not be the case, cf. 25], the results of any big data analysis might very well
impact certain individuals1 as well as groups or even society at large. The Article 29
Working Party draws particular attention to the issues of insufficient data security, loss

1 Recital 75 GDPR lists some risks that may result from data processing and may “lead to phys‐
ical, material or non-material damage, in particular: where the processing may give rise to
discrimination, identity theft or fraud, financial loss, damage to the reputation, loss of confi‐
dentiality of personal data protected by professional secrecy, unauthorised reversal of pseu‐
donymisation, or any other significant economic or social disadvantage; where data subjects
might be deprived of their rights and freedoms or prevented from exercising control over their
personal data; where personal data are processed which reveal racial or ethnic origin, political
opinions, religion or philosophical beliefs, trade union membership, and the processing of
genetic data, data concerning health or data concerning sex life or criminal convictions and
offences or related security measures; where personal aspects are evaluated, in particular
analysing or predicting aspects concerning performance at work, economic situation, health,
personal preferences or interests, reliability or behaviour, location or movements, in order to
create or use personal profiles; where personal data of vulnerable natural persons, in particular
of children, are processed; or where processing involves a large amount of personal data and
affects a large number of data subjects”.
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of transparency for users, inaccurate, discriminatory or otherwise illegitimate analysis
results as well as increased possibilities of government surveillance [26]. Group discrim‐
ination along racial lines, for example, as opposed to obvious and nowadays illegal racial
profiling practices of past decades, might simply result from (for example, credit scoring
or risk assessment) decisions based on algorithms that evaluate the data in a biased and
inaccurate way [27, 28].

When the legislative procedure for the GDPR officially started in January 2012,
critics of big data hoped it would provide a legal solution. The following section will
provide some insights if the GDPR achieved this and how it tries to protect individual
rights in the digital age.

3 EU Data Protection Law and Individual Rights

The GDPR will become applicable in May 2018. It aims to further harmonize the EU
data protection law. At its core, data protection addresses the imbalance in power
between the data subject and the controller who offers services that require personal
data. Thus, the raison d’être of data protection law is to protect the rights of the indi‐
vidual, as is stipulated by Article 1 para. 2 GDPR. In order to achieve this, the processing
of personal data is not allowed, unless there is an explicit legal basis according to Article
6(1) GDPR and Article 8 CFR. Special categories of personal data, such as inter alia on
ethnicity, sexual orientation, political opinions, as well as genetic or health data demand
special safeguards under Article 9 GDPR. Generally, the data may only be processed
for the purposes for which they were collected, as prescribed by Article 5(1)(b) GDPR.

3.1 Fundamental Rights to Private Life and the Protection of Personal Data

The protection of personal data on the EU level is also enshrined in the Union’s primary
law: the EU Charter of Fundamental Rights protects the right to private life in its Article
7. It also explicitly provides for a right to the protection of personal data in Article 8
CFR. According to the settled case-law of the Court of Justice of the EU (ECJ), any
processing of personal data is an interference with these fundamental rights of the indi‐
vidual [29–32]. While such an interference may be justified under the conditions of
Article 52(1) CFR, this provision requires that any processing has to be permitted by
law and proportionate.

Further, Article 8 CFR imposes requirements as to the storing of the data and access
rights: the purpose of the data collection must be sufficiently clear, access to and use of
the data have to be limited on a technical and procedural level and the relevant provisions
have to provide sufficient safeguards against abuse and unlawful access or use [32].

3.2 Individual Rights in the General Data Protection Regulation

These abstract principles are implemented in the rules of the GDPR. Chapter III of the
GDPR includes various specific rights of data subjects vis-à-vis the controller.
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As all personal data has to be processed lawfully, fairly and in a transparent manner,
as stipulated by Article 5(1)(a) GDPR, Article 12 GDPR generally requires that all
information and the modalities for the exercise of these rights have to be transparent for
data subjects and presented to them in a concise, transparent and comprehensible way.
When data are collected, the data subjects must be informed of the controllers, the
purposes and legal basis for the processing, the recipients of the data and the transfer to
third countries. Access to this information is also enshrined as a right of the data subject
in Article 15 GDPR. While these rights are applicable for any data collection, this infor‐
mation is particularly important in cases where the legal basis of the processing is the
consent of the data subject. According to Article 4(11) GDPR consent is any freely given,
specific and unambiguous indication by the data subject. Thus, without the appropriate
information, consent is not possible. The data subject may withdraw his or her consent
with regard to future processing according to Article 7(3) GDPR at any time. If there is
no other legal basis for the processing, it has to be ceased. However, this does not affect
the lawfulness of the processing prior to the withdrawal of consent.

When there no longer is a legal basis for the processing, the purpose of the processing
has been achieved, the data subject objected to the processing or data have been
processed unlawfully, the data subject has the right to demand the erasure of the data
from the controller under Article 17 GDPR.

In addition to erasure of data and restriction of the processing, the data subject under
Article 20(1) GDPR now has a right to data portability. The right applies whenever
automated processing of data is based on consent or a contract with the controller and
concerns data provided by the data subject him- or herself. It entitles the data subject to
receive his or her personal data in a structured, commonly used and machine-readable
format. Data subjects may also demand that the controller transmits the personal data
directly to another controller.

4 Can the Data Subject’s Rights Resolve the Concerns
for Individuals with Regard to Smart Cars?

The third part of the workshop was aimed at identifying and analysing the rights of
individuals relevant in the legislative process for the GDPR with regard to smart car
scenarios.

4.1 Application of Individual Rights to Smart Car Scenarios

Participants were divided in small working groups in order to assess different scenarios
with regard to the effectiveness of data subject’s rights in a smart car and big data context.
The scenarios touch upon issues which arise in smart cars with regard to data processing
and the rights of data subjects (e.g. collection of data, acquisition of the data subject’s
informed consent in the car, managing various drivers, right to data portability, right to
deletion, exercise of right to withdraw consent, objection to direct marketing, notifica‐
tion of breaches, transfer of data, categories of data stored and who has access to which
data). The scenarios furthermore strove to test the limits of data protection law with
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regard to the protection of individuals by raising issues such as societal disadvantages
that might be the result of big data processing in a smart car context and demonstrate its
limitation with regard to the practical implementation in everyday situations.

After the group work session, participants discussed whether the new EU data
protection legislation adequately addresses and effectively resolves the identified issues
and if these could be resolved in a more appropriate manner.

Scenario 1: Owning a Smart Car. After six months of driving her new smart car
without any incident, A suddenly receives a call from the dealership’s garage, asking
her to bring her car in for repairs. When A inquires as to the nature of these repairs, the
garage replies that her car has been sending error messages and therefore needs to be
taken in for a check-up. Please consider the following alternate scenarios:

– A does not want to receive further calls. She tells the garage to delete her personal
data, as she wants an independent garage to take care of necessary repairs. The garage
refuses, as
• the error messages relate to an issue with the airbag deployment, which may occur

at random. Due to this potentially life-threatening situation, the garage states it
had a responsibility to inform A.

• the error messages relate to an issue with the infotainment system, but a repair at
the dealership was necessary if A wanted to keep the manufacturer’s warranty.

– A does not take the car for repair at the garage. However, three weeks later she has
an accident due to a failure of the electronic stabilization programme. The garage
links the failure to the error messages and, stating that A had been informed of the
need for a repair, the manufacturer whose erroneous programming caused the failure
refuses to pay for the necessary repairs, which resulted from the accident.

After these experiences, A considers buying a smart car by another manufacturer.
However, as she has personalized many of her current cars features, she is reluctant to
switch brands, until she reads about the right to data portability in a tech blog. After
ordering the new car, she requests that all of her data stored in her old car is transferred
to the manufacturer of her new car. Please consider the following alternate scenarios:

– The old car’s manufacturer refuses to submit the data to the other manufacturer,
arguing that the systems are not compatible. When A insists she is provided with a
text file including the code containing her data

– The old car’s manufacturer states that it can only transfer certain types of data, relating
to the infotainment system, but not all personal data. For instance it is not possible
to transfer the data concerning the seat adjustments, as another manufacturer has
different specifications and the data can thus not be converted.

Discussion Among the Participants. Regarding the first part of the scenario, the
participants pointed out that A can generally request the deletion of her data in case she
turns to an independent garage for the necessary repairs. However, if the contract
included a valid service contract with the dealership’s garage, her right to consult another
garage could be limited. In the case at hand it was only a warranty offered by the manu‐
facturer, which A is free to waive and choose another garage. If the processing of A’s
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data is dependent on her consent, she can freely revoke it and the garage must not contact
her anymore. When the data are processed for the purpose of direct marketing, as is the
case here, the data subject may object at any time and the controller has to cease the
processing immediately (Article 21(2) GDPR). However, in the case of a life-threating
situation, the manufacturer may continue to use her data under Article 6(1)(d) GDPR,
independent of her consent. Another danger for data subjects highlighted in the second
indent of the first part is that the manufacturer might use data of the car against the owner
in order to limit its own responsibility. This illustrates the importance of transparent data
processing and informed consent of the data subject.

Regarding the data portability part of scenario 1, the participants indicated that the
Article 20 GDPR only specifies that personal data have to be provided in a structured,
commonly used and machine-readable format. The question of compatibility, however,
is not solved in the Regulation as Article 20(2) states that the transmission of personal
data directly from one controller to another should only occur where technically feasible,
which leaves much room for interpretation.

Scenario 2: Renting a Smart Car. B rents a car with his local car rental company.
Arriving at the company, he is pleasantly surprised to find a brand new car. The rental
company agent informs him that the car is fitted with a telematics device, which elec‐
tronically transmits data on the car’s location, the speed and acceleration. The agent
assures B that the device does not store any personal data. B signs the contract, including
a separate section where he consents to the use of the telematics device.

As B gets in the car, he connects his smartphone via Bluetooth to listen to his music.
On the way he receives a phone call from his friend. B is surprised to find that the call
is relayed through the car’s infotainment system using the built-in microphone and
speakers. When B returns the car after two days, he is in a hurry to get to his appointment
and just grabs his phone as he leaves the car. After two days, he remembers the phone
call and wonders whether the contact information is still stored in the car. He calls the
rental company and asks them whether his data was deleted from the car, however, the
rental company does not answer his question and instead refers B to the manufacturer
of the car. In turn, the manufacturer claims that this is the rental company’s responsi‐
bility.

Two months after the return of the rental car, B receives a letter from the police
relating to a hit-and-run accident, where a witness saw a black car of the same model as
the one rented by B swerve on the road and hit a parked car’s side-view mirror, before
speeding away. The police then requested the data from the telematics device of the
rental company’s car as well as their costumer database and found that B had been at
the site of the incident. B is surprised that his data was handed to the police so easily,
especially as the agent had specifically told him that the telematics device collected no
personal data. He thinks the car rental company had no legal basis to submit his data.

Discussion Among the Participants. The participants argued that the collection of
personal data is only lawful in case that the consent of the user was obtained on the basis
of the principles of fairness and transparency which includes the provision of specific
and    unambiguous information about the processing operation and its purposes (Article
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4(11); Article 5(1)(a) and Article 13 GDPR). It was stressed, that in the scenario at hand,
the specific contents of the contract are crucial in order to assess whether the controller
met his obligations under the relevant provisions. However, the misleading information
by the agent suggests that this was not the case. Participants also stated that the contract
would have to specify the purpose of collection in order to be lawful. If the data were
lawfully collected they would have to be deleted after a certain time. In case the data
were collected unlawfully they would have to be deleted right away. However, as the
scenario suggested, it may be difficult in practice for the data subject to find the controller
and have his or her data deleted. Especially in the context of smart cars it can be a
challenge even for lawyers to determine who is responsible for the data processing.

Regarding the request of information by authorities, it was stated that such provisions
are specified in the context of national laws, but that the collection of data, and especially
telematics data, could induce the national legislator to pass provisions for access of
public authorities, which intensified the risks for the individuals.

Scenario 3: Lending a Smart Car – Without the Ability to Distinguish Between
Individual Drivers – To a Friend. A, the owner of a smart car, lends his car to his
good friend B who wants to use the car to visit her mother at a retirement home several
times a week. Since her mother suffers from various illnesses, B sometimes has to rush
to help her and assist the nurses at the retirement home or at the nearest hospital. A chose
an insurance company which analyses his driving habits. While this may serve to offer
special conditions and financial benefits, the opposite may also be the case under the
contract’s conditions: as a result of the dangerous driving style of B (driving fast,
approaching other cars too fast, and driving too close to others cars), and as there is no
method to assess whether A or B was the one driving dangerously, the insurance
company increases the annual fee of A.

Further, B, a tech-enthusiast with an information science background, – as opposed
to A, who never does that – regularly uses the integrated infotainment system (with
Internet functionality) of the car (for example, sometimes when her mother undergoes
special medical treatment that she is not allowed to attend or when she has to wait for
her children when picking them up from school, etc.). She researches information on
hotshot technologies such as virtual reality glasses and high-speed computers to use the
glasses and on specialized computer-issues. As the car’s search history relates to A and
not B, and with the help of cookies and third-party cookies, the customer profile of A
changes considerably due to the search input which indicates that A is quite wealthy.
Subsequently A is regarded as a tech-affine person, not only resulting in a change of the
advertising displayed to A, but also in higher prices for flight tickets and for several
kinds of devices, he buys online. The price-conscious A is irritated by the increasing
prices and contacts one of the shops, why he has to pay more for a flight than other
customers have stated on online-comparison websites. The shop’s customer service
assures that there is no discrimination, as prices may change from minute to minute.

Discussion Among the Participants. Regarding the inability to distinguish between
different drivers it was stated that this scenario poses a serious issue as only more
surveillance would help to solve the problem, but which would also raise new privacy

Smart Cars Cruising on the Road Paved with Good Intentions? 69



issues. The insurance company would have to collect even more data to differentiate
between the two persons.

Regarding the issue of profiling, Article 15(h) GDPR was mentioned which requires
the data controller to provide meaningful information about the logic involved, as well
as the significance and the envisaged consequences of such processing for the data
subject in cases of automated decision-making, including profiling. However, the defi‐
nition of meaningful information remains unclear: it has not been decided on a European
level what kind of information this involves (i.e. the whole algorithm list or only parts).
Concerning this question, it was stated that trade secrets, as mentioned in recital 63
GDRP, are protected right of others and may restrict the right of access to personal data.

Further, the question arose whether A had been discriminated against. In the Regu‐
lation discrimination is not an independent category. It has to be related to other char‐
acteristics which is not the case in scenario 3. Article 9(1) only prohibits the processing
of personal data revealing racial or ethnic origin, political opinions, religious or philo‐
sophical beliefs, or trade union membership, and the processing of genetic data,
biometric data for the purpose of uniquely identifying a natural person, data concerning
health or data concerning a natural person’s sex life or sexual orientation.

Additionally, the lawfulness of processing personal data depends on the content of
the insurance contract. The insurance company can prescribe that only A can use the car
and that B would need an extra insurance package. The insurance contract could also
include a lifelong tracking consent, which, however, would have to be transparent for
the user. Nevertheless, in case that personal data of another person was erroneously used
for profiling of the user, he or she has the right to either demand rectification of the data
or even to object such processing according to Article 15(e). However, although there
is the same difficulty to distinguish between different persons, as in the first part of the
scenario, detailed information on which products were bought and which websites were
visited might help to distinguish between different users. Yet, this would also raise the
potential threat of revealing personal data of B to A.

Scenario 4: Lending a Smart Car – With the Ability to Distinguish Between
Individual Drivers – To a Friend. A, the owner of a smart car, lends his car to his
friend B. B, the proud upholder of public transportation, tells him that he needs the car
to buy larger quantities of goods from the wholesaler. The smart car is a pretty new
model and has – among several other high-tech features – facial, voice and haptic recog‐
nition technology on board in order to distinguish different drivers. The majority of these
features, however, are only accessible when the system recognizes the car owner, A.
Although details like photographs and voices of other drivers are not stored, A is able
to access the routes driven by any other driver.

After shopping, B calls his friend A and asks him whether the car stores any infor‐
mation on routes and destinations. A thinks that his friend sounds particularly nervous
and finds his behaviour suspicious. A assures B that no such data is stored by the car.
Out of curiosity, A opens the route of his happily married friend B. This is when he
realizes that his friend was not driving to the wholesaler, but to a remote brothel with
poor public transportation connections. Following the shock of the unveiling and as he
is also friends with B’s wife, he decides to inform her about her husband’s infidelity.
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Discussion Among the Participants. The participants especially discussed whether A
might be regarded as a data controller in the context of this scenario. Article 4(7) defines
the controller as the natural or legal person, public authority, agency or other body which,
alone or jointly with others, determines the purposes and means of the processing of
personal data. Opinions, however, were divided: some participants regarded A as
responsible for providing all the information that needs to be provided by a data
controller and that it is unlawful to link information of A (marriage status) with the
information that is unlawfully obtained by accessing the route of B and using the
conclusion for the purpose of telling another person about it. Other participants stated
that the responsibility also lies with the car/service manufacturer that has to shape its
products in a way that such an abuse is not possible. From a legal perspective it depends
on whether A is actually the person determining the purposes and means of the
processing. It is thus a crucial factor whether B could potentially also turn it off.
Certainly, his influence on the means of collection is rather limited. These two factors
point to the car’s manufacturer as the actual controller. However, it was pointed out that
this is one of the yet unresolved legal issues of smart cars.

Scenario 5: Car Manufacturers and Service Providers as Part of Road Traffic
Management. A lives in a small town that suffers under a chronic budget deficit. After
an intense public debate on the economic opportunities and privacy risks, which traffic
monitoring would impose on citizens, the municipalities eventually decide to introduce
the new smart city concept. However, due to limited financial resources, the responsible
members of the city’s smart mobility working group decide not to distribute expensive
sensors around the city. Instead, a traffic management system is introduced which is
based on low-priced sensors that use Bluetooth technology. By connecting with car
drivers’ smartphones or directly with smart cars via Bluetooth, this new system promises
to collect anonymized data on which routes are preferred most amongst the city dwellers.
By this, municipalities strive to provide a better and evidence-based traffic management
and lower the costs of building new roads or maintaining existing ones. In the meantime,
the municipalities reduced staff numbers in the traffic office to compensate the smart city
concept’s costs. As a result of staff shortages and following the idea of “smart regula‐
tion”, the maintenance and construction of roads is increasingly based on the data
generated from the Bluetooth sensor network.

However, A and most of his neighbours are privacy-aware citizens who opposed the
smart city concept in this form and would have preferred either none or at least a more
ecologically oriented concept that could have provided alternatives to driving by car but
which, due to budget problems, were rejected by their municipality. Thus, many people
in his district turn off the Bluetooth functionality of their smart cars and smartphones so
that they are not detected by the city’s Bluetooth sensor arrays. Thereby, the district
inhabitants’ driving habits are no longer registered by the municipality as they are not
recorded by the Bluetooth sensors. Thus, in contrast to other districts, where a lot more
inhabitants agreed to the data policy and allowed the automated Bluetooth connections
of their phones and cars, the district’s roads are not maintained in a proper way and the
much needed construction of new roads is currently not in sight. From the newspaper,
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A learns that similar problems also occur in other districts of the city. Accordingly, the
situation is even worse in poor districts.

Discussion Among the Participants. In the discussion it was pointed out that it is not
possible to anonymize route data in a small town and that the Bluetooth solution has
fundamental problems, as it raises several privacy issues. According to the participants,
it is basically an engineering problem which could be solved by using appropriate tech‐
nology. A less privacy-invasive low-tech solution minimizing the collected data would
thus be preferable.

In contrast, some participants stressed that, apart from the concrete technology used,
the action of the municipality does not really meet the requirements of good democratic
governance, while other participants indicated that municipalities do not have to initiate
referenda on such matters as the introduction of traffic surveillance and CCTV prove. It
was furthermore stressed that data protection rights of the mentioned groups (privacy-
aware citizens and citizens of poor districts) might have been violated even in case of a
referendum if the vote was in favour of the municipalities’ proposal.

5 Results of the Workshop

The discussion showed that the upcoming GDPR still leaves several issues relating to
big data applications in a smart car context unresolved. From the discussions of the
participants, the following general themes could be identified:

The discussion of the importance of specific contents of contracts (see discussion of
scenario 1 and scenario 2) shows that some issues are difficult to solve with rather general
data protection laws. At the same time, it highlights the lack of transparency in current
contract clauses, especially with regard to obtaining the consent of the data subject.
Consumers are confronted with opaque consent forms on a regular basis. In many
instances, the clauses cannot be the basis of a valid consent. However, the requirements
for valid consent had already been addressed in the Data Protection Regulation. While
this is therefore an issue that has been solved legally, it is not properly implemented in
practice. With regard to smart cars, manufacturers have to be sure to properly inform
customers of the capabilities of their cars and obtain valid consent for processing oper‐
ations which cannot be based on another legal basis. The data subject must be aware of
processing that takes place in a smart car. However, this legal requirement is not easily
implemented in such an environment. While ideas like a privacy dashboard [33] have
been put forward, it has to be borne in mind that the driver also has to be able to focus
on the driving itself.

Similar to the issue of valid consent, the problem of identifying the controller of data
processing operations is also inherited from the former legislation. However, it can be
seen that concepts such as the question of who controls a data processing operation may
be difficult to answer in practice, especially in complex environments with many data
flows, such as in the context of smart cars. Especially with regard to such new tech‐
nology, a definition of data flows, as it is required by a data protection impact assessment
under Article 35 GDPR, is essential. Furthermore, while the GDPR follows a technology
neutral approach based on the risks for the individual [34], specific complex technologies
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such as smart cars may also require more detailed risk adequate provisions, either in the
form of codes of conduct or sector specific regulation.

The discussion on the new right to data portability (see scenario 1), the difficulty of
distinguishing two persons that use the same car (see scenario 3) and the question of
responsibility in case of multiple controllers (see scenario 4) point to the necessity of
specific decisions of the supervisory authorities, which will coordinate their efforts in
the upcoming European Data Protection Board (EDPB), as well as judgments of the
European Court of Justice on the interpretation of specific legal terms and concepts.

In scenario 3 the issue of discrimination based on data processing was discussed.
The discussion showed how difficult it is to prevent or prove discrimination through
scoring activities and to supervise the use of such technologies while respecting the
interests of businesses, such as trade secrets. The GDPR does not answer this question,
but instead resorts to the abstract legal definition of ‘meaningful information’, which
will have to be interpreted by those applying the law in practice. For the individual, in
most instances, the only possibility may be to provide additional personal information
in order to rectify the data. However, this creates a privacy conundrum, as the data
subject has to reveal even more information.

The discussion concerning scenario 5 indicated that the balance of the needs of indi‐
viduals (data protection rights) and of the needs of society (more efficient and cost-
effective road infrastructure management) might regularly be decided in favour of the
greater societal benefits. However, rather than choosing one option over another, an
actual balancing of positions has to reconcile both positions as far as possible. Further‐
more, it should be emphasised that data protection in itself is a value for society as a
whole: to determine what others know about a person is part of their autonomy in a free
society. Data protection thus is at the heart of democratic processes [24, 35].

6 Conclusions

As has been shown, the GDPR does not exhaustively solve all issues relating to the
protection of individuals with regard to big data analyses in the context of smart cars.
While the Regulation offers some new solutions, such as the right to data portability,
these will have to be interpreted and implemented in a meaningful way in practice.
Further, the new legislation inherited some of the problems of the old legislation, such
as the proper implementation of a valid consent or the question of responsibility for data
processing operations. Especially the latter becomes relevant with regard to the specifics
of smart cars. Moreover, it remains to be seen whether some member states will make
use of opening clauses (including in particular Art. 6(2) but also Art. 9(4) and Art. 22(2)
GDPR) to establish more accurate sector-specific rules and if other member states will
harmonize their legislation accordingly (maybe in tandem with the EDPB and CoJ
rulings) or if this, in contrary, will lead to a patchwork of different rules [36]. In conjunc‐
tion with legal regulation, and especially in complex data processing structures, as is the
case with smart cars and big data, the development and application of Privacy by Design
(PbD) and Privacy Enhancing Technologies (PETs) remains an important but not yet
effectively implemented cornerstone.
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All in all, the workshop has served both to raise awareness of individual rights under
data protection law in general and also to show some of the deficits in practice. However,
in order to address the challenges of big data to society in a more democratic way, we
need societal debates and further development of institutional structures addressing the
power imbalances of different voices and interests. The debates on the GDPR and the
ongoing discussions on the review of the e-Privacy-Directive can be regarded as a good
starting point, but an expansion of these discussions both within the member states and
within non data protection-affine communities is essential.

References

1. Hansen, M.: Das Netz im Auto & das Auto im Netz. Datenschutz und Datensicherheit 39(6),
367–371 (2015)

2. Future of Privacy Forum: The connected car and privacy. Navigating new data issues. White
paper (2014)

3. Cohen, A., Arce-Plevnik, L., Shor, T.: IoT in automotive industry: Connecting cars.
Unpublished paper (2016). http://works.bepress.com/luis-arce-plevnik/2/

4. European Commission: Business Innovation Observatory. Internet of things. Connected cars.
Case Study 43 (2015). http://ec.europa.eu/DocsRoom/documents/13394/attachments/2/
translations/en/renditions/pdf

5. Hornung, G.: Verfügungsrecht an fahrzugbezogenen Daten. Das vernetzte Automobil
zwischen innovativer Wertschöpfung und Persönlichkeitsschutz. Datenschutz und
Datensicherheit 39(6), 359–366 (2015)

6. Lüdemann, V.: Connected Cars. Das vernetzte Auto nimmt Fahrt auf, der Datenschutz bleibt
zurück. ZD 6(2015), 247–254 (2015)

7. Kremer, S.: Connected Car – intelligente Kfz, intelligente Verkehrssysteme, intelligenter
Datenschutz? Recht der Datenverarbeitung 5(2014), 240–252 (2014)

8. Bennett, C.J., Bayley. R.M.: Privacy protection in the era of ‘big data’: regulatory challenges
and social assessments. In: Van der Sloot, B., Broeders, D., Schrijvers, E. (eds.) Exploring
the Boundaries of Big Data, pp. 205–227. Amsterdam University Press, Amsterdam (2016)

9. Klous, S.: Sustainable harvesting of the big data potential. In: Van der Sloot, B., Broeders,
D., Schrijvers, E. (eds.) Exploring the Boundaries of Big Data, pp. 27–47. Amsterdam
University Press, Amsterdam (2016)

10. Ward, J.S., Barker, A.: Undefined by Data: A Survey of Big Data Definitions (2013). arXiv
Preprint: arXiv:1309.5821

11. Gartner, Inc.: IT Glossary: Big Data. http://www.gartner.com/it-glossary/big-data/
12. Poel, M., Schroeder, R., Treperman, J., Rubinstein, M., et al.: Data for Policy: A Study of Big

Data and Other Innovative Data-Driven Approaches for Evidence-Informed Policymaking
(Report about the State-of-the-Art). Oxford Internet Institute, Center for European Policy
Studies, Amsterdam: technopolis (2015). http://www.data4policy.eu/#!state-of-the-art-
report/cjg9

13. Gandomi, A., Haider, M.: Beyond the hype: big data concepts, methods, and analytics. Int. J.
Inf. Manag. 35(2), 137–144 (2015)

14. Executive Office of the President: Big Data: Seizing Opportunities, Preserving Values. The
White House, Washington, DC, May 2014

15. Mayer-Schönberger, V., Cukier, K.: Big Data: A Revolution That Will Transform How We
Live, Work and Think. John Murray, London (2013)

16. DIVSI, and iRights.Lab. “Big Data.” Hamburg, January 2016

74 F. Bieker et al.

http://works.bepress.com/luis-arce-plevnik/2/
http://ec.europa.eu/DocsRoom/documents/13394/attachments/2/translations/en/renditions/pdf
http://ec.europa.eu/DocsRoom/documents/13394/attachments/2/translations/en/renditions/pdf
http://arxiv.org/abs/1309.5821
http://www.gartner.com/it-glossary/big-data/
http://www.data4policy.eu/%23!state-of-the-art-report/cjg9
http://www.data4policy.eu/%23!state-of-the-art-report/cjg9


17. Xu, F.: Smart data for mobility (SD4M): eine big-data-analytik-plattform für multimodale
smart mobility services. Presented at the Bitkom Big Data Summit 2015, Congress Park
Hanau, 25 February 2015

18. Watts, J.M., Purnell, N.: Singapore Is Taking the ‘Smart City’ to a Whole New Level. Wall
Street J., 25 April 2016. http://www.wsj.com/articles/singapore-is-taking-the-smart-city-to-
a-whole-new-level-1461550026

19. Albino, V., Berardi, U., Dangelico, R.M.: Smart cities: definitions, dimensions, performance,
and initiatives. J. Urban Technol. 22(1), 3–21 (2015)

20. DeBord, M.: World Economic Forum: Who owns connected car data? (2015). https://
www.weforum.org/agenda/2015/09/who-owns-connected-car-data/

21. Derikx, S., de Reuver, M., Kroesen, M.: Can privacy concerns for insurance of connected cars
be compensated? Electron Markets 26(1), 73–81 (2016)

22. Stöhring, M.: Mein Auto, meine Daten? Fahrzeuggeneriertes Datenmaterial: Nutzung und
Rechtsansprüche. c’t Magazin für Computer und Technik 11(2016), 128–133 (2016)

23. Federal Trade Commission: The Internet of Things: Privacy and Security in a Connected
World. FTC Staff Report (2015). https://www.ftc.gov/system/files/documents/reports/
federal-trade-commission-staff-report-november-2013-workshop-entitled-internet-things-
privacy/150127iotrpt.pdf

24. Van der Sloot, B.: The individuals in the big data era: moving towards an agent-based privacy
paradigm. In: Van der Sloot, B., Broeders, D., Schrijvers, E. (eds.) Exploring the Boundaries
of Big Data, pp. 177–203. Amsterdam University Press, Amsterdam (2016)

25. Clavell, G.G.: Policing, big data and the commodification of security. In: Van der Sloot, B.,
Broeders, D., Schrijvers, E. (eds.) Exploring the Boundaries of Big Data, pp. 89–115.
Amsterdam University Press, Amsterdam (2016)

26. Article 29 Data Protection Working Party: Opinion 03/2013 on purpose limitation. Brussels,
00569/13/EN, WP 2013, 2 April 2013

27. Angwin, J., Larson, J., Mattu, S., Kirchner, L.: ProPublica. Machine Bias: There’s software
used across the country to predict future criminals. And it’s biased against blacks. ProPublica,
23 Mai 2016. https://www.propublica.org/article/machine-bias-risk-assessments-in-
criminal-sentencing

28. Yu, P., McLaughlin, J., Levy, M.: Big Data: A Big Disappointment for Scoring Consumer
Credit Risk. NCLC, National Consumer Law Center, Boston, MA, 14 März 2014

29. ECJ, Joined Cases C-465/00, C-138/01 and C-139/01 Österreichischer Rundfunk and Others,
ECLI:EU:C:2003:294

30. ECJ, Joined Cases C-92/09 and 93/09 Schecke and Eifert, ECLI:EU:C:2010:662
31. ECJ, Joined Cases C-293/12 and C-594/12 Digital Rights Ireland and Seitlinger, ECLI:EU:C:

2014:238
32. ECJ, Case C-362/14 Schrems, ECLI:EU:C:2015:650
33. Security and Privacy in your Car Act by the Senators Markey und Blumenthal from 21 July

2015. https://www.congress.gov/bill/114th-congress/senate-bill/1806/text
34. Boehme-Neßler, V.: Big Data und Demokratie – Warum Demokratie ohne Datenschutz nicht

funktioniert. Das Deutsche Verwaltungsblatt, pp. 1282–1287 (2015)
35. Roßnagel, A.: Schriftliche Stellungnahme zum öffentlichen Fachgespräch zur Daten-schutz-

Grundverordnung am 24. Februar 2016 im Ausschuss Digitale Agenda des Deutschen Bundestags
(2016). https://www.bundestag.de/blob/409512/4afc3a566097171a7902374da77cc7ad/a-drs-18-24-94-
data.pdf

36. Roßnagel, A., Geminn, C., Jandt, S., Richter, P.: Datenschutzrecht 2016 “Smart” genug für
die Zukunft?: Ubiquitous Computing und Big Data als Herausforderungen des
Datenschutzrechts. Bd. 4. Kassel University Press GmbH, Kassel (2016)

Smart Cars Cruising on the Road Paved with Good Intentions? 75

http://www.wsj.com/articles/singapore-is-taking-the-smart-city-to-a-whole-new-level-1461550026
http://www.wsj.com/articles/singapore-is-taking-the-smart-city-to-a-whole-new-level-1461550026
https://www.weforum.org/agenda/2015/09/who-owns-connected-car-data/
https://www.weforum.org/agenda/2015/09/who-owns-connected-car-data/
https://www.ftc.gov/system/files/documents/reports/federal-trade-commission-staff-report-november-2013-workshop-entitled-internet-things-privacy/150127iotrpt.pdf
https://www.ftc.gov/system/files/documents/reports/federal-trade-commission-staff-report-november-2013-workshop-entitled-internet-things-privacy/150127iotrpt.pdf
https://www.ftc.gov/system/files/documents/reports/federal-trade-commission-staff-report-november-2013-workshop-entitled-internet-things-privacy/150127iotrpt.pdf
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.congress.gov/bill/114th-congress/senate-bill/1806/text
https://www.bundestag.de/blob/409512/4afc3a566097171a7902374da77cc7ad/a-drs-18-24-94-data.pdf
https://www.bundestag.de/blob/409512/4afc3a566097171a7902374da77cc7ad/a-drs-18-24-94-data.pdf


Opportunities and Challenges of CREDENTIAL

Towards a Metadata-Privacy Respecting Identity Provider

Farzaneh Karegar1, Christoph Striecks2, Stephan Krenn2(B), Felix Hörandner3,
Thomas Lorünser2, and Simone Fischer-Hübner1
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Abstract. This paper summarizes the results of a workshop at the IFIP
Summer School 2016 introducing the EU Horizon 2020 project creden-
tial, i.e., Secure Cloud Identity Wallet. The contribution of this docu-
ment is three-fold. First, it gives an overview of the credential project,
its use-cases, and core technologies. Second, it explains the challenges of
the project’s approach and summarizes the results of the parallel focus
groups that were held during the workshop. Third, it focuses on a specific
challenge—the protection of metadata in centralized identity providers—
and suggests a potential architecture addressing this problem.

Keywords: Metadata privacy · Identity provisioning · Data sharing

1 Introduction

With increasing mobility and Internet use, the demand for digital services has
increased and already reached critical and high assurance domains like eGovern-
ment, eHealth, and eBusiness. Those domains have particularly high security and
privacy requirements, and services are harnessed with various novel mechanisms
for securing access. Handling all the different authentication and authorization
mechanisms requires user friendly support, which can efficiently be provided by
digital identity management (IdM). Due to business mergers and acquisitions
as well as the increasing number of cloud applications, IdM is currently expe-
riencing a paradigm shift, moving away from company-internal custom-tailored
IdM system towards non-standard fragmented authentication situations. How-
ever, under the given change, many current solutions fall short with respect to
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security, privacy, or usability. Therefore there exists a strong demand to dele-
gate the management of multiple credentials, as well as traditional corporate
identity and access management (IAM) functions, like single sign-on (SSO), to
a cloud-based service.

The transformation in the IdM world goes hand in hand with the tremendous
shift to cloud computing that has shaped the information and communications
technology (ICT) world during the last years. IdM has not remained unaffected
in this respect. By now, numerous IdM systems and solutions are available as
cloud services, providing identity services to applications operated both in closed
domains and in the public cloud. This service model is referred to as Identity
(and Access) Management as a Service (IDMaaS). Popular examples for cloud
IDMaaS providers are big companies from the sectors of social networks, search
engines, business solutions, or online retailers. They offer their user identity base
for authentication and identification at various services. However, for increased
usability, identity services should cover more than login and authentication. For
instance, they could also serve as online password vaults, replacing local pass-
word managers for providing better portability and anytime-anywhere access to
protected resources. Finally, more general online vaults retaining entire iden-
tity documents or personal files and records (e.g., OneDrive, Dropbox, tresorit)
can also be considered as identity services. However, currently no satisfactory
approaches allowing for the privacy-preserving storage and advanced sharing of
identity data by cloud service providers exist.

The vision of credential is to fill this gap, and to develop a privacy-
preserving solution for data sharing and identity provisioning. Users will be able
to store identity data and other sensitive data such as health records in a cloud-
based credentialwallet such that confidentiality and privacy are upheld. In
particular, the wallet provider will not be able to access the users’ personal data,
and can build its business strategy around this advantageous security property.
If a user wants to share specific data with other users, or share identity informa-
tion with a service provider in order to log on to a system, she will be guaranteed
that after transmission the intended receiver of the data will be the only party
capable of accessing the data items in plain text.

At the IFIP Summer School 2016 in Karlstad, Sweden, the creden-
tial project organized a workshop to present the project, raise awareness of
the existing technologies and solutions, and to receive feedback and input from
experts from different domains. To do so, the project’s ambition, the used core
technologies, and a representative use case from the eHealth pilot were presented
to the audience. This was then followed by three focus groups to discuss different
aspects and challenges of the credential approach. This paper summarizes the
content and results of this workshop as well as subsequent findings that were
inspired by those discussions.

1.1 Outline

This document is structured as follows. In Sect. 2 we give a short overview of the
credential project and introduce the pilots and underlying core technologies.
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Section 3 then describes the challenges discussed during the workshop, as well
as the inputs and recommendations received from the participants. In Sect. 4, a
special focus is put on privacy-related challenges introduced by a central identity
wallet. We recap existing countermeasures to those issues in Sect. 5 and explain
their shortcomings, before we describe a potential high-level architecture solving
those problems in Sect. 6. Finally, we briefly conclude in Sect. 7.

2 The CREDENTIAL Project

The overall vision of credential is to develop a user-centric cloud-based
data storage and sharing platform, which enhances the user’s privacy com-
pared to current approaches and keeps the user in control, while retaining
the benefits of cloud-based solutions. In order to achieve this, credentialwill
employ advanced cryptographic mechanisms, such as proxy re-encryption [1] and
redactable signatures [2]. The developed solution will follow state-of-the-art secu-
rity and privacy by design principles. By using and extending well-established
standards and protocols, we aim to not only apply the credential approach
to a comprehensive cloud system but to also facilitate integration into existing
solutions. In the following, we will first explain credential’s basic technologies
and architecture, and then highlight its application to three different domains,
namely eGovernment, eHealth, and eBusiness.

2.1 Basic Technologies

credential uses the following two cryptographic mechanisms as a foundation
to enable confidentiality, integrity, and authenticity from end-to-end during the
sharing process of whole messages or subsets.

Proxy re-encryption, introduced by Blaze et al. [1], extends asymmetric
encryption with the ability to transform a ciphertext cA encrypted for party A
into another ciphertext cB of party B without revealing the underlying plaintext
in an intermediate step. To enable this transformation, party A generates a re-
encryption key rkA→B from her private key skA and the public key pkB of party
B. As neither plain text nor decryption keys are exposed during re-encryption,
this operation can be outsourced to a semi-trusted proxy. The technology is
therefore well suited for end-to-end encrypted data sharing.

Redactable signatures, introduced by Johnson et al. [2], make it possible to
black-out parts of a signed message and still verify the signature on the remain-
ing parts; this is in contrast to plain digital signatures, where every bit flip in
the message invalidates the signature. This redaction can be performed without
access to the signer’s private key. The technology is therefore well suited for
realizing selective disclosure.

2.2 Architecture

credential’s basic architecture integrates the above presented cryptographic
mechanisms into three key actors: user, credentialwallet, and data receiver.
After outlining these actors, their interactions are described.
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The user owns data that should be securely stored or shared with other
participants. A client application is deployed in the user’s domain to handle
operations involving user’s private key material, such as signing or generating a
re-encryption key. This application should not be accessible or online when the
intended receiver wants to access the data.

The wallet represents the central component of credential. This wallet is a
data storage and sharing service deployed in the cloud yielding among others ben-
efits such as constant availability, scalability, and cost effectiveness. A powerful
identity and access management system performs multi-factor authentication
and authorizes access to the stored data. With proxy re-encryption, the con-
fidentiality of the stored and shared data is ensured even when deploying the
wallet at an honest-but-curious cloud provider, as no plain data is exposed. Fur-
thermore, once a re-encryption key is provided, the data can be shared with
other participants even when the user or her client application are not available.

The data receiver might be a service provider or another credential user.
It relies on data stored in or authentication assertions issued by the wallet. With
this information, the data receiver reaches authorization decisions and performs
arbitrary data processing.

Fig. 1. credential’s basic architecture

A simple data sharing process highlighting the interaction among the indi-
vidual components is shown in Fig. 1. First, the user authenticates to the wallet
to get permission to upload signed and encrypted data cU . This data cU is
encrypted for the user herself to retain maximum control. To share encrypted
data, the user generates a re-encryption key rkU→DR towards a selected data
receiver DR. This generation operation has to be performed in the user’s domain,
as the user’s private key is involved. Along with this re-encryption key, a policy
defining which data may be disclosed is transmitted to the wallet. Upon request
of a data receiver, not-required data is redacted based on the policy. Then, using
the re-encryption key rkU→DR, the user’s redacted ciphertext c′

U is transformed
into data encrypted for the data receiver c′

DR. Finally, the data receiver is able
to decrypt the data c′

DR and verify the signature on the disclosed parts.
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2.3 Pilot Scenarios

The credential technologies and architecture are showcased by pilot scenarios
from three different domains. A more detailed description of the scenarios can
be found in Hörandner et al. [3].

eGovernment. In the eGovernment pilot, the focus lies on identity manage-
ment to authenticate citizens and assess their eligibility for a service, based on –
often sensitive – identity attributes. This identity management is considered an
instance of credential’s data sharing process via standardized identity proto-
cols such as SAML [4] or OpenID Connect [5]. In such a protocol, the service
provider (i.e., the data receiver) triggers the process by requesting user authen-
tication and identity attributes from the identity provider (i.e., the creden-
tialwallet). Concerning authentication, we will not only integrate national eID
solutions, but also look at a broader context and enable cross-border authenti-
cation according to the eIDAS regulation [6]. The wallet prompts the user for
consent as well as a re-encryption key, and then selectively discloses re-encrypted
attributes to the service provider.

eHealth. The eHealth pilot is concerned with a data sharing between patients,
doctors, and further parties, in particular in the context of Type 2 Diabetes.
Namely, the developed components will allow patients to record their health data
(blood sugar level, weight, blood pressure, etc.) using external mobile devices.
The data measured on these devices will be collected by a credential eHealth
mobile app, which remotely stores this data in the credentialwallet. The user
can then define who is allowed to access which parts of this medical data, to
share specific parts of the measurements, e.g., with the family doctor, diabetol-
ogist, nutritionist, or personal trainer. Based on the data they see, they can
then provide recommendations back to the patient. This remote data sharing
functionality between patients and doctors is of key importance also in other
telemedicine applications, as the patients’ privacy is respected while the doctor
still obtains high authenticity guarantees for the received data.

eBusiness. The eBusiness pilot showcases how easy the privacy offered by
existing solutions can be enhanced through the integration of modular libraries
implementing credential’s technologies. Encrypted mails are a requirement for
many companies to protect their data and inventions, but they also represent a
significant challenge when employees are temporary unavailable, e.g., because of
vacation. Currently, employees have to expose their private key material so that
a substitute member of staff can still read and answer incoming mail. In contrast,
with proxy re-encryption, an employee generates a re-encryption key for his or
her deputy before leaving, with which the mail server is able to translate incom-
ing mail during the absence. Advanced re-encryption schemes even allow one to
program expiration dates into the re-encryption keys, thereby further reducing
the required trust assumptions.
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3 Summary of Focus Groups

In this section, we summarize the outcome of three parallel focus groups that
were held at the end of our workshop with credential project members and
participants of the IFIP Summer School. In these groups, we discussed open
research challenges in regard to the tradeoff between privacy, efficiency, and
usability, end user trust, and adoption factors that we identified for the creden-
tial project. Possible approaches and solutions in regard to how these challenges
could be addressed were discussed.

3.1 Focus Group 1: Privacy Challenges in CREDENTIAL

In the first focus group, we discussed privacy issues and the technologies to
solve them, as well as the effects they may have on usability and efficiency. In
particular the discussion was about the need of metadata privacy, i.e., whether
information like access patterns, file sizes, or access rights need to be considered
as sensitive or not. The following lines summarize the questions and discussions:

Which metadata needs to be protected, which may be leaked? It was
discussed that it is not possible to generally say what kind of metadata is sen-
sitive because it depends on the use cases, to what extent we want to trust the
central identity wallet, and possible leakages from other sources the wallet might
be able to access. If your file includes health data and the wallet already knows
it, the frequency of accessing the file may divulge the severity of your disease.
Knowing about the access rights of the files also reveals a lot about the type
of the document. It was also suggested that we shall apply anonymization tech-
niques on the receiver side and we should review the regulations related to the
health domain to ascertain what kind of metadata is sensitive due to regulations.
Furthermore, we should define some performance and privacy goals to see the
added-value that we may gain by utilization of cryptographic techniques to hide
the metadata.

May the wallet be allowed to see access patterns? In general, partici-
pants discussed that we should define objective decision criteria to decide on
the assumptions we want to or we can make. Those criteria should not only be
security-related, but also cover acceptable running times on well-defined devices
or required costs to realize the solution. This is because exerting enhanced cryp-
tographic tools like oblivious transfer (OT) or private information retrieval (PIR)
would massively increase the requirements on the computational capabilities of
the server. Depending on the available resources, this might render the entire
system impracticable or too expensive.

How could access and behavior patterns be hidden from the wallet?
Specifically, this question aimed at receiving feedback on whether splitting the
identity providers into two components and making a non-collusion assumption
would be a viable alternative to cryptographic “sledgehammers” like PIR. Alter-
natively, one could think about routing all data through the user’s device so as
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not to enable the identity provider (IdP) learn which service provider is currently
contacted.

It was discussed that the information about access patterns are definitely
sensitive and should be hidden from the IdP or disguised. It is therefore valu-
able for users’ privacy to avoid the IdP from learning access patterns in a usable
way. The participants discussed that—depending on the concrete context—they
tend to prefer to trust their own mobile phones rather than identity providers,
meaning that information should be routed through the user’s device. However,
this approach would typically require key management and/or heavy computa-
tions on the user’s side, which might not always be possible. Furthermore, this
approach would contradict the idea of a fully cloudified solution, and therefore
might work for identity provisioning but not for data sharing in general, as the
data owner might not be online when the receiver wants to access the data.

3.2 Focus Group 2: Establishing Trust in CREDENTIAL

In the second focus group, we discussed how to build the user’s trust into the
solution developed within credential, as this represents a key factor for adop-
tion. The following lines summarize the questions and discussions:

Which aspects could be used to build trust? It was suggested that both
the ability as well as motivation of the entity deploying and maintaining the
credential solution has to be clearly stated. The competence assessment can be
delegated to another trusted party, for example a consumer agency, which issues
certificates or simplified results as icons. Also, the motivation of the deploying
party is an important factor, which is influenced by this party’s business plan
but also legal consequences of not complying, for example, to the General Data
Protection Regulation (GDPR) [7]. Furthermore, a gradual approach of first
experiencing the system with non-sensitive data and later expanding to further
use cases might help users to gain familiarity and overcome trust obstacles.

How should users be informed about potential risks, which still remain
even after applying the credential approach? It was discussed that poten-
tial risks should be explained honestly and concisely, as users are then able to
make informed decisions and are more willing to accept consequences if they
occur. This information could be provided in a layered approach, where non-
technical scenarios are first presented, for example as cartoons, but further
details are also available. However, a balance has to be found where users are
sufficiently informed but are not scared away so that they use less secure alter-
natives which do not explain their potential weaknesses with the same level of
detail.

Should users be offered detailed access records for their data? Providing
access logs to users would be very beneficial, as these records can not only be
used to detect abuse, but they also inform the user about progress and involved
people, for example when sharing data for a hospital visit. Having a detailed log
might also be helpful in law suits or for quality assurance reasons.
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3.3 Focus Group 3: Technology Adoption and Applications

The third focus group discussed challenges and strategies for promoting the
adoption of credential technology by individuals and organizations and for-
mulated hypotheses for questions which the project could investigate in its future
research on adoption factors:

How can users be convinced to change to credential technology? It
was suggested that adoption of a credential application could be promoted by
framing and marketing it as a “Secure App”, similarly to the Swedish BankID
solution [8] that is basically perceived as a secure and trustworthy authentica-
tion solution by Swedish citizens. Moreover, additional functionalities should be
provided and marketed, which credential could in contrast with other solution
providers offer in a secure and privacy-friendly way. For instance, additional data
sharing applications could be offered enforcing data minimization, e.g., for social
sharing of pictures and posts, or sharing of confidential documents by companies.
If credential can promise compliance with the GDPR for its applications, this
can be another important adoption factor for industry and government.

Who should pay for the adoption of credential technology? The reason
for this question was that protecting the privacy of end-users might harm the
business model of currently free data sharing or identity provisioning services, as
other sources of income (e.g., personalized advertisements) would not be possible
any more. It was discussed that in Sweden and other countries, there are efforts
spent by the government to offer patients more treatments at home and to keep
them away from hospitals as long as possible, as this has been proven to be also a
more cost-efficient solution. The credential eHealth solution should therefore
not only provide benefits for the patients, but should also enable cost savings for
Health insurances and the public Health Care system, which should therefore
also have incentives to pay for it. Other options could be non-monetary payment
solutions such as novel “tagging-based payment systems”, where users could use
the service basically for free, in return for getting every X minutes a picture in
which they should tag people or objects.

4 Why Metadata-Privacy Matters

As already briefly discussed in Sect. 3.1, hiding metadata is an essential require-
ment for a privacy-preserving identity provisioning and data sharing platform.
This section is dedicated to defining metadata in more detail and to explaining
some of the potential privacy risks related to metadata.

Metadata defines and describes the data and is often referred to as “data
about data”. It is the information about a particular data set which may describe
how, when, and by whom it was received, created, accessed, and/or modified
and how it is formatted. Metadata is not limited to the files. It also encom-
passes the records of interactions (e.g., a history of login times) or simple facts
about individuals (e.g., an account number or mailing address) [9]. Metadata
comes from a variety of sources; it can be created automatically by a computer,
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supplied by a user, or inferred through a relationship with another document to
serve various purposes and functions, including enhancing the editing, viewing,
filing, and retrieval of documents [9]. It opens the possibility for search engines
to index the information. It promotes clearer understanding, better data man-
agement, and efficient use and reuse of information.

However, despite the benefits of collecting and analyzing metadata, all too
often metadata lacks the privacy protections afforded to the content [10] and
limited privacy protection may expose sensitive information to the wrong peo-
ple and present significant risks. Possible inferences from metadata can invade a
user’s privacy in the same way as sensitive personal information obtained from
the content [11]. Literally, the emergence of new technologies manifests how sen-
sitive metadata can be: how friend lists can reveal a person’s sexual orientation
or political views, purchase histories can identify a pregnancy before any visible
signs appear, and location information can expose individuals to harassment for
unpopular political views, theft, or even physical harm [10]. Thus to protect
the privacy of personal data we should consider the necessity of minimizing the
amount of accessible metadata.

As mentioned previously, all the contents stored in the credentialwallet are
encrypted and the wallet does not have access to the plain-text. Ostensibly, the
idea of the encrypted content implies the elimination of privacy issues. Nonethe-
less, metadata of encrypted content can still leak lots of personal and sensitive
information not originating from the content itself but from its properties or
generated information during content management to the credentialwallet.
Ergo, we want to illustrate which threats to the users’ privacy still remain when
metadata is available in plain-text. We only consider a simple design of the cloud-
based IDMaaS system in order to give a comprehensive overview of the possible
problems with honest-but-curious adversary model for the credentialwallet.

In the following sections, we analyze the consequences of metadata privacy
leakage and access to metadata by the wallet as an IdP and file hosting service.

4.1 Metadata for Identity Providers

When users select credential to be authenticated for different services, cre-
dentialwallet as an identity provider can infer lots of information from the
communication flow as explained in the following.

Behavioral pattern. Albeit by design the wallet cannot see the plain attributes
which service providers request to authenticate the users, it is aware of when,
from where, and how frequent the users connect to service providers and what
kind of attributes are required. As an IdP, credential can glean the information
about the IP address and the devices from which users connect to different
services and it can guess the location. Knowing the IP address, the wallet could
further infer general usage patterns, such as the user’s online times or working
habits (when the user connects from which device). Furthermore, even in the case
that the IP address is disguised (e.g., using Tor) the accessed services might
reveal some information about the user’s physical location, as one often uses
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regional or at least national services, e.g., for online banking or governmental
tasks.

Moreover, the type of the service provider could leak information about the
user’s gender (some services are mainly used by a specific sex) or income situation
(prices of services). Based on the attributes they require to authenticate users
(e.g., if the user is over 18), credential can learn about the user’s age range
withal. The user’s age range can also be derived from kind of service providers
they use (e.g., pension-related services). The broader the range of authentication
and usage of service providers, the more credential can learn about the users’
attitudes and personal lives (e.g., websites related to special political parties or
communities in society). Also very sensitive information might be leaked through
access frequencies (e.g., addictions).

Behavioral pattern combined with background information. While cre-
dential can learn a lot directly from analyzing when, from where, how fre-
quently and to whom the users communicate, it can also combine this kind of
information with some background information it has extracted about the user
and learn more. For example, if the wallet already knows that a user shares
health data frequently with another user (probably a doctor), a request from an
online pharmacy website to authenticate the user, reveals that the illness is in a
new stage or user’s health has not improved because the patient has to buy new
medicine or repeat the previous ones.

4.2 Metadata for Data-Sharing

Similarly to the case of identity provisioning the credentialwallet infers lots of
information about stored content when acting as a file hosting service. The size,
structure, modification time and access rights of a file may reveal information
that the user originally intended to hide. In the following we give examples for
each of these properties.

Size, name and type. Even if the type of an object was not known to the
wallet, the size of the cipher-text would act as an indicator of the content type
of the stored object (e.g., text, image, and video). Type or size of an object
when combined with the object’s name (especially if it is assigned by the users
and not the system) divulge more information about the content. Additionally,
consider a scenario in which some users (patients) should upload and share their
blood pressure collected over three months with another user (doctor). Users
benefit from the same kind of health devices (sphygmomanometers introduced
by doctors using credential) and health applications (applications for health
devices) to collect the necessary information and send it to the wallet. Blood
pressure is collected over a specific period so the number of records in each file
is probably the same and due to the fact that they are collected from the same
kind of health devices and apps, they have some common metadata like size,
type and access rights defined by the data owner. Correspondingly, the wallet
can guess that the users have the same disease and the type of illness may also
be derived from the identity of the one with whom the files are shared. Doctor’s
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identity or field of expertise might be revealed previously from some background
data.

Access rights and patterns. Metadata describing access rights granted to
different objects reveals not only some extra information to the wallet but also
some information to the people who have been granted access to a same file. For
example, all users who have the read access to a file can see between whom the
file is shared which may not be desirable for the owner. In addition, being aware
of the fact that some users have shared medical or identity documents with the
same user or the request to access some files initiated by a specific user is always
accepted helps credential to infer the identity or occupation of the user with
whom the files have been shared. Because that user seems to be trusted by the
others and the characteristics of the files shared with her support the inferences
that she may be a doctor or from government sector. Gradually learning about
users’ occupations, the fact that a file is shared between different people can
reveal lots of sensitive information. A high amount of medical documents related
to a user indicates frequent consultations of medical practitioners. A document
shared among several medical practitioners may indicate an uncommon disease.
On the other hand, certain access patterns by a gynecologist may leak more
positive news than regular accesses by an oncologist.

More interestingly, the user’s behaviors not only progressively contribute to
the information credential collects in the user’s profile but also add to what
credential knows about the people who have some common characteristics
with the user (e.g., they all share some documents with a doctor). As a conse-
quence, requesting to authenticate to a service provider like a psychiatric hospital
by one of the users can reveal the type of common disease they share together.

Date of modification. Monitoring the cipher-text for changes reveals possibly
sensitive information considering the fact that type and location are also among
visible metadata. The modification history can for example tell something about
the frequency of a user’s illness updates, the intensity of her illness or monitoring
her illness activity, or other general usage patterns.

Structure. The structure of an encrypted object may be needed to selectively
download or insert some parts to an object or to enable redacting some parts.
But it can also result in leaking extra information. For example, a folder is
shared between different users but not all of them have the same access rights
for all objects in the folder. Inferring from the data structure that there are more
objects in the folder than what a user has access to, the user learns the exact
numbers of objects that the owner of the folder has made hidden for her.

5 Hiding Metadata

In this section, we briefly recap some important solutions from the cryptographic
literature that address the metadata problem and offer partial solutions by hid-
ing certain types of metadata. Unfortunately, for many of the proposed solu-
tions, only inefficient instantiations are known and therefore the given techniques
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are not entirely suitable for real-world usage. Nevertheless, solving the hiding-
metadata problem with efficient instantiations is an active and vibrant area of
research.

Private information retrieval. In a private information retrieval (PIR) pro-
tocol, a user is able to query database records such that the database server
is unable to tell which of the records the user accessed during that query and
which not. The cryptographic literature offers a variety of proposed instantia-
tions which can be categorized at least in single-server and multi-server variants
in the information-theoretic or computational setting with different communi-
cation and computation complexity overhead, see, e.g., [12,13]. Unfortunately,
in such systems, each database record has to be accessed by the database server
for each user query, since otherwise the server would trivially gain at least some
information about the query which renders the schemes inherently inefficient (if
the server does not need to touch a record, it can not have been queried by the
user). Additionally, within the PIR setting, a user might be able to obtain any
record of the user’s choice; hence, the PIR paradigm lacks some hidden access
control mechanisms which, however, can be overcome with the following Hidden
Access Control Policies (HACOT) technique.

Oblivious transfer with hidden access control policies. In the work of
Camenisch et al. [14], the term Oblivious Transfer with HACOT was coined and
the most efficient instantiation by now (and also a real-world implementation
thereof) was given by Camenisch et al. [15]. Within their setting, each database
record is associated with some hidden access control policy while any user is
able to query the database in an anonymous fashion. The proposed solution
uses attribute-based encryption and the user can obtain a database record if
and only if the attribute(s) associated with the user’s secret key matches the
policy of the database record. In particular, the HACOT technique does not
reveal to the database provider what database record was being accessed, what
the policy of that record is, who accessed the record, and whether the access
was denied or granted. (This holds even in a strong adversarial model, where a
malicious database server is allowed to collude with the key issuer.) Nevertheless,
the database server can monitor the amount of total accesses. Unfortunately, the
given HACOT real-world implementation from [15] is quite inefficient in a large-
scale setting.

Oblivious random-access memory. All described techniques above only con-
sider reading of database records. If however one wants to deal with oblivious
write operations, one has to consider oblivious random-access memory (ORAM).
The technique and a scheme was proposed by Goldreich and Ostrovsky [16].
A more efficient ORAM instantiation (based on the Goldreich-Ostrovsky sys-
tem) was given by Pinkas and Reinman [17]. Unfortunately, as with the other
described techniques above, ORAM is still considered to be quite impractical for
real-world large-scale usage.

Anonymous credentials. Specifically in the case of identity provisioning,
anonymous credentials can be used to authenticate a user while only revealing
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the absolutely minimum necessary information. Such schemes have been envi-
sioned by Chaum [18,19], and several practically efficient instantiations exist,
with the most prominent ones being IBM’s identity mixer [20,21] and Microsoft’s
UProve [22]. In such a system, the user receives a credential on its attributes, and
can dynamically choose which attributes to reveal to a service provider, while
not leaking any information about undisclosed attributes. In those schemes, the
authentication process is done fully locally, and thus there is no need for a central
IdP and also the related metadata-privacy problems disappear. However, these
constructions are inherently non-cloudified, as the attributes are required in the
plain for performing authentication, contradicting the ambition of a solution not
requiring any key material, dedicated software, or heavy computations on the
user’s side, cf. Sect. 3.1.

Recently, Krenn et al. [23] suggested the first anonymous credential system
based on proxy re-encryption, where the authentication can be outsourced to a
semi-trusted IdP, having the advantage that neither specific software nor heavy
computations are required on the users’ side. However, re-inventing the cen-
tral IdP also re-introduces all the metadata problems, which are not further
addressed in their work.

6 Metadata-Hiding Identity Provisioning

As discussed in the previous section, existing cryptographic mechanisms are
either not suited or too inefficient for usage in a large-scale central identity
provider. In the following we will therefore present a potential high-level architec-
ture of a metadata-privacy respecting IdP. The main idea is to split the identity
provider into two components. A first component communicates with the user,
whereas a second component communicates with the service providers. Assum-
ing that those two entities do not collaborate, we can circumvent many of the
discussed metadata problems while not negatively impacting the usability of the
overall system.

In the following we assume that a user U received an authentication credential
in form of a signature on encrypted attributes from an issuer, and stored it to
the first part of the identity provider, i.e., IdP1, together with a re-encryption
key from its personal public key to the public key of the second part of the
identity provider, i.e., IdP2 (note here that this computation requires access to
the user’s secret key). The used encryption scheme needs to support at least two
subsequent proxy re-encryption operations. Furthermore, we assume that the
user wants to log in to a service provider SP, which has already been accessed
by some user previously. If this was not the case, the SP and the two identity
providers jointly perform in a multi-party computation protocol, at the end of
which IdP2 learns the required re-encryption key from its own public key to that
of SP. This protocol is necessary because for obvious reasons neither IdP1 nor
IdP2 must learn the secret key corresponding to IdP2’s public key, but rather the
key needs to be appropriately shared between them.
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The following protocol shows the message flow for a login process, assuming
that every sent message is supplemented by a zero-knowledge proof of knowledge
showing the correctness of the performed computations [24].

– In a first step, U contacts SP (via some anonymized network layer, e.g., using
Tor as an anonymization service). The two parties agree on a random session
identifier sid and the set of attributes to be disclosed.

– Next, the user encrypts the indices of the required attributes, sid, and the
identity of SP under the public key of the second part of the identity provider,
IdP2, yielding a ciphertext c.

– The user then contacts (and potentially authenticates itself towards) the first
part of the identity provider, IdP1. It hands c to IdP1.

– In a fourth step, IdP1 re-encrypts a re-randomized version of U’s encrypted
credential to the public key of IdP2, and forwards the result together with c
to IdP2.

– Next, IdP2 decrypts c and computes a presentation token for SP. It therefore
re-encrypts the requested attributes for SP, thereby redacting the remaining
attributes in order to show the validity of the underlying credential. This can,
e.g., be done similar to Krenn et al. [23].

– The service provider contacts IdP2 and hands over sid.
– If the received sid’s are equal, IdP2 forwards the presentation token to SP,

which grants the user access in case that the presentation token is valid.

The above approach requires that the two parts of the identity provider do
not collude. In this case, the following privacy requirements can be given. On
the one hand, IdP1 only learns that U is authenticating to some service provider,
but it neither learns which attributes will be disclosed nor the identity of the
service provider. Therefore, no sensitive information is leaked to IdP1. On the
other hand, IdP2 only learns that some user is authenticating itself towards a
specific service provider, but it neither learns the user nor the plain values of
the revealed attributes. Again, IdP2 therefore does not learn critical information
about a specific user if the number of users is sufficiently large.

From a computational point of view, the costs of our conceptual architecture
should be comparable to previous single IdP solutions such as, e.g., Krenn et
al. [23], while giving far higher privacy guarantees. Security-wise the above proto-
col achieves similar guarantees as [23] by assuming essentially passive adversaries
in the sense that the identity providers try to learn as much information about
the user, but do not actively behave maliciously.

7 Conclusion

The workshop took advantage of the different expertise present in the focus
groups. Experts from different domains discussed the opportunities and chal-
lenges of the credential approach towards a privacy-preserving IDMaaS and
data sharing solution. The discussions covered various aspects such as challenges
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related to user trust, or potential business models and applications of the result-
ing systems. Special attention was paid to the necessity of metadata-privacy
and the related technical obstacles. This report summarizes the results of the
focus groups. Furthermore, it presents a potential high-level architecture of a
metadata-privacy respecting identity provider which arose based on the inputs
from the focus groups.

A first step for future work will include the formal modeling, specification,
and security and privacy analysis of this proposed concept architecture.

Acknowledgement. The authors would like to thank the workshop participants for
their valuable comments and inputs during the focus groups. In particular, we want
to thank Anna Klughammar for her introductory presentation on the eHealth pilot,
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Abstract. Responsible Research and Innovation (RRI) is an approach to research
governance that promotes the sustainability, acceptability and desirability of
research and innovation processes and outputs. Given the importance of private
sector companies in funding and executing research and in particular innovation,
it is important to understand how their practices map onto RRI. This paper
describes the role of RRI in industry and then focuses on the way in which privacy
can be considered. It draws on a workshop undertaken in the context of the IFIP
Summer School on Privacy and Identity Management to develop some sugges‐
tions on future integration of privacy in RRI for industry.

Keywords: Responsible innovation · Privacy · Data protection · RRI framework ·
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1 Introduction

Responsible Research and Innovation (RRI) is now a well-known approach in the field
of research governance. The RRI concept has been progressing and received support
from of previous European research programmes, as well as European and national
policies. It is now widely acknowledged that the future of new technologies requires
consideration of the social and ethical aspects and a genuine engagement of all stake‐
holders. Stakeholder engagement approaches have been widely accepted among
research and innovation actors as the new normative foundation (e.g. Greenwood
2007; DEECD 2011). These approaches are especially fruitful for the development of
emerging technologies, quantum computing, nanotechnologies, internet of things or
synthetic biology, to name but a few, where multiple innovative initiatives are in place
to address advanced innovation issues, and stakeholder dialogue are organized at
different levels (i.e. local, regional, national, and international levels).

The European Commission report “Options for Strengthening Responsible Research
and Innovation” (European Commission 2013) outlines the fact that a large number of
innovation fields still lack RRI approaches. In fact, the focus of RRI is currently mainly
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on the project and policy level of publicly funded research, and little attention has been
given to industry contexts. Research and innovation in industry need to embed consid‐
eration of values, such as privacy, security, sustainability, among others, into the inno‐
vation process for industrial stakeholder and citizens.

For example, when big data and internet of things (IoT) are combined with stake‐
holder engagement, and comply with privacy regulation and data protection principles,
they enable a better understanding of users’ expectations and behaviors. These could
ultimately support the creation of innovative products and services, anticipate the right
designs for them, and help discover appropriate ways to use them.

The paper starts by discussing the concept of RRI and explaining how it relates to
industry. This is followed by a description of the framework for RRI in Industry that
was used as a basis for the workshop. This workshop, and the way it was framed around
the question of privacy in RRI for Industry, is discussed in the subsequent section. The
discussion section highlights key insights which inform recommendations spelled out
in the conclusion.

2 RRI in Industry

In defining RRI, Von Schomberg (2011) argues that “a transparent, interactive process
by which societal actors and innovators become mutually responsive to each other with
a view on the (ethical) acceptability, sustainability and societal desirability of the inno‐
vation process and its marketable products”.

The European Commission’s reading of RRI comprises six key areas: Governance;
Public engagement; Gender equality; Science education; Open access/open science;
Ethics (European Commission 2012). More recent work on RRI focuses on expanding
the notion in relation to societal challenges. The Rome Declaration in 2014 emphasizes
that “the benefits of Responsible Research and Innovation go beyond alignment with
society: it ensures that research and innovation deliver on the promise of smart, inclusive
and sustainable solutions to our societal challenges.” (Rome Declaration 2014). In line
with this approach, the recent report from the Expert Group on Policy Indicators for
Responsible Research and Innovation (Strand et al. 2015) has considered two additional
areas: “sustainability” and “social justice/inclusion”, in reference to the Europe 2020
strategy.

An alternative reading of RRI that is based on the work undertaken by Owen, Stilgoe
and their collaborators (Owen et al. 2013; Stilgoe et al. 2013), and that was subsequently
adopted by the UK Engineering and Physical Sciences Research Council, which
proposed the AREA framework as key to RRI (Owen 2014). AREA stands for antici‐
pation, reflection, engagement and action. It suggests that research and innovation, in
order to be responsible, need to anticipate possible outcomes and impacts, to reflect on
the research and innovation activities themselves as well as the way they are imple‐
mented, to engage with relevant stakeholders and to take action according to the
outcomes of the first three steps. This reading of RRI is arguably broader than the one
proposed by the European Commission based on its policy agendas, but they both aim
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in the same direction of rendering research and innovation more open to societal
influences with a view to ensuring they meet societal needs.

One shortcoming of the RRI discourse is that it is mostly focused on publicly funded
research. This is understandable, as it is driven by public research funders who have an
interest in ensuring that their work contributes to the wellbeing of the taxpayers who
provide the funding for the research. At the same time, it is a shortcoming, as much
research and most of the innovation activities that are closer to the market are undertaken
by companies. The question of whether and how RRI principles and ideas are already
implemented in industry and how current practices can improve industrial research and
innovation activities is therefore at the heart of this paper.

To give a number of examples, the benefits of mitigating risks associated with the
innovative actions, the enhancement of company brand value, greater competitive
advantage in the market, and attracting the best talent by engaging citizens and public
authorities are perfectly understood as advantages by industrial stakeholders that can be
encouraged to develop a genuine interest in RRI. In so far as responsible innovation
leads, for a company, to developing added value, making its business more sustainable
and enabling its customers to have more privacy, tapping into new markets, launching
new business models, and increasing customers and stakeholders’ confidence, industrial
stakeholders can be expected to commit to an RRI approach.

However in practice, industrial stakeholder engagement in responsible innovation
as it stands is facing significant obstacles. These limitations most often come from the
fact that these benefits are long-term objectives, and responsible innovation can be
viewed in the first place as a constraint, or an additional norm – in both cases, an external
element, far away from the core business and immediate value of the company. While
the ambition to move towards RRI is supported, the practical route to responsible inno‐
vation for industry remains difficult. In markets where awareness of social and envi‐
ronmental impacts can deliver economic value, can companies continue to avoid
Responsible Innovation? Is RRI a prerogative of those public research organizations and
large companies that have either a duty or the resources to address these aspects?

A lack of awareness of ethical, legal, environmental and social issues often leads
companies to either overestimate or underestimate the associated risks (Carroll and
Shabana 2010). Fundamentally, costs and time to overcome the environmental, social
or ethical challenges of an innovation are considered too high, and the business will opt
for the development of other – more standardized – products and services that do not
raise ‘unmanageable’ concerns. In another case, companies equally consider that they
have insufficient time and resources to take these challenges on board and would then
prefer to ignore them, and push their service or product forward, overlooking stake‐
holders’ concerns or legal and social regulations, irrespective of the fact that these may
eventually jeopardize their business model (Carroll and Shabana 2010). In both cases,
the “environment” is seen as a threat, not as an opportunity. Furthermore, the detriment
to innovation is obvious: new products and services are not launched, or they are devel‐
oped with a weak consideration of their environment and ultimately have a greater
chance of failing.
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However for companies, ignoring responsible innovation challenges is no longer an
option either. The acceptability of their business is at stake and opportunities of advanced
positions in markets can be lost.

More regulation may not be the answer to engage companies in RRI because few
new issues have arisen that were not anticipated. Many aspects of RRI are subject to
regulation, but exclusively relying on public regulation is unlikely to achieve the aim of
ensuring RRI acceptability and desirability.

This leads to key questions such as: How can the route to responsible innovation be
made easier? Is this a matter of leading companies to responsible innovation, or of
growing responsible innovation in the business innovation?

The range of innovation support methods (e.g. Dahlander and Gann 2010) becomes
richer every year with new approaches and concepts developed: eco-design, cradle to
cradle, the circular economy, open innovation etc. These methods have proven to be
efficient in many respects. Nonetheless, they often face limits as they only consider one
aspect of the business. Whilst a particular value can be gained e.g. making privacy for
research and innovation, the whole business model depends on a larger series of aspects
that are all equally important. Often the gap to applying responsible innovation lies in
the fact that these innovation support methods are used in isolation.

Collectively, social, environmental and ethical issues should be addressed in partic‐
ular industries. Specific issues such as privacy need to be taken into account, and specific
knowledge needs to be taken on board, for example with regards to established ways of
dealing with such issues. This requires support tools and roadmaps to be adapted to the
particular features of the industry and calls for a collaborative approach, where compa‐
nies and support organizations draw external resources of knowledge and advice, whilst
engaging with stakeholders. The questions remain, however, how this can happen, who
should be in charge and how success can be measured. In order to respond to these
questions we have developed what we called a framework for RRI in industry that we
outline in the next section.

3 Framework of RRI in Industry

In order to better understand how RRI is currently undertaken in industry and which gaps
remain, the Responsible-Industry project (www.responsible-industry.eu) undertook a
number of activities to map current practice, compare it with the RRI discourse, and develop
ideas about how RRI can be integrated into industrial practice. The activities undertaken by
the project include a review of the literature on RRI and industry, five illustrative case
studies, a set of 30 expert interviews with stakeholders from the information and communi‐
cation technology (ICT) industry and a Delphi Study comprising more than 170 respond‐
ents. On this basis we developed a framework for RRI in industry.1

This framework starts with a vision of RRI industry that shows its roots as well as
the link with existing activities. It provides options and recommendations for

1 The full text of this framework is available on the project website. The full URL is: http://
www.responsible-industry.eu/activities/framework-for-implementing-rri (accessed 11.11.2016).
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implementing RRI in companies. These are grouped around key questions such as who
is responsible for what? How can RRI be integrated along the value chain? How can
ethical and social impact analysis be performed? What tools can be used for RRI?

The ensuing recommendations can be summarized as follows:

• Reflect on a vision for RRI within the organization, promoting capacity building and
instilling RRI in the culture of the organization.

• Integrate RRI into existing structures and processes, including research and innova‐
tion (R&I), corporate social responsibility, quality and other company functions.

• Promote reflection and awareness of ethical and societal issues related to specific
R&I products in ICT for an ageing society.

• Perform in depth ethical analysis of ICT products/services from early stages of the
R&I value chain.

• Support early identification of appropriate preventive and precautionary measures.
• Foster stakeholder engagement, and in particular end users, from early stages of

product development.
• Pursue open and transparent communication with stakeholders about risk and impact.
• Perform ongoing assessment and management of the impacts of ICT products and

services, both in the short/medium term and longterm.
• Ensure training and professional development opportunities to enable staff to fully

participate and take responsibility.
• Foster multidisciplinarity between engineering, natural sciences, ethics and social

sciences.
• Apply equality principles in recruitment and career progression.

The framework also provides examples of policy and communication actions that
can support and foster RRI in industry and links to resources that enable these to be
realized.

This framework is currently being tested and scrutinized through a number of in-
depth case studies and industry-led focus groups. It will be finalized in early 2017. The
workshop during the IFIP summer school served as one way of assessing the quality
and value of the framework. Its specific question was whether privacy is well represented
in the framework and how this might be improved.

4 RRI, Privacy and Economic Concerns

Privacy is the most widely discussed ethical and social concern linked to ICT (Stahl et al.
2016). Concerns around privacy are not novel and contemporary discussion is often led
back to Warren and Brandeis’ seminal paper on the topic (Warren and Brandeis 1890).
It is therefore not surprising that privacy has been highlighted as a key concern that RRI
in ICT needs to deal with (Stahl 2013). Achieving data safety and security in ICT is not
what companies might expect by applying RRI in the first place but it is certainly some‐
thing that is highly discussed in responsibility in ICT in long run. The threat is obvious.
Breaches of privacy occur not just from a theft of customer data and passwords or credit
cards. In fact, if companies have too many breaches of data privacy that undermines

96 B.C. Stahl and E. Yaghmaei



consumer trust, which is absolutely counter productive to the use of technologies that
could otherwise have a beneficial effect on environmental and social questions. Thus, it
is absolutely essential that ICT must comply with basic privacy principles as laid down
by the General Data Protection Regulations (GDPR)2.

Before we discuss how privacy concerns have been integrated into the framework
for RRI in industry, however, we think it is important to highlight that privacy is far
from the only ethical issue that companies need to consider. This implies that ways of
addressing privacy need to be sensitive to other ethical and social issues. Similarly,
privacy as a social value can conflict with other values. Ways need to be found to balance
competing values. Data ownership, quality of data, intellectual property and traceability
are some of the most important issues of debate from a legal and technical point of view
(Baysinger et al. 1991; Granstrand 1999; Batini et al. 2009). Based on an open innovation
model, these technologies challenge traditional business models: where does the value
stem from: the data or the service? What is the most effective way to redistribute divi‐
dends to different links in the value chain?

Emerging technologies and big data imply a significant pervasiveness of tech‐
nology in every place and a new set of relations between individuals and objects, with
a stronger dependence on ICT, despite and because of its original ambition to increase
its relevance and adherence to users’ needs. Big can include the collection of large
amounts of personal information, the protection of which is regularly challenged.
Regardless of the definition of privacy, one can realize a significant role for it in
solving research and innovation challenges in emerging technologies and big data.
The GDPR and its requirements for privacy impact assessment (Clarke 2009; Infor‐
mation Commissioner’s Office 2009) or an ethics impact assessment (Wright 2011)
are very high on the companies’ agenda these days because of either the necessity of
assessment activities towards privacy issues or the increased fines that the GDPR (see
Section 148) will introduce and which therefore may scare industry. As such, indus‐
trial stakeholders dealing with ICT must consider privacy in order to address RRI
issues, and ICT designers must highlight privacy by design in their design process
(Guerses et al. 2011; Hoven et al. 2012; Information Commissioner’s Office 2008).

From an economic viewpoint, being aware of these challenges and developing a
capacity to address them will enable any company to become more competitive and
sustainable. While emerging technologies and big data are more than ever at a crossroad
between ethical issues and economic opportunities, what role can a company play in
this area? How can a company seize and create value from big data whilst still operating
in an ethical and safe environment? Some initiatives have been taken to draw entrepre‐
neurs’ attention to the ethical and legal issues raised by emerging technologies and big
data. However, companies support services often remain segmented: business develop‐
ment, legal and ICT aspects and social issues (such as stakeholder engagement) are not
addressed systematically, and are usually separated from one another for the simple
reason that they relate to different expertise and organizational units.

2 See: http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=uriserv:OJ.L_.2016.119.01.0001.
01.ENG&toc=OJ:L:2016:119:TOC, accessed 27.01.2017.

The Role of Privacy in the Framework 97

http://eur-lex.europa.eu/legal-content/EN/TXT/%3furi%3duriserv:OJ.L_.2016.119.01.0001.01.ENG%26toc%3dOJ:L:2016:119:TOC
http://eur-lex.europa.eu/legal-content/EN/TXT/%3furi%3duriserv:OJ.L_.2016.119.01.0001.01.ENG%26toc%3dOJ:L:2016:119:TOC


The responsible innovation framework will take the ambition to address all related
challenges in a comprehensive approach by bringing together stakeholders and experts,
and eventually help companies, in particular ICT companies to benefit from the big data
revolution whilst securing their own development.

4.1 Privacy in the RRI Framework

In light of the importance of privacy in ICT in general, as well as the possible conflict
between privacy and other values, it is important to spell out which role privacy plays
in version of the framework for RRI in industry that was used in the workshop.

Privacy first appears in the framework document in the context of open questions
that should motivate companies to consider RRI. These are a list of likely upcoming
developments that can raise concern and of which companies should be aware. This list
was compiled on the basis of the AALIANCE2 roadmap3, a document stemming from
the AALIANCE 2 project for the purpose of planning the future of assistive technolo‐
gies. Privacy is recognized in this list as one of the likely concerns that can motivate
companies to take RRI seriously. It forms part of a set of concerns that were summarized
as individual rights and liberties that may be vulnerable to challenge from new ICTs.

One way of dealing with open questions in RRI is through the introduction and use
of standards. The framework therefore highlights issues that may be subject to stand‐
ardization: this includes privacy and data protection. The idea of privacy by design is
strongly promoted by privacy advocates and can be seen as an attempt to create standards
to safeguard this particular value. The framework therefore references these ideas as one
option that companies can pursue in the governance of their research and innovation
activities.

Privacy is furthermore already a well-established right enshrined in legislation and
regulation. Companies wanting to be responsible need to comply with such legislation.
The framework therefore makes reference to legislation such as the Privacy Directive
(EC) 95/46/EC on processing and free movement of data, regulation (EC) 45/2001 on
processing and free movement of data by EU institutions and bodies, Directive 2002/58/
EC (e-Privacy) processing of personal data and the protection of privacy.

One can thus argue that there is significant attention paid to privacy in the framework.
However, in order to ascertain whether this way of including privacy is sufficient and
convincing, we undertook the workshop around privacy in the IFIP summer school that
is described in the next section.

4.2 Workshop on Privacy in RRI in Industry

The idea behind the workshop was thus to collect feedback on privacy as a particular
component of the framework from an audience which is either expert in privacy issues
or has a high level of interest in privacy and identity management. We wanted to find
out whether the way in which privacy was included in the framework resonated with

3 http://www.aaliance2.eu/newaalroadmap, accessed 12.11.2016.
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this audience and whether audience members could provide further insights into how to
improve the framework.

It was decided to assess the framework with five groups of participants (each group
consist of 2–3 members). Each group was asked whether the framework would have
helped them to gain an insight into RRI, how they could develop the current responsible
business model, and whether it could help the RRI community promote responsibility
within research and innovation initiatives. The workshop was also used to gain further
insights into whether questions of privacy and data protection are currently covered well
enough, which aspects could be strengthened and how they could be communicated to
intended audiences.

The aims of the workshop included:

• to reflect on the effectiveness of the RRI framework:
• to discuss the way in which privacy is represented in the framework; to explore

opportunities to refine the RRI framework;
• to explore facilitation methods to best use the RRI framework.

The workshop developers introduced the responsible industry project framework,
elaborated on the main aspects of RRI in industry, and presented responsible industry
case studies in the domain of ICT for healthy ageing. The intention of RRI to ensure
acceptability and desirability of research and innovation is often translated as a focus
on grand social challenges. One of the key ones in Europe, due to its demographic
development is that of healthy ageing. ICT is often portrayed as a technology that can
help address this challenge, which renders ICT for healthy ageing a primary candidate
for RRI.

During the second half of the workshop, participants were asked to comment directly
on the framework. The aim was to gather a structured form of feedback from participants
at the end of the workshop using the RRI framework to identify which methods or
techniques should be applied to fulfill key responsibilities for RRI within the organiza‐
tion.

Relevant feedback was expected to arise from the following questions:

• How can the framework be improved?
• How should the framework be communicated and disseminated?
• Is privacy adequately covered?
• Which aspects are missing?
• How should they be included?

Documentary evidence from the workshop supported assessment of the quality and
value of the framework. The collected data were used in the discussion section of this
work to address the above questions.

5 Discussion

During the workshop there was a general recognition by the participants of the necessity
to embed privacy in the framework for RRI in industry. This discussion section covers
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two different sets of concerns, both of which are important for RRI in industry. On the
one hand there are issues of organizational structure and governance, which are not
related to privacy per se but which are relevant in order to instill the very idea of RRI
into an organization. On the other hand there are privacy issues in a narrow that imme‐
diately pertain to personal data.

The organizational issues of privacy were recognized as crucial. There was a discus‐
sion about engaging companies’ owner(s) and investor(s) into RRI actions. One partic‐
ipant argued that “whilst probably individual investors will be more willing to implement
ethical procedures, institutional investors will likely respond only to financial consid‐
erations.” In principle, consultation with owner(s) in addition to chief executive officers
was highly valued by the participants.

There was also discussion about the usefulness of the framework for different sizes
of companies. From the responses, it is understood that the framework seems to assume
a large rigid organization. It is less clear how small and medium sized enterprises (SMEs)
can implement it, which has to be taken into account for further development of the
framework.

The discussion and further recommendations from participants for improving the
framework can be summarized as follows:

• Acknowledge the need for engaging companies’ owners and stress the distinction
between individual investors and institutional counterparts;

• Consider SMEs for the framework;
• Refine the actual information flows in the framework;
• Highlight the process of embedding responsibility in industry which will likely be

an iterative, rather than a one-off, exercise;
• Develop some practical tools to assist thinking about RRI principles.

First, there is a common recognition by participants to involve owners of the
company as well as the chief executive officer (CEO). Since the CEO executes the plan
set by the owners, there is a need for the framework to stress the role of companies’
owners and investors. Second, workshop participants stressed that the RRI framework
targets mainly multinational corporations, and misses somewhat to consider specific
approaches of applying RRI in SMEs. Third, understanding actual information flows in
the framework between different sections needs to be revisited: e.g. innovation can come
from any group; marketing may provide customer requests as well as disseminate infor‐
mation. Fourth, industrial stakeholders must consider RRI as an iterative process rather
than a one-off exercise. Finally, there are still a limited number of practical RRI tools
that can be used by industrial stakeholders, and this generally needs to be drawn attention
to in any improved version of the RRI framework.

The RRI framework and workshop results identified the need to embed privacy into
Responsible-Industry framework. Figure 1 demonstrates the interaction between
privacy and various organizational functions. This figure was used to stimulate the
discussion among workshop participants.
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Fig. 1. Embedding privacy into the Responsible-Industry framework

Accordingly, privacy should be at the core of Responsible-Industry framework. In
fact, the workshop represents the benefits delivered to industry by embedding privacy
in the RRI framework. Individual stakeholders and different departments collectively
may apply privacy in company’ governance, innovation, compliance, and communica‐
tion initiatives. Put differently, privacy helps to improve executive management,
research and innovation, corporate social responsibility, legal, human resources, and
marketing; steers company activities to new level of ethical behaviour”; and introduces
new RRI-oriented products and services.

Whereas there was broad acceptance of the fact that a RRI framework requires
privacy, one participant made an observation with regard to the relatively abstract nature
of the concept of privacy used in the framework:

“Privacy is perhaps too abstract a concept in the example given of the healthcare
user. Privacy as an abstract concept may not be important but personal autonomy or
freedom from discrimination may be important despite requiring privacy”.

The results of the discussion and the recommendations made by the workshop
participants highlighted the relevance of privacy in RRI. This did not come as a surprise,
given that privacy and data protection have long been recognized as a key aspect that
raises concerns across a vast range of ICTs. The discussion showed furthermore that
privacy is interlinked with other ethical and social concerns. It is furthermore distributed
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across the organization, and it is difficult to pinpoint one particular area that has exclusive
or dominant responsibility for it.

From the point of view of the framework, we learned that the level of attention paid
to privacy in the framework itself seems to be appropriate. There was very little discus‐
sion of the concept of privacy in the workshop. This may reflect the backgrounds of the
workshop participants who had a significant amount of expertise in privacy, and who
may not therefore have felt the need to delve into the conceptual side of privacy in any
more detail. It may also reflect the fact that there is a finite amount of space in a document
like the framework and therefore there must be a limit to the level of conceptual discus‐
sion that can be included.

An interesting finding from the workshop, from the perspective of the Responsible-
Industry project and framework, was that there was also relatively little discussion of
the technical detail concerning specific privacy measures. When presenting the frame‐
work to an expert audience with a particular interest in privacy and identity management,
we had expected requests for more detail of the way in which privacy in ICT for health,
demographic change and wellbeing is addressed. There was little discussion of such
detailed questions, which we interpret as a sign that the treatment of privacy in the
framework is at an appropriate level.

6 Conclusion

From the perspective of the Responsible-Industry project, the workshop described in
this paper constituted an opportunity to reflect on and further refine the framework. For
the participants it gave an opportunity to see the way privacy is addressed in a slightly
different context where privacy is one of many different issues.

In substantive terms, the outcomes of the workshop constitutes a confirmation of the
principles and content of the way in which privacy is treated by the Framework for RRI
in ICT as developed by the Responsible-industry project. It did not lead to any significant
changes or point to major omissions in the framework. Interestingly, it also did not point
to particular technical developments that might need to be included.

The value of the workshop was in improving the presentation of the framework and
raising awareness of its existence in the community of privacy scholars. It should thereby
contribute to a better uptake of RRI by industrial actors, with specific reference to privacy
and data protection. Privacy is a key to delivering future responsibility. The RRI frame‐
work is intended as a primary step in RRI literature for embedding privacy into the core
of industrial stakeholder activities. The workshop’s participants helped in raising aware‐
ness of privacy within subsequent versions of RRI frameworks, to support industrial
stakeholders on the journey towards responsibility.

The workshop contributed to:

• Raising awareness of RRI principles among privacy scholars;
• Improving privacy and social inclusiveness within RRI principles and actions.

In addition to helping reflect on and improve the Responsible-Industry framework,
we believe that the workshop will have developed participants’ understanding of the
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way in which social and ethical issues in ICT more broadly can be addressed in an
industrial setting.

Much research in the area of data protection and privacy is technical, focusing on
questions of encryption, storage, data transmission etc. Such work is of vital importance
for privacy preservation. However, we believe that the framework shows clearly that
many of the key privacy concerns are not technical. A company developing a new tech‐
nology needs to have the organizational resources and processes in place, in order to
safeguard privacy. Without these pre-requisites, the technical capability to protect
privacy is unlikely to suffice.

Working with the RRI in industry framework showed the participants the complexity
and number of linkages between different organizational functions, environments and
processes that need to be considered when addressing privacy issues. Finally, at the risk
of stating the obvious, we believe that the workshop made it clear that privacy and data
protection are one important issue but, at the same time, they are one issue among many.
Privacy must not be seen in isolation, rather it should be understood as an important and
valid social concern that interacts with and links to numerous others.

In this spirit, we hope that the insights gained by the Responsible-Industry consor‐
tium that will help us further refine the RRI in industry framework have been matched
by the learning of workshop participants. Both of these aspects will hopefully have
contributed to the overall shared goal of ensuring that new and emerging technologies
contribute to the greater good of society.

Acknowledgements. The research leading to these results has received funding from the
European Community’s Seventh Framework Programme (FP7/2007-2013) under grant agreement
n° 609817 (Responsible-Industry; www.responsible-industry.eu). The authors acknowledge the
contribution of all consortium partners to the development of the framework which is the basis of
this paper.

The authors would also like to thank the participants in the IFIP summer school for their input
that informed the discussion section of this paper.

References

Batini, C., Cappiello, C., Francalanci, C., Maurino, A.: Methodologies for data quality assessment
and improvement. ACM Comput. Surv. (CSUR) 41(3), 16 (2009)

Baysinger, B.D., Kosnik, R.D., Turk, T.A.: Effects of board and ownership structure on corporate
R&D strategy. Acad. Manag. J. 34(1), 205–214 (1991)

Carroll, A.B., Shabana, K.M.: The business case for corporate social responsibility: a review of
concepts, research and practice. Int. J. Manag. Rev. 12(1), 85–105 (2010)

Clarke, R.: Privacy impact assessment: its origins and development. Comput. Law Secur. Rev.
25, 123–135 (2009). doi:10.1016/j.clsr.2009.02.002

Dahlander, L., Gann, D.M.: How open is innovation? Res. Policy 39(6), 699–709 (2010)
Department of Education and Early Childhood Development (DEECD) (2011). http://

www.education.vic.gov.au/
European Commission, Investing in Research and Innovation for Grand Challenges. European

Commission, DG Research. Brussels (2012). http://ec.europa.eu/research/erab/pdf/erab-
study-grand-challanages-2012_en.pdf

The Role of Privacy in the Framework 103

http://www.responsible-industry.eu
http://dx.doi.org/10.1016/j.clsr.2009.02.002
http://www.education.vic.gov.au/
http://www.education.vic.gov.au/
http://ec.europa.eu/research/erab/pdf/erab-study-grand-challanages-2012_en.pdf
http://ec.europa.eu/research/erab/pdf/erab-study-grand-challanages-2012_en.pdf


van den Hoven, J.: European Commission, Options for Strengthening Responsible Research and
Innovation. Report of the Expert Group on the State of Art in Europe on Responsible Research
and Innovation. Publications Office of the European Union, Luxembourg, EUR25766 EN
(2013)

Granstrand, O.: The Economics and Management of Intellectual Property. Books (1999)
Greenwood, M.: Stakeholder engagement: beyond the myth of corporate responsibility. J. Bus.

Ethics 74(4), 315–327 (2007). doi:10.1007/s10551-007-9509-y
Guerses, S., Troncoso, C. Diaz, C.: Engineering privacy by design. Paper presented at the Fourth

Conference on Computers, Privacy and Data Protection, Brussels, 25–7 January 2011 (2011)
Hoven, J. van den, Helbing, D., Pedreschi, D., Domingo-Ferrer, J. et al.: FuturICT - The Road

towards Ethical ICT. (2012). arXiv:1210.8181. Accessed 14 Nov 2012
Information Commissioner’s Office. Privacy by design, (2008). http://www.ico.gov.uk/upload/

documents/pdb_report_html/privacy_by_design_report_v2.pdf. Accessed 24 Aug 2009
Information Commissioner’s Office. Privacy Impact Assessment Handbook, v. 2.0 (2009).

<http://www.ico.gov.uk/upload/documents/pia_handbook_html_v2/files/PIAhandbookV2.
pdf>. Accessed 24 Aug 2009

Rome Declaration on Responsible Research and Innovation in Europe. Under the Italian
presidency of the European Council, November 2014

Stahl, B.C., Timmermans, J., Mittelstadt, B.D.: The Ethics of Computing: A Survey of the
Computing-Oriented Literature. ACM Comput. Surv. 48(4), 55:1–55:38 (2016). doi:
10.1145/2871196

Stahl, B.C.: Responsible research and innovation: the role of privacy in an emerging framework.
Sci. Public Policy 40(6), 708–716 (2013). doi:10.1093/scipol/sct067

Stilgoe, J., Owen, R., Macnaghten, P.: Developing a framework for responsible innovation. Res.
Policy, 42(9), 1568–1580 (2013). doi:10.1016/j.respol.2013.05.008

Strand, R et al.: Indicators for promoting and monitoring responsible research and innovation.
DG Research and Innovation, SWAFS June 2015

Von Schomberg, R.: Prospects for technology assessment in a framework of responsible research
and innovation. In: Technikfolgen abschätzen lehren, Bildungspotenziale transdisziplinärer
Methode. Springer VS, Wiesbaden (2011)

Warren, S.D., Brandeis, L.D.: Right to Privacy. Harvard Law Rev. 4, 193 (1890)
Wright, D.: A framework for the ethical impact assessment of information technology. Ethics Inf.

Technol. 13(3), 199–226 (2011). doi:10.1007/s10676-010-9242-6
Owen, R., Heintz, M., Bessant, J. (eds.): Responsible Innovation. Wiley (2013)

104 B.C. Stahl and E. Yaghmaei

http://dx.doi.org/10.1007/s10551-007-9509-y
http://arxiv.org/abs/1210.8181
http://www.ico.gov.uk/upload/documents/pdb_report_html/privacy_by_design_report_v2.pdf
http://www.ico.gov.uk/upload/documents/pdb_report_html/privacy_by_design_report_v2.pdf
http://www.ico.gov.uk/upload/documents/pia_handbook_html_v2/files/PIAhandbookV2.pdf%3e
http://www.ico.gov.uk/upload/documents/pia_handbook_html_v2/files/PIAhandbookV2.pdf%3e
http://dx.doi.org/10.1145/2871196
http://dx.doi.org/10.1093/scipol/sct067
http://dx.doi.org/10.1016/j.respol.2013.05.008
http://dx.doi.org/10.1007/s10676-010-9242-6


Evidence-Based Methods for Privacy
and Identity Management

Kovila P.L. Coopamootoo1 and Thomas Groß2(B)

1 University of Derby, Derby, UK
2 Newcastle University, Newcastle upon Tyne, UK

thomas.gross@newcastle.ac.uk

Abstract. In the advent of authoritative experiments and evidence-
based methods in security research [2,4,21,29], we are convinced that
privacy and identity research will benefit from the scientific method, as
well. This workshop offers an introduction to selected tools of experiment
design and systematic analysis. It includes key ingredients of evidence-
based methods: hallmarks of sound experimentation, templates for the
design of true experiments, and inferential statistics with sound power
analysis. To gauge the state of play, we include a systematic literature
review of the pre-proceedings of the 2016 IFIP Summer school on Pri-
vacy and Identity Management as well as the participants’ feedback on
their perception on evidence-based methods. Finally, we make our case
for the endorsement of evidence-based methods in privacy and identity
management.

1 Introduction

The Encyclopaedia Britannica defined science as a “system of knowledge that is
concerned with the physical world and its phenomena and that entails unbiased
observations and systematic experimentation.” In general, it is a purpose of
science to advance human knowledge. The scientific method is evidence-based,
includes principles such as falsification or reproducibility as well as statistical
tools to decide between hypotheses.

To what extent is security/privacy research a science? How does research
in this field advance human knowledge? In the recent years, funding bodies
have sought to strengthen evidence-based research in security and privacy and,
arguably, those methods have seen adoption in the field, especially under the
flag of “science of security” [2,4,21,29].

Challenges. Whereas the tenets of the scientific method are often demanded,
they are easily subverted by methodological mistakes or insufficient power under
the all too polished surface. Ioannidis [19] gave a harsh account of the situation,
arguing “why most published research findings are false.”
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Newcastle University.
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To make matters worse, there is a replication crisis in science. For example,
270 researchers of the Open Science Collaboration [27] have reported on a dire
situation after having sought to reproduce 100 well-known results published in
three major psychology journals [28]. They could only reproduce 39% of the
results. It is deemed likely that the replication crisis also pertains to other fields,
including security or privacy and identity management.

Even down to the nitty-gritty of statistical inference, many misconceptions
and controversies have been observed, including, for instance, a comprehensive
account of null hypothesis testing by Nickerson [26].

All that glitters is not gold. While evidence-based methods hold a promise to
support the pursuit of knowledge in security and privacy, they ask of us great
diligence to live up to their tenets. This IFIP workshop sought to sensitize par-
ticipants to the hallmarks and inference methods of evidence-based research in
privacy and identity management. It includes examples for true experiments as
well as systematic literature reviews as two classes of evidence that are consid-
ered as most reliable.

Scope. Research methodology for evidence-based methods is a vast topic, filling
tomes in the sciences. Consequently, this workshop summary will only offer a
primer—an introduction to hallmarks, experiment design and statistical infer-
ence. Given that the workshop aimed at sensitizing for evidence-based methods
and its requirements, we make a number of simplifications. We only focus on
(a) true experiments (inducing an experiment condition), (b) hypothesis test-
ing (rejecting a null hypothesis), (c) two conditions (control and experiment),
(d) simple statistics (difference between means, t-test). Explicitly out of scope
are: qualitative methods, observational studies and complex statistical models.

Outline. This workshop summary contains two theory sections on hallmarks
of empirical research and statistical inference, where each of the theory section
concludes with a concise checklist of quality criteria. Section 2 contains the hall-
marks discussion, leading up to hypothesis testing. Then, we interleave a section
on practical experiment design in Sect. 3 which reflects a round-table discus-
sion of the workshop. From this intermezzo, we continue our theoretical inquiry
with Sect. 4 on statistical inference and power. Section 5 reports on participants
responses to the workshop questionnaire. We detail areas of privacy research
with interest in experimental methodology, methodological issues encountered
and their personal learning objective from the workshop.

2 Hallmarks of Empirical Research

Definition 1 (True Experiment [10]). An investigation in which the investi-
gators have sufficient control of the system under study, in particular to be able
to determine the assignment of different units of study to different conditions.
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A true experiment follows requirements contributing towards rigorous sci-
ence. The requirements include (a) definition of a falsifiable hypothesis, (b) defin-
ing and controlling variables, (c) assessing internal and external validity,
(d) repeatability and reproducibility of the method and analysis [4,21].

2.1 Falsifiable Hypotheses

Definition 2 (Hypothesis [12]). Specific testable predictions made generally
about the response and explanatory variables in a study.

Testing hypotheses is one of the tenets behind scientific discovery.
Popper [30] coined the theory of falsification, whereby the researcher formu-

lates a hypothesis such that the experiment can show it to be false. According
to Popper, hypotheses cannot be inductively verified, but only empirically falsi-
fied. Falsifiable hypotheses are formulated such that they can be measured and
observed.

Example 1 (Falsifiable Hypotheses).

– All swans are white. [30] (Falsifying observation: a black swan)
– Higher cognitive workload implies more click-throughs on phishing links.

(Falsifying observation: experiment showing equal phishing click-troughs
across workloads)

2.2 Controlled Variables

In experiments, we distinguish between three types of variables: manipulated,
controlled or measured. A variable that is manipulated, the independent variable,
is to predict or explain the dependent or response variable.

Definition 3 (Variable). A variable is some characteristic that differs from
subject to subject or from time to time [12].

(a) The independent variable IV is a variable that is induced/manipulated [23].
(b) The dependent variable DV is a variable that is observed/measured [23]. A

systematic change in the IV causes a change in the DV.
(c) A confounding variable (short: confounder) is an extraneous variable whose

presence affects the variables being studied, so that the results do not reflect
the actual relationship between the IV and DV.

Methods to actively control confounding variables include random assignment
of subjects to conditions, restricting variation in confounders (e.g., selecting
subjects of the same age eliminates confounding by age) and matching potential
confounders across conditions. Statistical models can also be used to adjust for
the bias introduced by a confounder during analysis.
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2.3 Validity

Validity refers to the extent to which a measuring instrument is measuring what
was intended [12], where a change in the IV entails a change in the DV.

Definition 4 (Validity [9]). The best available approximation to the truth and
falsity of propositions.

What we seek to validate are the statements, inferences and conclusions that
we draw from results of empirical research [3]. We differentiate between internal
and external validity.

Internal Validity. In most experiments, researchers are aiming to find out if IV
A has an effect on DV B. If the experiment does not offer any alternative causes
nor explanations on the outcome on B, then the experiment is internally valid.

Definition 5 (Internal Validity [3]). The truth that can be assigned to the
conclusion that a cause-effect relationship between an IV and a DV has been
established within the context of the particular research setting.

External Validity refers to the extent to which the study findings are generaliz-
able from a laboratory setting to other settings.

Definition 6 (External Validity [3]). The question of whether an effect (and
its underlying processes) that has been demonstrated in one research setting would
be obtained in other settings, with different research participants and different
research procedures.

Not all experiments can be both internally and externally valid. Depending on
the purpose of the experiment, researchers need to make a trade-off.

2.4 Repeatability and Reproducibility

Replication is the attempt to recreate the conditions sufficient to obtaining a
previous observed finding [28]. Scientific claims gain credence when their sup-
porting evidence can be replicated [28].

Replication has been highlighted as a problem in scientific research. For
example, the Open Science Collaboration [28] conducted a large-scale replica-
tion study (N = 100) of psychological journals and found that replication effects
were on average half the magnitude of original effects.

We distinguish between repeatability and reproducibility as two conceptual
frames for replication.

Definition 7 (Repeatability [12]). The closeness of the results obtained in
the same test material by the same observer or technician using the same equip-
ment, apparatus and/or reagents over reasonably short intervals of time.

Definition 8 (Reproducibility [12]). The closeness of results obtained on the
same test material under changes of reagents, conditions, technicians, apparatus,
laboratories and so on.
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Remark 1 (Repeatability vs. Reproducibility). While repeatability refers to repli-
cating the experiment by keeping everything same (including the experimenter),
reproducibility refers to altering specific components while keeping the design
consistent, especially when the experiment is reproduced by an independent
experimenter.

2.5 Hypothesis Testing

In this workshop summary, we limit the scope of our inquiry to hypothesis test-
ing [15,20,25], a particular method of statistical inference that seeks to dis-
tinguish between hypotheses. We focus on making a decision between a null
hypothesis and an alternative hypothesis.

Definition 9 (Hypothesis Testing)

(a) A statistical hypothesis test is a method of statistical inference in which a
hypothesis of a proposed statistical relationship is compared to an idealized
null hypothesis that claims there is no relationship.

(b) The null hypothesis H0 is the statistical hypothesis that there is no effect, no
difference between conditions.

(c) The alternative hypothesis H1 is the statistical hypothesis that there is an
effect, a difference between conditions.

Hypotheses are expressed on the population statistics, not the sample statistics.

Example 2 (Difference of Means). When considering the means across two
conditions, the two hypotheses are:

– Null hypothesis H0: μ1 = μ2,
– Alternative hypothesis H1: μ1 �= μ2.

A sound procedure for hypothesis testing will proceed as illustrated in Fig. 1.

1. State null hypothesis H0 and alternative hypothesis H1 explicitly, first.
2. Evaluate the statistical assumptions made, select a relevant test statistic,

and select a significance level α, a probability threshold below which the null
hypothesis will be rejected (cf. Sect. 4.1).

3. Evaluate the statistical inference by calculating the test statistic. Reject the
null hypothesis if and only if the p-value is less than the specified significance
level α.

We will discuss statistical inference and p-values in Sect. 4.1.

Remark 2 (Controversy and Criticism) There has been much controversy about
hypothesis testing. Among its most vocal critics is Jacob Cohen [7]. First, we
need to note that a statistically significant result only means that the effect
is deemed not nil, nothing more. Slavishly following the “sanctification by sig-
nificance” has been considered as one of great ailments in scientific reasoning.
Nickerson [26] offers a comprehensive overview of the controversies around Null
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Fig. 1. Simplified process of hypothesis testing.

Hypothesis Significance Testing (NHST), of which we highlight misconceptions
on p-values in Remark 3 (Sect. 4.1).

Multiple proponents have argued to deprioritize hypothesis testing in favor
of robust estimation with confidence intervals, e.g., as expressed by Gardner and
Altman [17]. The American Psychology Association (APA) [1] has consequently
made the reporting of confidence intervals a minimum standard.

While this workshop summary adheres to hypothesis testing, we advocate a
cautious and diligent interpretation: Consider the size of effects investigated,
the required power and sample size to detect those effects (cf. Sect. 4.2).

2.6 Checklist: Hallmarks

� Make hypotheses falsifiable, i.e., construct them such that experiments or
observations can show them to be false.

� Specify independent variables (IVs) and their manipulation. Operationalise
dependent variables (DVs) and specify validated measurements.

� Explicitly declare null hypothesis and alternative hypothesis a priori.
� If feasible, prepare a randomized controlled testing the hypotheses.
� Control for confounders, e.g., by restricting variation or matching subjects.
� Establish to what extent a change in IV entails a change in DV. Report biases

and assumptions that impact this entailment.
� Make it clear whether the study is repeating or reproducing existing research.

Document recruitment, sampling, procedure, experiment design, manipula-
tions, measurements, analyses clearly for forward reproducibility.

3 An Exercise in Experiment Design

We have prepared the ground by introducing hypothesis testing. Before we pro-
ceed with statistical inference in Sect. 4, we discuss an exercise in experiment
design based on a hypothetical scenario.
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Example 3 (Scenario “When the cat’s away, the mice do play”).
A security company observes that in the evenings—when the boss—is away

more dangerous sites are accessed than during day times.

3.1 Developing Research Questions

The participants are asked to answer the following questions:

1. What is an interesting research question (RQ) for the scenario of clicks to
dangerous sites?

2. Independent Variable (IV): What factor influences the number of clicks on
dangerous sites?

3. Dependent Variable (DV): How can we measure the outcome reliably?
4. What is a testable null hypothesis (H0)?
5. What is the alternative hypothesis (H1)?

We advocate for the simple example research questions to create a core exper-
iment design to nail down how the IV is manipulated, how he success of this
manipulation is checked, and how the DV is reliably measured. We offer a tem-
plate in Fig. 2. Cf. Field and Hole [14] or Montgomery [24] for experiment designs.

Fig. 2. A core template for a two-condition experiment with manipulation check.

The following examples were designed by workshop participants in round-
table discussions in response to the questions above.

Example 4 (Design Group 1).
RQ. How does the presence of the boss impact clicking dangerous links? IV.
Presence of the boss. DV. #mistakes clicking dangerous links. H0. The mean
number of mistakes is equal between the conditions “boss present” and “boss
absent.” H1. The mean number of mistakes is greater when the boss is absent.
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Example 5 (Design Group 2).
RQ. How does cognitive workload impact clicking phishing links? IV. Cogni-
tive workload. DV. #mistakes clicking phishing links. H0. The mean number
of phishing mistakes is equal between the depleted experiment condition and
the non-depleted control condition. H1. The mean number of phishing mistakes
is greater in the depleted condition than in the control condition.

Example 6 (Design Group 3).
RQ. How does down-time impact clicking of dangerous sites? IV. Down-
time without customer. DV. #mistakes accessing dangerous sites. H0. The
mean number of accesses to dangerous sites is independent from the measured
down-time. H1. An increased down-time implies an increased mean number of
accesses to dangerous sites.

We see from this example that for a given scenario a variety of relevant
research questions and operationalizations in statistical hypotheses is possible.
Consequently, it is crucial to write down precisely what is being investigated
before the experiment is designed. The key points here are to commit to the
independent and dependent variables, to settle the manipulation and measure-
ment methods used, and to express the null and alternative hypotheses in the
exact terms of these variables.

3.2 Structured Abstract

We recommend a structured abstract as a concise tool of stating the intention of
an experiment (in less than one page). The structured abstract covers

1. Background. The motivation and theoretical context of the experiment.
2. Aim. The goal of the experiment expressed in one concise sentence.
3. Method. The concise method of the experiment, including sample size, group

design, what is manipulated (IV) and what is measured (DV).
4. Expected Results. The factual outcomes expected from the experiment.
5. Expected Impact. So what? What does the experiment mean?

A structured abstract is a superb tool in reporting findings soundly and endorsed
by specialist venues, such as Learning from Authoritative Security Experiment
Results (LASER)1. Example 7 reports the outcome of the scenario study.

1 http://www.laser-workshop.org.

http://www.laser-workshop.org
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Example 7 (Structured Abstract).
Background. Psychology research predicts an impact of tiredness on decision
making.
Aim. We investigate the impact of tiredness on mistakes on phishing click-
throughs.
Method. Two groups of 20 participants each were asked to evaluate 50 mixed
e-mails (25 phishing), one group was tired, the other was not. We compared
the number of mistakes across groups.
Results. The mean number of mistakes of the tired group (ME = 13.9,SDE =
5.77) was significantly greater than that of the control group (MC =
10.75,SDC = 3.75), two-tailed t(38) = −2.047, p = .049, 95% CI[0.18, 6.28].
We observed a medium effect size (d = 0.68).a The experiment achieved a
power of 55%.
Impact. Tired users succumb to phishing.

aa Reporting confidence intervals (CI) and the effect size as mandated by the
APA guidelines [1].

4 Statistical Inference and Power

4.1 Statistical Inference

As we have seen in Sect. 2.5, we seek to decide between the null hypothesis H0

and the alternative hypothesis H1. We do not know what the situation in reality
is: whether H0 is true or false. All we can do is making an observation (in an
experiment) and base a decision to reject or accept H0 on the likelihood of that
observation. Because H0 and H1 are meant to be complements, we end up with
four decision outcomes summarized in Table 1.

Let us consider the left-hand column of Table 1 first: In reality, the null
hypothesis H0 is true. We specify in advance a significance criterion α, which
quantifies the likelihood of mistakenly rejecting the null hypothesis H0. As Cohen
formulates it [8], “α represents a policy: the maximum risk of attending such a
rejection.” If we reject H0 even though H0 is true, we commit a Type I Error.

If we correctly reject the alternative hypothesis H1 and hence accept the null
hypothesis H0, we do so at a confidence level 1 − α Fig. 3.

Table 1. Statistical inference decision matrix.
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Fig. 3. Hypothesis testing with null hypothesis H0 test distribution on the left and
alternative hypothesis H1 test distribution on the right. The null hypothesis is rejected
if the a critical value is passed. The graph marks the critical areas for α and β, that
is, the likelihoods to make Type I and Type II errors.

Test Statistics and p-Value. We conduct statistical tests to evaluate how
likely the observation is, assuming the null hypothesis to be true.

Definition 10 (p-Value [22]). A p-Value is the probability of data as extreme
or more extreme as that obtained, computed under the presumption of the truth
of the null hypothesis H0. In symbols, if we let D stand for data as or more
extreme as that obtained, then a p-value is the conditional probability

p = Pr(D|H0).

Hypothesis testing with significant p-values (Fig. 3) attempts a statistical proof
by contradiction indirectly.

Remark 3 (p-Value Misconceptions). Unfortunately, p-values are often misinter-
preted, even in text books. Maxwell and Delaney [22, p.48] as well as Nicker-
son [26] offer some pointers for typical misinterpretations.

(a) We emphasize that in almost all cases, it holds that

p = Pr(D|H0) �= Pr(H0|D).

Considering these two conditional probabilities equivalent is a fallacy, called
“the confusion of the inverse.”

(b) It is also a grave mistake to believe that p is the probability of the null
hypothesis being true.

(c) The likelihood of the alternative hypothesis H1 is only indirectly related
to the p-value [19,31].2 Cohen [7] is vocal that the p-value “cannot tell us
anything about the probability that the [alternative] hypothesis is true.”

(d) Note especially that p = Pr(D|H0) is not a complement of Pr(D|H1) [26].
2 Conditional probabilities follow Bayes’ Theorem,

Pr(H1|D) =
Pr(D|H1)Pr(H1)

Pr(D|H1)Pr(H1) + Pr(D|H0)Pr(H0)
.

Nickerson [26] discusses the links and caveats in depth.
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4.2 Effect Size and Power

Cohen [8] exhorts that an effect that is statistically significant is not necessar-
ily scientifically significant or important. The importance of an effect is largely
linked to the magnitude of the effect. For the example of the difference between
two means, we are interested how large the difference between the two popula-
tions is, and whether it constitutes a non-trivial difference.

Effect Size. We seek to quantify of the magnitude of an effect.

Definition 11 (Effect Size [8]). The effect size (ES) is the degree to which
H0 is false. It is indexed by the discrepancy between H1 and H0. Each statistical
test has its own ES index. All the indexes are scale free and continuous, ranging
upward from zero, and for all, the H0 is that ES = 0.

The importance of a significant effect with effect sizes is considered that crucial
in the science, that the American Psychology Association (APA) [1] states that
“estimates of appropriate effect sizes [. . . ] are the minimum expectations.”

There are two main families of effect sizes [11]: (a) the d family, assessing
the differences between groups, and (b) the r family, measuring the strength of
a relationship. Effect sizes can be further specified by, for instance, regression
coefficients or odds ratios. In this workshop summary, we focus on the d-family
of effect sizes, especially on the difference between two means, measured with
Cohen’s d. We refer to Cohen [6,8], Ellis [11] and Fritz et al. [16] for overviews
of different effect size types and their calculations.

Power. Now we are prepared to consider the right-hand side of Table 1: How
do we fare in a situation in which the null hypothesis H0 is actually false?

If we accept the null hypothesis H0 mistakenly even though the alternative
hypothesis H1 is true, then we have committed a Type II Error. The likelihood
of committing such an error is called β (cf. Fig. 3).

Consequently, if we are in the case that the alternative hypothesis H1 is
actually true, and we make a correct decision to reject the null hypothesis H0

we do so at the likelihood of the power of our test.

Definition 12 (Power [8]). The statistical power of a significance test is the
long-term probability, given the population ES, α, and N of rejecting H0. Power
is 1 − β, the probability of rejecting a false H0.

The four quantities sample size N , effect size (ES), significance level α and power
1 − β are mathematically connected; given three of them, the fourth quantity
can be computed. We recommend G*Power [13] for this computation.

In authoritative experimentation, we seek to create experiments with suffi-
cient power (as a commonly used rule-of-thumb, 1 − β > .8) to have a sufficient
likelihood of correctly rejecting the null hypothesis H0. Cohen [5] and others have
observed time and again an abysmal lack of power in scientific experiments.
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Fig. 4. Power achieved for different effect sizes and sample sizes. It is apparent that
a desired power of more than 1 − β = .8 needs large sample sizes N for smaller effect
sizes d. (Here for an one-tailed independent samples t-test, α = .05)

Underpowered Experiments. For research in privacy and identity management,
we anticipate that the power of experiments is often too low, below 1 − β = .5,
and the likelihood of correctly rejecting the null hypothesis basically a coin toss.
We believe the experimenters underestimate the sample size, because of a missing
understanding of effect sizes and a priori power analysis. Figure 4 illustrates the
sample sizes needed for different levels of power.

Remark 4 (N = 30 debunked). There was a myth of a “rule-of-thumb” to run
experiments with a per-group sample size of N = 30. This was debunked by
Jacob Cohen [7], Some Things You Learn Aren’t So. The sensitivity of two-tailed
independent samples t-test for significance level α = .05 and power 1 − β = .95
implies required effect size: d = 0.94 (large). Smaller effect sizes d will not be
detected at this power. At a medium effect size (d = .5), such an experiment
will only achieve a power (1 − β) = .48, a coin toss.

High-Powered Experiments. As Cohen argues [7], the null hypothesis—that there
is no effect whatsoever—is never actually true in reality. With a large enough
sample—and thereby large enough power—even infinitesimal effects can still be
detected with statistical significance (cf. Fig. 5). Consequently, it is crucial to put
the hypothesis testing and the rejection of the null hypothesis with statistical
significance into context of the sample size and achieved power.

4.3 Checklist: Statistical Inference

Table 2 contains further reading.

� Specify the exact contents of the statistical inference precisely, e.g., in a struc-
tured abstract naming IVs, DVs and hypotheses.

� Choose relevant test statistics and evaluate their assumptions carefully.
� Conduct an a priori power analysis to determine the required sample size for

a committed significance level α and an appropriate power 1 − β > 80%.
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Fig. 5. α-probability for different sample sizes N and effect sizes d (one-tailed
independent-samples t-test at 1 − β = .95), illustrating that—with a large enough
sample size—even smallest effects can be detected with statistical significance.

Table 2. Further reading on statistical inference and power.

Reference Title Comment

Montgomery 2012 [24] Design and Analysis
of Experiments

Detailed treatment of design and
analysis of experiments.

Howell 2012 [18] Statistical Methods
for Psychology

Statistics for experiments with human
factors.

Cohen 1992 [8] A Power Primer The quintessential concise
introduction to effect size and power.

Fritz et al. 2012 [16] Effect size estimates Survey of the use of effect size types
incl. best practices for their
computation and transformation

� Exercise diligence in interpreting p-values and significance, putting them into
context with effect sizes and the post-hoc power the experiment achieved.

� Report the results following the APA Guidelines [1], especially by reporting
appropriate effect sizes and confidence intervals. Include all data needed to
recompute the results and their effect sizes (test statistics, standard devia-
tions, coefficients, etc.).

5 Participant Feedback

We asked participants to fill in a questionnaire just before starting the workshop.
We summarize the outcomes of the 12 respondents in Fig. 6.

5.1 Area of Privacy Research

Second we asked participants “What area(s) of privacy do you research/interests
you?” Of the 12 participants, six reported the human dimension of privacy, three
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Fig. 6. Feedback of 12 participants

reported technological aspects (geolocation and transparency), one reported the
societal dimension and personal data (P3: “personal data, social exclusion, effect
on the use of personal data”), one reported legal dimension in the context of
health-care (P12: “Privacy for health-care systems, compliance with legal frame-
works of privacy and data protection”), one philosophical dimension.

The human dimension responses covered aspects of P1: “attitude, behaviour,
decision-making;” P2: “HCI, usability;” P8: “views of privacy among ‘normal’
people;” P9: “perceptions of privacy, how to make people more aware;” P10:
“genomic privacy;” P11: “corruption and human behaviour.”

5.2 Methodological Issues

Third, we asked participants “What methodological issues have you encoun-
tered?” From the 12 response sheets, five were excluded as they did not answer
the question. Validity was the most recurring response (six), with three par-
ticipants pointing towards internal validity: P11 “measuring what is intended;”
P4 “software can have errors and it is unclear if experimental results can be
caused by error programs.” One participant stated on validity and confounders,
P9 “not understanding behavioural issues [. . . ] may ruin months of data gath-
ering.” Three responses were about external validity. P4 and P9: “generalis-
ability;” P4 and P5: “representativeness.” Two responses were about data: P1:
“difficulty investigating categorical data” or large-scale data gathering (P3) The
other responses included P1: “sample size;” P8 mentions running timely rigorous
experiments: “experiments that can be done rigorously yet in a timely manner.”

5.3 Opinion on Experimental Research in Privacy

Fourth, we asked “What is the state of experimental research in privacy?” From
the 12 participants, five were new to privacy or reported they did not know.
Two participants pointed to weaknesses, with P9 suggesting the state to be
“dubious” and P11: “fairly poor.” Two participants suggested an early state,
P10, suggested experimental research in privacy is in “early development;” P5
stated it is “limited.” Two participants suggested the state is progressing, with
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P1: “there are many longitudinal studies on privacy behaviour” and P6: “in
progress.” One participant, P4, suggested that it depends on the subject.

5.4 Requirements on Workshop

Fifth, we asked “What would you like to learn in this workshop today?” Of the
12 participants, six either did not provide a response or understand the question;
six other thought the workshop would improve their skills in one way or another.
Two participants were concerned with experiment design; P8 thought of “Good
ways of running experiments;” P9 expected “better ideas to design experiments.”
P11 sought to learn about: “frameworks.” P2 mentioned “tips and trades (sic)
in ways forward;” and P1 expected help on “how to perform research with less
mistakes.”

6 Conclusion

From the participants’ feedback in Sect. 5 we see that, on the one hand, partic-
ipants are interested in research that lend themselves to evidence-based meth-
ods, such as human dimensions of privacy and identity. On the other hand, they
report a dire situation of the state of play in the field and a need to learn more
on research methodology.

“[Perhaps], we should simply study our Mr. Pritchard and learn our rhyme
and meter and go quietly about the business of achieving other ambitions.”
— John Keating, Dead Poets Society

Should we simply run studies that receive “pass” marks in our community—
ignoring the depths of evidence-based methods—and go quietly about the busi-
ness of achieving other ambitions? Mastering evidence-based methods is a chal-
lenging prospect, daunting at times. However, what is at stake here is our capac-
ity as a community to truly learn from our research and advance our field’s
body of knowledge. Consequently, we certainly advocate going deep in research
methodology.

How? From the workshop experience, we believe there are three key ingre-
dients that are reinforcing each other. (a) First, we would focus on the tenets
of reaching clarity on research questions, hypotheses and variables, ideally spec-
ified in concise structured abstracts. (b) Second, we advocate the specification
of sound experiment designs that not only replicate validated methods but also
specify their components in such detail that they propagate forward reproducibil-
ity by other investigators. (c) Finally, we stress the importance of the quanti-
tative tools from correct statistical inference, over effect sizes and power, to
interval estimation, all strengthening the reliability of the reported results. We
are convinced that these three ingredients are essential to advance the body of
knowledge of our field.
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Abstract. This paper examines the role of the supervisory authorities for the
enforcement of the EU data protection regulation. It therefore examines the case
law of the Court of Justice of the European Union and the upcoming legislative
changes under the General Data Protection Regulation, which includes detailed
provisions for the cooperation of all European supervisory authorities.
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1 Introduction

The raison d’être of data protection law in general is to protect the rights of individuals. Specif‐
ically, this is laid down in Article 1(1) of the current Data Protection Directive 95/46/EC (DPD)
[1] as well as Article 1(2) of the upcoming General Data Protection Regulation (EU) 2016/679
(GDPR) [2]. The law thereby aims to compensate for the asymmetry in power between organ‐
isations (as controllers) and individuals (the data subjects) created by modern means of data
processing [3]. However, this does not only affect the secondary law, but is also enshrined on
the level of EU primary law: Article 8 of the EU Charter of Fundamental Rights (CFR) [4]
guarantees the right to the protection of personal data. Furthermore, Article 7 CFR protects the
right to private life, which also includes the protection of personal data relating to the private
life of an individual [5]. The enforcement of these rights is entrusted to supervisory authorities
in each Member State. According to the Court of Justice of the European Union, which inter‐
prets Union law authoritatively, the supervisory authorities protect the rights of the individ‐
uals with regard to the protection of personal data and “are therefore the guardians of those
fundamental rights” [6].
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In order to fulfil this advocacy role, Article 28 DPD requires that the authorities act
in complete independence and have effective investigative powers (including access to
all necessary information), powers of intervention (such as ordering the erasure of data
or imposing bans on processing) and the power to engage in legal proceedings when the
national provisions implementing the DPD have been violated. Additionally, the data
subjects themselves have the right to lodge complaints directly with a supervisory
authority, in order to enforce their rights.

Since the coming into force of the DPD, there have been several judgments of the
EU’s Court of Justice (ECJ or the Court) concerning the interpretation of the supervisory
authorities’ role. The notion of independence was scrutinized with regard to the imple‐
mentation in Germany [6], Austria [7], and Hungary [8, 9]. Additionally, the Court ruled
on questions concerning the scope of application of the national rules implementing the
DPD in the Member States [9, 10] and the competence of the authorities to hear
complaints of individuals under Article 28(4) DPD [10, 11]. Furthermore, the supervi‐
sory authorities have been [9, 10] and continue to be [12] involved in proceedings before
the ECJ in order to obtain an authoritative interpretation of the EU data protection legis‐
lation.

The upcoming secondary data protection law, the GDPR – which has already entered
into force and will become applicable in the first quarter of 2018 – considerably extends
the EU provisions on the supervisory authorities. As the legislator chose the form of a
regulation, EU law will prescribe the role of the supervisory authorities in much greater
detail.

This paper therefore analyses the jurisprudence of the ECJ to define the status quo
of the law on supervisory authorities and examines in how far the forthcoming GDPR
advances that status and thereby enables the supervisory authorities to fulfil their role
as guardians of the rights to the protection of personal data. The requirements for the
organization of the supervisory authorities will be examined (2) as well as the question
of which supervisory authority is competent to enforce data protection law in a given
case (3). Lastly, the power to hear individual claims (4) is assessed. It is concluded (5)
that in order to honour their role as prescribed by EU law, the supervisory authorities
have to be allocated the means and resources to fulfil their role as advocates of funda‐
mental rights.

2 Organization of Supervisory Authorities

Article 28 DPD requires that the supervisory authorities “act with complete independ‐
ence.” As the Court held in its very first judgment concerning the role of supervisory
authorities, this notion includes multiple dimensions: being without influence not just
by those who are supervised – private sector companies or public authorities, as the case
may be – but generally without taking any instructions or being pressured, including
direct as well as indirect influence [6].

Due to their advocacy role, as public enforcers of individual rights, the supervisory
authorities have a unique position within their Member States. As they oversee both
private companies and (other) public authorities, they must be independent from the
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public sector, i.e. the State they form part of themselves. In practice, this is achieved in
different ways, for instance the members of the French Commission Nationale de l’In‐
formatique et des Libertes are appointed from various institutions, such as the parliament
and the courts [13, Article 13]. In Germany, the heads of the supervisory authorities are
elected by the respective federal or regional parlament [Cf. inter alia 14, § 35; 15, § 22].

However, as the ECJ found, the State itself may not only be interested in influencing
a supervisory authority where its own actions are concerned, but also protect the interests
of the private sector. Thus, there is no room for state scrutiny, which might allow the
government to cancel or even replace decisions in the interests of public contractors in
the private sector or adopt a lenient approach towards economically important compa‐
nies [6].

The members of the supervisory authorities have to be functionally independent from
the government. While Member States are not obliged to grant them a separate budget,
there can be no overlap in personnel between the government and the authority, which
could lead to direct influence of the former. However, even indirect influence such as
an unconditional right to be informed about the work of the supervisory authority is seen
by the ECJ as not permissible [7].

Another form of undesirable influence is any act of the government that might coerce
the authority into a certain course of action in order to avoid disadvantages in the future.
This issue was contentious in a case against Hungary, where the government decided to
discharge the head of the supervisory authority before the end of his regular term [8].
The ECJ held that these measures, which in the case at hand did not even conform to
the national rules and safeguards, were liable to induce such acts of prior compliance,
which contravene the authority’s independence.

The forthcoming EU data protection regime incorporates the ECJ’s rulings into
secondary law. Under Article 52(1) GDPR the supervisory authorities remain
completely independent in their work and it is now expressly stated in Article 52(2)
GDPR that they may not be subject to direct or indirect influence. The functional inde‐
pendence from the government is explicitly laid down in Article 52(6) GDPR.

There will be specific rules for the expiry of the term of office or a resignation of
members of the supervisory authorities and the requirement that they may be dismissed
solely in cases of serious misconduct or if they no longer fulfil the conditions required
for their position, which are to be provided by the Member States according to Article
54(1) GDPR. While the ECJ found that under Article 28 DPD the Member States did
not have to provide the authorities with a separate budget, that same obligation is now
laid down in Article 52(7) GDPR.

3 Enforcement of Data Protection Law and Cooperation
of Supervisory Authorities

3.1 Enforcement of Data Protection Law

As each of the Member States has its own supervisory authority, their jurisdiction is
linked to the applicability of the national law implementing the DPD. Therefore, the
determination whether the national law is applicable in a given case is crucial. According
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to Article 4 DPD this is the case when the controller carries out the processing “in the
context of the activities of an establishment”. In the Google Spain case, this was an issue,
as Google argued that its data processing did not take place in its Spanish establishment,
but at its corporate headquarters in the USA [10]. However, the ECJ pointed out that the
DPD explicitly stated that the processing only had to occur in the context of the estab‐
lishment’s activities. It then ruled that when an establishment promotes and sells adver‐
tising space to make the operation profitable, this is sufficient to link the activities of the
establishment and the processing of data. The Article 29 Working Party has generalized
this requirement as meaning that the “activities and the data processing are ‘inextricably
linked’” [16, at p. 6].

Further, Recital 19 DPD refers to the effective and real exercise of an activity under
a stable arrangement, while the legal form of that establishment is not decisive. Accord‐
ingly, in the Weltimmo case, the Court held that even the operation of a website in a
Member State, using exclusively that State’s language, fulfils the criteria of an estab‐
lishment, if the processor has a representative in that country [9]. However, the nation‐
ality of the users of the website is of no relevance for determining the applicable law.
Thus, different national implementations of the DPD may apply to the establishment
and the main establishment, depending on their location, even though they all concern
the same data processing carried out by the main establishment. This interpretation is
explicitly regulated in Article 4(1)(a) clause 2 DPD, which states that where a controller
is established on the territory of several Member States, it must ensure that each estab‐
lishment complies with the respective national law.

As each supervisory authority is competent to enforce the national implementation
of the DPD on its territory, a supervisory authority may choose to enforce the national
law against any processor who is established on its territory. The Court found, however,
that where the main establishment of the controller is in another Member State, the
supervisory authority may not enforce its national law against that main establishment.
Rather this rests within the jurisdiction of the supervisory authority of that Member State
and would infringe the principles of territorial sovereignty and legality, as well as the
rule of law [11]. Nonetheless, it follows from this and Article 4(1)(a) clause 2 DPD that
the supervisory authority of a Member State may enforce the national data protection
rules against the establishment even when the data processing is carried out by the main
establishment located in another Member State.

The provisions on the enforcement of the data protection regime by the supervisory
authorities have been left largely untouched by the current reforms. Especially the link
to the enforcement in the territory of the supervisory authority’s Member State under
Articles 55(1) and 57(1)(a) GDPR remains unchanged. Article 3(1) GDPR on territorial
scope, which replaces Article 4(1)(a) DPD, contains the same notion of processing
personal data “in the context of an establishment” as interpreted by the ECJ. Further‐
more, the Courts’ conclusions have been partially incorporated in the Recitals. Just as
Recital 19 DPD, Recital 22 GDPR states that the concept of establishment implies the
real and effective exercise of activity through stable arrangements, while the legal form
of these arrangements does not prejudice a finding of an establishment. The question of
whether a website is aimed at persons in a particular Member State is dealt with in Recital
23 GDPR, which also proposes to consider factors such as the language or currency used
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on the website. However, this is not done in the context of whether there is an estab‐
lishment, but rather under the category of offering goods and services while the controller
is not established in the EU according to Article 3(2)(a) GDPR. Although the wide scope
of the DPD in the interpretation of the ECJ has been seen critically by some [17, 18],
the EU legislator has thus explicitly reiterated the Court’s reasoning in the GDPR. This
is not necessarily surprising, as the case law is closely linked to the wording of the DPD,
which the ECJ interprets in the light of the individual rights of the primary law, in order
to ensure effective and complete protection of individual rights.

3.2 Cooperation of Supervisory Authorities

As the 28 Member States set up one or multiple supervisory authorities1 in accordance
with their national law, there is currently a multitude of authorities in the EU which
interpret the EU data protection regime, which poses the threat of fragmentation of the
application of the law in practice.

Status Quo. Article 28(6) DPD thus lays down a duty to cooperate. This includes inter
alia the exchange of information. In its eponymous Article 29 the DPD set up a Working
Party consisting of representatives of the supervisory authorities of each Member State
as well as a representative of EU institutions and bodies and one of the Commission.
While the latter have no voting rights, the Working Party adopts its decisions by a simple
majority under Article 29(3) DPD.

The Article 29 Working Party is charged with examining questions such as the
application of national implementation measures or issuing opinions to the Commission
on the level of protection in the EU and third countries. It may further put forward
recommendations on any matter related to the protection of personal data in the EU.

Upcoming Changes. The system of cooperation between the respective national super‐
visory authorities is overhauled completely in the forthcoming legislation [on the genesis
of these provisions, cf. 19]:

Lead Supervisory Authority. In an effort to streamline the jurisdiction of supervisory
authorities in cases where the controller or processor is in another Member State than
the data subject, the supervisory authority of the (main) establishment acts as lead

1 In the Federal Republic of Germany, for instance, there are 18 different supervisory authorities:
one on the federal level and seventeen regional authorities of the Länder.
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supervisory authority.2 Under this one-stop-shop scheme it is the sole interlocutor of the
controller or processor according to Article 56(6) GDPR.3

While the lead authority is in charge of operations, under Article 60(1) GDPR it
ultimately has to reach a consensus and therefore cooperate with the other supervisory
authorities concerned. To this end, the lead authority may request assistance from other
authorities under Article 61 GDPR, and – especially for purposes of carrying out inves‐
tigations or monitoring the implementation of measures taken – may conduct joint oper‐
ations in accordance with Article 62 GDPR.

Concerning a decision, it is for the lead supervisory authority to submit a draft to the
other concerned supervisory authorities. According to Article 60(3) GDPR, their views
have to be taken duly into account. Further, the other concerned supervisory authorities
may express relevant and reasoned objections as provided by Article 60(4) GDPR.4 The
coordination then proceeds as follows:

– If the lead supervisory authority does not follow the objection or regards it as not
relevant and reasoned, it has to apply the consistency mechanism (explained below)
and the Board has to adopt a binding decision according to Article 65(1)(a) GDPR.

– If the lead supervisory authority agrees with the objection, it has to submit a revised
draft to the other concerned supervisory authorities according to Article 60(5) GDPR.

– If no objections are submitted within the prescribed period, a consensus is deemed
to exist by Article 60(6) GDPR and all supervisory authorities concerned are bound
by the decision.

2 The term main establishment is defined in Article 4(16)(a) GDPR with regard to a controller
as the place of central administration within the EU, except where another establishment within
the EU is tasked with deciding the purposes and means of data processing and has the power
to implement such decisions, which then in turn is regarded as main establishment. Recital 36
GDPR requires the effective and real exercise of activities determining the main decisions
regarding the means and purposes of processing through stable arrangements. A processor’s
main establishment is defined in Article 4(16)(b) as the place of central administration or, in
lieu of such a place, the establishment where the main processing activities take place to the
extent that the processor is subject to specific obligations under the GDPR. In cases involving
both, a controller and processor, the main establishment of the controller should be decisive
to determine the lead supervisory authority according to Recital 36 GDPR.

3 Where the processing takes place within the EU in the context of a controller’s or processor’s
establishments in multiple Member States or where the processing takes place in the sole
establishment of a controller or processor in the EU, but which substantially affects or is likely
to substantially affect data subjects in more than one Member State, this is defined as cross-
border data processing by Article 4(23) GDPR. If there are conflicting views on which of the
concerned supervisory authorities is competent for the main establishment of a controller or
processor, the Board has to adopt a binding decision under the consistency mechanism of
Article 65(1)(b) GDPR.

4 This term is defined in Article 4(24) GDPR as stating whether there is an infringement of the
GDPR, whether the envisaged action is in accordance with the GDPR and clearly demonstrate
the significance of risks incurred by the draft decision with data subjects’ fundamental rights
and freedoms or the free flow of personal data.
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When the decision is adopted, it is for the lead supervisory authority to take action
with regard to the controller or processor, while the supervisory authority to which a
complaint was lodged has to inform the complainant according to Article 60(7) GDPR.

However, there are exceptions from the one-stop-shop scheme:

– It only applies to private companies; if public authorities or private bodies acting with
public authority process data, the supervisory authority of the Member State
concerned has the competence to act according to Article 55(2) GDPR.

– Where a complaint concerns a matter which relates only to one specific establishment
in one Member State or only substantially affects data subjects in one specific
Member State, the supervisory authority of the Member State concerned5 has to
inform the lead supervisory authority. The latter then decides whether it invokes the
cooperation procedure of Article 60 GDPR.
• If it does, the concerned supervisory authority prepares a draft for decision, which

has to be taken “into account to the utmost” by the lead authority for its own
decision under Article 60(3) GDPR.

• If the lead supervisory authority decides not to deal with the case, the supervisory
authority which informed it handles the case either with the assistance of other
supervisory authorities according to Article 61 GDPR or as a joint operation under
Article 62 GDPR.

The new rules for the cooperation of the supervisory authorities set up a formal
system of procedures and strict deadlines of only two to four weeks. This can be attrib‐
uted to the complexity of a one-stop-shop approach for the enforcement of common
rules across 28 Member States. While this is intended to allow effective cooperation,
the deadlines also put a burden on the supervisory authorities. They will have to be able
to follow proceedings in other Member States and respond to requests within the dead‐
lines. Aside from the substantive and often very specific questions of EU data protection
law, this also requires a timely and appropriate translation of documents. Thus, consid‐
erable resources will be required to enable the authorities to actively participate in
investigations, supply information to other authorities and process information received
within the short prescribed time periods.

Mutual assistance. The mutual assistance procedure of Article 61 GDPR especially
concerns information requests and supervisory measures, for instance requests to carry
out prior authorizations and consultations, inspections and investigations. Article 61(3)
GDPR introduces the idea of purpose limitation for supervisory authorities: the use of
information exchanged is expressly limited to the purpose for which it was requested.
The requested supervisory authority has to submit the information no later than a month
after the request and may refuse requests only when it is not competent ratione materiae

5 Article 4(22) GDPR defines the supervisory authority concerned as the one which is concerned
by the processing, due to the controller’s or processor’s establishment on the territory of its
Member State, the data subjects residing in its Member State are substantially affected or likely
to be affected, or a complaint according to Article 77 GDPR has been lodged with that super‐
visory authority.
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or the measures requested violate provisions of Union or national law. Any refusal to
submit information has to be substantiated with reasons.6

Joint operations. The joint operations mechanism under Article 62 GDPR extends to
investigations and enforcement measures and gives the supervisory authorities of all
Member States concerned a right to participate in such operations. They are either invited
by the competent supervisory authority or can request to participate. If such a request is
not granted within one month, Article 62(7) GDPR provides that the other supervisory
authorities may take provisional measures.7

In a joint operation a supervisory authority may, in accordance with national law,
grant investigative powers on a seconding supervisory authority or, if allowed by
national law, confer its powers on the seconding supervisory authority as provided by
Article 62(3) GDPR. Both modi are subject to the guidance and presence of members
or staff of the host supervisory authority and subjects the supervisory authorities own
members or staff to the national law of the host Member State. In turn, the host super‐
visory authority assumes responsibility for the actions of the supervisory authority acting
in its Member State under Article 62(4) GDPR.

This is an interesting possibility, which has the potential to further European inte‐
gration. Even though EU law is not a subset of international law, but rather its own,
independent and sui generis legal order [20], the principle of the sovereignty of Member
States is still paramount. In its Schrems judgment, the ECJ heavily emphasized that
supervisory authorities could only exercise their jurisdiction within their own Member
State and invoked this general principle [11]. In this regard, the GDPR goes beyond the
status quo in allowing for joint operations and exercise of jurisdiction in another Member
State, albeit subject to consent and supervision of the Member State concerned.
However, as the Member States are reluctant to give up sovereignty with regard to other
Member States, it will have to be determined in the future, whether these provisions
found any practical application.

European Data Protection Board. The Article 29 Working Party will be succeeded by
the European Data Protection Board, which consists of the heads of each supervisory
authority of the Member States and the European Data Protection Supervisor.8

The Board generally takes all decisions by a simple majority. Its tasks are similar to
those of the Article 29 Working Party: according to Article 70 GDPR, it advises the
Commission, for instance by providing it with an opinion on the adequacy assessment

6 If the requested supervisory authority fails to act within the prescribed period, Article 60(8)
GDPR authorizes the requesting supervisory authority to take provisional measures in its
Member State. However, the urgency procedure of Article 66 GDPR is triggered: While the
urgent need to act is presumed, an urgent binding decision by the Board prescribed by Article
66(2) GDPR is required.

7 In that case, as under Article 60(8) GDPR for the mutual assistance procedure, the urgency
mechanism of Article 66 GDPR is then triggered.

8 In Member States where there is more than one supervisory authority a joint representative is
to be appointed under the national law as a single point of contact for other members of the
Board (Recital 119 GDPR), which facilitates coordination.
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for the transfer of data to third countries or examines any matter of general application
or affecting more than one Member State, at the request of a Board member. This partic‐
ularly concerns cases where a supervisory authority does not comply with its obligation
to provide mutual assistance under Article 61 GDPR or engage in joint operations as
prescribed in Article 62 GDPR (as described above). The opinions of the Board have to
be issued within eight weeks and are non-binding.9

Consistency Mechanism. A major change in the working of the supervisory authorities
on the EU level is the consistency mechanism. It allows the Board to issue binding
decisions according to Article 65(1) GDPR. This particularly concerns instances when
the lead supervisory authority does not follow the objections of a supervisory authorities
concerned or when the competent supervisory authority decides not to follow an opinion
of the Board under Article 64 GDPR.

All binding decisions are adopted with a two-thirds majority and generally within
one month.10 During the time of deliberation, the competent supervisory authority is
barred from adopting its draft decision. As pointed out in Recital 142 GDPR decisions
of the Board can be brought before the ECJ in an annulment action under Article 263
TFEU by supervisory authorities, as they are addressees of these decisions. As the
binding decisions of the Board can be seen as an interference with the independence of
the individual authorities, the possibility to bring a decision before the Court is a miti‐
gating factor.

For cases with an urgent need to protect the rights and freedoms of data subjects
there is also an urgency procedure provided by Article 66(1) GDPR, which allows the
supervisory authority concerned to circumvent the consistency mechanism under excep‐
tional circumstances and adopt immediate provisional measures in its Member State.
However, these measures have to specify a period of validity, which may not exceed
three months. In order to adopt final measures, the supervisory authority concerned may
request an urgent opinion or decision of the Board.11

In the opposite case, where a supervisory authority concerned does not take measures
although there is an urgent need to act in order to protect the rights and freedoms of data
subject, any supervisory authority may request an urgent opinion or decision of the
Board according to Article 66(3) GDPR.

Even though the Board is mainly based on cooperative action, certain elements such
as the possibility to take a supervisory authority refusing to grant mutual assistance or

9 However, when a supervisory authority requests an opinion, for adoption of one of the measures
listed in Article 64(1) GDPR it has to “take utmost account” of the opinion. If it deviates from
the opinion, another supervisory authority or the Commission may request the adoption of a
binding decision. Article 64(1) GDPR includes the list defining when a Data Protection Impact
Assessments has to be carried out under Article 35(4) GDPR, standard protection clauses under
Articles 46(2)(d) and 28(8) GDPR, and the approval of binding corporate rules according to
Article 47 GDPR.

10 If the Board fails to adopt a decision by that time the quorum is lowered to a simple majority
for an additional two weeks. In the case of a split vote, the chair decides.

11 According to Article 66(4) GDPR urgent opinions and decisions have to be adopted within
two weeks by a simple majority.
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refusing to let another supervisory authority join investigations before the Board or to
invoke the urgency procedure where a supervisory authority fails to take action introduce
an adversarial mode to the Board. In practice, these instruments will have to be handled
carefully in order to allow productive cooperation between all of the supervisory author‐
ities. However, these concerns may in practice well be outweighed by a coherent
enforcement strategy of 28 Member States.

4 Power to Hear Individual Complaints

Individuals have the right to file a complaint with the supervisory authority, which is
enshrined in EU primary law as a fundamental right in Article 8(1) and (3) CFR [cf.
11]. Correspondingly, the supervisory authorities under Article 28(4) DPD/Articles 77
and 52(1)(b) and (4) GDPR have the power to hear these complaints. These powers
therefore are not merely an end in themselves, but rather serve to implement these indi‐
vidual rights.

4.1 Complaints Concerning Processing Within the EU

Status Quo. According to the ECJ, individuals may bring a claim to the supervisory
authority when they are not successful in the exercise of their rights as data subjects, for
instance under Articles 12 or 14 DPD [9]. If the competent supervisory authority finds
a violation of fundamental rights, it may order the controller to take certain action. In
the infamous case of Google Spain, this included the order to remove certain links from
the search results of an internet search engine, when the interest of the data subject
outweighs the interest of the public to this information [10].

Further, the Court has ruled that when a claim is lodged with an authority and it is
unclear which national legislation applies, this does not change that authority’s compe‐
tence to hear that claim under Article 28(4) DPD [9]. However, the territorial restriction
of the rules it enforces according to Article 28(1) and (3) DPD still applies. Thus, a
supervisory authority which is confronted with such a claim may exercise its investi‐
gative powers even if the law applicable is that of another Member State. This means
that, generally, any supervisory authority may investigate the practice of controllers in
another Member State. Yet, its powers may be limited, especially regarding the impo‐
sition of penalties, as that would violate the territorial sovereignty of the other Member
State and raise issues regarding the principle of legality and the rule of law [9]. In such
cases, the supervisory authority can only rely on the duty of cooperation under Article
28(6) DPD for the enforcement of its actions on the territory of another Member State.
If, however, there is an establishment on the territory of the supervisory authority’s own
Member State, it may take action against that establishment, where the required nexus
to the processing as detailed above Sect. 3.1 exists, i.e. the establishment’s activities are
inextricably linked to the activities of the main establishment.

Upcoming Changes. Under Article 77 GDPR, individuals may now choose the super‐
visory authority where they want to lodge their complaints: they may select the authority

134 F. Bieker



of their habitual residence, place of work or the place of the alleged violation. Just like
the lead supervisory authority provides a one-stop-shop for controllers and processors,
the supervisory authority where the complaint is lodged is responsible to inform the
individual on the progress and outcome of the complaint.12

Individuals may also challenge any legally binding decision of a supervisory
authority addressing them, as they have the right to an effective judicial remedy
according to Article 47 CFR. Recital 142 GDPR states that the proceedings following
national law should give the courts full jurisdiction including the examination of all
questions of fact and law. This clarifies that the notion of independence of the supervi‐
sory authorities, as introduced above (2), only extends to the organisations it supervises.
However, as the executive has thus only limited influence and control, this must be
compensated by adequate judicial supervision.

If the supervisory authority competent under Articles 55 et seq GDPR does not deal
with a complaint or even when it fails to inform the individual of the progress or outcome
of a complaint lodged under Article 77 GDPR within three months, individuals must
have a judicial remedy against the supervisory authority. Additionally, Article 79 GDPR
introduces a right for individuals to an effective judicial remedy against a controller or
processor, including public authorities, before the courts of the Member State.

In order to pursue these rights, data subjects under Article 80(1) GDPR have the
right to mandate a non-profit organization active in the field of data protection to exercise
them on their behalf. Taking this point even further, Article 80(2) GDPR contains an
opening clause allowing Member States to introduce a right of non-profit organizations
to initiate proceedings under Articles 77-79 GDPR independent of a mandate by a data
subject.

4.2 Complaints and the Transfer to Third Countries

The competence of the supervisory authority is not limited to actions concerning
controllers within the EU. In the Schrems case, the ECJ dealt with the powers of the
supervisory authorities with regard to the processing of personal data in third countries.
The Court argued that while the supervisory authorities could carry out their powers
within the territory of their own Member State under Article 28(1) and (6) DPD, the
transfer of data from a Member State to a third country under Articles 25 and 26 DPD
was a processing of data within the meaning of Article 2(b) DPD, which was carried out
in a certain Member State [11]. Consequently, the national supervisory authorities under
Article 28 DPD read in conjunction with Article 8(3) CFR were also responsible to
monitor compliance with the DPD in the case of data transfers to a third country.

The ECJ explicitly held that adequacy decisions of the Commission under Article
25(1) and (6) DPD do not curtail the power of the supervisory authorities to examine

12 As laid down by Article 56(2) GDPR with regard to actions taken by the lead supervisory
authorities, Article 60(7)-(9) GDPR concerning cooperation between supervisory authorities
and Article 65(6) GDPR for decisions of the Board.
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the actual level of protection in that third country.13 The Commission decision does not
prejudice the examination of an individual complaint put before the supervisory
authority, which must assess these with due diligence [11]. However, the supervisory
authority itself cannot declare the Commission decision invalid. In EU law, it is within
the exclusive jurisdiction of the Court to declare any acts of EU organs or institutions
invalid. For the complaints before the supervisory authority there are thus two possi‐
bilities:

• If the authority rejects the claim, the individual must have the possibility of judicial
remedies according to Article 28(3) subparagraph 2 DPD.

• If the supervisory authority upholds the claim, it must, in turn, be able to instigate
legal proceedings in compliance with Article 28(3) third indent DPD.

In either case, the competent national court seized of the matter has to submit ques‐
tions concerning the validity of the decision to the ECJ by way of a preliminary reference
under Article 267 TFEU.

While the GDPR brings some changes to the system of transfer of personal data to
third countries in Articles 44 et seq. GDPR – mostly in the form of more detailed provi‐
sions – the general concept remains the same. Thus, the finding of the ECJ that any
transfer of personal data begins with a processing within the EU still stands. The super‐
visory authorities further retain the power to suspend data flows to recipients in third
countries according to Article 58(2)(j) GDPR and must thus be able to investigate
complaints concerning an alleged violation of provisions set out in the GDPR.

The process for the adoption of adequacy decision is now set out in more detail in
Article 45 GDPR: the Commission has to take into account factors such as whether the
country in question respects the rule of law, human rights and fundamental freedoms,
the relevant national legislation concerning public and national security and access rights
of public authorities. Further, it must assess whether there are effective and enforceable
data subject rights as well as effective administrative and judicial remedies for data
subjects. The existence of an effective, independent supervisory authority is also
required. With these provisions the legislator anticipated the requirements laid down by
the Court in the Schrems judgment.

If the Commission concludes that the level of protection is adequate in a third country
or a specific sector in that country, the implementing act has to provide a mechanism
for periodic review, as required by the ECJ in the Schrems case, which has to be carried
out at least every four years. When information reveals that the relevant country no
longer meets the adequacy threshold, Article 45(5) GDPR demands that the Commission
repeals, amends or even suspends its decision.

It thus becomes clear, that in the view of the EU legislator as well as the judiciary,
the entire EU data protection regime must be read in the light of the fundamental rights
of the individuals it aims to protect. Therefore, the protection standard established within
the EU may not be undermined by a transfer to a third country which does not provide

13 The fact that the Commission’s Safe Harbor Decision curtailed the supervisory authorities’
powers with regard to self-certified organizations under Article 28 DPD was, as the ECJ held
in Schrems, actually one of the reasons for its invalidity.
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at least a level of protection that is ‘essentially equivalent’ to these safeguards, as the
Court put it in Schrems [11]. Furthermore, the ECJ has emphasised the crucial role of
the supervisory authorities, which must act not only independently of their Member
States, but also the Commission where it acts within the framework of the data protection
law. The authorities may not defer to an assessment provided by Brussels, but must
examine the merits of each complaint, especially where it concerns a violation of indi‐
vidual rights on a massive scale. Furthermore, the Court empowers individuals to use
the instrument of complaints in order to enforce their rights in a meaningful way.

5 Outlook

While the ECJ’s judgments in the cases of inter alia Google Spain or Schrems attracted
praise [10, 11], but also considerable criticism [12], it has been demonstrated that the
GDPR incorporates many of the principles laid out by the Court. It is thus not to be
expected that the ECJ will change its approach to enforce data protection law from a
fundamental rights perspective under the new legislation.

The Court itself as well as the upcoming legislation emphasize the importance of
lodging proceedings before the ECJ in order to ensure coherent interpretation. Yet, the
supervisory authorities already find themselves in a position where they have to engage
in proceedings before the ECJ, a development which is likely to continue and even
expand in frequency with the GDPR, as it will be more obvious that EU law is at issue
in a case – a fact that may currently be overlooked in practice, as the parties before
national courts focus on the national implementation legislation.

The Court, in the few cases that reached it, has definitely played an important role
in advancing the level of data protection in the EU. However, it has to be borne in mind
that in most instances, i.e. the preliminary reference procedure, it takes considerable
time before a case comes before the Court. Under Article 267 TFEU only national courts
of last instance are obliged to refer their questions on EU law to the ECJ. So far, national
courts of lower instance have been reluctant to forward questions on EU law and there
might be a considerable amount of proceedings which ended before they reached the
court of last resort. Remarkably, the Court, twenty years after the coming into force of
the DPD, has been concerned with fundamental questions such as the application of the
DPD or the concept of the controller only in recent years.

As the proceedings before the Court differ from those before national courts, they
require representation of the supervisory authorities by lawyers familiar with the intri‐
cacies of EU procedural law, which incurs substantial costs for the supervisory author‐
ities in order to resolve contentious cases. And even though in the preliminary reference
procedure, which is of concern here, the language of the case is that of the referring
national court according to Article 37 of the Rules of Procedure of the Court of Justice,
translations of the questions submitted by the national court and its own written submis‐
sions are required in order to allow meaningful cooperation of the national supervisory
authorities among each other and with the European Data Protection Supervisor, who
may also submit observations to the ECJ according to Article 47(1)(i) Data Protection
Regulation (EC) No 45/2001 [22]. Furthermore, the supervisory authorities in these
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proceedings are dependent on the questions submitted by national courts, which enjoy
discretion as to how to phrase them and which questions to put forward.

If binding decisions of the Board would, in practice, be brought before the Court this
would allow the supervisory authorities to have a greater influence in the proceedings.
However, such proceedings would also be adversarial in nature and thus might lead to
conflicts between the supervisory authorities, which also depend on each other in order
to properly enforce data protection law across the EU.

6 Conclusions

From the case-law and the new legislation, the picture of the supervisory authorities as
agents of individuals and their rights emerges. With this conception, based on the provi‐
sions of EU law, there is an agency capable of engaging in the protection of the indi‐
vidual’s rights and effectively counter interests and ambitions of multi-national compa‐
nies processing personal data. Ideally, due to their complete independence, the super‐
visory authorities are also capable of discursive interaction with other State actors,
especially in the executive. This is the justification for awarding a public authority far-
reaching independence from the executive. Where the authorities do not live up to this
vision, individuals can request them to engage on their behalf by submitting complaints
and, if an authority is unwilling, take them to court. A strong judicial oversight in the
conception of the Court is the key to ensuring that the supervisory authorities do not
take their independence as a purpose of itself – they must use it in order to fulfil their
advocacy role (cf. Sect. 2).

Taking this concept of supervisory authorities as envisioned in the current and future
EU law seriously in practice, will require awarding them the appropriate means and
funds to exercise these powers. This has two dimensions: the supervisory authorities
must be outfitted with personnel competent to assess specific substantive issues of EU
law and also to be able to engage in the actual communication with 27 other Member
States, which requires considerable translation efforts (cf. Sect. 3.2).

While the new means of cooperation offer great opportunities, it will have to be seen
whether the Member States, for instance, will opt for an extra-territorial enforcement of
data protection among the Member States in practice. Among the supervisory authorities
at least, there will be much more interaction and dependence with the introduction of
the Board, which provides a powerful tool in the form of the consistency mechanism
that will have to be used carefully. The Board’s modus operandi has to keep a balance
between cooperative and adversarial action (cf. Sect. 3.2).

The Court on the other hand has made it clear that it will not allow for a lowering of
standards with regard of transfer to third countries in particular and the enforcement of
EU data protection law in general (cf. Sect. 4). It has consistently strengthened the role
of the authorities in its jurisprudence and in turn expects them to use their independence
to fulfil their role as guardians of individual rights with regard to privacy and data
protection. Furthermore, the ECJ has empowered individuals to ensure that their rights
are properly enforced and thus added an additional measure of control.
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Abstract. User control is increasingly prominent in the discourse surrounding
the General Data Protection Regulation (GDPR). However, alongside user
control, the GDPR also tries to achieve what will be called controller responsi‐
bility. Is this unjust paternalism or does it correctly place the responsibility for
data protection with the controller and its supervisory authority? This paper
argues that the question of responsibility should be evaluated in light of the over‐
arching objective of the GDPR to protect the fundamental rights of natural
persons. It describes the problems of a focus on the “choice” of data subjects, but
also takes seriously the charge of paternalism which more protective data protec‐
tion laws are faced with, tying the resulting dilemma to the objectives of data
protection and ultimately to the debate on the nature of rights. Does data protec‐
tion law seek to protect certain interests, such as secrecy and seclusion, or does
it seek to give data subjects control over their data, and thereby political power
regarding the substance of their fundamental rights? The paper concludes that a
further exploration of will theories and interest theories of rights would shed light
on the appropriate roles for user control and controller responsibility.

Keywords: Data protection · Controller responsibility · Informational self-
determination · Consent · Paternalism · Fundamental rights

1 Introduction

Should the General Data Protection Regulation (GDPR) serve to give data subjects
control over the information pertaining to them, or should it require controllers to protect
data subjects? This paper argues that the GDPR emphasizes and strengthens the rights
to control of data subjects, but also seeks to reinforce the fairness and due care exercised
by the controller. Throughout the paper, controller responsibility is contrasted with user
control [cf. 1]. Controller responsibility covers the notion that it is up to the primary
norm-addressees of the GDPR — the controllers — to ensure, through fair data
processing practices, that the objective of data protection law is met. Controllers have
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to ensure that the fundamental rights of natural persons are protected in the context of
personal data processing, irrespective of whether data subjects put forward any claims
or demands. The tenet of user control seeks to give data subjects a measure of influence
over the way in which their fundamental rights are protected, typically by granting them
the power to demand certain protections or to shield themselves from certain intrusions.

According to van der Sloot [2], data protection law originally posed principles of
good governance. Recently, however, there is an increased focus on the individual and
her rights of control. Scholars like Purtova [3] would consider it radical to reject infor‐
mational self-determination as ‘a foundation of the European approach to data
processing’. At the same time, the tenet of user control has been subject to scrutiny lately,
as it is increasingly recognized that current notice-and-consent practices do not empower
the average data subject in a meaningful way. This has lead Matzner et al. [4] to speak
of responsibilization, defined as ‘the process whereby subjects are rendered individually
responsible for a task which previously would have been the duty of another — usually
a state agency — or would not have been recognized as a responsibility at all’ [5].
Matzner et al. argue that the state should be responsible for granting citizens data
protection. Indeed, on the one hand, data subjects should not be burdened with the task
of safeguarding the protection of their personal data, preventing that the processing
operations of controllers bring about unwanted consequences. On the other hand, there
might be something about data protection which requires the involvement of data
subjects — e.g. to prevent abuses of power and to define the boundaries between the
permissible and the impermissible in the first place.

This paper deepens the debate by tying it to the nature of rights in general. Is the
protection of the fundamental rights of individuals something which controllers, under
the supervision of supervisory authorities, could take on for the benefit of the rights-
holders? The paper does so in three parts. The following section will examine the pres‐
ence of the two tenets of user control and controller responsibility in the GDPR. Next,
section three explores the virtues and drawbacks of a user control approach, taking seri‐
ously Solove’s worry regarding paternalism. Section four looks into the objectives of
data protection law and proposes that the question of responsibility should be evaluated
in light of the overarching objective of the GDPR to protect the fundamental rights of
natural persons. A dilemma is found: fundamental rights protection by others than the
data subjects themselves is (at best) based on the way in which their interests are
perceived. However, the alternative is to require them to express their interests and their
opinions on what counts as an appropriate or an inappropriate collection or use of
personal data, which might impose too high a burden. The debate between interest-based
and will-based theorists is identified as a possible area of research to investigate the
legitimate roles of user control and controller responsibility.

2 The General Data Protection Regulation

The GDPR has been increasingly presented as an instrument which seeks to strengthen
user control, although another major drive of the reform was to strengthen the respon‐
sibility and accountability of controllers. At the start of the reform process in 2009 and
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2010, the Commission [6] and the Article 29 Working Party [7] sought to strengthen the
rights of data subjects, but also explored ‘ways of ensuring that data controllers put in
place effective policies and mechanisms to ensure compliance with data protection rules’
[6]. Controllers should show how responsibility is exercised and make this verifiable;
‘[r]esponsibility and accountability are two sides of the same coin and both essential
elements of good governance’ [8]. This is how the obligations to conduct a data protec‐
tion impact assessment, implement data protection by design, and appoint a data protec‐
tion officer came to be. While the Impact Assessment of 2012 [9] does discuss these
accountability mechanisms, the problems it identifies with regard to the Data Protection
Directive are only (1) ‘barriers to business and public authorities due to fragmentation,
legal uncertainty and inconsistent enforcement’ and (2) ‘difficulties for individuals to
stay in control of their data’. The Impact Assessment laments that ‘individuals are often
neither aware nor in control of what happens to their personal data and therefore fail to
exercise their rights effectively’. At this point in time, also the Commission [10] talks
about putting individuals in control of the data pertaining to them. Anno 2016, recital 7
of the GDPR states unequivocally that ‘[n]atural persons should have control of their
own personal data’. In the press release on the adoption of the GDPR, rapporteur Jan
Philipp Albrecht [11] even emphasised that ‘[c]itizens will be able to decide for them‐
selves which personal information they want to share’. Behind the scenes, however, his
amendment stating that ‘the right to the protection of personal data is based on the right
of the data subject to exert control over the data that are being processed’, was removed
from the text agreed upon by the European Parliament [12, 13]. Meanwhile, Article 5(2)
provides that the controller shall be responsible for compliance with the data protection
principles.

Despite the rhetoric of user control, it will become clear that many provisions in the
GDPR serve both the tenet of user control and the tenet of controller responsibility. I
will first discuss consent and data subject rights, after which I proceed to the data
protection principles, emphasizing their link to the responsibility of the controller.

2.1 Consent and Data Subject Rights

The tenet of user control is guaranteed primarily by the role of consent and the presence
of data subject rights in the GDPR and in the ePrivacy Directive. The consent of indi‐
viduals is a frequently relied upon ground to legitimize the processing of personal data.
In many cases, it is the only available legal ground (GDPR, art 9; ePrivacy Directive,
arts 6, 9 and 13). The GDPR tightens the definition of consent and strengthens its role.
The Data Protection Directive already contained a number of conditions which had to
obtain for consent to be valid: consent has to be a ‘freely given specific and informed
indication of [the data subject’s] wishes’ (art 2(h)). The GDPR clarifies that consent
must always be unambiguous, given either through a statement or a clearly affirmative
action (art 4(11), recital 32). The special categories of data, for which consent must be
explicit, are expanded (art 8). Further, when assessing whether consent is freely given,
‘utmost account shall be taken of whether, inter alia, the performance of a contract,
including the provision of a service, is conditional on consent to the processing of
personal data that is not necessary for the performance of that contract’ (art 7(4)). Recital
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43 clarifies that consent is presumed not to be freely given if the deal is “take it or leave
it”: if appropriate, consent must be obtained separately for separate processing activities.
The provision of a good or service must, in addition, not be made conditional on consent
if the consent is not necessary for the performance of the contract. Moreover, the request
for consent must be clear. If consent is obtained through a contract or general terms and
conditions, the request for consent must stand out, for example by presenting it in a
separate text box, and it must be requested in an intelligible and easily accessible form,
using clear and plain language (art 7(2)). The information requirements are accompanied
by similar demands regarding the form in which they are presented, as necessitated by
the principle of transparency (art 12) [14]. In addition to the other information require‐
ments, the data subject must also be informed whether she ‘is obliged to provide the
personal data’ and further ‘of the possible consequences of failure to provide such data’
(art 13(2)(e)). Finally, if the provision of information society services to children is based
on consent, it must have been given or authorized by the holder of parental responsibility
over the child (art 9). Purtova [17] argues that developments such as the tightening of
the definition of consent have reduced the informational self-determination of the data
subject. As a result of these changes, consent will indeed play a smaller role, but it will
be more meaningful. Because the conditions under which consent is valid are more
stringent, situations under which the data subject did not really make an informed choice
will be less readily regarded as an expression of her will.

Individuals are further granted a number of rights, including the right to be informed
of a number of categories of information about the processing operation (GDPR, arts
12-14), to access, rectify or erase their personal data (including the “right to be
forgotten”, arts 15-17), the newfound right to data portability (art 20), and the rights to
object and to not be subject to decisions based solely on automated processing (art
21-22). They should be informed of these rights, with the exception, for some reason,
of the latter (arts 13(2)(b) and 14(2)(c)). The burden of proof regarding the right to object
now unequivocally lies with the controller. If the data subject objects, it is up to the
controller to demonstrate ‘compelling legitimate grounds for the processing which
override the interests, rights and freedoms of the data subject or for the establishment,
exercise or defence of legal claims’ (art 21(1)). As befits the level of specificity of an
EU regulation, which has direct effect in the legal orders of the Member States, the
GDPR now also provides for access to justice and redress, specifying the right to lodge
a complaint, the right to an effective remedy, the right to mandate a representative body
to lodge a complaint on behalf of the data subject, and the right to compensation (arts
77-80 and 82). These additions serve to provide what Lynskey [13] calls ‘an architecture
which bolsters individual control’, to be distinguished from the control rights them‐
selves. Such an architecture must go beyond the mere provision of information to also
include, inter alia, the possibility to take collective action and the availability of actual
alternatives in the market. It must be noted, however, that the rights of data subjects do
not only serve to grant individuals a certain measure of control. The right to erasure also
enables data subjects to ensure that controllers take their responsibility seriously and
comply with their obligations, as they can have their data erased if storage is no longer
necessary or if it has become unlawful to keep the data (art 17(1)). The rights to lodge
a complaint and to obtain redress can similarly be understood as mechanisms of private
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enforcement. Further, as discussed in the next section, the rights to be informed and to
gain access to the data can also serve to inspire responsible behaviour by shedding
“sunlight” on the conduct of controllers.

2.2 The Data Protection Principles and Controller Responsibility

The tenet of controller responsibility can be found in the data protection principles. It is
also strengthened in the GDPR through the addition of a number of novel provisions.
The data protection principles of Article 51 traditionally sought to establish good gover‐
nance or due care; requiring that the processing of data is fair and reasonable [3]. Indeed,
data protection law can be seen as a substantiation of the overarching principle to process
data fairly and lawfully [18, 19], which itself is a reflection of the requirements of good
governance or fair administration in the public sector and due care in the private sector
under the Dutch tradition [20].

The data protection principles make informational self-determination possible, but
they should also spark concern for the interests of data subjects. The principle of lawful‐
ness requires the processing to be based on a legal ground. While consent is one of the
legal grounds, a number of other grounds require the controller to gauge the interests of
the data subject or of the public at large (GDPR, arts 6(1)(d), 6(1)(e) and 6(1)(f)). The
principle of fair processing should also cause the controller to take the interests of data
subjects into account. It is frequently understood as requiring that controllers are trans‐
parent and do not unduly pressure data subjects into consent, thereby protecting the tenet
of user control. However, Bygrave [19] explains that in addition, fairness ‘undoubtedly
means that data controllers must take account of the interests and reasonable expecta‐
tions of data subjects’, which ‘has direct consequences for the purposes for which data
may be processed’. This is a form of proportionality, as the interests of data subjects and
controllers are balanced [19].

One of the functions of the principle of purpose limitation is to ensure that there are
clearly defined processing conditions which can be consented to [21, 22, cf. 23]. Data
minimization, storage limitation and integrity and confidentiality all require the
controller to ensure that these conditions are kept to: that data are not kept longer than
necessary or used unnecessarily, and that they are not accidentally processed in unau‐
thorized or unlawful ways. These restrictions should ensure that the processing and its
results are legitimate and align with the reasonable expectations of the data subject [19].
This is beneficial for informational self-determination. However, the limitations also
serve (or are supposed to serve)2 as a limit on data processing, preventing the risks posed
by aimless collection, unlimited dissemination, and misuse or arbitrary use of personal

1 The principles include lawfulness, fairness and transparency; purpose limitation, data mini‐
mization and storage limitation; and accuracy, integrity and confidentiality. Purpose limitation
entails that the personal data may only be processed insofar as this is necessary for a legitimate
and specified purpose.

2 Moerel and Prins [24] convincingly argue that purpose limitation does not serve as a useful
constraint on the processing of personal data when the purpose of controllers is, and is permitted
to be, to collect and analyse data.
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data [25]. Controllers have the responsibility to ensure that the purpose of the processing
is legitimate, meaning that they may not process data in ways which do not accord to
legal principles, fundamental rights, or other sources of law and that they must take into
account the ‘reasonable expectations’ of the data subject. The Article 29 Working Party
[26] mentions by way of example that controllers are prohibited from processing the
data ‘for purposes that may result in discriminatory practices’. To be clear, this obliga‐
tion applies irrespective of whether the controller obtained consent from the data subject.

The required transparency towards the data subject clearly makes possible informed
consent and the exercise of her rights [14], but also serves to inspire fair and reasonable
processing operations: ‘sunlight is the best of disinfectants’ [15, 16]. It is therefore
noteworthy with regard to both tenets of the GDPR that the information requirements
are made more specific, requiring controllers to be open about, inter alia, their legitimate
interest; the storage period; the presence and logic of automated decision-making and
the significance and envisaged consequences thereof; and the source of the data, if it had
not been provided by the data subject (arts 13(1)(d), 13(2)(a) and (f), and 14(2)(f)).
Whereas the Directive only provided a short, non-exhaustive list of the information
which should be provided in order for the processing to be fair, the GDPR specifies
extensive requirements relating to both the form and the substance of the notices (arts
12-14). These requirements are still to be supplemented under the principles of fairness
and transparency, if necessary.

In short, the data protection principles imply that controller responsibility has been,
and still is, an important aim of the principles of data protection. A great share of the
novelties of the GDPR serve to strengthen the data protection principles. This includes
the accountability mechanisms introduced in Chap. 4. Controllers are required to take
technical and organisational measures to implement the data protection principles and
to protect the rights of data subjects, whereby they have to, by default, limit the
processing to what is necessary in accordance with the data protection principles (art
25). Data protection by design should improve compliance with principles such as data
minimisation, data quality and confidentiality, as well as ensure that the system is trans‐
parent and provides data subjects with effective means of control [7]. Controllers are
further obliged under the GDPR to be transparent about data breaches towards both data
subjects and supervisory authorities, incentivizing controllers to avoid them in the first
place (arts 33 and 34). Moreover, controllers are required to assess and find ways to
mitigate high risks to the rights and freedoms of individuals posed by their processing
activities (art 35). Recital 75 clarifies that controllers should keep an eye on whether
data subjects are able to exercise control over their personal data, but also mentions a
large number of other threats and risks, including discrimination, identity theft or fraud,
loss of confidentiality of personal data protected by professional secrecy, and unauthor‐
ized reversal of encryption. The responsibility to assess and address risks protects data
subjects and can function to create a trust relationship between the data subjects and the
controller. The two tenets come together here as the controller’s responsibility can be
indispensable for the data subject’s trust and thus her consent, while this trust relation‐
ship also makes the controller responsible to the data subject [27, 28].

Controller responsibility takes place under the supervision of regulatory agencies.
The principle of accountability requires controllers to be able to demonstrate compliance
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(art 24) and to employ and involve a data protection officer (arts 37-39). The GDPR also
stimulates the proper translation of data protection law to practice through codes of
conduct which can be certified by supervisory authorities (arts 40-43). Although the duty
to notify supervisory authorities has been abolished, it has been replaced by the data
protection impact assessment and the prior consultation. This should shift the attention
of the authorities to potentially harmful cases and enable them to readily gauge the
situation at hand (arts 35-36). Article 83 introduces fines up to 20 000 000 EUR or 4%
of the total worldwide annual turnover of an undertaking, whichever is higher.

The second tenet of data protection law should get controllers to provide proper ex
ante protection, preventing the occurrence of possible harm to the data subject irrespec‐
tive of whether she withheld consent or otherwise exercised her control rights. As
observed by González Fuster [29], ‘[r]esponsibility for such compliance had always
fallen on their shoulders, irrespective of whether somebody was looking, or whether
somebody complains’. In other words, it is the responsibility of the controller to engage
in fair practices, although the data subject can have a say in or ‘a measure of influence
over’ what that entails, if she wants to [19].

3 The “Choice” to Consent and the “Paternalism” of Protective
Legislation

The GDPR attempts to strike a balance between the two tenets of user control and
controller responsibility. It affords a number of protections irrespective of whether the
data subject has consented to the processing. At the same time, consent is an important
legal ground for those processing operations which are not easily justifiable on the basis
of another ground, e.g. those processing operations which are not necessary to protect
the vital interests of the data subject, to perform a task of public interest, or to serve a
legitimate interest of the controller which is not outweighed by the rights and interests
of the data subjects. Otherwise illegitimate processing operations can only be legitimized
through consent. Unsurprisingly, in practice, consent is a weak spot of the GDPR. But
what of more protective approaches? The appropriateness of the two tenets depends,
firstly, on the significance of the constraints on the free and autonomous choice of data
subjects and, secondly, on the permissibility of state intervention for the perceived
benefit of the data subject. If data subjects are severely constrained in their choice to
consent or not to consent, or are too weak-willed to do what they think is right, there are
three options, each of which features in data protection law: their “choice” is still
respected; they are protected by default but with the option to opt-out, which may
influence their decisions but still allows them, in theory, to “consent away” their rights;
or their freedom is curtailed for their protection. I will first discuss the constraints on
choice, after which I will discuss whether the alternative of protection through controller
responsibility is paternalist.
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3.1 The “Choice” to Consent

There is extensive literature on the problems with user control, notice-and-consent,
privacy self-management, or DIY-data-protection. The majority of the concerns are
about constraints on the ability of individuals to freely and autonomously make an
informed choice about the data processing operations pertaining to them. Choice always
occurs under a set of conditions or parameters [30]. In the words of Cohen [23]: ‘[s]ome
of these parameters, such as the fact that we need gravity to walk and oxygen to breathe,
are relatively fixed. Others, such as the design of legal institutions and technological
tools, are slightly more malleable’. Benn [31] clarifies that the conditions of choice also
relate to states of the agent, distinguishing between the resources which are available to
her, the opportunity costs involved in pursuing X, the goals of the agent in light of which
the choice is made, and the beliefs which the agent holds about these conditions. Restric‐
tions of the freedom of choice can result from restrictions with regard to all four condi‐
tions. This means, for example, that the social or economic consequences of refusing to
consent and the influence of marketing and online personalization affect the extent to
which choice is free. The way in which data protection law regulates consent is bound
to legitimize some of these conditions, and change others [32]. It remains to be seen to
what extent the changes to the consent regime in the GDPR will make a difference,
ameliorating the constraints on the data subject’s choice or qualifying consent as invalid
because of these constraints. Some data protection scholars think that, in the context of
digital services, the restrictions are such that we often can no longer speak of a real
choice. If this is so, consent should not be considered informed and freely given.

In the following, the relevant constraints to choice are presented as pertaining to
three related categories. Firstly, data subjects do not have enough time to consider each
type of processing operation because they engage with services which collect data so
very frequently. Or, put differently, they lack the will to make time for this burden —
and understandably so, considering how uneconomical it would be [33, 34]. In a well-
known study from 2008, McDonald and Cranor ‘estimate that reading privacy policies
carries costs in time of approximately 201 h a year, worth about $3,534 annually per
American Internet user. Nationally, if Americans were to read online privacy policies
word-for-word, we estimate the value of time lost as about $781 billion annually’ [35].
While this problem can be addressed by grouping together different types of processing
operations, this solution also lumps together different situations in which different values
and interests may play a role. It thereby reduces the choice available to data subjects.

Secondly, in the world of “big data”, data subjects will often not fully comprehend
what it means to consent to a data processing operation. It is difficult, if not impossible,
to make data processing operations transparent to the data subjects. Data can be inferred
from other available data, so that data which was shared by or inferred about others can
be used to infer things about you [33, 36, 37]. If complex or self-learning algorithms are
used, the way in which this occurs may not even be explainable in human language [33,
38]. As discussed above, the updated information requirements in the GDPR attempt to
increase transparency by requiring controllers to give information on the logic employed
by self-learning algorithms, the significance and envisaged consequences thereof, and
the other data sources which will be accessed. This information could be presented in
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accessible and less time-consuming ways, for example through logos or seals. Doing
so, however, ‘conflicts with fully informing people about the consequences of giving
up data, which are quite complex if explained in sufficient detail to be meaningful’ [33].
Or, in the words of Koops [39], ‘the simpler you make the consent procedure, the less
will users understand what they actually consent to; and the more meaningful you make
the consent procedure (providing sufficient information about what will happen with the
data), the less convenient the consent will become’.

These first two types of constraints exist irrespective of the actual practices of notice
and consent, which oftentimes only make matters worse. Many notices are long and
couched in inaccessible language [40], yet fail to shed light on the data flows; they are
subject to frequent change; and the privacy policies of those who collect the data are
often different from the policies of the entities to which they sell the data [41].

The third type of constraint concerns more or less imposed limitations to the freedom
and autonomy of choice. In many situations, data subjects are faced with non-negotiable
and excessive “terms”, under which personal data can be collected, used and shared
almost without limit, while they are unable to get the desired goods or services elsewhere
under more reasonable conditions. Underlying this is ‘the fact that there are practically
no alternative business models that generate revenue from other sources than user-data-
based profiling and advertising’, given that users are unwilling to pay for services,
‘conditioned as they are in thinking that the Internet offers free lunches’ (in the words
of Koops) [39]. Further, there may well be all kinds of pressures which lead data subjects
to desire the product or service. Matzner et al. [4] remind us of the costs which are, for
many, involved in not owning a smart phone: ‘less contacts with friends, missing career
opportunities, more complicated dating, being considered inefficient as a colleague,
being considered suspicious at border controls’. At the same time, the reasons for using
products and services like smart phones and social media ‘are promoted by the best
advertising agencies in the world’. The situation is grave enough for Hull [32] to imply
that the focus on notice and consent in data protection law, rather than decreasing the
power dissymmetry, is actually a means to hide and legitimise it. By acting as though
the individual has the possibility to exercise real choice, while she in actuality is moulded
by the possibilities offered by her (digital) environment, the social struggle is obscured
and the individual is disempowered. Cohen [42] also does not mince words, pointing to
the power exercised by ‘public and private regimes of surveillance and modulation’ to
turn us into ‘citizen-consumers’ with diminished capacities of democratic self-govern‐
ment. Cohen [23] suspects that under these conditions of choice, ‘individuals may simply
concede, and convince themselves that the loss of privacy associated with this particular
transaction is not too great’.

Cohen, Solove, Schwartz, Acquisti, and a number of other scholars treat bounded
rationality and bias as though they pose cracks through which government and corporate
actors manipulate our choices [30, 33, 34, 43, 44]. Schwartz [29] argues that ‘consumers’
general inertia toward default terms is a strong and pervasive limitation on free choice’
which permits industry to set the terms. Hull [32], on the other hand, sees the notion of
homo economicus and the resulting reliance on notice and consent in data protection law
as the real problem. But if we do not assume that individuals can make autonomous,
rational decisions, what is the alternative?
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3.2 The “Paternalism” of Protective Legislation

The previous section describes a number of constraints on the ability of data subjects to
freely and autonomously form an opinion regarding the appropriateness of certain (aspects
of) processing activities, as a result of which they agree to operations which might cause
them harm. What conclusion should be drawn from the fact that these constraints exist?
Solove [33] believes that ‘the most apparent solution — paternalist measures — even more
directly denies people the freedom to make consensual choices about their data’. He empha‐
sises that some people want their data shared and want to be profiled, as for them the bene‐
fits outweigh the costs. Indeed, proponents of privacy self-management argue that, through
a system of user control, ‘everyone may attain his own desired level of data protection’ [3].
While this is too simple a picture, as there are interdependencies and inequalities — e.g. the
data shared by one person can be used to profile another, and some people may be more
pressured to share their data than others — [4],3 control rights do allow an expression of
what the data subjects involved consider appropriate in a given situation. Solove sees the
EU data protection regime as paternalist because of the many rules which restrict processing
even in the absence of any wish or demand on the side of the data subject [33].

To appreciate this point, it is crucial to see that the appropriate limits on data flows
and uses of data are not self-evident. Whether a data processing operation is legitimate,
entails a normative appraisal of the circumstances at hand. This entails, by way of
example, that it is necessary to be sceptical of Cavoukian’s attempts to distance her
approach to Privacy by Design from paternalism. Cavoukian [45] argues that if control‐
lers implement the fair information practice principles by design, then ‘individuals are
not placed in the position of having to be concerned about safeguarding personal infor‐
mation — they can be confident that privacy is assured, right from the outset’. She
assumes that if controllers simply stick to the principles of purpose limitation and data
minimization, the expectations of individuals are respected. The default should be ‘the
most privacy-protective’, and anything extra requires consent [45]. But what is the most
privacy-protective default setting? Unlike secrecy, the multi-faceted and contested
notion of privacy is not something which can easily be maximized, as it contains
conflicting and incommensurable facets which cannot be subsumed under one over‐
arching value without discussion (see Sect. 4.1) [cf. 46]. It is difficult to imagine a situa‐
tion in which secrecy, confidentiality, or even privacy is the only possible consideration,

3 Matzner et al. [4] show that there are inequalities which cannot be addressed on an individual level.
Technological means to effectuate control rights are often not free of charge, while, following
research of Gilliom, data protection needs are unequally distributed and are likely to hit the poorest.
As a result, ‘this additional cost is especially put on those who already face discrimination or social
inequalities’. Further, there are differences in privacy norms, requiring some individuals to be more
revealing than others.
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as sometimes data should be shared (see Sect. 4.2).4 It is therefore problematic to main‐
tain that the implementation of the data protection principles “by design” will protect
individuals upfront without the danger of paternalism. The controller will need to
consider, for example, whether the purpose is legitimate and whether the impact on data
subjects will necessitate extra precautions. Cavoukian’s arguments are tempting because
we think that it is right that certain protections are afforded. The implication is that if
we consider something to be of enough moral importance, it should be protected, at least
by default, irrespective of what the people concerned actually think about it. This
happens to be exactly what paternalism is about.

To start, paternalism can be understood as ‘the usurpation of one person’s choice of
their own good by another person’ [47]. While paternalism has a negative connotation,
many paternalist measures are accepted on both sides of the Atlantic. To call something
paternalist, is only the start of the debate [see e.g. 48]. That said, is the GDPR indeed
paternalist, as Solove makes it out to be?

Some provisions in data protection law are not only there to protect the data subject,
but mainly to empower her or to protect others. Many of the EU rules are necessary
preconditions to meaningful consent. Further, some provisions of the GDPR were
enacted for the main reason to protect third parties and society as a whole against the
harmful or selfish choices which individual data subjects could make in a market-based
system of privacy self-management. The legal grounds next to consent and contract all,
directly or indirectly, pertain to the interests of others or to the public interest. They
allow one’s data to be used for the benefit of others. Other provisions limit the use of
data, possibly to address societal problems posed by function creep. It has been argued
that the problems which should be addressed by data protection law, pertain to the inter‐
ests of society as a whole; because everyone is or might be a data subject, it is no longer
about protecting specific individuals [3]. Privacy is seen as a ‘common good’ [43].
Insofar as the provisions of the GDPR were not included to protect the individual whose
choice is usurped, they do not qualify as paternalist [49]. At the same time, however, a
concern for the interests of the specific data subject and the risks or possible conse‐
quences for this data subject is present throughout the GDPR. The data subject cannot
“consent away” the protection offered to her by the principles of fairness, purpose limi‐
tation, data minimization, data quality and data security, and this is in part for the
protection of her own rights and freedoms. The GDPR thus includes paternalist provi‐
sions.

4 It is possible to hold that secrecy or confidentiality should be the only mandatory consideration
when technology is designed, as appears to be the case under the Privacy by Design requirement
in the proposed ePrivacy Regulation. Article 10 of the leaked Proposal for a Regulation of the
European Parliament and of the Council concerning the respect for private life and personal
data in electronic communications and repealing Directive 2002/58/EC requires that the default
setting of terminal equipment and of software should be that third parties can neither store
information on the equipment, nor process information which is stored thereon. Internet
browsers, for example, should automatically reject all third-party cookies. The end-user can
consent to these processing activities of third parties by changing the browser settings per
Article 9(2) — assuming that this option is provided by the developers of the browser.
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Sometimes, the data subject can opt out of the protection which is offered, as when
she can opt in to more extensive processing as per data protection by default. Under
some definitions of paternalism, such as that of Thaler and Sunstein [50] and of Dworkin
in his later work [51], the fact that a user can, at least in theory, opt out of the paternalist
measure, does not mean that the intervention is not in fact paternalist. Any nudge,
including a change in the default setting, is considered paternalist if it is for the agent’s
own good. This is because the choice or decision-making of the agent is influenced [50–
52]. Her choice is not necessarily usurped, but it is certainly affected. Since the nudge
only seeks to prevent actions that stem from irrational tendencies, which assumedly
should be kept in check by one’s rational, ‘Econ’ side [53], it bears resemblance to
Feinberg’s [54] ‘soft paternalism’. However, paternalism can also be understood as
entailing that the agent’s freedom is curtailed. The paternalism of a nudge then depends
on whether or not the agent truly has the option to opt out. Because the default setting
is often followed, it could be argued that a change in the default affects the options
available to the agent. It thus limits her freedom, albeit the freedom to be irrational, as
well as her autonomy [cf. 55].

The GDPR thus seeks to protect data subjects, although they can sometimes opt out
of this protection. What if this is what they want? In theory, the protections which are
afforded could be in accordance with what the data subject would want and possibly
even with what she would choose, if she had the time, the knowledge and the capacity
to fully reflect on it [cf. ‘anticipated consent’, 56]. This appears to be Cavoukian’s answer
to the charge of paternalism. However, it is unlikely that a general set of rules will meet
the anticipated wishes of every data subject, as they are bound to differ. Moreover, even
if people value their privacy, many do find themselves giving away their data. This is
the so-called “privacy paradox”. Following Shiffrin [57], protecting people from the
privacy paradox would count as paternalism. Shiffrin discusses the case in which the
friend of a smoker hides her cigarettes because, even though she wants to stop smoking,
she might be weak-willed and light another cigarette. Such an intervention should be
considered to be paternalist because ‘efforts to supplant or maneuver around an agent’s
agency when motivated by distrust of that person’s agency, can deliver the same sort of
insult to her autonomy as distrust of her judgment’. Archard [47] takes a different
approach. According to Archard, it is necessary that the paternalist discounts the agent’s
belief that his intervention does not promote her own good, and so there must be disa‐
greement about the benefit of the intervention.

Would the protection afforded by the GDPR be paternalist if the data subject has
not formed a conscious choice? Users are bound to accept cookies and download apps
without fully considering the data protection consequences (see Sect. 3.1). In that case,
protective legislation would restrict the freedom of the data subject, but it would not
necessarily impinge her autonomy, as the data subject is not giving expression to a
full-fledged decision. Her choice is not necessarily usurped, as she did not really make
a choice, but the option to act differently has been taken from her. Clarke [58]
considers cases in which a choice is made for someone who was unable to make the
choice herself, to be paternalist. In his example, an unconscious patient is given a blood
transfusion. The incapacity to reflect on each exchange of personal data in today’s
information society could be considered to similarly affect whether a data subject has
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the ability to choose, albeit to a lesser extent. It is important to note that while a choice
can be formed more or less reflectively or deliberately, meaning that factual autonomy
is gradual, a person is often morally and legally granted the freedom of ‘a valid deci‐
sion-making body’ if she meets a certain threshold of rationality, self-reflection and
self-control [31, 59]. Consumer law, for example, sees consumers as reasonably well-
informed, observant and circumspect, which strikes a particular ‘balance between the
need to protect consumers and promoting free trade’ [14]. While it is now popular in
data protection scholarship to ‘question the very possibility of [user] control by decon‐
structing the conventional figure of the “rational and autonomous agent” that is at the
core of “privacy as control” theories’ [43], only a limited “amount” of rationality and
autonomy is needed to sustain the tenet of user control in data protection law. The
legal question is whether the average data subject, who could not take the time to find
and read an incomprehensible privacy policy and who was nudged by her digital envi‐
ronment and socio-economic context to click on ‘OK’ in favour of short-term gain,
should qualify as autonomously and freely making an informed choice. And if the
answer is no — if we assume that data subjects cannot make autonomous, rational
decisions in the online context — the follow-up question is whether this means that her
freedom can be restricted, or whether her “choice” should be respected nonetheless.

4 How to Evaluate the Tenets of User Control and Controller
Responsibility

It follows from the analysis in Sect. 2 that the GDPR places heavy reliance on enforce‐
ment by both private and supervisory authorities so as to ensure that controllers process
data fairly — both to enable data subjects to exercise their control rights and to prevent
controllers from bringing about unjustifiable harm. The GDPR seeks to empower and
to protect. But how to interpret and apply these tenets? On the basis of which benchmarks
do we decide whether to foster choice and accept indications of consent, despite the
constraints discussed, or to opt for more protective, even paternalist, approaches instead?
Evaluations of user control are fraught with conceptual difficulty. As remarked by
Lazaro and Le Métayer [43], it is important to distinguish between user control as part
of the foundation of data protection and user control as nothing but private enforcement.
Private enforcement options may have been introduced to overcome the failing of a
purely administrative set of rules, but they also restore, in the words of Purtova [3], ‘the
balance of power between individuals and data processing actors’. In the evaluation of
Bygrave and Schartum [60], data protection law is about protecting privacy and data
protection interests, whereby consent should ‘strengthen the bargaining position of
individuals’. In the next sections, I will argue that the aim of data protection can be to
protect specific interests but also to empower, depending on how the objective of the
GDPR to protect fundamental rights is conceptualized. Under a will theory of rights,
user control is indispensable, despite the constraining conditions of choice, while an
interest theory of rights supports a large role for controller responsibility, despite the
paternalism of this tenet.
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4.1 User Control or Controller Responsibility — to What End?

Whether private enforcement is a welcome addition or whether it is essential to the goal
of data protection, depends on how the foundation and objective of data protection is
conceptualized (and in particular, as will be argued in Sect. 4.3, on how rights are
conceptualized). I will discuss the protection of interests of the data subjects, including
the interest in being granted ‘a zone of relative insulation from outside scrutiny and
interference’ [23], and informational self-determination: an empowering objective
which is frequently seen as the justification for the tenet of user control.

If the focus is on a protective goal of the GDPR, it is easy to conclude that data
protection law is the responsibility of controllers, meaning that protective rules are an
appropriate response to the constraints on the ability of data subjects to exercise choice.
When Matzner et al. [4] argued that it is not normatively desirable ‘to choose the indi‐
vidual user as the main responsible actor to improve the state of data protection’, they
saw data protection as is something which citizens ‘need’. They asked whether it should
be up to data subjects to ensure that their data is protected in the sense that ‘particular
pieces of data should not be accessible to particular actors’. Since they have identified
an interest which deserves protection, they can see data protection as something which
needs to be protected by controllers and by the state for the benefit of data subjects. The
GDPR protects a wide range of interests of individuals or society in general in relation
to the processing of personal data. It protects not only confidentiality and data security,
but also the right not to be discriminated and the right not to be unduly subjected to a
profile. The GDPR takes on board all these different harms, seeking to ensure that the
controller takes the interests of data subjects into account and abstains from taking
unjustifiable risks. Interestingly, it also asks for particular attention ‘where personal data
of vulnerable natural persons, in particular of children, are processed’ (recital 75).

One privacy interest which can be protected by controllers, is the interest in having
a space to develop one’s identity without undue outside interference. Multiple theories
of privacy view this right as granting individuals a private zone within which they can
consciously and with relative autonomy engage in self-formation [42, 61]. For Cohen,
privacy in this sense is severely affected by profiling. The practice of profiling can make
data flows less transparent and predictable [22], and it can lead to harmful and unjust
decisions. However, privacy scholars like Cohen [23] are particularly concerned about
the impact of the use of profiles for online personalisation on an individual’s ability to
autonomously construct her identity. The nudging effect of digital environments compli‐
cates autonomous user control and creates an interest which can be protected. To ask
data subjects to ensure that they are not subject to undue modulation and interdiction,
defeats the purpose. If it is done well, they will not be aware of the effect; they will
perceive their preferences and actions as authentic. They may even offer their consent
in the future [23, 32]. Thus, if certain interferences with an individual’s process of self-
formation simply should not be undertaken, then it is primarily the responsibility of
controllers to refrain from adopting such illegitimate purposes. In the typology of Koops
et al. [62], seclusion, secrecy, and control lie on a continuum of accessibility from private
to public. While this may be so, the former two require protection, and the latter requires
empowerment.
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User control necessarily plays a prominent role in data protection if the focus is on
the right to informational self-determination and on the power available to individuals
to push back and to engage in ‘boundary management’ [42]. It was of great influence to
the EU data protection tradition that the German Bundesverfassungsgericht brought to
life the right to informational self-determination in 1983 [63]. This right is defined as
follows: ‘the authority of the individual to decide himself, on the basis of the idea of
self-determination, when and within what limits information about his private life should
be communicated to others’ [21, 22, 64]. Underlying this right is a concern about chilling
effects. If you cannot predict which information is known about you in certain ‘social
milieus’, then your decisions will be subject to ‘pressure influence’ [21]. For example,
the Bundesverfassungsgericht [21] argued that ‘[i]f he [the individual] reckons that
participation in an assembly or a citizens’ initiative will be registered officially and that
personal risks might result from it, he may possibly renounce the exercise of his respec‐
tive rights’. More generally, as noted by Hornung and Schnabel [22],’[i]f citizens cannot
oversee and control which or even what kind of information about them is openly acces‐
sible in their social environment, and if they cannot even appraise the knowledge of
possible communication partners, they may be inhibited in making use of their freedom’.
The court [21] ties this to the German constitutional right to personality, arguing that
chilling effects impair an individual in her chances of self-development and thereby
stand in the way of a free democratic society.

Taking a cue from Purtova’s [3] view of data protection law as restoring the power
balance between data subjects and controllers, and from the focus of the Bundesverfas‐
sungsgericht [21] on chilling effects to fundamental rights, I propose that informational
self-determination protects political power. It protects the influence which an individual
or group of individuals can have over what it means to hold fundamental rights in a
given polity. This is because it limits the extent to which other actors in society, be they
governmental or private, can preclude certain activities. For example, if the state is aware
of the meetings of a controversial political group, it is in the position to prohibit the
assembly, thereby determining that it is not worthy of protection under the relevant rights
and freedoms. Similarly, an individual may wish to hide sensitive information about
herself in specific contexts so as to prevent others from discriminating her on the basis
of that information — thereby protecting her right to equal treatment, as she perceives
it. Her ability to control whether the sensitive information is known, allows her to act
on her belief that the information should be irrelevant to others: that it is private in the
sense that it is just for her to hide it. Informational self-determination therefore indirectly
safeguards the ability of individuals to define, for themselves, what their interests and
needs are and how they should be protected in a just society. For example, the right to
object allows data subjects to object to processing which takes place on the basis of the
public interest or a legitimate interest of the controller or of a third party (GDPR, art
21(1)). This means that, if a data subject does not agree with the balance between this
other interest and her own rights, the right to object provides an avenue through which
she can make herself heard.

The Bundesverfassungsgericht considered it crucial that individuals have control
over information flows for the protection of other rights and freedoms, to the extent that
control was deemed to be a right of its own. Informational self-determination protects
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an interest or need, but it is different from other interests as it is now essential that the
data subject takes an active role. The state may need to require controllers to amend their
conduct in order to establish a situation in which effective control is possible. If control
rights are unenforceable because of the complexity of the Big Data landscape [39], the
right to informational self-determination would demand state intervention to remedy the
situation.

It is important to note that the right to informational self-determination is not abso‐
lute. Thus it is possible that certain information flows should or should not occur, irre‐
spective of the wishes of the data subject. Depending on the political theory of choice,
it could be desirable to limit the use of profiles so as to protect the relatively autonomous
self-formation of individuals, or perhaps profiles should be used to create a public space
where political deliberation occurs, or, alternatively, to offer the safety promised by the
Hobbesian state [cf. 65]. In the German tradition, informational self-determination is
only the ‘intermediate value’ adopted by the Bundesverfassungsgericht to protect the
higher rights to dignity and personality [63]. Rouvroy and Poullet [63] argue, in this
vein, that the two facets of privacy tied to seclusion and control ultimately do not pursue
different goals, as they together sustain self-determination and collective decision-
making. Both the right to be let alone so as to engage in relatively autonomous self-
formation, and the right to informational self-determination, advance ‘the capacity of
the human subject to keep and develop his personality in a manner that allows him to
fully participate in society without however being induced to conform his thoughts,
beliefs, behaviours and preferences to those thoughts, beliefs, behaviours and prefer‐
ences held by the majority’. Undeniably, however, the two tenets do come into tension.
When an individual is or is not granted privacy against her wishes, she has little say over
what the right to privacy means or should mean. Her capacity to develop thoughts,
beliefs, behaviours and preferences may be protected, but her power to affect what the
right to privacy should entail is diminished for the sake of developing this capacity,
limiting the control she has over the boundary between her and others.

4.2 Fundamental Rights Protection as the Overarching Objective of the General
Data Protection Regulation

To evaluate the roles for user control and controller responsibility, given the issues these
tenets face with choice and paternalism, it is necessary to look beyond either informa‐
tional self-determination or another interest or need which can be protected. How do we
get past stand-offs in which scholars emphasize one side or the other? While the
Bundesverfassungsgericht can appeal to the higher right to personality, the EU legal
order lacks an equivalent. In the absence of a similar over-arching right, this paper
proposes to ask the question of responsibility with an eye to fundamental rights in
general.

From a doctrinal perspective, the objective of the GDPR to protect fundamental
rights overarches the different tenets of data protection. The question of responsibility
thus becomes an inquiry into what it means to protect or enjoy fundamental rights. In
accordance with Article 1, the GDPR protects the fundamental rights and freedoms of
natural persons and in particular their right to the protection of personal data with regard
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to the processing of personal data. The GDPR no longer protects, in particular, the right
to privacy, as did the Data Protection Directive. The right to the protection of personal
data, laid down in Article 8 of the Charter, has taken this place. Article 8(2) elevates the
status of a number of data protection principles, which were designed to regulate the
processing of personal data in a manner which achieves an appropriate balance between
the different rights and interests involved. The processing of personal data has a bearing
on many different fundamental rights. When the EU legislature decided to further
substantiate the meaning of the right to the protection of personal data by adopting the
GDPR, it remained fully aware that no single right could take priority in the resulting
legal framework [e.g. 66]. This is made evident by the frequent reference to “the rights
and freedoms of individuals” throughout the GDPR, which must, according to the Article
29 Working Party [67], be understood as referring to not only privacy, but also to ‘other
fundamental rights such as freedom of speech, freedom of thought, freedom of move‐
ment, prohibition of discrimination, right to liberty, conscience and religion’. Impor‐
tantly, recital 4 reminds us that the right to the protection of personal data is not an
absolute right, and that it must accordingly be balanced against other fundamental rights
so as to respect them, too. It thus states that the GDPR respects all fundamental rights,
mentioning explicitly ‘the respect for private and family life, home and communications,
the protection of personal data, freedom of thought, conscience and religion, freedom
of expression and information, freedom to conduct a business, the right to an effective
remedy and to a fair trial, and cultural, religious and linguistic diversity.’ The Commis‐
sion’s draft General Data Protection Regulation [10] similarly enumerated a number of
relevant rights, including further the right to property, the prohibition of discrimination,
the rights of the child, the right to health care, and the right to access documents.

The free flow of personal data is a particularly important consideration in EU data
protection law. Article 1 GDPR refers to the fundamental freedoms of the internal market
and provides that the free flow of personal data shall neither be restricted nor prohibited
to protect fundamental rights. This is a remnant of the focus of the EU on the establish‐
ment of an internal market. In the area of data protection law, fundamental rights protec‐
tion is articulated and offered by the EU partly because differences in the level of protec‐
tion would affect the free flow of information (recital 9) [10]. This rationale must,
however, not be overestimated. The CJEU pays less and less attention to the internal
market dimension [13, 68]. Although the EU can still be characterized as a separate legal
order by virtue of its pursuit of ‘the market-driven integration of nation states into a
supra-national entity’, it also ‘increasingly commits itself to the political project of
protecting fundamental rights’ [69]. Lynskey [13] points to Article 16 TFEU as freeing
data protection law from its internal market constraints. She also highlights the conten‐
tious nature of this second, economic, ambition of the GDPR. The free flow of infor‐
mation is no longer the main aim of EU data protection law, but it can be one of the
considerations which needs to be taken on board when the balance between the relevant
rights and other considerations is struck.

The turn of data protection law away from the internal market and away from privacy
alone, towards fundamental rights in general, ties in well with modern privacy and data
protection scholarship. The recognition of other rights and freedoms is present in
Nissenbaum’s [70] theory of privacy, as some data flows are appropriate and others are
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not. The appropriateness of data flows is not at all dependent solely on the amount of
secrecy or control which is provided. The processing of certain types of information can
be deemed inappropriate because, amongst other reasons, it may lead to restrictions of
other fundamental rights. Rouvroy and Poullet [63] observe that ‘data protection is also
a tool for protecting other rights than the right to privacy’, as data protection law also
prevents potential discrimination given the regime for special categories of data. Some
data protection scholars [71–74] consider data protection a purely procedural body of
law which serves other rights and freedoms. It ‘does not directly represent any value or
interest per se, it prescribes the procedures and methods for pursuing the respect of values
embodied in other rights’ [71]. In the words of De Hert and Gutwirth [74], data protection
law provides channels for the coordination of different rights and competing consider‐
ations, through which controllers should ‘reconcile fundamental but conflicting values
such as privacy, free flow of information, the need for government surveillance, applying
taxes, etc’.5

4.3 The Nature of (Fundamental) Rights

It is not only doctrinally appropriate, it is also illuminating to assess the appropriate roles
of user control and controller responsibility with reference to the nature of fundamental
rights. This perspective opens up the discussion on whether or when it is appropriate for
the GDPR to empower or to protect. At first sight, it makes sense to encumber the
controller and state institutions with the protection of fundamental rights. The state is
under both negative and positive obligations to respect and protect fundamental rights.
Respect for fundamental rights makes a legal order legitimate. The required action or
abstention does not need to be claimed by the rights-holder. However, the matter of
rights becomes more complicated if one recognizes that the substance of fundamental
rights is not a given. It is determined by the polity in which they apply, and it is subject
to intense contestation. As noted by Waldron [75], ‘[a]ny theory of rights will face
disagreements about the interests it identifies as rights, and the terms in which it identifies
them. Those disagreements will in turn be vehicles for controversies about the proper
balance to be struck between some individual interest and some countervailing social
considerations’ [69]. This gives the concern over paternalism in data protection law a
particular sting, as it affects not only the forms of freedom and autonomy which an
individual can legitimately enjoy, but also, in particular, her say regarding the substance
of fundamental rights protection in her polity. In other words, it affects her say on what
justice entails and on when authority is legitimate.

The answer to the question of responsibility depends on whether a will-based theory
or an interest-based theory of rights is adopted. Interest theories see it as the function of
rights to promote the interest or well-being of the rights-holder by giving her the benefit

5 A difficulty is that the protection of personal data is conceptualised differently in the different
Member States. Gellert, De Hert and Gutwirth have developed their view on EU data protection
from a Belgian background, and according to González Fuster [64], Belgium is one of the
Member States ‘where the protection of personal data is conceived as primarily serving other
existing rights’.
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of another’s duty. The idea is that some interests merit special attention. A right exists
because there is an interest which requires protection [76]. One’s right is a legal, possibly
a fundamental, right ‘if it is recognized by law, that is, if the law holds his interest to be
sufficient ground to hold another to be subject to a duty’ [77]. The rights-holder is
protected for her benefit, as under many of the provisions of the GDPR. The fact that
rights are respected “by default” and cannot be waived, entails that individuals who lack
the freedom, autonomy or agency to adequately claim and defend their rights, are
protected. However, this raises the question whether the interest-based approach should
be taken on, particularly in the legal context, as rights are granted or withheld on the
basis of another’s perception of the rights-holder’s interests (at best) [77]. If someone
is perceived as having an interest, and accordingly is granted a right which the duty-
holder respects, while the person concerned would not agree to this state of affairs, her
choice is usurped for her own good. Thus, interest-based rights promise us the same
double-edged sword as controller responsibility. Data subjects are afforded the protec‐
tion of the principles of fairness, purpose limitation, data minimization, etcetera, even
if they cannot adequately make use of their legal powers to choose what to consent to
and to object to a processing operation. However, they are afforded this protection
whether they want it or not. As under an interest theory of rights, data subjects are denied
the political power to fully determine what the protection of their rights should look like.
It is therefore interesting for the evaluation of controller responsibility to see how interest
theories tackle the charge of paternalism.

If the tenet of controller responsibility shares the problems of an interest theory of
rights, the correlate of the tenet of user control is a will theory of rights. Will theories
see the function of rights not as the protection of one’s interests (unless perhaps the
interest is that of autonomy [78]), but as granting the rights-holder control over the duty
of another [79]. The purpose and value of rights is precisely that it grants authority and
permits the exercise of choice. The rights-holder can waive, annul or transfer the duties
of the duty-bearer; the right is at her disposition. ‘To have a right is to have the ability
to determine what others may and may not do, and so to exercise authority over a certain
domain of affairs’ [80]. This is akin to how the right to privacy is often used in common
parlance: as a shield which allows an individual to exclude others from a certain sphere
within which she should have full sovereignty. It is also akin to the notion of informa‐
tional self-determination, which grants the rights-holder control over whether others
may access her information and over what they may do with this information. The
options to withhold or withdraw consent, to opt-in to more extensive processing oper‐
ations, to correct your data, and to object, grant a measure of control over the conduct
of others. Again, though, this theory offers a double-edged sword. A challenge for will
theory is that it ‘could (…) be used, at least in principle, to justify slavery or absolute
subjugation, since people could be thought of as having sold or abdicated their liberty,
for the price of subsistence or security, to a master or a king’ [81]. Will theory leaves
those who are not able to demand their rights in line with their interests, without protec‐
tion. The role of consent in data protection law similarly exposes data subjects who do
not act in accordance with their interests when they agree to a data processing operation.
Without additional protection, data subjects would be able to “consent away” their
privacy, irrespective of the conditions under which this choice occurs. In the extreme,
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will theory leaves incompetent or non-autonomous individuals without any protection,
as they do not even qualify as a rights-holder. This forces the will theorist to resort to
proxies that can exercise power for them, such as parents or legal guardians [78]. One
of the challenges for will theorists is whether rights apply to all those who can express
a preference (in the worst case, like a mollusc “chooses” to close its shell to avoid
intruders and to open it to admit nourishment [78]), or only to those who have made a
conscious, autonomous choice — and where to draw the line. In the GDPR the line is
drawn at the age of 16, as children are unable to give consent without the authorisation
of the holder of parental responsibility (art 8(1)). It is relevant for the role of user control
to assess how and why will theorists justify the alienability of rights and the reliance on
proxies. Should data protection law follow their cue, if it is to take its aim to protect
fundamental rights seriously, and if not, why not?

5 Conclusion

Asking whether data protection is the responsibility of the state, this paper has explored
the presence of user control and controller responsibility in the GDPR and paved the
way for an in-depth evaluation of these two tenets in light of the overarching objective
of the GDPR to protect fundamental rights. The paper brings to the fore a dilemma which
is present in the debate on “notice-and-consent” and which ties in well with the debate
between will-based and interest-based theories of rights. If one has in mind a set of pre-
defined interests, such as the interest in seclusion or the interest in secrecy, it is not
problematic to conclude that the GDPR should require controllers to protect data
subjects. In practice, however, the appropriateness of data flows is not clear-cut. When
data processing operations are restricted for the benefit of data subjects, certain rights,
interests or other considerations are accorded greater weight than others even though
data subjects themselves may disagree. User control is important because it gives data
subjects the political power to assert whether they think specific data flows are appro‐
priate. Control rights allow them to decide on the appropriateness of the data processing
operations which affect them in light of the balance between the applicable rights and
interests which they think should be struck. Thus, there is something to be said for
placing the responsibility for data protection primarily with data subjects. This enlarges
their power to partake in the formulation of the meaning of fundamental rights in specific
situations. Then again, the constraints on the ability of a data subject to freely and
autonomously exercise her control rights might lead her to inadequately defend her
interests. We need to consider the conditions under which choice is or is not respected:
the information which is presented, and how it is conveyed; the availability and popu‐
larity of other options in the market; the digital environment within which data is
collected and used; and the overall socio-economic context, influencing not only what
is possible for the data subject in the given architecture or code, but also her goals and
desires, and how her options, goals and desires are perceived [3, 13, 63]. The more
constraining the conditions of choice, the more attractive the protective track of
controller responsibility. If we truly do not regard the data subject’s choice as free and
autonomous, this may entail that her freedom should be restricted so as to offer
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protection. Perhaps, then, it is better for the GDPR to offer protection with the perceived
interests of data subjects and society as a whole in mind.

How to assess which edge of the double-edged sword to sway; user control, or
controller responsibility? Under the GDPR, the benchmark is that of the protection of
the fundamental rights and freedoms of individuals. The question of responsibility thus
becomes whether the protection of the fundamental rights of data subjects is something
which controllers, under the supervision of supervisory authorities, should take on for
the benefit of the individuals concerned. This perspective allows the dilemma to be
further analysed and evaluated in light of will-based and interest-based theories of rights.
How do these theories justify the shortcomings of an approach which protects the
perceived interests of individuals, and those of an approach which vests authority in the
individual? Presumably, if, on the one hand, the rights of data subjects serve to protect
their interests, the bullet of paternalism has to be bit; on the other hand, if their rights
assume a great deal of moral and political capacity and thereby require them to engage
in an active expression of their preferences or choices, any further protection cannot
occur in the name of fundamental rights.
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Abstract. A transparency enhancing tool called Data Track has been
developed at Karlstad University. The latest stand-alone version of the
tool allows users to visualize their data exports. For analyzing the users’
perceptions of the Data Track in regard to transparency features and the
concepts of data export and data portability, we have conducted a quali-
tative user study. We observed that although users had rather little inter-
est in the visualization of derived data activities revealed in the Google
location file, they were interested in other kinds of derived data like
usage patterns for different service providers. Also, as earlier user studies
revealed, we again confirmed that it is confusing for users to differenti-
ate between locally and remotely stored and controlled data. Finally, in
spite of being concerned about the security of the data exported to their
machines, for exercising data portability rights pursuant to the Gen-
eral Data Protection Regulation, most participants would prefer to first
export and edit the data before uploading it to another service provider
and would appreciate using a tool such as the Data Track for helping
them in this context.

Keywords: Transparency Enhancing Tools · Data portability · visual-
ization · Data Track

1 Introduction

Transparency of personal data processing is an important principle for the pri-
vacy of individuals as well as for a democratic society [9]. People rarely have a
clear understanding about how their personal data are collected, used, shared or
accessed [1]. Consequently, transparency of personal data processing is enforced
by most Western privacy laws, including the EU Data Protection Directive
(DPD) 95/46/EC [6] and new General Data Protection Regulation (GDPR)
[7] which will replace the DPD in 2018. The GDPR grants enhanced data sub-
ject rights for transparency and intervenability, such as the right of access by
the data subject including the right to receive a data copy of her personal data
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A. Lehmann et al. (Eds.): Privacy and Identity 2016, IFIP AICT 498, pp. 164–181, 2016.
DOI: 10.1007/978-3-319-55783-0 12



Visualizing Exports of Personal Data 165

undergoing processing in a commonly used electronic format (Art. 15), the right
to rectification and erasure (Art. 16, 17), and the right to data portability (Art.
20). The right to data portability is aiming at increasing user choices of online
services and allows users to request all their data from a data controller that
in turn has to provide the users with the data in a structured, commonly-used
machine readable format which can then be transmitted to any other controllers.
Alternatively, the users can also request to transmit their data directly from a
service provider to another one, if technically feasible. One way to exert these
rights pursuant to GDPR is using technologies which enhance transparency and
provide user control. These kinds of technologies are commonly referred to as
Transparency Enhancing Tools (TETs) [12].

The Data Track (DT) developed at Karlstad University (KaU) is an exam-
ple of a TET that shows users what data they have disclosed to which ser-
vice providers under what agreed-upon policies and how their data have been
processed. The Data Track development started as a part of the European
PRIME1 and PrimeLife2 projects and continued as part of the A4Cloud project3.
This paper reports about a user study on the perception of a new function for
visualizing exports of personal big data to the data subjects, which we added
recently to the Data Track tool. Already today, many service providers, such as
Google and Facebook, provide users with data export functions for downloading
their personal data. The newly added functionality to the Data Track for visual-
izing personal data exports from a service provider, which is also available in the
form of a stand-alone open source Data Track version4, can for instance provide
users with an overview of the location data they (or more precisely their devices)
have disclosed to Google by first exporting their data from myaccount.google.com
as a file and then importing the data to the Data Track for visualization. At least
when the GDPR will apply in May 2018, users could export their personal data
from all types of service providers (beyond those providing export functions
already today) by exercising their right to receive an electronic copy (Art. 15) or
their data portability right (Art. 20) and could import them to the Data Track
for visualizing their disclosed data to different services providers.

In this paper, we present a qualitative user study which has the objective to
analyze the users’ perceptions of the stand-alone Data Track in regard to the
transparency features that it is providing and in regard to the concept of data
export from a service provider to the Data Track running at the user’s machine
by exercising the rights to access and of data portability.

More precisely, we have been addressing the following two research questions
and related sub-questions:

1. What are the users’ perceptions of transparency with the stand-
alone Data Track? Does the interface convey that Google has more infor-
mation about the users other than what they have sent explicitly or implicitly?

1 EU FP6 project PRIME, http://www.prime-project.eu.
2 EU FP7 project PrimeLife, http://primelife.ercim.eu/.
3 EU FP7 project A4Cloud, http://www.a4cloud.eu.
4 https://github.com/pylls/datatrack.

http://myaccount.google.com
http://www.prime-project.eu
http://primelife.ercim.eu/
http://www.a4cloud.eu
https://github.com/pylls/datatrack
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What kind of transparency options are the users interested in and would they
like the Data Track to provide more transparency information related to their
data? Do users have any concerns in regard to using the Data Track?

2. What are users’ perceptions of data export and portability with the
stand-alone Data Tack? Do users understand and value the idea and the
concept of exporting data from a service provider (Google in this case) and
importing it to a tool running on their own machines or to another service
provider? Consequently, do users understand the differences between locally
stored (and thus user controlled) and remotely stored data? (i.e., data stored
on their computers in the Data Track under their control after being exported
from a service provider vs. data stored at the service’s side)?

In the remainder of this paper, Sect. 2 briefly presents background and related
work in regard to TETs and related user studies, Sect. 3 explains the methods
used in our work and the test plan. Section 4 is devoted to analyzing the results.
Finally, Sect. 5 discusses our conclusion and future work.

2 Background and Related Work

In this section, we first explain the different kinds of TETs. Then we elaborate
more on Data Track versions and finally we describe the related user studies.

2.1 Transparency Enhancing Tools

There is a variety of TETs that have been developed and evaluated with different
types of user tests in the past. TETs can in general be divided into ex-ante
TETs—which enable the anticipation of consequences before data are actually
disclosed (e.g., with the help of privacy policy statements)—and ex-post TETs
which inform about consequences if data already have been revealed (cf. [12]).

TETs can be further categorized, in dependence on where the transparency
information is stored and controlled, into services side TETs, user side TETs
and Third Party TETs. Services side TETs run at the service provider’s side and
allow authenticated users to receive information about collected, processed or for-
warded data at those sides. Examples of services side TETs are the Google Dash-
board5 or PrivacyInsight [4]. A Third Party TET requires the user to entrust
a third party with the user’s personal data for providing transparency services.
An example for a Third Party TET is the DataBait tool by the EU project
USEMP [20], which derives guesses and predictions about the user’s personality
by analyzing the user’s social media and browser data with machine learning
software. User side (or user controlled) TETs store the user’s personal informa-
tion to be made transparent locally on the user’s device under the user’s control.
While user side TETs require the user’s device to keep the data safe and may be
more demanding to set up and get running from a usability perspective, they are
in principle the more privacy-friendly solution, as the users retain control over
5 Google dashboard. https://www.google.com/settings/dashboard.

https://www.google.com/settings/dashboard
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their data. Examples of user side TETs are Mozilla’s Lightbeam [15] or personal
data vaults, such as Mun’s et al. work [16], and the different versions of the Data
Track that are briefly presented in the next section.

2.2 Data Track Versions

The first version of the Data Track was developed within the PRIME project [18]
and included a “history function” for each transaction, in which the user’s dis-
closed personal data to a service, a record describing to whom the personal data
was disclosed (i.e., the identity of the controller), for which purposes and, more
precisely, under which agreed-upon privacy policy, as well as a unique transac-
tion pseudonym are stored in a secure manner. It was later complemented in
the PrimeLife project with online access functions, which allow users (authenti-
cated as data subjects of data held by a service provider via those transaction
pseudonyms) exercising data subject rights to access, correct, rectify or erase
those data at the service provider’s side [10].

For the next Data Track versions developed in the A4Cloud project [1,9], we
have mainly improved the user interfaces (UIs) and interaction concepts, replac-
ing the tabular presentations of the PrimeLife Data Track with the graphical
UI illustrations, as previous research studies suggest that network-like visualiza-
tions provide a simple way to understand the meaning behind some types of data
[2,11]. Therefore, for the A4Cloud Data Track (also called “GenomSynlig”), we
developed the so-called “trace view” (see Fig. 1), presenting an overview of the
data items sent to service providers, as well as the data items service providers
received about the user. In addition to this “local view” of the trace view, which
is graphically displaying the information that is stored locally in the Data Track
about what data has been disclosed to whom, a user can also execute online
access functions for exercising her data subject rights by clicking on the cloud
icon next to the service provider’s logo thereby switching to a “remote view”
of what (disclosed or derived) data about the user are stored at the service
provider side. In addition, an alternative timeline view has been developed for
the A4Cloud Data Track, which lists the information about data disclosures in
the Data Track records in chronological order for selected time intervals.

The latest version of the Data Track which is, as mentioned earlier, an open
source and stand-alone program developed at the end of the A4Cloud project
at KaU, is subject of this paper. It provides users with the visualization of data
exported from the Google managing archive service. For our first version, we
focused on the Google location history to be included in our archive. After suc-
cessfully exporting the location data from Google and importing it to the Data
Track, in addition to the trace and the timeline views, participants have a newly
developed map view that allows to visualize location, activity and movement
patterns as described in the location history provided by Google (see Fig. 2).
Activities are data derived by Google based on the locations reported by their
devices (i.e., activities are derived by Google and not by the user’s device).
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Fig. 1. Trace view of the A4Cloud Data Track

Fig. 2. Location data and activities on the map view of the stand-alone version of the
Data Track

2.3 Related User Studies

User studies have been conducted for various ex-post TETs, which are mainly
demonstrating the usability of graphical network-like presentations to illustrate
data flows. For instance, Bier et al. present recent usability studies of the user
interfaces of the PrivacyInsight tool in comparison to GenomSynlig and their
different network-like data flow representations [4]. Moreover, Kane-Zabihi et al.
present usability tests of an “interactive social translucence map” [13]. Other user
evaluations studies or TETs using both network-like presentations and chrono-
logical presentations of data disclosure events comprise user tests of previous
Data Track versions (with its trace and timeline views) and a user test by Kolter
et al. of a tool for visualizing transaction logs [14].

Prototypes of the trace and timeline views of the A4Cloud Data Track have
been evaluated with usability tests and two focus group workshops. These user
evaluations revealed that while test participants mostly valued the transparency
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functionality of the Data Track and could successfully use it for tracking data
disclosures, many test users had however problems to understand whether data
records were stored in the Data Track client on the users’ side (under the users’
control) or on the remote service provider’s side [3,8]. The specific feature of the
Data Track trace view that allows to easily switch from a local view of Data
Track records to a remote view providing users with online access to the data
stored at the service provider’s side, might have contributed to this confusion.
As previous A4Cloud Data Track user tests and usability tests conducted in
the PRIME project [19] showed the user’s confusion of discerning between the
locally and remotely data control and access, our user study also analyzed the
user’s understanding of locally and user-controlled data (at the user’s side) vs.
remotely stored and controlled data (at the service provider’s side) for the stand-
alone Data Track with its new map view.

In contrast to those previous user studies of the Data Track, this paper eval-
uated the new stand-alone version of the Data Track with its newly added map
view. This paper presents the first evaluation of the perception of a transparency
tool based on exports of personal data from a service provider (Google in this
case) and of its perceived value when exercising the right to receive an electronic
copy of the personal data or the data portability right pursuant to the upcoming
GDPR.

3 User Study and Methods

We conducted a user study with ten participants with the objective to receive
insights on the users’ perceptions of transparency functions and of data export
and portability with the latest stand-alone version of the Data Track. Our study
is primarily a qualitative study using semi-structured interviews, which are allow-
ing to follow and explore new directions as they come up in the interview process,
and a grounded theory based approach [5] to surface key themes that arise in
our interviews.

Before the user study, we conducted an incremental and iterative pilot study
with 16 participants. The reason to conduct the pilot user study was twofold:
(1) To test, fine-tune the task and adopt the timing. (2) To tailor and manipulate
the questions we ask during the study for better answering our main research
questions.

Based on the feedback that we received during the pilot study, we manipu-
lated our interview questions on the grounds that some of them were not suitable
enough to answer our two main research questions. Ultimately, we also concluded
to guide users during the interview through how they can download the loca-
tion file from Google. In the pilot test, the participants were supposed to follow
the instructions or watch a video on the Data Track to detect where on the
Google they can order to export their location data. The results showed that it
was really time-consuming and sometimes irritating for the users and due to the
fact that we do not intend to test the usability and clarity of Google settings,
we decided not to time the users but to guide them. In the following,
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we present the recruitment, study procedure, and demographic information of
the participants.

3.1 Recruitment of Participants

We strived to get an unbiased sample of participants by recruiting arbitrary
people in Karlstad city center (P1-P4, P10), via a Facebook group related to
Karlstad (P5, P9) and participants of an innovation seminar in Örebro (P6-P8).
Those who accepted our invitation were compensated with a 100 SEK gift card.
All interviews were conducted in English in October 2016.

3.2 Study Procedure

To begin with, a study plan was written to serve as the main communication
vehicle as well as a blueprint for the study. A study plan is a summary of all
the containing documents needed for the user studies [21]. To avoid an active
researcher (study moderator/interviewer) bias which includes mannerisms and
statements made by the researcher that provide the participants with informa-
tion about the researcher’s preferences [17], the procedure was standardized.
The leading questions were avoided in the interviews and before conducting the
user study and in the recruitment advertisements, we told participants that Data
Track was implemented at KaU and that we were just responsible for conducting
the user study of it.

During the study, each participant received the same instructions and fol-
lowed the same blueprint. The study took 30–60 min based on how much each
individual participant wanted to communicate and consisted of four parts:
(1) a welcome session in which we thanked them, briefly talked about what they
were expected to do and we obtained informed consent from all of participants.
The informed consent imparted that participants agreed to have their screen
and audio recorded, alongside with their answers. Consent to the recording was
not required, though all participants agreed to be recorded, (2) a pre-task ques-
tionnaire for collecting demographics, (3) a role-playing task with a fake Google
account to download the location data from Google, upload the same file to
the Data Track and view the location data in the map view, and (4) the semi-
structured interview during which participants answered to the questions while
they were still allowed to use and navigate through the tool. Two researchers,
one as an interviewer (moderator) and one as a note keeper, participated in the
studies.

Participants’ own Google accounts were not used in the study. Instead, they
were given the role of a persona to play to visualize their data. Using a persona,
participants feel secure that they are not compromising their personal details
when taking part in the study. Moreover, it allows full control of what each
participant encounters, avouching a standard experience that can be compared
between participants. The persona details in each case included a username and
password of a Google account.
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3.2.1 Task
After filling in the pre-task questionnaire, the participants had to conduct a task
in which they export (download) the location data from Google, import (upload)
it to the Data Track and view the visualization of the data and its characteristics
in the map view.

Focusing on the users’ perceptions of different concepts in the Data Track,
the goal of defining the task was not to measure the participants’ efficiency in
finding how they should download the data. However, we aimed to have the
location data imported to the Data Track as the starting point of discussing
the interview questions, providing all participants with a common ground for
enabling them to have a better insight into what downloading data from a service
provider and uploading the same data to another party mean.

3.2.2 Semi-structured Interview
For learning more about the users’ perceptions of transparency and of data
export (via their right of access) and data portability, after the task, the par-
ticipants were asked to answer different questions in semi-structured interviews,
in which planned questions were asked and other questions emerged based on
answers which were annotated by the note keeper (observer).

The interviews consisted of some core questions, each with the candidate
follow-up questions designed to encourage participants to give more information.
All interviews followed the structure listed in the study plan including but not
limited to the questions below:

– How do participants understand and perceive the concept of derived and dis-
closed information visualized in the Data Track? What other type of infor-
mation about their data are they interested in? What do they value in the
Data Track and what do they suggest to improve and what are their concerns
regarding using the tool?

– Who has access to their data in the Data Track and where is the data that
they uploaded to the Data Track stored? Will any changes of the data in the
Google account affect the uploaded data to the Data Track and the other
way around ? In what circumstances would they like to download and upload
their data from/to service providers? How can the Data Track help them if
it provides users with the option to edit/filter data and it saves the changes?
What is the preferable way for them to transfer the data between service
providers (directly or via the Data Track)?

Captured screen videos were checked against notes taken in each interview.
The recordings were transcribed and coded to extract participants’ ideas and
perceptions. Notes taken during the interviews were compared with correspond-
ing screen recordings to reduce the observer bias and ensure the accuracy of
data.



172 F. Karegar et al.

3.3 Demographic Information

Demographic information extracted from the pre-study questionnaires and sum-
marized in Table 1 shows that six women and four men participated in our study
with different age ranges. All the participants but one have Google accounts, all
of them work with computers and use the Internet daily or almost every day,
and all of them possess smartphones. As discussed above, we tried to get an
unbiased sample by mostly inviting arbitrary people from the city center or the
Facebook group for citizens of Karlstad. Nonetheless, the table shows that many
of the test participants have an academic background—probably because people
with a higher education are more interested to participate in a research study
by Karlstad University in English and also the fact that Karlstad is a university
town with a high percentage of academics and students probably contributes to
this effect.

4 User Study Results

We analyzed the answers that we received during the semi-structured interviews,
categorized them using the grounded theory method [5] and identified common

Table 1. Summary of participants’ information

Demographic information

ID Age

range

Gender Educational

background

Google

account

Smartphone Computer

usage

Internet

usage

Knowledge

of computer

security and

privacy

P1 21–25 Female Bachelor:

Law

Yes Yes Almost

everyday

Everyday A bit

familiar

P2 26–30 Female Master:

Psychology

Yes Yes Almost

everyday

Everyday A bit

familiar

P3 61–65 Male PhD:

Natural

sciences

No Yes Everyday Almost

everyday

No

knowledge

P4 51–55 Male High school Yes Yes Everyday Everyday A bit

familiar

P5 31–35 Female High school Yes Yes Everyday Everyday Quite

familiar

P6 36–40 Male Bachelor:

Physiother-

apy

Yes Yes Everyday Everyday A bit

familiar

P7 46–50 Female PhD:

Business

administra-

tor

Yes Yes Everyday Everyday A bit

familiar

P8 51–55 Female Bachelor:

Social

sciences

Yes Yes Everyday Everyday A bit

familiar

P9 46–50 Female Bachelor:

Psychology

Yes Yes Everyday Everyday A bit

familiar

P10 61–65 Male Human

resource

management

Yes Yes Everyday Everyday Professional
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themes. In this section, we will provide the results of our user study in relation
to our two main research questions.

4.1 Users’ Perceptions of Transparency Functions

The results of our questions aiming to identify users’ perceptions about trans-
parency can be categorized in three main domains: (1) the users’ understanding
of data derived by service providers vs. explicitly or implicitly disclosed data to
service providers, (2) users’ attitudes about sensitivity and importance of derived
data, and (3) desired transparency functions from the users’ point of view.

4.1.1 Derived vs. Disclosed Data
We intended to analyze whether the users were aware of or surprised about
derived data and whether they were interested in having it visualized. The exact
terms used by Google for derived activities from location data displayed in the
Data Track (such as “tilting” or “in vehicle”) were not meaningful for the par-
ticipants and most of them were not much interested in this type of derived
activity data that Google reveals in the exported file. However, all of the partici-
pants expressed that they were aware that some service providers have more data
about them comparing to what they disclose directly. They mostly referred to
Facebook and they stated their interests in other kinds of derived data like what
Facebook learns about them by analyzing the keywords and pages they search
for. They were also more interested in derived data related to their long-term
behavioral patterns (see Sect. 4.1.3).

We conclude that visualizing data exports using the exact wording for the
derived data categories that service providers such as Google provide, may thus
not always be perceived as useful and more meaningful information about this
type of data may be more appropriate to be shown by TETs.

4.1.2 Sensitivity and Importance of Derived Data
Some participants expressed that they do not consider the derived activity data
visualized in the Data Track as sensitive. To justify, they mentioned that they
are not generally concerned about their privacy but they know that on the
other hand other people do care about it. In addition, some other participants
explained that it depends on different factors like what service providers can
learn from analyzing the information and the combination of information and
how they intend to use it. Correspondingly, P6 mentioned about activities users
would like to hide and said: “if we are on the highway and speeding in
our car or if we are doing something illegal, it is really sensitive”.

Interestingly, just two of the participants said it is an important and sensitive
kind of information. However, one of them mentioned she herself is not interested
to know about it because too much information would only scare her.

Whether to have control or not and whether to know about the risks and
benefits of derived data were the other parameters participants mentioned that
contribute to the fact of importance of visualizing derived data.
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It is worth mentioning that the context of derived data was location data
and the kind of information that people think could be derived from. However,
asking them to think of other contexts than location data, their attitudes differed
from previous ones. One Participant (P2) mentioned Facebook advertisements
and said: “based on the recipe you look for, they know if you are vegan or based
on your membership in different groups they know if you are depressed and it
is really sensitive” and the other (P4) expressed his concerns regarding user
profiling rather than derived activities from his locations and said: “political
view is sensitive and wrong analysis could be harmful for my reputation.”

4.1.3 Transparency Functions
To clarify more about users’ requirements regarding transparency features of
the Data Track, we asked them about what they value in the Data Track, what
are their concerns regarding using it and what they think should be improved.
Moreover, to have a better insight into those transparency functions in which
participants could be more interested and not to limit ourselves and our partic-
ipants to the location context, we told them that they can think more generally
about their most used service providers and what they would like to see visual-
ized. In the following, we explain our observations and findings.

Values and concerns related to the Data Track. Regarding what participants
value in a transparency tool like Data Track we avoided asking and reporting
positive comments about whether they like the tool but we focused on the par-
ticular comments that explain how they may use such a tool. Some participants
mentioned they cannot see the point of visualizing their data and they think it is
not needed. Some other mentioned they prefer the visualization of the informa-
tion of which they are not usually aware like behavioral patterns and statistical
data about them.

Six participants expressed their concerns regarding privacy and security of
their data if they want to use the tool. Also, two referred to trust and symbols
making them feel less concerned. Surprisingly, one of the participants (P7) said:
“It is certified by the Google (pointing out to the Google logo on the timeline
view while navigating through the tool) so I am not concerned. Google has a
good reputation in my opinion” and the other (P6) said: “as it is developed at
KaU I am less concerned”. In any case, branding may play a role in lowering
concerns.

What to be visualized. (1) Behavioral patterns: Most of the participants were
interested in knowing more about their movement and travel patterns, usage pat-
terns for different service providers, some statistical data about their behaviors
and some information about to whom their data is sold, how it is exchanged and
how they receive related advertisements. “One does not know how much data an
application really gets, it is interesting to know about it”, said participant one
(P1). P3 also mentioned about the speed and movement profile: “by knowing the
speed of movement when walking they know that I am not young. It is good for
me to know my speed”.
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(2) Have more control: Three participants explained explicitly that they
would like to have some functions in the Data Track to exercise more control
over their data: “Now that I am informed about the data, what can I do about
it? I need to react on it”.

(3) Knowing about benefits and usage: One participant (P8) clarified that
she cannot see the point of using the tool and she needs more information about
the advantages of being aware of all her disclosed data.

Some suggestions about more practical information based on the exact loca-
tions and more representative icons for location pins were also among the
comments.

4.2 Users’ Perceptions of Data Export and Portability

For user-side TETs like the Data Track which visualizes data exports, it is impor-
tant that users comprehend the visualized data in the tool is under their control.
However, as mentioned earlier, previous Data Track usability tests and related
tests conducted in the PRIME project revealed the users’ problems to differen-
tiate between user and services sides and confusions about where their data are
stored. So first in this section, we report on users’ understanding of locally and
remotely stored data and we represent the results of people’s opinions about
who has access to their data uploaded to the Data Track.

Furthermore, adding the new functionality for visualizing personal data
exports from a service provider to the latest stand-alone version of Data Track
has the objective to allow to export and visualize personal data from users’
accounts. In the future, it could also help people first to visualize and then
edit (in future versions) the data exports according to their requirements before
sending it to other service providers while they are exercising the right of data
portability. Thus we aim to learn more about people’s attitudes about Data
Track as an intermediary TET when they want to transfer the data from one
service provider to another. Since data portability is a new concept for users and
it is not offered yet by service providers, we first investigate users’ perceptions
about downloading their data from a service provider, uploading it to another
one and whether they can consider a scenario in which they may need or use
these features. Then we investigate about their preferable way when they want to
transfer their data from a service provider to another. Finally, we ask about their
attitudes towards Data Track as a tool with which they can visualize exports of
data, change and then send the edited version to the desired service provider.
The results are reported in Sect. 4.2.2.

4.2.1 Locally vs. Remotely Stored Data and Access to the Uploaded
Data to the Data Track

When we asked participants about who has access to the data that they uploaded
to the Data Track, we received different answers that, with participants’ justi-
fications about their statements, are summarized in Table 2. Also in Table 3 we
represent participants’ opinions about where the data uploaded to the Data
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Table 2. Participants’ attitudes about who has access to the uploaded data to the
Data Track

Who has access to your uploaded (imported) data to the Data Track?

ID P1-P10 P2-P5-P9 P4-P7 P6-P8

Answer Just me Some companies -
probably all the
world - my phone,
my account

Google Tool
developers

Justification If hackers
cannot, it is
just me - I
downloaded
the file and
gave it to
Data Track

Google sells the
data to others -
everything online
can be accessed by
others - you know,
big brother!

It is
synchronized
with Google -
functioning
within Google

It is developed
at Kau and I
uploaded my
data to it

Table 3. Users’ attitudes about where the data are stored

Where the uploaded data to the Data Track are stored?

ID P1-P2-P3-P7-P8 P6 P4 P5-P10

Answer Somewhere on
the Cloud

Hopefully in a server
at Kau

On my
computer

Google and my
computer

Track are stored. Although some participants (P1, P10) correctly answered who
has access to the data, they were confused about where the data are stored. On
the contrary, P4 who recognized that the data are stored on his machine thought
that Google had access to his data uploaded to the Data Track.

Data Track is running within the browser. Also, the term upload is usu-
ally used for transferring files from the user side to online websites. We assume
both of these facts suggest people that the Data Track is a web application
connecting to some servers and they usually forget about the file they down-
load to their machines and upload to the Data Track. Also, we assume because
they can upload the data which they downloaded previously from Google to the
Data Track, they think the Data Track is somehow connected to Google and
synchronized with it. It needs more investigations and is the subject of future
works.

To further investigate about people’s perceptions of locally and remotely
stored data, we asked participants whether some changes in Google data would
affect the visualized data in the Data Track or the other way around and we
observed different answers that with participants’ justifications about their state-
ments are summarized in Tables 4 and 5.

Comparing Tables 4 and 5, it reveals that although some participants cor-
rectly recognized that to see the changes made on the Google data they should
again download and upload it to Data Track, they thought that modifying the
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Table 4. Users’ attitudes about changes in Google data and their effects on the
uploaded data to the Data Track

Does editing the Google location data affect the uploaded data to the Data Track?

ID P1-P2-P3-P5-P6-P9 P4-P7-P8-P10

Answer No Yes

Justification I should download and
upload first to see the
changes, not simply
refresh the page

It is synchronized with Google - It should be
updated automatically - I hope so, I do not
know really

Table 5. Users’ attitudes about changes in uploaded data to the Data Track and their
effects on Google data

Does editing the uploaded data to the Data Track affect the Google location data?

ID P2-P3-P5-P6-P10 P1-P4-P7-P8-P9

Answer No Yes

Justification They do not work
together, they are not
connected - It would
be a bad tool
otherwise - Google
does not allow, it is
downloaded

If you refresh Google, it will fetch new
changes - They are connected - It is a service
from Google

uploaded data to the Data Track would affect the data on the Google side (P9
and P1). Moreover, although some participants correctly said that changes on
the data in Data Track would not affect the Google data, the justifications about
their answers were not the real reasons. One said if it removes the Google data it
is a “bad software” (P3). In addition, some participants (P2, P3, P5, P6) under-
stood that changes in the uploaded data to the Data Track or Google would
not affect the other one (until we download and upload the data again to see
the changes we made on Google data). However, interestingly, they could not
recognize where the uploaded data to the Data Track were stored and who had
access to it.

4.2.2 Users’ Attitudes of Data Portability, Preferable Ways and
Usefulness of Data Track

About the usefulness of download and potential upload features in service
providers and ability to think of a scenario in which people may use it, we
observed different opinions. Some participants explicitly said that they do not
need these options because they cannot think of a scenario in which they will
use it or they think the risks would outweigh benefits. Some others mentioned
they think download and upload options are useful. They explained a scenario
like downloading all of their Instagram pictures to have them on their machines
or downloading all of their WhatsApp groups and messages to save them some-
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Table 6. Participants’ preferable way to transfer data from one Service Provider (SP)
to another

Do you prefer to use a button directly or download the data and then upload it to a new SP?

ID P1-P2-P3-P4-P6-P9 P7-P8-P10 P5

Preferable way Download and then

upload

The button I am not sure

Justification I feel safer - I want to

have control over my

data - By using button,

I do not know what is

going on, I want to see

what is transferred

less time-consuming -

no need to think - easy

and convenient

I remembered the

Facebook login button.

It transfers the data

but I am not sure what

Facebook sends to the

others

where. Impressively, five out of ten people expressed their concerns regarding
the risks in regard to security and two out of ten asked about the benefits:

“If I can see the benefits and usage of it I will think of these options” (P8)
and the other said: “I am not willing at all to download my data on my machine.
It is fine on the cloud. It is too risky to have it on my machine because I am
responsible for its security and if something happens it is my fault” (P7).

We asked participants to consider a scenario in which they want to transfer
their data (Facebook data including all advertisements they have clicked or the
people they have searched about in Facebook) from Facebook to a new social
network (because their friends moved to the new social network or according
to the news the new one has better features) and tell us about their preferable
way. They assumed they had two options: (1) download the data from Facebook,
change/filter information and then upload it to the new website. (2) use a button
on Facebook that directly sends the data to the new website. Different opinions
and preferences are summarized in Table 6.

Interestingly, one of the people (P9) who preferred the button emphasized
that she needs some kind of information or messages showing what is happening
before she sends the data by clicking the button like the information she receives
when she uses Facebook login button. The one (P5) who was not sure about her
preferred option also mentioned about social login buttons and expressed her
privacy concerns about what is transferred when she uses these buttons.

Finally, we asked people to consider the same scenario of transferring their
Facebook data to another social network and we told them to imagine that Data
Track would provide edit functionality and would be able to save the new version
of data exports. Then we asked about participants’ attitudes of the usefulness of
Data Track in this scenario. All participants said that they can see the usefulness
of the Data Track to have control over their data, change the parts they do not
want to be included and it will be really helpful to adjust the data and visualize
what will be transferred. However, some participants also again mentioned that
they have privacy and security concerns (see Sect. 4.1.3).
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5 Conclusion and Future Work

We conducted a user study with ten participants using semi-structured inter-
views aiming to understand the users’ perceptions of data export, data porta-
bility and transparency functions in the latest stand-alone version of the Data
Track. Albeit most of the participants showed rather little interest in the visu-
alization of derived activity data revealed in the Google exported location data
file, they stated their interests in other kind of derived data (e.g., by Facebook
or online marketing services), like movement and travel patterns, usage patterns
for different service providers, statistical data based on their behaviors and infor-
mation about to whom their data are sold, how it is exchanged and how they
receive related advertisements. In addition to the kind of transparency functions
of their interests, some of them also stated that they would like to exercise more
control over their data via this tool, e.g., they would like to have added function-
ality allowing them to delete or correct data (such control functions are actually
offered by the previous (non stand-alone) A4Cloud Data Track version).

Analyzing users’ perceptions of data export and portability, as we experi-
enced in previous user studies, again confirmed that it is for many users confusing
and difficult to differentiate between locally and remotely stored and controlled
data. Several test participants were thinking that the data in the Data Track
were synchronized with the data in the Google account. Several users were also
concerned about the security of their data when they think of downloading the
data on their own machines and being responsible for its security. Nonetheless,
most participants stated that for the purpose of exercising their right to data
portability, they would prefer to first export their data, inspect and filter out
some information before uploading it to another service provider, and would
appreciate using a tool such as the Data Track for helping them to visualize and
filter data in this context. They thereby clearly would like to be in control when
exercising the right of data portability over the easier option of having their
personal data transmitted directly from one controller to another one.

We want to note that while we used fake location data of a persona in the first
task of our user study, it will be interesting to conduct future user studies for our
transparency tools with real data of test participants to analyze how they are
reacting if they are confronted their own data traces. This will, however, require
further careful preparation for recruiting suitable volunteers, for setting up suit-
able data protection and ethical procedures and for getting ethical approval by
the university’s ethics review board.

We are currently extending the stand-alone Data Track for allowing also to
visualize data exports of other service providers like YouTube search history or
Facebook data, which will let us make other types of disclosed and derived data
transparent that participants in our user study showed interest in. Moreover, it
will allow the users to compare what data different service providers know about
them and what data the service providers have in common (a feature that the
previous non-stand alone A4Cloud Data Track version already provided with its
trace view).
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Moreover, users should be provided with helpful instructions on how they can
subsequently exercise their rights to erase or rectify data electronically by logging
into the service provider’s side (if these control functions are made available by
the respective service provider—which is the case at least partially with Google
today).

Besides, given the interest by participants to use the Data Track as a visual-
ization and filtering tool when porting data from one service provider to another
one, we intend to expand the functionality of the Data Track supporting users
in all data portability steps, i.e., supporting them to export the data from one
service provider, to visualize and filter data and to import the altered data set
to the new service provider.
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Abstract. In cloud computing, a cloud service-brokering framework
mediates between cloud service users (CSUs) and cloud service providers
(CSPs) to facilitate the availability of cloud services to the users accord-
ing to their requirements from multi-cloud environment. The current
cloud service brokering framework considers the service performance
commitments of CSPs, but it is not aware of current legal/regulatory
compliance status of CSPs when recommending services to the users. A
cloud contract (terms of service, Service Level Agreement (SLA)) helps
cloud users in their decision making to select an appropriate CSP accord-
ing to their expectations. CSUs feedback and survey report show that
users are still not satisfied with the current terms and conditions commit-
ted to by CSPs. They believe that the terms and conditions are unclear
or unbalanced, which they sometimes are when in favour of CSPs. In
this paper, we identify some major issues to be included in cloud con-
tract to make it safe and fair to all parties involved in the agreement
from the European Union (EU) data protection perspective. Another
contribution of the paper is analyzing cloud contracts (their terms of
service and SLAs) offered by international CSPs in respect of the stan-
dard guidelines recommended by different independent bodies to include
in the cloud contracts. This information is visualized in a sorting table,
called a Heat Map table, which gives a clear picture of the regulatory
compliance status of CSPs in their cloud contract documents.

Keywords: Cloud contract · Legal issues · Compliance status · SLA ·
Provider analysis

1 Introduction

Cloud computing is a promising technology for the information technology (IT)
industry that has only recently emerged. An increasing number of IT service
providers are offering computational, storage, networking, and application host-
ing services that cover several continents. Small medium enterprises (SMEs) as
well as big enterprises are attracted towards the cloud technology. Adopting
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cloud computing in their businesses has its pros and cons. Some institutions are
attracted to cloud computing because of its easy deployment, low initial start-
up cost and easily scalablility, while others are serious about the cloud adopting
risks. IDC1 has forecasted that worldwide public cloud services spending will be
to double by 2019. There are many technical and legal challenges for cloud users
to fully adapt cloud computing in their businesses. In such circumstances, the
actual service performance status of CSPs including regulatory compliance status
according to the current legal framework, can help cloud users in their decision
making to choose cloud services according to their requirements. A mediator,
which can facilitate among cloud users to provide cloud services according to
the businesses’ requirements and finds appropriate users according to the ser-
vices offered by them, is called cloud service broker (CSB). Mainly, it can play
following roles [10,14]:

– Discovery of SLA and law/regulation compliant services
– Monitoring run-time SLA and law/regulation compliance
– Checking of SLA and law/regulation compliance during the service on-board

and at run time
– Actuation to maintain compliance.

Cloudforeurope2 has identified the need for evaluating the performance of com-
peting CSPs to select cloud services according to their requirements under the
CloudWatchHub3 project. The main idea is to accelerate and increase the use
of cloud computing across the public and private sectors in Europe and educate
SMEs how to choose the right service provider to take account of personal data
protection and service level concerns as opposed to price only.

The reference document for CSBs to recommend cloud services to the users
is a cloud contract document. Buyya et al. [4] have pointed out two contracting
models: (1) The online agreement is a click wrap agreement where the user agrees
to the terms and conditions of the CSPs in an “I agree” box or similar at the
moment of service initiation. Online agreement is not subject to negotiation by
cloud users. This model is the most commonly followed model by cloud providers,
where by cloud users do not have any bargaining power to negotiate the standard
agreement offered by CSPs. This analysis is limited to an online agreement model
because all the information mentioned here are taken from CSPs’ website; (2) A
standard, negotiated, signature-based agreement, which generally occurs when
larger companies want to move their critical data or applications to the cloud
(for instance to the public cloud). In such an agreement, cloud users are free to
push their terms and conditions, and requirements, in the contract document.

In summary, a CSB can play two roles in a cloud computing architecture: (1)
Service matching according the requirements of the cloud users, and (2) a regu-
latory compliance check according to the current legal framework. Current cloud
service brokering frameworks recommend cloud services to the users by consider-
ing the service performance status of the CSPs, and most of these frameworks are
1 https://www.idc.com/.
2 http://www.cloudforeurope.eu/partners.
3 http://www.cloudwatchhub.eu.

https://www.idc.com/
http://www.cloudforeurope.eu/partners
http://www.cloudwatchhub.eu
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not aware of the current legal framework. In the literature, most of the research
works on the cloud service brokering are: (1) service performance service discov-
ery and matching [13], Quality of Service (QoS) management and optimization [6],
interoperability in multi-cloud architecture [5] and so on. Kousiouris et al. [12] and
Casalicchio and Palmirani [7] have introduced legal compliance checking capabil-
ities in cloud brokering but does not consider the service performance compliance
in recommending cloud services to the cloud users. Wagle et al. [17,19] have pro-
posed evaluation techniques to evaluate the performance of the CSPs. But, these
papers are mainly focused on service performance analysis of cloud providers.

The current cloud service-brokering framework is not techno-legal friendly,
which can be capable to check both legal and service performance compliance in
a single platform. Cloud users and providers are often reluctant to take advan-
tage of cloud computing services because they think that either the terms and
conditions are unclear or are unbalanced in the favour of CSPs4. More often
CSPs try to avoid their responsibilities, as in security and data protection for
the users, to be on the safe side in terms of any legal obstacles; however, these
are the current big issues in cloud computing contracts from the legal point of
view. In our observation, most of the CSPs provides contractual issues under
the terms of service and SLA section on their website. Our main source of infor-
mation in analyzing the regulatory compliance status is: terms of service, SLA
agreement, and any frequently asked questions (FAQ) available on the website
of the cloud service provider.

In a survey conducted by W.K. Hon et al. [20], the authors pointed out
six major terms included in standard cloud computing contracts, which cloud
users are highly interested to negotiate. These are the: (1) Limitation of liability
in data integrity and disaster recovery, (2) Service Level Agreement (SLA), (3)
Security and privacy, (4) Vendor lock-in and exit, (5) Provider’s ability to change
the service features, and (6) Intellectual property rights (IPR). The survey shows
that cloud users are not yet convinced with current practiced standard cloud con-
tracts. In cloud computing, cloud contract documents are yet to be standardized
and develop defined standard terminology [9]; however, some recent attempts [1]
towards standardization of cloud SLA have been performed5.

The rest of the paper is organized as follows: Sect. 2 presents the overview
of the SLA assured cloud service brokering framework. Section 3 identifies data
protection risks in cloud computing from a cloud contractual point of view.
We briefly present terms of service and SLA commitments offered by interna-
tional cloud service providers to check the regulatory compliance status of them
according to the current legal framework in Sect. 4. Based on it, we point out
some important points to be included in a current cloud contract to make it safe
and fair for both CSPs and cloud users. An approach to checking the regula-
tory compliance status of CSPs has been proposed as a main contribution of the
paper in Sect. 4.1. Since, in the cloud contract, most of the terms are related with

4 http://ec.europa.eu/justice/contract/cloud-computing/index-en.htm.
5 https://ec.europa.eu/digital-single-market/en/news/cloud-service-level-agreement-

standardisation-guidelines.

http://ec.europa.eu/justice/contract/cloud-computing/index-en.htm
https://ec.europa.eu/digital-single-market/en/news/cloud-service-level-agreement-standardisation-guidelines
https://ec.europa.eu/digital-single-market/en/news/cloud-service-level-agreement-standardisation-guidelines
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data privacy issues, the analysis is heavily influenced by the EU data protection
regime. The paper concludes with the overall concept in Sect. 5.

2 SLA Assured Cloud Service Brokering Framework

Figure 1 shows our proposed SLA assured cloud service brokering framework.
The National Institute of Standards and Technology (NIST)’s cloud reference
architecture [14] has defined specific roles for multiple actors in reference archi-
tectures. In the proposed SLA assured cloud service brokering framework, the
cloud service broker (CSB) collects the requirements of users with their priority
list of cloud services. The CSB then matches the offers of CSPs to provide services
to the users according to these priority lists. The service monitoring module mon-
itors the service performance of CSPs including regulatory compliance status of
the CSPs. Wagle et al. [17,19] have addressed service verification, service perfor-
mance evaluation, sorting and ranking based on service performance monitoring,
service performance pattern analysis, and pattern prediction for recommending
optimal sets of alternatives to the cloud users. In this paper, we mainly address

Fig. 1. SLA based brokering and service verification framework
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the regulatory compliance status analysis of CSPs to recommend services to the
users.

3 Safe and Fair Terms and Conditions in Cloud
Computing

As the data from various cloud users is stored in a shared infrastructure envi-
ronment, there exists the possibility of the accessing of confidential data by
un-authorized users or media. This causes many technical issues to protect data
from unwanted access as well as it creates legal issues due to the dynamic nature
of service access in cloud computing. The recently enacted EU’s General Data
Protection Regulation (GDPR)6 repealing the EU’s Data Protection Directive
95/46/EC7, gives fundamental rights to the data users (data subjects) with
respect to their personal data while requiring “data controllers” to follow rules
and restrictions with respect to their data processing operations [11]. The regu-
lation is designed to further addressing new technological developments. Cloud
users are entitled to be informed of the identity of any data controller and the
purposes for which personal data are being collected or processed. According
to the GDPR, data controllers should follow a main set of privacy protection
principles on data protection that define the individual rights of the users and
the responsibilities of data controllers that process personal data: fair and law-
ful processing, collection and processing only for a proper purpose; should be
adequate, relevant and not excessive; should be accurate and up to date, should
be retained no longer than necessary; giving the data subject access to his/her
data, keeping data secure; and no transfer of personal data to a country that
does not provide an adequate level of privacy and personal data protection. New
penalties (including fines of up to the greater of either e100 million, or 2–5% of
annual worldwide turn over) in the new regulation are intended to make CSPs
serious about their regulatory compliance.

An Opinion of the Article 29 Working Party8 has categorized data protection
risks in cloud computing, into two major broad groups, (1) and (2): (1) risk due
to a lack of control over the data. Under this category, lack of availability due to
lack of interoperability (vendor lock-in), lack of integrity caused by the sharing
of resources, lack of confidentiality in terms of law enforcement requests made
directly to a CSP, lack of intervenability due to the complexities and dynamics of
the outsourcing chain and data subjects’ rights, and lack of isolation within the
CSPs’ clients are the main data protection risks, and (2) risk due to insufficient
information regarding the processing operation (hence, a lack of transparency).
Mainly these risks may arise from the controller not being aware of certain
conditions: for example, that some form chain processing is taking place involving
multiple processors and subcontractors, personal data are processed in difference
6 http://ec.europa.eu/justice/data-protection/reform/index-en.htm.
7 http://eur-lex.europa.eu/legal-content/.
8 http://ec.europa.eu/justice/data-protection/article-29/documentation/

opinion-recommendation/files/2012/wp196-en.pdf.

http://ec.europa.eu/justice/data-protection/reform/index-en.htm
http://eur-lex.europa.eu/legal-content/
http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-recommendation/files/2012/wp196-en.pdf
http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-recommendation/files/2012/wp196-en.pdf
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geographic locations within the European Economic Area (EEA), and personal
data are transferred to third countries outside the EEA.

However literature from many standardization bodies and organizations have
many points to be considered in the list to make the terms and conditions in the
agreement safe and fair, following some major points addressed by the Cloud
Select Industry Group - Subgroup on Service Level Agreement (C-SIG-SLA)9.
In addition, the authors in [20] considered analyzing the regulatory compliance
status of CSPs through the terms of service mentioned in the contract document,
which is clear and transparent to every parties involved in the agreement. All
the important points mentioned in the section that follows are represented in
Table 1 as criteria and sub-criteria to analyze the regulatory compliance status
of the CSPs.

3.1 Liabilities

Providers try to exclude liabilities altogether or restrict liabilities as much as
possible because they provide commoditized services [20]. It is also true that it
is not always practical to expose the CSPs to unlimited liabilities for a small deal.
Liabilities of data loss of Infrastructure as a Service (IaaS) providers, liabilities
for intellectual property rights infringement of software by Software as a Service
(SaaS) providers are some examples of conflicting issues mostly between users
and providers [20].

3.2 Service Level Agreement

A SLA is a documented agreement between the cloud service provider and cloud
user that identifies services and cloud service level objectives (SLOs). It should
include minimum level objectives that CSPs can provide to the cloud users and
details about what happens when the CSP has failed to provide agreed minimum
level objectives. The C-SIG-SLA has defined a set of SLA standardization guide-
lines for CSPs and professional cloud users, while ensuring the specific needs of
the cloud market and industry are taken into account. This document is specif-
ically targeted at the European cloud market. We highlight some major points,
which are important to be included in a SLA agreement:

Performance Service Level. The performance service level includes the avail-
ability of the services (uptime, percentage of successful requests, percentage of
timely service provisioning requests), response time of the service, capacity para-
meters (number of simultaneous connections, number of simultaneous cloud ser-
vice users, maximum resource capacity, service throughput) and support (sup-
port hours, support responsiveness, resolution time).

9 https://ec.europa.eu/digital-single-market/en/news/cloud-service-level-agreement-
standardisation-guidelines.

https://ec.europa.eu/digital-single-market/en/news/cloud-service-level-agreement-standardisation-guidelines
https://ec.europa.eu/digital-single-market/en/news/cloud-service-level-agreement-standardisation-guidelines
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Security Service Level. Service reliability, authentication and authorization,
cryptography, security incident management and reporting, logging and moni-
toring, auditing and security verification, vulnerability management and security
control governance are the major points to be included in a security service level
agreement. Service reliability, which is directly interconnected with the level
of redundancy that a CSP can provide at the user authentication and iden-
tity assurance level, should be mentioned for authentication and authorization.
How a cloud service provider handles information security incidents is of great
concern to cloud service users. Incident reporting is also important in security
incident management. Logging is the recording of data related to the operation
and use of a cloud service. Monitoring means determining the status of one or
more parameters of a cloud service. Logging and monitoring are ordinarily the
responsibility of the cloud service provider.

Data Management Service Level. From the security and regulatory point of
view, it is necessary to classify data, for example, the user’s data, provider’s data,
cloud service derived data and so on. It is also necessary to include data backup,
mirroring and restore, lifecycle of data and data portability with different formats
and interfaces in the agreement.

Personal Data Protection Service Level. In a SLA agreement, the most
important part is to define how the CSP acts as a data processor or data con-
troller or joint controllers (notably by processing personal data for their own
purposes, outside of an explicit mandate from the user). It is also necessary to
describe applicable data protection codes of conduct, standards, and certifica-
tions. If personal data are processed, it is necessary to define the purposes of
processing, openness and transparency of subcontractors. The document should
define who is accountable for a personal data breach. Another important issue
in the data management service level is a detailed list about the geographical
location(s), where user data may be stored and/or processed and preferred geo-
graphical location for the storage of the user data. Last but not least, a SLA
agreement must define the access request response time period within which
the provider shall communicate the information necessary to allow the user to
respond to access requests by the data subjects.

3.3 Provider Lock-In and Exit

Lock-in is one of the top concerns of cloud users. Most of the cloud users may
not wish to be locked-in for long time with an initial contract. Users should be
free to leave the service after a short, specific time. Users should be allowed to
leave the service when they feel that the service is not appropriate for them
or the same service is available in the market at a cheaper price from another
CSP. While this is a commercial issue, the main concern is how a user’s data
and metadata can be recovered once the service is terminated for whatever the
reason. Data formats should be easily accessible, readable and importable into
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other applications of other CSPs, independently. Data retention and deletion
are also important issues in a cloud contract. Users should be assured about
retention of their data and the complete deletion of their data after contract
termination [20].

3.4 Terms and Conditions

As usual, like in other contracts there should be minimum terms, a renewal
period and a notice period. Long initial terms may be one of the issues of provider
lock-in. Many of the CSPs set automatic renewal provisions, which may mislead
cloud users if there are not a fixed notice periods. These terms and conditions
depend on types of services and types of business scale. Suspension rights must
be also clearly mentioned in an agreed contract document.

3.5 Changing Service Features

CSPs should not be entitled to change terms without consent, or at least should
give users notice and allow them to terminate the contract10. Any changes in ser-
vice must not adversely affect the previous commitment. Users must be notified
within a sufficient time mentioning the key changes and impact of changes.

3.6 Intellectual Property Rights

Intellectual property rights (IPR) issues arise frequently in relation to cloud
processed data and, or applications. This generally happens due to the issue of
who owns data in the cloud contract document not being addressed properly.

4 Analysis of Terms of Service and SLA Committed to
by CSPs

In this section, we first provide the terms of service and SLA commitments of
some incumbent CSPs. The main sources of information come from the terms of
service, SLA document, security practices, privacy policies, the cloud documen-
tations on getting started and other user guides, and FAQs by CSPs. We second
expose some missing major items in the current cloud contracts. We third (in
a following sub-section) offer two tables that explain these two sets of issues;
the second table uses a simple pictorial format. What follows are the details in
relation to the incumbent CSPs.

Microsoft Azure: Microsoft Azure11 offers a specific SLA commitments in
multiple services. Its SLA commitment ranges from maximum 99.9%–99.99%.
It provides sector/region-wise SLA commitments to the cloud users. It offers
detailed information regarding the data transfer; however, information on data

10 https://www.cloudindustryforum.org/search/site/CIF3.
11 https://azure.microsoft.com/en-us/support/legal/sla/summary/.

https://www.cloudindustryforum.org/search/site/CIF3
https://azure.microsoft.com/en-us/support/legal/sla/summary/


190 S.S. Wagle

privacy and security issues in the terms and conditions document is not clearly
detailed12.

GMOCloud: GMO Cloud13 offers at least 99.999% monthly uptime for all
cloud services. The SLA document offered by GMO is not a service-specific
commitments. It provides details of security & backup, and IPR; however, it is
silent on data privacy and governing law. The terms of service place the liability
on the cloud users to protect their own privacy14. It provides detailed information
of data centre locations.

HP Cloud: The SLA offer of HP Cloud15 ranges from at least 99.95%–100%
in a specific cloud service. There is a limited information of data privacy and
security in its terms of service. Detailed information of the SLA and terms of
service are not easily available, as the company is not planning to expand its
public cloud services further.

Amazon: Amazon provides various cloud services, however, Amazon S316

and Amazon EC217 are its most popular cloud services. It offers at least 99.9%
uptime for both S3 and EC2 services. It provides a well organized contract agree-
ment for specific services18,19. The contract agreement offered contains detailed
information on security and data privacy, governing law and IPR.

RackSpace: Rackspace cloud20 service provider provides a service specific
SLA commitment. Monthly uptime from at least 99.9% to maximum 100% is
offered in its SLA document. It guarantees the user data privacy according to
applicable data protection/privacy law21. It also provides a detailed information
on its global security policy.

Google Cloud: Google Cloud22 offers a service specific SLA. It ranges from
at least 99.9%–100% monthly uptime based on the service offer. It covers most
of the important terms in its terms of service. Data processing, security terms,
compliance with different regulatory frameworks, governing law and jurisdiction
are all covered in the agreement23. The SLA monitoring issues are still not clear,
however, in the commitment document. According to the document, it is possible
to choose data centre according to users’ preferences in different locations.

City Cloud: City Cloud24 offers a SLA commitment of at least 100% monthly
uptime in all its services, irrespective of the specific cloud services. It does not
provide detailed terms of service related to security and data privacy, governing

12 https://azure.microsoft.com/en-us/support/legal/services-terms-nov-2014/.
13 https://www.gmocloud.com/common/download/catalog iqcloud.pdf.
14 http://us.gmocloud.com/legal/.
15 http://www.hpcloud.com/sla/.
16 http://aws.amazon.com/s3/sla/.
17 http://aws.amazon.com/ec2/sla/.
18 http://portal.aws.amazon.com/gp/aws/developer/terms-and-conditions.html.
19 http://aws.amazon.com/agreement/.
20 https://www.rackspace.com/information/legal/cloud/sla.
21 https://www.rackspace.com/information/legal/cloud/tos.
22 https://cloud.google.com/.
23 https://cloud.google.com/terms/.
24 https://www.citynetworkhosting.com/sla/.

https://azure.microsoft.com/en-us/support/legal/services-terms-nov-2014/
https://www.gmocloud.com/common/download/catalog_iqcloud.pdf
http://us.gmocloud.com/legal/
http://www.hpcloud.com/sla/
http://aws.amazon.com/s3/sla/
http://aws.amazon.com/ec2/sla/
http://portal.aws.amazon.com/gp/aws/developer/terms-and-conditions.html
http://aws.amazon.com/agreement/
https://www.rackspace.com/information/legal/cloud/sla
https://www.rackspace.com/information/legal/cloud/tos
https://cloud.google.com/
https://cloud.google.com/terms/
https://www.citynetworkhosting.com/sla/
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law and jurisdiction. It provides the geo-locations of data centres and monitoring
facility of cloud services.

Cloud Sigma: Similarly, Cloud Sigma25 also offers at least 100% monthly
uptime irrespective of a specific service. The terms of service detail liability,
privacy policy, IPR, governing law and jurisdiction26. Information related to
data centre locations is also provided. However, the terms and conditions are
not clear enough as is recommended by standard cloud contract guidelines.

Elastic Host: Elastic Host27 provides a service specific SLA offer that ranges
from at least 99.95%–100%. It lacks specific details on privacy and security issues
in the provided SLA agreement provided, and puts more liability on the users.
The proposed agreement is specific in terms of governing law and jurisdiction.

Century Link Cloud: Century Link Cloud28 is very specific in terms of its
SLA document. It commits to 100% uptime for public/private networks and
at least 99.9% for the rest of the services. It provides a privacy policy29, data
retention issues, governing law, and jurisdiction; however, it is not specific on
data liability and other issues, which are necessary to make a safe and fair cloud
contract. It provides data centre locations on its website.

Digital Ocean: However, Digital Ocean30 does not provide specific SLA com-
mitments. According to the service offers, it provides at least 99.99% monthly
uptime in network, power and virtual server availability. The offered document
provides information related to the liabilities, and governing law, data privacy
but a detail related to physical security is still missing in the document.

GoGrid Cloud: GoGrid Cloud31,32 provides a very specific SLA commitment
for each cloud service. It also provides a regional, specific performance matrix
in its SLA document. It is more specific on privacy and security issues, IPR and
third party offerings, and choice of law, and jurisdiction; however, it does not
take more liabilities in user’s data.

UpCloud: UpCloud33 commit to a minimum of 100% monthly uptime to all
services, irrespective of the specific cloud service. The terms of service are not
clear on data security and privacy, governing law, jurisdiction, and data centre
locations34.

IBM Cloud: IBM does not provide specific service SLA metrics. The terms of
service of IBM is well organized, and provides the details of security descriptions,
data protection, conditions of trans-boarder data flow and information regarding

25 https://www.cloudsigma.com/features/.
26 https://www.cloudsigma.com/legal-switzerland/.
27 https://www.elastichosts.com/terms-of-service/.
28 https://www.ctl.io/legal/sla/.
29 https://www.ctl.io/legal/privacy/.
30 https://www.digitalocean.com/legal/terms/.
31 https://www.datapipe.com/gogrid/legal/sla/.
32 https://www.datapipe.com/gogrid/legal/terms-of-service/.
33 https://www.upcloud.com/blog/how-seriously-does-your-cloud-hosting-provider-

take-redundancy/.
34 https://www.upcloud.com/documentation/terms/.
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the governing law and jurisdiction35. It also provides information on data centre
locations.

Exoscale Cloud: Exoscale Cloud provides 95.95% availability in all its ser-
vices36. The terms of service are well described and clear. The document is
specific on data security (however, it takes less liabilities), data protection and
privacy, governing law and jurisdiction, data storage and IPR.

Baremetal Cloud: It provides 99.999% availability unspecific with a cloud
service. The SLA and terms of service37 provided are not sufficient on data
privacy or provider’s liabilities; however, it provides an information related to
physical level security and data centre locations.

Arubacloud: Aruba cloud provides at least 99.95% availability to all cloud
services with the exception of 100% in power and air conditioning38. It provides
detailed information on the processing of personal data with specific applicable
law, jurisdictions and competency, but it provides the less information regarding
the security issues from a technical point of view. It also provides an information
related to data center locations and service monitoring details.

Softlayer Cloud : It does not provide a SLA commitment specific to particular
services. In its SLA agreement document, it uses the sentence “SoftLayer will
use reasonable efforts to provide a service level of 100% for the public/private
network...”, but it guarantees a service credit for more than two hours39. It
is not clearly mentioned how this is provided; however, it agrees to maintain
reasonable and appropriate measures related to physical security to protect user
content40. The document is specific on data protection and privacy, governing
law and jurisdictions. It also provides the geographical locations of data centres.

Vaultnetwork Cloud : The Vault network Cloud endeavours to have service(s)
available for access by any party in the world 99.5% of the time41. The document
provided does not detail security, data privacy and protection issues. It is specific
on governing law and jurisdictions.

CloudCentral: It commits 99.95% uptime commitment to infrastructure ser-
vices42. The terms and conditions43 are clear in liabilities, governing law, and
IPR, but there is not sufficient information on data privacy and physical security.

It is worthwhile to mention that cloud users still believe current contracts are
not fair and remain favourable towards the CSPs. We identify here some major
missing points in current cloud contracts, which can be helpful to improve the
fairness and transparency of the cloud contracts. Four specific issues follow:

35 https://www-03.ibm.com/software/sla/.
36 https://www.exoscale.ch/terms/.
37 https://www.baremetalcloud.com/legal-terms.
38 https://www.arubacloud.com/company/general-conditions.aspx.
39 http://static.softlayer.com/sites/default/files/sla.pdf.
40 http://static.softlayer.com/sites/default/files/assets/page/Terms-of-Service.pdf.
41 https://www.vaultnetworks.com/about/company-policies/terms-of-service/.
42 https://www.cloudcentral.com.au/sla/.
43 https://www.cloudcentral.com.au/terms-and-conditions/.
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1. Lack of Liabilities and Indemnity
Most of the providers state their entire liability according to the charge paid
by the user or a maximum amount. This could be considered to limit or
exclude the legal rights of the user under some laws (for instance, under EU
law it is considered to be an unfair contract [8]).

2. Consent for the Collection and Processing of Personal Data for Secondary
Non-Compatible Purposes
Information that is collected from cloud users for the internal purposes of
the CSPs, and gathered by them, such as billing or management of the cloud
services, will belong to the CSPs [15]. However, this information should not
be used for the unfair advantage. In our analysis, most of the providers do
not mention theses issues in their terms of service, but some providers still
use this information for other purpose without seeking the particular consent
from the data subject [20].

3. Lack of Transparency
As we already discussed, there is a lack of a standardized format and ter-
minology of cloud contracts in cloud computing. Cloud providers prefer to
include terms according to their feasibility in the proposed terms of service
and SLA. Unclear, and sometimes unfair, terms of service in the cloud con-
tract misguide the rights of cloud users in contract breaching. The lack of
a clear monitoring technique in the SLA, hidden payment obligations, and
automatic renewals can occur due to unclear terms of service in the cloud
contract.

4. SLA agreement
a. Lack of Service Monitoring
The user pays as per usage in terms of cloud computing. So, service credit and
other claims will be authorized according to the SLA agreement. Many of the
contract terms do not mention about the methods of service monitoring. SLA
monitoring has become a challenging issue, because it has been observed that
all the cloud service providers may not provide services to the user according
to their SLA commitments [17].
b. Disaster Recovery
In the most of the contract documents, how CSPs manage disaster recovery
of the services is not clear. A well-managed disaster recovery plan is a very
significant criterion for users who desire to select an appropriate CSP.
c. Location of Data
In our observation, many of the CSPs provide information related to data cen-
tre locations on their website. Cloud users can choose an appropriate location
according to their requirements, but this information is not still part of the
terms of service and SLA.
d. Data portability, Data irretrievability
Very few CSPs provide the information related to data portability and irre-
trievability. Cloud users should be easily able to retrieve their data if they
prefer to switch to another CSP due for any reason.
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Table 1. Criteria and sub-criteria for evaluating cloud services

Criteria Sub-criteria Short name

Liabilities Liabilities Li

Performance service level Availability Av

Response time Res

Capacity Cap

Security service level Service reliability Rel

Authentication and authorization Au

Security incident mgmt inc

Reporting Rep

Logging Log

Monitoring Mon

Data management service level Data classification Dcls

Data backup, mirroring and restore BMR

Data lifecycle and portability DLP

Personal data protection service level Code of conduct Ccon

Purpose of specification Pspec

Openness, transparency and notice OTN

Accountability Acc

Geographical location of user data DL

Provider lock-in and exit Lock-in In

Exit Ex

Terms and conditions Terms and conditions TC

Changing service features Changing service features CS

Intellectual property rights (IPR) IPR IPR

Sometimes, it is hard for most of the cloud users to follow these points, since
they are not aware of the existing legal framework or they do not have sufficient
legal knowledge to follow the legal framework. In the next section, we propose
how a performance evaluation technique (called the Heat Map technique) can
be implemented to check the regulatory compliance status of the CSPs. The
Heat Map table (second of the two tables) gives complete information on the
regulatory compliance status of the CSPs in a visualized form.

4.1 Pictorial Analysis of CSP’s Contracts in Ordinary Values

A SLA assured service brokering framework is proposed in [18]. This framework
recommends the cloud services to the user that have a verified service perfor-
mance delivery against the SLA commitments of CSPs. Wagle et al. [17,19] pro-
posed evaluation techniques to evaluate the service performance of the CSPs.
These two papers are mainly focused on service performance analysis of the
CSPs. In cloud computing, specifically in a public cloud scenario, regulatory
compliance management is also critical issue as the cloud users outsource data
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processing and storage to CSPs that can be under legislation/regulation [16].
Casalicchio and Palmirani [7] have introduced a conceptual framework for legal
compliance checking in cloud brokering, but the framework does not give a
clear picture of the regulatory compliance status of the CSPs. Information on
service performance status, including regulatory compliance status, facilitates
cloud users in their decision making to choose appropriate CSPs according to
their requirements. The main motivation of our paper is analyzing the regulatory
compliance status of the CSPs. We assign a corresponding ordinal level according
to the fair and transparent contract document that the CSPs’ have committed
to the users (see Table 1. We then implement a Heat Map technique [2,3,17]
proposed for service performance evaluation to evaluate the regulatory compli-
ance status of the cloud providers. Using this Heat Map technique, potential
CSPs are sorted into marginal performance quantile classes to rank the CSPs
with multiple performance criteria in increasing order or decreasing order [17].
Performance quantile class is associated with the colours ranging from dark red
(worst) to dark green (best) for the performance heat map visualization (See the
colour legend for the 7-tiles in Table 2). We have considered the major parame-
ters described in Sect. 3 of this paper. All the information is taken from the CSPs’
websites. The developed heat map table offers a graphic display, which shows
to what extent CSPs are accepting regulatory compliance in their contractual
documentation.

We assign 0–3 ordinary levels according to the detailed specification provided
in the SLA document, terms of service and so on. If there is not any information

Table 2. Pictorial view of cloud contracts offered by International CSPs
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provided, we assign ‘NA’ in that particular parameter. 3 - “Available, complete
and included all the points”, 2 - “Available, sufficient and missing some points”,
1 - “Available, insufficient and missing some points”, 0 - “Available, insufficient
but not clear points” ‘NA’ - “Not Available”.

We assign corresponding ordinal level according to fair and transparent con-
tract document they have committed to the users (see Table 1). The proposed
visualized table gives an idea to cloud users, cloud service brokers, and regula-
tory bodies of just how CSPs are aware of regulatory compliance in contractual
terms in cloud computing. The first row in the Table 2 states the criteria of the
evaluations. The second row represents the weight of the criteria. However, since
different weights can be assigned to the evaluation according to the evaluator
requirements, we have assigned an equal weight in each sub-criterion by con-
sidering that all criteria are equally important. The tau value represents the
dominancy level of sorting (for instance 0.52 is the dominancy level in this case).
However, none of the CSPs provide sufficiently complete information to make
a safe and fair contract, although cloud providers Amazon, Google Cloud Stor-
age and Microsoft Azure give more information in their contract document than
other cloud providers in selected cloud providers in this regulatory compliance
analysis (See Table 2). The ordinary levels and heat map tables presented in this
section are only for explanatory purposes (see for example, Table 2) and should
not be considered in any case as conclusive because expressing legal issues using
quantitative value is not straightforward. It is worthwhile to mention here that
this paper is only concerned with the transparency levels of the providers in
terms of their contract document available on their website according to the
current legal framework and does not check the service performance level of
CSPs.

5 Concluding Remarks

A cloud contract is the most important legal binding document in cloud com-
puting, which ensures fair and safe to all parties before delivering or receiving
services. Obviously, it is not possible to cover all the terms and conditions in a
cloud contract document, but any contract should nevertheless be clear enough
to, and fair for all, the parties involved in the agreement. The cloud contracts
currently committed to by CSPs do not seem to be sufficient as fair, safe and
transparent cloud contracts. The available literature, the recommendations of
different independent bodies, and an analysis of the terms of service and SLA
agreements committed to by CSPs, show that cloud users are still not convinced
about current cloud contracts. The heat map table presented in this paper gives
the current position of CSPs according to their regulatory compliance status in
their contract documents. A pictorial table of this information, committed to
by the CSPs, helps cloud users in their decision making to choose an appro-
priate CSP according to their requirements. It also helps cloud service brokers
to recommend CSPs according to users’ needs. Potential future work includes
an implementation of the proposed heat map technique in the SLA assured
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service brokering framework [18], which covers both service performance status
and regulatory compliance status when recommending services to users.
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Abstract. In this paper we propose a hybrid privacy-protection model for the
Internet of Things (IoT) with the ultimate purpose of balancing privacy restric‐
tions and usability in data delivery services. Our model uses traditional de-iden‐
tification methods (such as k-anonymity) under low-privacy requirements, but
allows for the transmission of aggregate statistical results (calculated with a
privacy-preserving method such as Differential Privacy) as an alternative if the
privacy requirements exceed a threshold. We show a prototype implementation
for this model, and present a small step-by-step example.

Keywords: Privacy negotiation · Internet of Things · Differential privacy

1 Introduction

The data collected in the context of the Internet of Things (IoT), is being incorporated
in the business model of many companies, as it takes advantage of the millions of devices
freely collecting and distributing data on a daily basis. CISCO states that in year 2015,
563 millions of new mobile devices and connections were added to the 7.3 billion that
were already there in 2014 [1]. Data traffic reached 3.7 exabytes per month at the end
of 2015, 1.6 times more than 2014, originating in 97 million of wearable devices that
generated 15 petabytes of monthly traffic. It is projected that by 2020 the monthly mobile
data traffic will reach 20.6 exabytes per month. All this ecosystem composed by people,
smart devices, sensors, data collectors, data analyzers, predictors and applications might
cause an inappropriate exposure of personal information that the user is not aware of [2].
One possibility is to allow data consumers and producers to negotiate privacy agree‐
ments in advance, and then use these agreements to try to satisfy, in the best possible
way their requirements.

We are interested in the following scenario: IoT data producers (for example, resi‐
dential users of smart meters) and IoT data consumers (for example, recommender or
safety applications) negotiate a privacy agreement through a third trusted party (TTP),
a hypothetical privacy broker. The broker will administer the aggregate full data-base
of records generated by all data producers. The existence of such a third party is not a
new concept [3] and it could work even on a decentralized environment [4].
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The privacy broker will use some sort of negotiation protocol between the interested
parties, and will record privacy agreements as rules between each user and each
consumer. For example, producer requirements could be coded as permissions over
some data attributes, and consumer requirements could be given by one or more infor‐
mation loss metrics. Producer requirements will always have a higher priority, given
that a violation could expose sensitive data. Although there are one-to-one agreements
between consumers and producers, when a consumer requests data corresponding to
several producers, the calculation of a joint result that satisfies all individual producer
privacy requirements is not trivial, and can cause severe information loss.

We propose a hybrid model where the broker has two privacy-preserving methods
to define what to communicate to a requesting consumer: (1) a default, record-by-record
descriptor method [5, 6] (also called syntactical de-identification [7]) that will be used
when the satisfaction of producer requirements generates an information loss within the
threshold required by the data consumer; and (2) an alternative (“statistical”) method
that will create a set of statistical descriptors for the original data [8]. These aggregate
results are the ones that will be used to answer the consumer query if the information
loss exceeds the agreed threshold. The statistical method has to be also privacy-
preserving, such as Differential Privacy [9].

The motivation for the proposed model is the fact that data consumers are also an
important part of the IoT ecosystem, so for cases when satisfying joint producer require‐
ments result in a large information loss, our model could at least provide an aggregate
result that might be useful to the consumer, instead of returning a useless set of records.
For example, a recommender app might be able to continue functioning even in the
presence of intermittent aggregate statistics instead of more granular data.

To further specify the model, we decided to use a privacy-negotiation environment
such as the one proposed by Ukil et al. in [2], and take some other elements from their
model. The constraints resulting from the application of negotiated parameters to a given
set of data to be published provide us with a natural source of varying requirements. For
our proof of concept we use k-anonimity as the syntactic de-identification method [10],
and Differential Privacy (DP) [6] as the statistical privacy-preserving method. Finally,
as information loss metric we use the one proposed by Iyengar in 2002 [11].

The rest of the paper is organized as follows: Sect. 2 describes the proposed model;
Sect. 3 presents the proof of concept prototype; Sect. 4 describes an IoT scenario for the
model; and Sect. 5 presents two examples of prototype use. Finally, in Sect. 6 there is
a discussion and possibilities for future work are outlined.

2 Proposed Model

Following Ukil et al. [2], our scenario considers two actors: (1) the data producer, that
is, the individual that is exposing information gathered automatically by devices like
sensors; and (2) the data consumer, which requests gathered IoT data for analysis.

The actors communicate through a third party broker that stores consumer data and
receives, evaluates, and answers requests for access, originating with data producers.
The broker is also responsible for negotiating and reaching privacy agreements between
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producers and consumers. This third party must have global rules incorporating local
laws and good practices. For example, the release of any personally identifiable infor‐
mation (PII) should be excluded from any privacy agreement by default. Furthermore,
depending on the privacy-preserving release method the broker must use the settings
most appropriate to defend consumer privacy. For example, the model in [2] uses the
rules given in Lodha et al. [12] to define the type and degree of de-identification to be
applied for the syntactic anonymization methods used.

The particular negotiation agreements between each producer and consumer could
be coded as complex rules over data semantics, or be as simple as permissions given
over data attributes, which is the approach used in [2]. Their rule representation is an
access matrix that relates all the relevant attributes to specific data consumers using a
single permission flag.

After privacy agreements have been set up, the high-level view of our model is that
data consumers will query the broker for data belonging to a group of data producers.
The broker will first check if the data requested could be provided under any global
rules, and, if so, will query its aggregate producer database. The table resulting from
this query will then be syntactically anonymized [7] (for example, with k-anonymity)
using the particular rules triggered by the consumers that are part of this particular
response. Once the anonymization is complete, an information loss metric would be
calculated. If the data loss is within the threshold negotiated with the consumer, the
anonymized table is sent. Otherwise, a set of aggregate statistical descriptors is calcu‐
lated from the original resulting table using a privacy-preserving method (for example
Differential Privacy), and the set of statistical descriptors is sent as response to the data
consumer. This way, some useful information is still returned to the consumer.

3 Proof of Concept Prototype

As proof of concept for the model we implemented a prototype in which we use k-
anonymization [10] as the syntactical model, and Differential Privacy (DP) [9] as the
statistical anonymity model. In particular, for k-anonymization, we used a simple imple‐
mentation locally developed, and for DP, we used PINQ, the McSherry implementation
[13]. As the information loss metric we used the one proposed by Iyengar [11] because
it works on generalization hierarchies.

The prototype does not currently collect data from producers and consumers, and
neither executes negotiation processes. Instead, it feeds on a given dataset, a given
agreement set, and reads the parameters for the global rules. Given the restrictions
imposed by the McSherry implementation, the dataset is stored in a Microsoft SQL
Server. The logical architecture for the prototype is shown in Fig. 1.

To represent privacy agreements between consumers and producers we use a matrix
similar to the one in [2], but the semantics of the permission flag is taken as a permission
to include in a syntactical result. That is, if a producer sets the flag to 0 on a specific
attribute for a given consumer, that attribute for that producer could not be included in
an anonymized table independently of the degree of k. The matrix is filled using a simple
user interface, as the negotiation process in itself is outside the scope of this paper. Given

Using Differential Privacy for the Internet of Things 203



the matrix semantic, the information loss is calculated in two phases: the first one after
eliminating all records of users that were not willing to share an attribute required by
the query, and the second one after applying k-anonymization to the remaining records.
For the first one the information loss is calculated as the percentage of deleted records
with regard to the total returned by the query. In the second phase, Iyengar´s information
loss is applied as if the remaining records were the original dataset. Somewhat arbitrarily,
both losses are added to calculate total loss before deciding what to return to the
consumer.

The global privacy rules included were: (1) The elimination of PIIs; (2) A given
classification of non-PII attributes in quasi-identifiers and sensitive data; (3) A choice
of k by the prototype operator for k-anonymization; (4) A choice of DP parameters by
the operator (epsilon and privacy budget); and (5) A choice of information loss threshold
for each consumer. Rule 1 is executed manually. For rule 2, the respective columns are
marked in advance. Values for rules 3, 4, and 5 are read through several interfaces.

The interfaces were implemented in ASP.NET, using Microsoft Internet Information
Services 7 on Microsoft Windows 7 Professional and running on an Oracle Virtual Box
engine version 5.0.16. The whole process is encapsulated in the same ASP.NET appli‐
cation, using the C# class library as well and invoking PINQ 0.1.0.0 and LINQ 4.0.0.0
libraries and ADO.NET 4 to finally access the MS SQL Server 2008 R2

The process followed by our proof of concept is depicted in Fig. 2. It starts with a
data consumer making a data request (1). This request generates a query, and the data
resulting from the application of the query is then analyzed using the attribute access
matrix, and filtering all the records that must be removed from the query as determined
by the application of the privacy rules generated during the negotiation (2). After this
reduction, the data loss is computed as a percentage of records lost with respect to the
original query answer (3). If the data loss threshold is reached (4), a set of predefined
statistical descriptors are calculated on the original query response using a DP

Fig. 1. Prototype logical architecture
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implementation (5) and delivered to the Data Consumer as response (11). Otherwise (4),
the filtered response is de-identified using – again - the applicable privacy-preserving
rules (6) and the data loss (Iyengar) for this process is calculated (7) added to the loss
of the first filtering process (8), and compared against the data loss threshold (9). If this
integrated loss estimation reaches the threshold, the set of statistical descriptors of the
original query is calculated using a DP implementation (5) and delivered to the Data
Consumer as response (10).

Fig. 2. Protection method selection process.

To determine the feasibility of the proposed model, we describe a possible IoT
application scenario, then choose a real dataset that fits the proposed scenario, implement
a prototype and show its use for a simple, and then a larger case.

4 An IoT Scenario for the Model

The composite data collected from IoT sensors and devices in different households has
the potential to create unexpected (and unwanted) disclosures. For example, Greveler
et al. [14], presents a case where energy consumption data transmitted to the service and
application support layer, allows intrusive identification about devices located inside the
households of data producers (TV set, refrigerator, toaster, oven). For example,
depending on the frequency of analysis of the electricity usage profile (for instance at a
0.5 − 1 s sample rate) the data can reveal what channel a TV set in the household is
displaying. Therefore, something that at first sight looks inoffensive, like taking part into
an electricity consumption survey, could reveal information that the house owner might
not have wanted to share. Despite the huge importance and knowledge that can be
generated understanding consumption patterns for power at home, data collected from
these devices can also be used as a surveillance tool.
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Given the findings in [14], the scenario in which we situate the model is electricity
consumption data. Each sensor sends its data to servers over the Internet, which in turn
uses the data to show users their current energy consumption and estimate the monthly
bill on a real-time basis. The data producer is the application that reads the sensor and
sends the data it produces over the Internet. The data owner, and by extension the
producer, is the user that installed the sensor: possibly the inhabitant of the house. The
value for the producer of sending the data is the possibility to use the energy resources
more efficiently or to get access to new technologies that could improve living. To
execute calculations, the application requires permission to sense the data of all appli‐
ances in the household. Analysis of the sensed data could be used to recommend
improvements to other users of the system. Furthermore, the application will need to
process information gathered from different households on a particular region. The data
could be very detailed and enable the profiling of people living in the house.

This paper only intends to provide evidence that the proposed model could be
instantiated in a working prototype, but not yet investigate its usefulness in real envi‐
ronments. However, given that next step, to test the prototype, we used the collection
published by the Department of Industry, Innovation and Science of Australian Govern‐
ment (DIIS) under the project name “Sample household electricity time of use data”,
that can be accessed in http://data.nsw.gov.au/data/dataset/sample-household-
electricity-time-of-use-data/resource/ed7aaa03-6282-4254-9dcb-0e80bc6dc90d?
inner_span=True. The objective of DIIS for this project was to ensure that households
have enough information to improve the use of electricity network. The dataset contains
10,828,120 energy readings for 808 several types of users.

The collection includes electricity use (in kwh) measured approximately every
30 min for a year using a smart meter to collect this information. It also provides basic
demographic information, that could be used to infer customers. Customer demographic
information includes customer ID (that allows to create a relationship between consump‐
tion and customer), address region, income range, appliances in house, people in house,
and others. As mentioned before, with just the electricity consumption, it can be deter‐
mined what appliances are being used in the household.

5 Examples of Model Application

The first example is presented to provide a step-by-step description of the model appli‐
cation. Table 1 shows a 18-record hypothetical result table (we proceed directly to the
processing after the Privacy Broker has extracted the raw data corresponding to the
consumer request).

Suppose we also have a previously negotiated matrix of data access for a given data
consumer from each of the data providers. The matrix contains a column for each quasi-
identifier (QI), and a value of 0 or 1 indicating whether the user is willing to share the
QI in a release or not. The matrix is shown in Table 2.

206 C.R. Gómez Rodríguez and E.G. Barrantes S.

http://data.nsw.gov.au/data/dataset/sample-household-electricity-time-of-use-data/resource/ed7aaa03-6282-4254-9dcb-0e80bc6dc90d?inner_span=True
http://data.nsw.gov.au/data/dataset/sample-household-electricity-time-of-use-data/resource/ed7aaa03-6282-4254-9dcb-0e80bc6dc90d?inner_span=True
http://data.nsw.gov.au/data/dataset/sample-household-electricity-time-of-use-data/resource/ed7aaa03-6282-4254-9dcb-0e80bc6dc90d?inner_span=True


Table 1. Example result table.

Table 2. Example privacy matrix

The resulting table has to be filtered against the preset values from the privacy matrix
shown in Table 2. In this case, a total of 8 records must be removed from the result table,
since those data producers will not allow to show information for at least one of the
requested columns. The records that must be removed are shown with a shadow on them.

The first information loss calculation is just the number of removed records divided
by the total number of records that should be considered. For this particular case the loss
for the first pass is 0.444. For a 0.5 threshold, the de-identification process has to proceed.

To provide k = 2 k-anonymity the quasi-identifiers were categorized as follows:
County: 100 to 101, and 102 to 103; Sex: * (suppressed); Age (years): less than 32, 32
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to less than 40, 40 to less than 48, 48 to less than 56, 56 to less than 64, and 64 and more.
Any combination of these quasi-identifiers ranges provides 2 or more records, accom‐
plishing the k = 2 requirement. The information loss metric was calculated for this as
0.44. Table 3 shows the 2-anonymized data.

Table 3. Result of filtering the data in Table 1 given the restrictions in Table 2. Using k = 2 k-
anonymity. ID is an identifier value, QI are quasi-identifiers.

ID QI QI QI DATA DATA
Customer Id County Sex Age Reading_Value Outlet
* [100,101] * [40–48[ 393 TV
* [100,101] * [40–48[ 423 TV
* [100,101] * [0–32[ 334 TV
* [102,103] * [0–32[ 445 TV
* [102,103] * [40–48[ 553 TV
* [102,103] * [40–48[ 445 TV
* [102,103] * [0–32[ 765 TV
* [100,101] * [0–32[ 455 TV
* [102,103] * [32–40[ 334 TV
* [102,103] * [32–40[ 654 TV

Adding both information loss metrics, it results in a value of 0.95, exceeding the
preset threshold of 0.5. So in this particular case, the privacy selection process had to
deliver DP aggregated functions to the data consumer. For the purpose of showing the
noise induced by DP, six consecutive answers are shown in Table 4.

Table 4. Results from DP computation for 6 identical requests performed by the data consumer.
Data Request = Information from all records that County equals {101, 102,103} and Outlet = ‘TV’

∙ Request Nbr 1 2 3 4 5 6 Actual
data

∙ Record count 16.00 20.00 15.00 16.00 19.00 15.00 18.00
Age Percentile 25 28.00 26.00 33.00 30.00 26.00 27.00 31.00

Percentile 50 43.50 42.50 41.50 47.50 43.50 37.50 42.50
Percentile 75 48.25 53.25 50.25 48.25 50.25 45.25 50.25

Reading
Value

Percentile 25 330.50 331.50 335.50 330.50 335.50 332.50 333.50
Percentile 50 437.00 436.00 435.00 439.00 435.00 438.00 333.50
Percentile 75 554.25 552.25 551.25 554.25 556.25 551.25 333.50

∙ Sum 7,794.00 7,545.00 7,068.00 6,945.00 6,481.00 5,787.00 7,902.00

As it could be seen, instead of delivering a nearly useless de-identified dataset to the
consumer, a set of statistical descriptors was provided, partially preserving utility for a
hypothetical consumer application.

For the second example, we chose to use the energy readings for the retail/domestic
users of the DIIS database (a total of 222 users and 8,908,454 registers), with the attrib‐
utes Customer Identification, Region Name, Reading Time, Appliance Name, and
Reading Value. An example record is (10036802, CANTERBURY, 2013-11-14
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03:37:59, TV, 202.242). The DIIS dataset information is published in CSV format, and
the data was imported to a Microsoft SQL Server for the prototype.

Attribute Customer Identification is a direct identifier, so it is not included in the
negotiation, and it is automatically suppressed from any result. Attributes Reading Time
and Reading Value are assumed to be the sensitive values, and Region Name and Appli‐
ance Name are the ones taken to be the quasi-identifiers and therefore included in the
negotiation.

As an approximation to the negotiation values reflected by the matrix, we used the
classification of privacy concern given by Humphrey Taylor based on a telephone survey
by Harris Poll, conducted on a USA nationwide cross section of 1,010 adults [15]. Taylor
concludes that 26% of respondents were “privacy fundamentalists”, 10% were “privacy
unconcerned”, and 64% were “privacy pragmatists”. Based on this classification, around
26% of the 222 users (58) were randomly assigned with a negative decision on the
sharing of both quasi-identifiers, around 10% of the users had a positive sharing decision
on both quasi-identifiers (22), and the remaining approximately 64% of the population
(142 users) were assigned random decision values for the quasi-identifiers (all positive,
one of them positive, both negative).

For the test, we assumed a data consumer query for the electrical readings of 22 users
(10%) randomly chosen users in the week between the 8 and 15 of February of 2014.
The privacy matrix of each of those users revealed 8 users with a do-not-share prefer‐
ence, 4 asserting a use-everything preference, and 10 users that allowed access to one
attribute but not the other. In this test the filtering interprets the matrix as “do not
communicate anything from users with both attributes hidden”, so we remove all the
records belonging to the do-not-share users which correspond to 12,863 out of a total
of 23,610 readings for this query. Therefore, the first-step total data loss was slightly
over 35%, which is still within the preset threshold. Afterwards, a k = 60 anonymization
was performed, and the loss metric (LM) was calculated as 0.118. Combining this with
the first-step, the combined loss is still below 50% so we communicate the anonymized
results to the data consumer.

6 Discussion and Future Work

We have proposed a hybrid model to deliver data with privacy protections to consumers,
and presented a particular implementation just to test its feasibility. Both the model and
the prototype provide us with a flexibility in the semantic of the negotiation, the appli‐
cation of either semantic or statistical anonymization.

Taking into account the high volume of data generated by IoT, and that this data
could have traces of private information that producers are not aware of, it is important
to provide privacy protection. Privacy negotiation might provide usable methods of
accomplishing this goal. To satisfy not only data producer but also data consumer
requirements, in this paper DP is added to the negotiation model to be able to provide
some utility in constrained settings, without sacrificing privacy. An implementation of
this design was shown.
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Extending DP implementations like PINQ could help to adhere this privacy protec‐
tion layers to different contexts. So far, PINQ has few aggregated computations (count,
sum, average, statistic order and median), and even when DP seems to have increased
its application in different scenarios recently, Microsoft left behind new implementations
for PINQ, and even when current version 0.1 is fully functional, it lacks of many other
functions to provide even more utility to the data consumers. It was last released back
in 2009, but it is still downloadable from the Microsoft official web site and it is
supported in Windows 10, their latest operating system.

It would be very valuable if the attribute two-dimensional matrix, could be improved
to a multidimensional matrix that can represent not only data fields and consumers with
binary resolutions, but also consider time, purpose of queries, data age, etc. Also, settings
could be more than just 1’s and 0’s, but adding different levels, for instance, k values
(k-anonymity parameter) and/or epsilon and privacy budget (DP parameters) values.

There are many complexities involved in the application of hybrid models. It is not
known, for example, if–in the long run- the intermittent application of each would lead
to unintended disclosures. This is a well-known problem for any hybrid model, and
needs to be studied in this case.

A less theoretical, but equally important issue is to be able to establish if the data
that a statistical model returns to the data consumer would be useful at all, that is, would
reduce the negative impact of this privacy protection. Acceptance from reasonable data
consumers is important for the dissemination of these models.

On a different level, for the test case we made many assumptions, so it is necessary
to experimentally explore what would be the effect of different queries on the threshold.
For example, what percentage of the time the prototype returns a k-anonymized dataset
instead of a DP summary. This requires a careful tuning of the k and the threshold to
reflect more realistic values.
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Abstract. Recruiters today are often using some kind of tool with data mining
and profiling, as an initial screening for successful candidates. Their objective is
often to become more objective and get away from human limitation, such as
implicit biases versus underprivileged groups of people. In this explorative anal‐
ysis there have been three potential problems identified, regarding the practice of
using these predictive computer tools for hiring. First, that they might miss the
best candidates, as the employed algorithms are tuned with limited and outdated
data. Second, is the risk of directly or indirectly discriminate candidates, or, third,
failure to give equal opportunities for all individuals. The problems are not new
to us, and from this theoretical analysis and from other similar work; it seems that
algorithms and predictive data mining tools have similar kinds of implicit biases
as humans. Our human limitations, then, does not seem to be limited to us humans.

Keywords: Data mining · Social exclusion · Discrimination · Implicit bias ·
Recruitment · Big Data · People Analytics · Machine-learning

1 Introduction

How can a company looking for a specific person for a specific role find the most likely
candidate to succeed among thousands of applicants? This is a problem facing many
recruiters that are either headhunting, or have a job advertisement for popular positions,
with often 500–1000 applicants applying for a single job.

To meet this challenge, recruiters within many firms and organizations use profiling
to screen applicants for the most promising candidates. Typically it is used as an initial
big cut, where some candidates later will be interviewed and evaluated in more detail.
Today, this initial big cut of candidates is often made “automatically”, by an algorithm,
with the selection based on a set of values. This is a technological feat that simplifies
the life of a recruiter tremendously, and really can be seen as a necessary advancement
to meet the conditions of hundreds and thousands of applicants for single positions, in
today’s job market.

What companies’ uses are more specifically is data mining: machine learning with
algorithms and statistical learning. This if often referred to as using “Big Data”, or
“People Analytics”; i.e. using large datasets to identify parameters that represents the
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best candidates for various positions. The motivation for companies is often the claim
to become more objective in their assessment [1, 2]. They can also be claimed to want
to become more certain in their decision making for hiring. But what consequences does
this reliance on technology have on the process of selecting and discarding applicants?

Let us start by taking a step back; if there are no other means at the recruiters and
managers disposal to make judgements, they will have to rely on their intuition. Field-
expert’s intuition can very well be very good and accurate for making estimations within
their specific area of expertise, but they will nevertheless be estimations based on
subjective value assessment, and at times faulty. There is also the problem of discrim‐
ination, even without conscious intent. Today this is controlled by equal opportunities
law; it is illegal to (explicitly) discriminate based on categories such as skin color,
ethnicity, gender and age (and to some extent avoid also implicit discrimination). Yet,
even with such countermeasures in place, discrimination seems to remain. As Pager and
Shepherd exemplifies: “today discrimination is less readily identifiable, posing problems
for social scientific conceptualization and measurement” [3]. This is often explained as
the unconscious phenomenon of implicit bias.

1.1 Implicit Bias and Predictive Machines

More generally, implicit bias is often referred to as unconscious associations. This is
what could lead to so-called stereotype threats; to attribute certain abilities and predicted
behavior to generalized categories of people. For example, several studies have exam‐
ined how different individuals judge a written application, as a resume or CV [4, 5]. The
only independent variable in the studies has been the name of the applicant; either native
or foreign sounding, alternatively a name associated to a minority group. In USA as well
as in Sweden, an applicant with a native name is much more likely to be called to an
interview, than one with a foreign name, even if their resumes were identical, and their
merits therefore should have been identical.

There is a similar effect for hiring women to management positions. An illuminating
example of the effect of how implicit bias could work is the following:

“There is good news and bad news about actual gender-related managerial differences. The good
news is that some do exist. The bad news is that they are overused as the basis for sexual ster‐
eotyping” [6].

This might be a controversial finding, that there seemed to be a difference between
female and male performance related to management positions. However, the authors
also note that the difference is overused in recruitment. This is very much what can be
seen happening when over-categorizing. While there might be a difference in perform‐
ance, the difference is neither black and white, nor clear-cut. Yet it continues to affect
diversity, and remains as an obstacle for diversity and equality.

I will exemplify this further with a more concrete example (see Subsect. 3.5 about
predictive brains), but let us first get back to the machines and algorithms that try to
predict the likely performance of applicants for a job position. Barocas and Selbst [2]
argue that an analysis and an algorithm are never better than the dataset on which they
are based; if the dataset is biased, so will the result be. Data sets are, just as in empirical
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science, historical data, which may themselves be laden with implicit biases of a
discriminatory nature. Thus, even if there is no explicit rule or class inferences made in
the algorithm to look for sensitive categories, the result from the algorithm may still be
(implicitly) biased.

One example of this is in plain view; our language and our use of lexical words.
Within our semantic use of words, implicit association tests (IAT) show how we, for
example, associate the word “dangerous” more to “black”, rather than “white” (mainly
in a context of US). This can feel troublesome, if you discover an implicit bias in your‐
self, and there are several IAT’s on the web that anyone can use to investigate their own
implicit biases. When it comes to machine learning and algorithms, a standard use is
keyword-associations, and pure statistical learning. What Caliskan-Islam et al. [7] show
is that when running IAT’s on algorithms such as these, they show similar kind of
implicit biases as humans do. It makes sense, if you accept Barocas and Selbst [2]
message that an analysis is never better than the data set, and if there are (historical)
biases embedded, as there seems to be in language, the results of this kind of machine-
learning algorithms will also be biased.

But, discrimination is punishable by law, you might object, and has been for quite a
while in most western countries. However, as you may already have realized from the
section above, the use of algorithms is technically quite complicated, and their effects
are not at all transparent. Therefore, there are currently holes in the available laws,
allowing some types of biased machine-based profiling, for example of applicants and
employees. I will discuss if better laws could solve this, such as those that are under way
in EU (see Subsect. 4.2), and I will also discuss solutions involving “better” algorithms
and machine learning techniques (see Subsect. 4.1).

Solution with human thinking. My main claim in this paper, however, is that it is
necessary to look deeper on the human side of the equation. Behind all the use of algo‐
rithms and computers, there is at least at some stage, a human considering a selection
of applicants, or making a decision. Another approach could be to try to stimulate better
thinking, with the use of assistive technological tools, and I will make an initial explo‐
ration if lessons from methodology of science can be used. As mentioned above, when
using machines and data, there is often a perception that you gain certainty and objec‐
tivity; cold hard facts, if you like, that are mined from the ground like minerals [8].
Science, however, would hold that what you need is uncertainty and doubt, and to always
be open minded to question, critique, and try to falsify what you think is true. Empirical
conclusions in science are, in other words, never facts set in stone, but always changing
and open to new interpretations and new explanations.

1.2 Methodology and Disposition

There is an inherent problem in this sphere of investigation: companies using Big Data
and data profiling. Namely that currently there are insufficient laws to force them to
disclose their processes, or algorithms. As Frank Pasquele names it, we currently very
much live in “The Black Box Society” [9], where we do not know what algorithms and
technologies are affecting us. In lack of empirical data concerning the effects on society,
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what are left are either journalistic endeavors trying to peek into those black boxes, or
theoretical works, looking at the mechanism of the algorithms that we at least to some
extent know to be at work in the background.

The latter is my approach in this paper, and in Sect. 2 I start by looking into the
mechanisms within machine learning and data profiling. This is continued with an anal‐
ysis of potential problem, in Sect. 3, and a continued discussion follows in Sect. 4, in
which I also propose different solutions and remedies to tackle the problems at hand.
The methodological limitation of limited empirical data in this sphere is addressed more
in the ending sections.

2 Organizations Using Big Data

The term Big Data is fairly new, but the phenomenon behind it is not necessarily as new.
Broadly speaking, it concerns the acquisition of useable, meaningful data, out of larger
data set, with the emphasis of the scale of the data set, or multiple data sets. This can
also be called data mining, and they remain closely related [8]. Another term that is
ubiquitous within the domain is machine learning, which focuses on using algorithms
that “learn” to identify patterns for classification, from training data. Data Profiling is a
more specific term within data management, and is defined as: “a specific kind of data
analysis used to discover and characterize important features of the data sets. Profiling
provides a picture of the data structure, content, rules and relationships, by applying
statistical methodologies to return a set of standard characteristics about data” [10].

In other words, what you get and can use from data mining and profiling is much
like data from empirical, statistical research. What the different fields also have in
common is that they mainly look for patterns in the data/training set; in much the same
manner as a speculative scientist could do to generate hypotheses from empirical data.

The usage of big data and data mining is widespread. According to a survey in North
America in 2014, 73% of companies stated they had invested, or planned to, invest in
Big Data analytic tools [11]. Larger employers today are, almost, forced into using some
kind of Internet-based management systems for handling job applications, either them‐
selves or through an external agency. In such systems, they typically use Applicant
Tracking Systems (ATS), to electronically manage information [12]. From this, it is a
small to also rank applicants, and typically present only the select few applicants that
are deemed to be the best fit, for recruiters and managers. The rest are, in other words,
disregarded and never considered by anyone but the machine and the ranking system.
Below I give a glimpse into the kind of parameters that can be used in ranking systems
like these, with an example of Xerox looking for customer service personnel.

2.1 Example of Xerox Using Data Profiling

Xerox is a global business services company with over 130,000 employees within
various technological fields, as well as organizational development. An important
element in their business model is customer service support. To manage their human-
resources within this field they have implemented big data analyses. One explicit
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performance value that they look for in a candidate is longevity within the company, as
in how long a person stays within the employer [13]. The motivation is often that
longevity of workers builds organization-specific knowledge over time, and it is impor‐
tant that this stays within the company. As an analytic tool they have been using Evolv,
currently part of a larger platform called Cornerstone OnDemand [14].

Xerox state that they put applicants through a series of tests to predict how they
would perform within customer service [13]. This is later followed up in regards to
performance measures, such as longevity. Evolv claim to have “500 million points of
employment data on over 3 million employees” (see Christl and Spiekerman [15] for a
more detailed overview of software used in hiring today). Part of the tests are surveys
regarding attitudes towards work, such as how long they are willing to travel/commute
to work, and how much overtime per week they would be willing to work. Additional
information is also gathered from CV’s.

Four measures were correlated with longevity: (1) Willingness to work 1–3 h over‐
time per week, 15 times more likely, (2) Applicants with bachelor’s degrees stay 5%
longer, and those with technical diplomas stay 26% longer, than those with high school
diplomas, (3) Those that have had a customer service job where they have had to use
empathy, rather than just taking orders, and, finally, (4) living closer to job, or having
reliable transportation [13].

It is also claimed that their ideal customer worker is someone that (1) scores well at
typing tests, to be better at taking in background documentation on clients, (2) is creative,
and (3) uses social media (but not too much). It is unclear how this data is correlated to
performance [13].

The result here is a profile, with a set of variables and parameters (a pattern), which
human-resource management use as a predictor of performance and how well an appli‐
cant fits for the position considered. In other words, someone that lives further away
from the working place, only has a high school diploma, and does not use social media
very much or at all; ends up with a low predictor and is likely to be cut at an early stage
in the hiring process.

Some also propose using data mining profiles together with expert systems, to help
make the selection of applicant [16]. This could be done with more or less automation,
either by giving suggestions to a recruiter (a suggestion the recruiter is probably likely
to follow), or by the system itself making initial selections. As mentioned above with
ATS’s, this process of profiling was previously more manual, and is today highly auto‐
mated.

No example has been found of recruiters using content data extracted from social
media to include in a job profile predictor. However, a study in Sweden showed that at
least half of the interviewed recruiters in big and middle-sized organizations did scan
applicant social media profiles themselves, at some point before hiring [17]. In the survey
they stated they looked for risk behaviors, where the applicant shared the organization’s
values, and things that might damage a company’s reputation. It would not be a difficult
step to include data from publicly, obtainable, social media profiles of applicants, and
make a keywords-association analysis to (try to) capture potential risk behavior.

This gets us into an even more intricate sphere of privacy and the use of personal
data, and it will expand the ways in which a person can be unfairly disregarded and
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discriminated. However, it may be enough to look at the data that an applicant has to
include in a resume, as I will argue for in this paper.

On the face of it, when it comes to unfairness, social exclusion and discrimination,
it is important to look for diversity, and if you like, uniqueness. This term is also used
in data profiling, which I will consider next.

2.2 Uniqueness in Data Profiling

An important concept with data profiling is uniqueness. Technically understood, one
value for a parameter, or a set of values for a set of parameters, has maximum uniqueness
when there are no other sets of values like it. Non-uniqueness is achieved when two or
more sets of values are all the same, which is the strongest kind of pattern and correlation.

Translated to a dataset of applicants and their level of academic degree, it would
mean that maximum uniqueness is achieved when every candidate has a different level.
On the other hand, if, for example, a test of programming skills is included in the dataset,
maximum uniqueness would be when every individual has a different test score. This
might become a bit more complicated when you have numbers with decimals, and in
general higher uniqueness when there are a greater number of possible values. The
principle, however, remains the same: that minimal uniqueness will be acquired when
(groups of) individuals are (nearly) identical.

Taking the same dataset and looking at a relation between variables of programming
skills, as a performance measure, and academic degree, minimal uniqueness is achieved
if all individuals with high programming skills also are at a certain level of degree. This
would make these easy to identify; just by looking at their academic degree it would be
possible to tell something about their programming skills. On the other hand, if program‐
ming skills and academic degree are not well correlated but varies greatly, with good
and bad programmer within all degrees, then uniqueness is high.

What does this mean for a recruiter who is looking at applicants and wants to find
the best fit, given the motivation that you want to be as certain as possible? On one hand,
you would like to be able to make the clearest distinction between, for example, a high
and low performer. That you would get by having low uniqueness: if all low performers
have a high school diploma, and all high performers have a bachelor’s degree, the infer‐
ence is easy to make, solely by looking at academic achievement. On the other hand,
having high uniqueness will give you a much more narrow set of candidates that may
be the best fit, and be able to disregard a larger portion of applicants. The latter likely
depends on having a profile with a specialized pattern of skills and parameters.

3 Analysis of Potential Problems

Using profiles to cut a large portion of applicants might be seen as an efficient way of
siphoning out the candidates less likely to perform well, and consequently a mere “fair
and square” competition between applicants. Overall, employers and companies should
be able to perform better, with more people in the right positions. Companies like Xerox
also report results going upwards after using data profiling for hiring [13].
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I will start by analyzing some potential problems in the use of data profiling as
described above. Initially, there might be a problem of effectiveness, and long-term
performance, and I will use the conceptualization of local optimums. Secondly, and
thirdly, I will get to the problems that are of more concern in this paper; regarding
discrimination and unfairness. Further on in this section I will look at some initial tech‐
nological remedies to the problems, with re-profiling, which seem to deepen the prob‐
lems at hand.

3.1 Local Optimums and Stagnation

An ongoing research question within product development concerns innovation and
success in different economic contexts. To shed light on this matter, some have applied
an evolutionary perspective, and something called a fitness landscape [18]. This is
related to the theory of evolution, in the sense that you make an analogy to which “ideas”
will survive and progress, and will have the best fitness for a specific environment.
Within this concept you can also make a difference between local and global maximums,
and this related to what machine learning call optimums as I will henceforth use. To
explain it further; an organism, with certain attributes at its disposal (a certain genotype),
adapting to a certain environment, is theorized to sooner or later end up on a local peak
(performance) optimization, for that specific environment and context.

Related to humans and organizations, this could mean that given a certain type of
workforce you will end up at a certain level of performance. Within your own workforce
you should with a large enough dataset also be able to observe different peaks. This
could probably be done in larger organizations with (big) data analyses, or large collec‐
tions of data points as in the program Evolv and Cornerstone (see Subsect. 2.1). You
would then typically want to identify where the peak performances are, and spread the
type of abilities that those people have to other positions in the same occupation. To put
it differently; you would like to have the profile of peak performers in all relevant posi‐
tions, given the current conditions.

However, when changing to a different environment, the same set of optimized abil‐
ities may not be as effective or competitive, compared to other sets of abilities. The same
thing happens in the natural environment with highly specialized organism. If you
change their environment, they might not be able to adapt, and dies out. The data that
is used to make job profiles, like all data in empirical research; it is historical data. They
do not really say anything about the future, and they only say what worked well in that
historical context/environment.

This could be problematic, given that the global market, influenced by people and
societies all around the globe, can involve quickly changing conditions for success. This
is a problem for any use of profiling, of course, not just data mined. I will discuss a
potential solution with re-profiling below (Sect. 3.4), and get back to this problem in
Sect. 4.
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3.2 Problem with Discrimination

The most ethically relevant problem is probably that of discrimination in the selection
process. As mentioned in the introduction, discrimination is controlled by legislation in
most countries, and is usually defined as: “the treatment of a person or particular group
of people differently, in a way that is worse than the way people are usually treated” [19].
Expressed in a different way, it is about judging people based on things like social group
categories, rather than individual merit. Most commonly this is an issue about features
such as: (1) gender, (2) ethnical background, and (3) sexual orientation.

It is important to note that discrimination can be direct and based on discriminatory
categories, such as those mentioned. It can also be indirect; a selection based on non-
discriminatory categories, which, however, are strongly correlated to the discriminatory
ones.

There are, for example, reports of companies scanning employee’s health records,
to predict those likely to get on sick-leave, or those that might be pregnant [20]. Why
this is possible, and not an offence, currently, is highlighted in discussing solution with
law and regulation (see Subsect. 4.2).

3.3 Unfairness and Loss of Opportunities

A more general problem and much related to discrimination, is simply unfairness in the
selection process, and a loss of opportunity for those who deviate from (outliers) the
resulting profile. That is, this is the individuals that differ from the norm of the (predicted)
most likely high performers, but who in reality still is just as likely to perform at the
same level. This is likely to occur, given the premise that measures for the applicants
have statistical normal distributions. To use the example of Xerox (see Subsect. 2.1), it
is unlikely that all applicants with high school diplomas would perform worse than all
the applicants with a bachelor’s degree.

This is to some extent related to uniqueness in data profiling. Given that if the more
informative measures related to performance will have lower uniqueness, they will also
be less forgiving towards outliers. Those outliers could be seen as losing an opportunity,
and this loss could be an ethical problem of social exclusion.

It is important to note, though, that we would probably not perceive it as unfair if
other candidates in fact had stronger merits, but it would be perceived as unfair if you
are excluded based on something not directly associated as a merit for the position.
Xerox was, for example, looking for people with mid-range social media use, for a
position in customer service. Using social media is not, at least, directly related to the
task that they are expected to do, but apparently it might be indirectly related to a
performance measure. It could possibly exclude applicants solely based on not using
social media, or not using it enough. Given that people are adapting to the demands of
the job markets they want to get into, it might mean that people will have to conform
their private life, as well.
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3.4 Reprofiling for Quality of Data

One approach to remedy some of the problems just mentioned might be to simply seek
better quality of the data. It could be claimed that the problems of local optimums could
be avoided if the profiles were continuously updated to reflect what kind of workers are
needed at a specific moment in time. Even more so, if the quality of the (meaningful)
data extracted from the big data set is good enough, and detailed enough, it should be
possible to pick out those individual outliers who nevertheless are performing at a high
level.

This does not seem to be an unreasonable claim, but it might be problematic in
practice. As I will show further down, the process of applying a profile might reduce all
the outliers. I will also relate to this process to intuition and implicit bias in the next
subsection.

Data quality is first and foremost an issue when it comes to, so to speak, living data
sets that change over time (such as what correlates with performance within a certain
organization on renewed global markets). To remedy this, most data sets can benefit
from what is called reprofiling; a new analysis of the dataset to see if statistical patterns
and relations have changed [10].

However, a risk, as far as I can analyze it, is that rather than including outliers it
might exclude them further. Let us say that we mine out a profile P1, with features such
as those that Xerox are looking for in customer service personal. You then choose people
based on profile P1 to be added to the workforce for the specific occupation, and then
re-profile on this new population with the new selection of individuals added, yielding
a profile P2.

If nothing significant has changed in regards to what measures are correlated to high
performance between P1 and P2, the added employees will have reinforced the pattern,
which statistically will become “stronger”, as in, having less deviations from means,
and lower p-values. This will most likely mean that P2 would be even less forgiving to
outliers, unless your data analysis is detailed enough. Big organizations like Xerox with
abundant resources at their hand might be able to make the profiles detailed enough, but
would probably be difficult for others.

Revisiting Local Optimums. So, what does this then mean for the problem of ending
up on low local peaks of performance in changing market-environment? If profiles P1,
or P2, have had any impact on the workforce, you would after some time have few
outliers to rely on. With fewer outliers it will be more difficult to find the pattern for
peaks of performance in a new environment. The workers who would be better suited
for this new environment might simply not be left in the company.

On the face of it, then, reprofiling might not be enough to solve the problem of local
optimums. I would like to note three premises for this effect to be relevant: (1) profiling
and reprofiling is made on a closed group, as in not including a larger part of a specific
market environment, (2) that using profile P1 actually makes the pattern P2 have lower
p-values, and stronger correlations with performance measures, and (3) that the analysis
is not focusing on specific, high performing outliers, but rather use the profile for gener‐
alized big cuts of applicants, like Xerox seems to use it (see Subsect. 2.1). Otherwise
the theorized effect would not be there.
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3.5 Human Intuition and Our Predictive Mind

As already has been touched upon in the introduction, the problem with profiling and
reprofiling might not be too different from what we initially wanted to get away from;
the human, intuitive way of reasoning and categorizing. The data could be biased,
implicitly towards certain categorizations. What I want to propose here is that profiling
and trying to predict future high performance might be even more directly related to
human cognition.

An explanatory theory within neuroscience that has gained momentum lately
propose that the brain essentially should be seen as a hypothesis-testing mechanism, that
performs a kind of statistical analysis within the neurons [21]. From this perspective,
the main goal is for the brain to be able to predict what will happen, before it happens.
Within the connections between the neurons there is both a forward progressive move‐
ment; receiving input from nerve-endings, for example our eyes, to be processed in
succession in the neural cortex. But there is also a backward progression, where signals
are constantly being sent backwards, from higher-cognitive areas of the brain, towards
lower. This has previously been explained as a kind of feedback-loop, but lately the
backward progression has been given more emphasis and use to explained human
cognition the other way around.

Rather than starting blank and use input to create a model of the surroundings, the
human brain starts with a working model of the world that is projected backwards within
our connective network; and ultimately onto the world around us. The signal input
functions as an error-correction function to adjust our working model of the world, where
it is needed in order to explain what is happening in a specific moment. Accordingly,
no corrections of our model will be made, as long the model can explain what is going
on around us.

Studies also show that the kinds of categorizations we do to learn about the world
are very much like statistical analyses. We more or less make a mirrored casual structure
of the world in our brain, based on what we have experienced [21].

All this can be related to something called confirmation bias, which means that
humans have a tendency to direct attention, unconsciously, towards aspects which
confirm our prior beliefs. In relation to the theory of our predictive mind, this would
mean that in a backward loop we project a working model of the surroundings, and the
attention is drawn towards that which confirms this model to be true. In a sense then,
our prior beliefs and categorizations made from experience, determines what kind of
information we will look for when facing a new situation; that which confirm what we
already know, or believe that we know. Only when there are too much obvious errors,
we start to look for a different explanation, and correct the working model. It is then also
important to note that often there is insufficient feedback to correct our model when it
comes to valuation of people, or groups of people, that we encounter. In the absence of
sufficient errors, the working model will be reinforced; as functional to predict the
outcome.

In some sense this can be related to profiling and reprofiling. After making a cate‐
gorization, like for a profile, it will direct attention only to the feature you know they
are related to. Even when attempting to reassess that knowledge, as in if you re-profile
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a population that has been modified by the previous profile, it is likely that you will end
up looking at the same features. These features have then also become statistically
stronger, as was hypothesized in the previous subsection and that will further reinforce
your prior belief. A risk with human intuition is that prior beliefs dominates, controls
your attention, and determines your future beliefs; the same risk can be found with
reprofiling in data mining.

Revisiting implicit bias. What seems to happen with the described function of our
predictive mind is essentially what is happening with implicit biases; namely an attempt
for the brain to predict future outcomes based on previous experience and working
models. As already mentioned, recruiters seem to try to predict performance of applicant,
solely by looking at their names (see Subsect. 1.1, [4]). Implicitly, we seem to have
working models with rough estimations, based on categorizations of people.

The delicate problem of this can perhaps be emphasized more clearly with an
example of gender difference in math-skill. SAT-results in USA from 2013 show that
male students performed better; an average of 531 (SD = 121) for male students, versus
499 (SD = 114) for female students (p < .001) [22]. However, given the standard devi‐
ations, and normal distribution around the mean, 38% of female participants outscored
50% of the male participants (this is illustrated in Fig. 1).

Fig. 1. Division of SAT math-test scores of 2013 in US [22]. Even if there is a significant
difference in average score between genders (p < .001), 38% female student will still outperform
the average male participant, statistically. This is represented by the black part of the graph.

Faced with one male and one female in front of us, and the task of selecting one we
deem most likely be best in math; then the difference in score is not very informative.
There is almost 40% chances to be wrong if choosing the one associated to the group
with the highest mean. That is not very good odds, considering that 50% is pure chance.
Despite this, most people will feel confidence in their intuition in cases like this, and
gender based stereotyping and over-categorization will therefore remain. If this is
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anything like implicit biases it will also be difficult to get direct feedback on this implicit
bias to adjust our belief, to at least not be as certain in our categorization.

This is ultimately a limitation of statistical significance measures, that even if you
have as strong of a significance as you basically can get (p < .001), you end up with a
“meaningless” knowledge. This has, of course, also been recognized by others, and a
way to counter that limitation is to look for statistical power, or importance; more
specifically to include a measure of effect size [23–25].

Analyzing effect size, the gender difference shown in the SAT math-test can be
concluded to represent only about 3% of the difference attributed to gender, and the other
97% attributed to other factors (Choen’s d = .37, effect size r-squared = .03) [22]. This
would be another way, a statistical way, to say something about how informative a
significant difference is, as in the situation of choosing between two applicants of
different gender based on average SAT-math score.

Revisiting the customer service profile. Making an analogy between the example of
SAT-math score above, and the profile measures from Xerox, it may be significantly
more likely that applicants that live closer to work will on average perform better, and
stay longer at the company. However, some applicants living further away might be just
as likely to perform well at the job. Nonetheless, if all other parameters are the same,
the one who live further away will likely not be presented to the managers that hire the
new customer service personnel.

4 Possible Solutions

What I have argued for so far are potential risks for using data profiling when hiring. I
have also tried to show that these are not necessarily any new risks, but can be seen in
any use of profiles. It even seems to relate to the way our human intuition categorizes
from experience; we try to predict future outcomes just like algorithms.

There may be different ways to try to attack the problems highlighted in the previous
section; i.e. local optimums and stagnation, discrimination and unfairness. I will reca‐
pitulate some previously discussed approaches, mainly; (1) create better and more accu‐
rate algorithms and technology, and (2) introduce more extensive laws and regulations.
I will add to the discussion a third approach: (3) promote better thinking for the indi‐
viduals who, at some stage or another, still will be involved in the decision and selection
of applicants. They are not intended to be mutually exclusive measures; on the contrary,
all could contribute and be equally as important for a sustainable solution.

4.1 Solving It with Technology and Better Algorithms

An initial concept to consider is that of overfitting in machine learning. It is a term related
to “fitting a model” to a training set of data, as in trying to explain the dataset, its relations,
and its values. In overfitting, the statistical model has included irrelevant features,
random error, or just noise, rather than only valid relationships and correlations.
Consider the SAT scores discussed above; adding an analysis of effect size reduced the
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importance of the significant result of gender difference. You could do the same analysis
of statistical power, such as looking at effect size, on a model in machine learning. What
you can do after that is something called “pruning”, which means, analogically, to cut
off the branches of the decision tree that lack predictive power (like gender difference
in the above case), which will improve the overall predictive power of the model (or
pattern).

There is reason to be a bit skeptical whether this is a solution that will be implemented
in practice. In psychology research, a standing advice for 25 years has been to include
analyses such as effect size. Sedlemeir and Gigerenzer [24] could conclude that only 2
out of 64 experiments even mentioned power and effect size, and instead solely relied
on statistical significance. Another meta-analysis concludes that statistical power has
not improved significantly in the 60 years since the concept was introduced [25]. Thus,
it is likely even more difficult to get employers and companies in the job market to use
measures of statistical power instead of relying on (simple) significantly correlated rela‐
tionships.

Including Diversity. Another way of solving the problem of discrimination could
perhaps be to directly include diversity. Potentially this could also solve problems of
stagnating at local maximums. If conditions in the environment change, a diversity of
skills in the workforce would make a company more likely to be able to adapt. But is
diversity enough to remain innovative and adaptive? Some research seems to suggest
just that, where one study finds a correlation between occupational diversity and like‐
lihood of innovative research [26], and another study finds that openness to cultural
diversity was correlated with the likelihood for a company’s continued economic
performance, which was interpreted as being able to renew itself and to innovate [27].

Whether it would be a solution against discrimination might depend on in what
categories, and how, you create diversity. However, you could at least try to account for
actual differences, rather than overgeneralize. For example, let’s say we have a specific
task to find someone solely based on math skill. Related to the example of gender
differences in SAT-math score in Subsect. 3.4, implementing diversity could be to, at
least, have result distributions similar to the test scores. In other words, you would want
to see about 38% female and 62% male candidates, instead of over-generalizing to only
look for male applicants. Just any man will not be the most likely best mathematician.

The same thing, then, could be applied to the relation between academic degree and
customer service workers within Xerox (see Subsect. 2.1). Without having specific
numbers or distributions available, but based on the assumption that these will follow
normal distributions, you would want to, at least, see a similar spread and diversity in
the applicants that you accept. Those with bachelor’s degree will be more in numbers,
but not exclusively.

This could also be a possible way to open up for equal opportunities for people that
are just as likely to perform well within a certain occupation, that otherwise would not
have gotten the chance. In a very direct way the purpose can be said to be to not limit
uniqueness too much in your data as well as with individuals, when including diversity.

If this is the case, that diversity is wanted, you could ask yourself why profiling at
all. Why data profiling at all, if it is good to have a diverse workforce instead of one
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with certain, highlighted, high performing features? To some extent it might be a ques‐
tion of balancing between long-term and short-term goals. On one hand, the data prob‐
ably doesn’t lie, and if a company adopts the profile they get from current data, the
company would probably perform well in the near future. On the other hand, it might
become difficult to adapt to changing conditions, and will not perform as well long-
term.

Including anonymity. Another technical solution to unfairness in selection processes
could perhaps be to make applicants anonymous. This is an often proposed remedy for
discrimination; to anonymize resumes [28]. Technically, it could for example be to use
k-anonymity [29]; that a person is anonymized with k-other people. It could mean that
applicants are anonymized with all the other (k-amount) applicants for the position; as
in, removing all personally identifiable data, like names and address. It remains a
problem that smart algorithms can correlate impersonal data to other databases, and still
figure out who is who, but this remains a separate problem.

Anonymizing could then be a solution to unfairness, to not include categorizes of
people that are laden with pre-conceptions in the evaluation and prediction of future
performance. However, it seems less of a solution for some of the problems discussed
so far in this paper. Like the use of academic degree, and other data that inevitably must
the included in a resume and CV.

This can be discussed further; what should be considered as merits for a position?
Basic qualifications should be met, of course, but should it always be in terms of an
academic degree for example? Working with telephone marketing, or customer support,
may have a performance measure related to academic degree, but is it really necessary?
This is a bigger discussion that does not fit within the limited space for this paper. More
importantly, discussed below is the use of laws that effectively could function as
anonymization if the use of personal data is prohibited.

4.2 Solving It by Law

The skepticism mentioned above, regarding wether companies would really implement
certain solutions, could perhaps simply be regulated by law. Currently, laws are not
proficient to hinder (potentially) harmful profiling. Barocas and Selbst [2], for example,
examines anti-discrimination laws in the US, and conclude there is limited support if
there is no (conscious) intent involved. The “Equal Employment Opportunity Commis‐
sion Uniform Guidelines”, as well, does not seem to be able to hinder such analyses.
Rather they seem to explicitly allow the necessity for predicting future outcomes of
recruitment and employment; very much what profiling on the surface is doing [2].

Crawford [30] also notes that Big Data systems seem to have similar problems as
many governmental administration systems have; like the lack of notification for
affected individuals. The proposed solution is to, at least, notify an individual potentially
affected to “predictive privacy harms” [30]. And if they do not agree with the use of
their personal data, individuals should be able to retract it; also from the predictive
algorithms that does not affect them personally.
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In just a couple of years, 2018, EU will incorporate a new set of rules; the “General
Data Protection Regulation” (GDPR). In it, there is a specific section (Article 22) for
decision-making of individuals, including profiling. Data processing is defined as
profiling when “it involves (a) automated processing of personal data; and (b) using that
personal data to evaluate certain personal aspects relating to a natural person” [31]. In
other words, it does not have to be yourself that the usage of your personal data affects.
This would often be the case in the examples used in this paper, with personal data from
previous applicant and employees that is applied on new applicants. Personal data is
defined as any data that relates to a person’s private, professional or public life; like a
name, photo, posts on social networks, or your computer IP address.

This seems to be quite extensive, and my analysis will not go into detail of how
effective they will be put into practice. I will merely note that there is an exception clause
if you give consent to its use. You are still able to retract it afterwards, but on the face
of it, there seems to be an opt-out implementation; as in, only those that actively opt to
restrict their use of personal data, like in a consent form, will hinder the use. It is not
likely a majority of people will opt-out of this kind of use, and there for there will
probably still be much data to be data mined. The transparency of when you have been
affected by an algorithm-based decision, is not straight forward; unless, perhaps, if you
do not also adopt the notification principles as Crawford [30] proposed above.

4.3 Promoting Better Thinking

The last approach would be to more explicitly look at the human side of the decision
process. Will regulations and technical opportunities be enough to guide human
behavior, towards fair and non-discriminatory behavior? Laws and technology can
create restrictions and constraints for what kind of behavior is likely to be performed,
but if profiling in an unrestricted fashion remains profitable, it is likely many will find
a way through the blockades, so to speak. It would demand further analysis if it would
be enough to change recruiter’s and manager’s behavior, and at this point I will merely
remain skeptical. This skepticism can neatly bring us to the main argument in this
section.

What recruiters and managers often seek when hiring, is support in their decision;
they want to be more certain of their choice [1, 2, 16]. Similarly the brain wants to be
more certain of the future, predicting what comes next. As was touched upon in the
previous section, the way our brain functions in this regard may also lead us a bit astray
at times, leading to implicit biases and negatively value laden pre-conceptions. What
might be needed, then, is a bit more uncertainty, and a motivation for this can be found
in the methodology of how good science is performed.

A key conception in modern empirical science is to not try to confirm what you
believe to be true, but to falsify it. This relates very much to our confirmation biases and
our tendency to look for that which confirms our prior beliefs and current working model
in our brain (see Subsect. 3.5 for details). What the methodology of science does is,
instead, to critique and to doubt, and try to disprove what we believe to be true. As
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Kothari puts it: “All progress is born of inquiry. Doubt is often better than overconfi‐
dence, for it leads to inquiry, and inquiry leads to invention” [32]. A similar message is
delivered by Nobel Prize awarded physicist Richard Feynman:

“We have found it of paramount importance that in order to progress we must recognize our
ignorance and leave room for doubt. Scientific knowledge is a body of statements of varying
degrees of certainty — some most unsure, some nearly sure, but none absolutely certain” [33].

So, rather than certainty, what you would like for scientifically more sound knowl‐
edge, is a promotion of uncertainty; or varied degrees of certainty and uncertainty, based
on empirical data and arguments. What a scientific approach to data mining for applicant
prediction could mean is that you as a recruiter should actively try to disprove your own
hypothesis regarding who you believe is the best candidate for the position.

5 Conclusions

The main purpose of this paper is to present an initial, explorative investigation of ethical
aspects within recruitment and hiring using Big Data and data profiling. It is found that
the use of data mining in companies is often motivated as an attempt to increase objec‐
tivity in regards to performance predictions. As far as has been analyzed here, there
seems to be some potential problems that companies risk running into. The first is to
end up on low peaks of local maximums and therefore miss out on achieving long-term
performance gains and resilience against changing conditions. The second is a concern
for discrimination when using data mining algorithm. The third and final, and perhaps
a sometimes forgotten focus, is a concern for loss of equal opportunities and unfairness
for applicants in a selection process.

The problems discussed here are not new, in two ways. First of all, the problem of
biases in data mining and data sets is well known, and even more specifically, implicit
bias has been shown to exist in the use of data mining [2, 7]. Secondly, problems with
discrimination and (human) biases are well known and studied, and as I propose in this
paper, these phenomena seem to be related in more intricate ways than perhaps often
considered. Once again relating to the prediction-error theory of our mind (see
Subsect. 3.5), data mining and profiling is an attempt to predict the future, in a similar
way as the brain is trying to predict the immediate surrounding and what will come next.
An inherent limitation in data mining and the ability to predict the future is that it is
based on historical data. Similarly, the brain’s predictions are based on historical expe‐
riences, and the brain can also be understood to do a kind of statistical analysis, leading
to estimations and generalizations. This makes the brain prone to faulty predictions and
discriminatory categorizations of people, and similar effects can be seen in statistical
methods of data mining.

To continue on that analogy, it could be seen as if (big) data profiling, purely by its
statistical method, can have implicit biases. Alternatively, it can reinforce the idea that
humans through the perception of the world are (imperfect) statistical machines.

In this paper I have briefly touched upon some previously discussed ways to remedy
these limitations in data mining and machine learning; through technological means (see
Subsect. 4.1), or by laws and regulations (see Subsect. 4.2). A third option proposed
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here is to look at the quality of the human thinker and decision maker, and more precisely
what could be the remedy in the scenarios of discussed with recruiters and managers. If
it is better knowledge in our predictions we want, the proposition is to look at scientific
methodology (see Subsect. 4.3). In that case, rather than looking for objectivity and
certainty in decisions and selections of applicants, we should look for uncertainty, and
doubt, and try to falsify our initial judgements of applicants ability to perform well.

How this openness to uncertainty, and a varied degree of certainty, is not either so
clear. These are abilities that can relate to critical thinking skills, and how this is taught
and improved is still an open problem without a clear answer. Even if we are able to
define such a skill-set, and how to promote them using the predictive data-mining tools
recruiters can use, it is an inherent difficulty why this would ever be implemented by
companies doing the hiring. In the environment of big companies using Big Data, a
common understanding often heard is that “all you need is correlations”, with no need
to go beyond that understanding (Roger Clarke in lecture at IFIP 2016, Aug 21st). As
has been shown in this paper, using only significance and p-values as statistical mean,
you might end up with limited knowledge, and at times knowledge that breeds implicit
biases (see Subsect. 3.5).

To conclude; what might be needed to promote a more conscious use of predictive
tools, then, is a mix of technology and laws that is grounded in an understanding of how
human decision-making and prediction-making is made.

5.1 Further Investigations

As was mentioned in the methodological Subsect. 1.2, there are currently some obstacles
in doing research in the field of recruitment using data mining algorithms. Presently,
companies and agencies do not have to disclose what algorithms they use, and how it
affects populations [9]. This paper remains mostly theoretical. To get more insight into
the effects on individuals and society, researchers would need access to more informa‐
tion about what kind of algorithms are in use, and also data from populations (applicants)
it is applied on.

Some of the things argued for in this paper could be simulated and tested. For
example, the effect argued for with reprofiling; that statistical patterns would become
more significant and with lower p-value, and consequently result in less deviation from
means for individual features. Another effect to expect if lots of data points are added
is that p-value will be low.

Finally, the discussion on what constitutes discrimination and unfairness would serve
to be expanded. What counts as merits? When is it ok to use predictive measurements?
Should they never be allowed? If they are statistical estimations and generalizations,
they would inevitably lead to excluding some individuals. Should profiling be allowed
if the statistical measure is good enough, and what constitutes good enough? These are
some questions that do not seem to have clear and immediate answers.
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Abstract. We conduct a systematic survey of security analysis in Feder-
ated Identity Management (FIM). We use a categorisation system based
off the Malicious and Accidental Fault Tolerance framework (MAFTIA)
to categorise security incidents in FIM. When security incidents are cat-
egorised, we can paint a picture of the landscape of problems that have
been studied in FIM. We outline the security incidents that are happen-
ing across FIM protocols and present solutions to those security incidents
as proposed by others.
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1 Introduction

Federated Identity Management (FIM) aims to alleviate the problem of a user
having to remember too many credentials by allowing the user to sign into mul-
tiple Service Providers (SP) using the same credentials which are provided by
an Identity Provider (IdP). Typically in FIM, the user will attempt to access
a SP which will then redirect the user to authenticate with the IdP which will
vouch for the user, communicating with the SP to say that the user is who they
say they are. FIM solutions are seeing increasing use and numerous attacks on
protocols used in FIM have been found, which is motivation to do a survey in
the area.

Protocols in FIM have been analysed by others in an attempt to find security
problems. The issue is that there is a lot of different information on the analy-
sis of security protocols in FIM that remains uncompiled. Our goal is to create
a survey paper for security analysis in FIM. We review existing peer reviewed
academic publications that perform security analysis on FIM protocols to estab-
lish a common ground and collect knowledge. In addition, we want to create a
unified way of looking at security incidents in FIM and offer a framework to do
that. We do this to provide insight on attacks that are seen on multiple protocol
suites and state the solutions to security incidents as provided by the authors of
the surveyed papers.

c© IFIP International Federation for Information Processing 2016
Published by Springer International Publishing AG 2016. All Rights Reserved
A. Lehmann et al. (Eds.): Privacy and Identity 2016, IFIP AICT 498, pp. 231–247, 2016.
DOI: 10.1007/978-3-319-55783-0 16
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2 Related Work

Delft & Oostdijk presented a paper which collects the security issues that exist
in OpenID [5]. There is an additional need to examine security issues across
FIM which is what we aim to do. There have been attempts to survey FIM in
general. For instance, Ghazizadeh et al. [2] survey issues within OAuth, OpenID
and SAML. The FIM standards surveyed is somewhat limited because Liberty
Alliance and WS-Federation are not considered. In addition, analysis on FIM
implementations—such as Microsoft Passport—are not considered in the survey
which also provide information on security issues in FIM.

3 Method

3.1 Aim

RQ1: Understanding the Security Landscape in FIM. What is the landscape of
the security analysis in FIM? We investigate to what extent FIM vulnerabilities,
attacks and intrusions can be modelled systematically in a fault-tolerance for-
malization to understand security issues in FIM. What areas in this landscape
might be missing research attention?
RQ2: Common Attack Classes. Which attack classes are prevalent across protocol
suites? Do these attack classes apply to protocol specifications or implementa-
tions? Which papers go a step further and find a flaw in the specification and
test it on implementations.
RQ3: Solutions/Mitigations. What solutions have been proposed to mitigate
attack classes?

3.2 Search Methodology

We have done a systematic literature review based on the foundations described
by Kitchenham [4]. We used two search engines to perform the literature search:
Scopus and Google Scholar. Figure 1 contains the overall search term, in the
Scopus format.

We observed a number of key words being used and used synonyms. We
based the protocols searched off of surveys done in the area of FIM protocols [6].
We needed a logically equivalent search in Google Scholar. Below is a part of
the resulting search term. We executed the search term with the “search by
relevance” radio option selected and the “where the words appear anywhere in
the article” radio button selected. Protocol as can be seen in the template search
below is substituted with the twelve FIM protocol terms that can be seen in the
Scopus search (Fig. 2).

3.3 Inclusion and Exclusion

Inclusion. We included papers returned from the search based on the following
criteria:
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TITLE−ABS−KEY( ( Ana lys i s OR Evaluat ion OR Examine OR Proof OR
Attack OR In t ru s i on OR Vu ln e r ab i l i t y OR Risk ) AND

Secur i ty AND Iden t i t y AND
(OAuth OR OpenID OR ‘ ‘ L iber ty Al l i ance ’ ’ OR SAML OR ‘ ‘ Secu r i ty

Asse r t i on Markup Language ’ ’ OR WS−Federat ion OR ‘ ‘
Mic roso f t Passport ’ ’ OR ( Passport AND Protoco l ) OR
Cardspace OR ‘ ‘ Facebook Connect ’ ’ OR ‘ ‘ Google Accounts ’ ’
OR Shibbo le th ) ) AND

(LIMIT−TO(SUBJAREA, ‘ ‘COMP’ ’ ) )

Fig. 1. Overall search term used in Scopus, modulo plural forms.

Protoco l Se cu r i ty I d en t i t y Ana lys i s OR Evaluat ion OR Examine
OR Proof OR Attack OR In t ru s i on OR Vu ln e r ab i l i t y OR Risk

Fig. 2. Overall search term in Google Scholar, modulo plural forms.

– Be in the subject area of computer science.
– Reference FIM protocols.
– Be published as part of a peer-reviewed venue (i.e., workshop, conference or

journal).
– Be unique: some papers are published somewhere, and then a very similar

version of that paper can appear from the same authors at other venues.

Exclusion. After the inclusion phase, we excluded papers based on the following
criteria:

– We exclude secondary sources (hence, constrain the SLR to original research).
– We exclude papers that do not offer a combination of vulnerabilities and antic-

ipated exploits thereof. Claiming a vulnerability is not sufficient.
– We exclude hypothetical analyses, which modify a standardized FIM protocol

to conduct a “what-if” analysis. We want to collect security incidents for real
FIM systems and not for proposed extensions which may or may not be acted
upon.

– We exclude security incidents that are put forward for FIM in general. The
security incident has to be specific to a certain FIM protocol. The reason for
this is to ensure that we get a representation of security incidents possible on
real FIM systems.

3.4 Data Collection

After the inclusion/exclusion refinement we have a sample of 31 papers. From
those papers, we manually code parts that describe security incidents and weak-
nesses (e.g., vulnerabilities or attacks). These observations are classified using
our categorisation system described in Sect. 3.6.
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3.5 Malicious and Accidental Fault Tolerance (MAFTIA)

We categorised security incidents based on Malicious and Accidental Fault Toler-
ance (MAFTIA) principles [3]. MAFTIA is built upon the foundation of depend-
ability [1]. The dependability area is concerned with understanding what hap-
pens when a system fails in order to apply fault tolerance to avoid a failure.
While dependability focuses on accidental failures, MAFTIA adapts the found-
ing notions of dependability for use in understanding how systems fail under the
influence of a malicious adversary. We use the notions founded by the depend-
ability community to understand and thereby categorise security incidents in
FIM. We introduce a number of key terms from MAFTIA which we use to build
our categorisation system.

Definition 1. Adversary Malicious person or organizations at the origin of
attacks.

Vulnerability A fault that is created during the development or operation of
the system that if exploited causes an intrusion.

Attack A malicious interaction fault that attempts to exploit a vulnerability.
Can be thought of as an intrusion attempt.

Intrusion An adversary-introduced fault. An intrusion is created as the product
from an attack successfully exploiting a vulnerability by an adversary.

Failure When the system is adjudged to not be offering correct service.

3.6 Our Categorisation System

While MAFTIA terms help us understand a security incident, they are too low
level to be used for categorisation. In addition, there are some additional aspects
to a security incident in FIM that are desirable to capture which are not con-
sidered by the MAFTIA framework. We therefore introduce our categorisation
system for use in categorising security incidents in FIM. The categorisation sys-
tem has six dimensions Vulnerability, Attack Class, CIA Failure, Target Protocol,
Incident Type, and Solution Presented. The term Vulnerability has already been
defined in Sect. 3.5. We will go on to define what the rest of these terms mean.

Definition 2. Attack Class A collection of attacks, intrusions and resultant
errors in a system that form casual chains from vulnerabilities to a security
failure if the errors are not dealt with.

Considering a casual MAFTIA fault-error-failure tree for vulnerabilities,
attacks, intrusions, errors and ultimately security failures, the attack class con-
tains the trunk of the tree. An attack class is an abstraction of the adversary
attack which attempts to exploit a vulnerability—therefore it is separate from
the vulnerability—and all of the resulting intrusion states and further attacks
(which sometimes can be trivial, like entering a user password) that produce
errors in a system—up until the point at which a failure occurs. The purpose of
the attack class is to capture the essence of what an adversary does and abstract
away from the unimportant details. The unimportant details being the order of
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attack events, intrusions and errors occur in and slight variations in what errors,
intrusions and errors actually occur. There is always a critical attack event which
the attack class derives it’s handle from and the surrounding details can vary. It
is often the case that certain vulnerabilities lead to certain attack classes (i.e.,
Weak DNS leading to DNS Poisoning) but that is not always the case (i.e., a
replay attack class can be caused by unencrypted communications or from a lack
of binding)—which is why we distinguish between the vulnerability and attack
class.

Definition 3. Confidentiality, Integrity, Availability (CIA) Failure We
view a system to have failed when the confidentiality, integrity or availability
of a service is violated for a user.

In essence we translate what a failure would mean in a FIM system. We
want to know how a user is affected by a security incident in order to discern
the impact of intrusions. Also of note is that an account can be compromised by
a security incident, in this case, the confidentiality, integrity and availability of
the service can all be affected.

We also consider the target FIM protocol, the incident type—was the security
incident found at the protocol level, the implementation level, or found at the
protocol level and tested on the implementation—and whether a solution was
proposed—sometimes that solution is implemented before the publishing of the
paper and this will be stated when it happens. The introduced terms have evolved
to capture six different dimensions in a surveyed security incident: What is the
weakness in the system (Vulnerability)? What does the adversary do to attack
the system (Attack Class)?) How does the security incident affect the user (CIA
Failure)? What FIM protocol is the subject of the attack (Target Protocol)? Is
the incident due to an implementation or design flaw (Incident Type)? Was a
solution put forward by the author (Solution Presented)? We use all of these
terms to describe surveyed security incidents in FIM in subsequent sections.

3.7 Limitations of Survey

We performed a systematic literature review on Scopus and Google Scholar. The
limitations of this is that we might miss things. We are aware of one notable
paper which did not appear from our search in Microsoft Passport by Kormann
and Rubin [7]. We included this paper in the survey as an exception. This is
the only paper we made this exception for and the reason we did this for this
one paper is because we consider it a cornerstone in analysis of FIM systems. A
number of other security analysis papers cite the paper by Kormann and Rubin
and it was the first paper, to the best of our knowledge, to bring security issues
in FIM to light.

We do not attempt to discern the quality of the reviewed papers. This intro-
duces the fact that security incidents, which some may deem to be trivial, are
represented in the survey. In addition, we cannot guarantee that every security
incident is correct because if we begin to use our judgement to discriminate what
we perceive as incorrect results we risk compromising the survey.
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4 Surveyed Papers

In this section we briefly outline the landscape of what we have seen, sorted by
targeted FIM protocols that we have considered in the survey in order to address
RQ1. We can see if attack classes are occurring at the protocol or implementation
level which relates to RQ2. Some solutions proposed by the authors are also
presented which relates to RQ3. The various protocols considered can have a
number of different versions—to keep the survey into the protocols simple, we
ignore this complication.

4.1 Microsoft

We are considering the papers that are concerned with the numerous attempts
made by Microsoft to implement the concept of FIM (Passport .NET, Microsoft
Accounts and Cardspace). We found four papers in this category [7–10] and
all four papers proposed security incidents effective at the protocol level but
did not test them on implementations. Three papers [7,9,10] reported on the
vulnerability of weak DNS being exploited by a DNS poisoning attack class which
would force an unknowing user onto a malicious domain that is supposed to look
familiar to them, in order to trick the user into logging on. The adversary will
steal these credentials since the adversary owns the malicious domain and will
then compromise the account of the user—leading to a myriad of CIA problems.
Alrodhan & Mitchell proposed a solution, which is the uptake of DNSSEC [9].

Two of these papers point out a bogus merchant attack class capitalising on
the FIM no trust infrastructure vulnerability (there is no safe infrastructure list,
meaning a user does not know who to trust) which would lead to compromised
user accounts [7,10].

Alrodhan & Mitchell [9] brings up the possibility of a malicious provider—
which is a provider that wants to track the actions of a user—exploiting the
centralised infrastructure vulnerability that FIM suffers from (IdP at the center
of FIM system being able to track user actions). The malicious provider in control
of the IdP will observe the SPs a user visits and build a profile. No solution was
proposed by the author for this security incident. Kormann & Rubin also state
that the centralised infrastructure vulnerability can lead to a Denial of Service
(DDoS) attack.

4.2 OAuth

The papers that we found to have security incidents in this category [11–17]
widely report on a Cross-Site-Request-Forgery (CSRF) attack that capitalises
on a weak SP vulnerability. The OAuth specification outlines things the SP
must do to resist CSRF attacks, which some SPs do not do. In fact, five of the
seven OAuth papers analysed reported this vulnerability [11,13–16] on the imple-
mentations of OAuth. It was found that these security incidents were possible
because of the implementations of the protocol themselves rather than funda-
mental problems with the OAuth protocol. All five papers suggested solutions
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to be implemented by the relevant providers—such as proposals to attempt to
bind authorisation requests to browsers—and Ferry et al. [13] reported that the
CSRF attack had been addressed immediately upon the report.

Two papers [12,17] both point out the same security incident, which is the
idea that a weak user credential vulnerability can be exploited by a brute force
attack. Alotaibi & Mahmmod suggested a solution to this attack, which was to
implement a biometric authentication system [12].

Sun & Beznosov pointed out a large number of security incidents for
OAuth [11], which included the already mentioned CSRF incident. Additional
vulnerability-attack class relationships that are pointed out by this paper: Unen-
crypted communications (HTTP being used) leading to message modification
(can tailor a message from an existing base message), automatic authorisation
(if the user has granted a privilege it is automatically granted again) leading to
Cross-Site-Scripting (XSS), a lack of binding (vulnerability where a sent mes-
sage is not sufficiently tied to the sender) allowing a message to be modified with
a public URL which is used to authenticate a user, a lack of binding vulnera-
bility leading to session swapping (an honest user is logged in to an adversary
account—potentially divulging confidential information). All of the security inci-
dents relating to these vulnerability-attack class relationships were possible at
the implementation level.

4.3 OpenID

The first notable thing about the surveyed OpenID papers [17–26] is how the
message formatting (a parameter or part of the message is not signed properly—
common in OpenID) vulnerability is exploited by the message modification (pos-
sible because the message is not protected properly) attack class for the purposes
of compromising a user account. For instance, an adversary could modify para-
meters such as Openid.ext1.value.email as shown by Wang et al. [37]. Oh &
Jin [18] exploit this and note an issue with the protocol specification that allows
for this security incident to take place and tests it on a real implementation—but
no solution is offered. Sovis et al. [19] only goes as far to note the possibility
of the attack at the protocol level without appearing to test it on a real sys-
tem. Sun et al. [21] formally analyses the specification to find flaws and then
exploits those flaws on real implementations to make the incident type tested—
in addition, a solution is suggested for this security incident which is to further
cryptographically protect the message.

Another notable vulnerability-attack class combination is observed. The no-
trust-infrastructure being exploited by a bogus merchant to compromise user
accounts—three papers put forward this idea [20,22,23] on the protocol level.
Feld & Pohlmann [20] put forward an identity card solution to counter the bogus
merchant. Abbas et al. [22] proposes a challenge-response scheme based on public
key cryptography. Hsu et al. [23] leverages mobile phones to provide a physical
token.

Mainka et al. [26] pointed out two security incidents at the implementation
level which compromised user accounts. The first exploited a lack of binding by
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launching a MITM attack and had a suggested solution. The second incident
(described as three incidents, but can be broadly boiled down) involves a lack of
binding vulnerability which can be exploited by a message modification attack.

Two papers listed a large number of attacks too numerous to list here. Krolo
et al. [24] puts forward five security incidents at the protocol level with suggested
solutions and one affected the availability of the service while the others com-
promised user accounts. Li & Mitchell [25] introduces seven security incidents
at the implementation level with suggested solutions and two incidents affected
user confidentiality and the other five resulted in a compromised user account.

Sun et al. [21] also provides two more security incidents that were tested
on real implementations: a lack of binding leading to a replay attack and a
vulnerable SP leading to a CSRF attack—recommendations for the SP to follow
were suggested to counter these attack classes.

4.4 SAML

Out of the five SAML analysis papers we found [27–31], three show how a lack of
binding can be exploited by a MITM attack class to compromise a user account.
Armando et al. [27] pointed out the discovered incident at the protocol level
and that that by the time the paper is published Google implemented a fix.
Groß [28] described a protocol level incident—which also exploited a weak DNS
vulnerability with a DNS poisoning attack class to progress to the MITM attack
which a solution was presented for. Mainka et al. [31] shows that when the
adversary has access to a valid access token several MITM style scenarios are
possible that were fixed upon publication.

Two more security incidents are introduced by Groß [28] at the protocol level:
an unencrypted message vulnerability is stated to be exploitable by a message
modification attack class which sniffs the message and then modifies a part of
it to send to a SP which will compromise the account of a user; and a lack
of binding vulnerability exploitable by a replay attack to compromise a user
account. A countermeasure to the replay attack class was proposed to check the
IP address of the sender. A countermeasure was also proposed for the message
modification attack class, it is suggested that the referrer tag is dropped by
browsers.

Mayer et al. [30] put forward two unique security incidents. The first exploits
a vulnerable IdP and is referred to as an ACS Spoofing attack class which is
similar to a bogus merchant attack class but the bogus merchant in the ACS
Spoofing variant steals the user credentials and logs into many SPs—rather than
requiring the user to manually enter credentials. A vulnerable IdP is exploited
again by a UI redressing attack class, which involves tricking a user into click-
ing a malicious web element through a transparent web element. Both of these
incidents were said to be because of poor implementations and compromise the
user account. The paper also reviews several countermeasures.
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4.5 Liberty Alliance

We found two papers describing security incidents in Liberty Alliance [32,33].
Pfitzmann & Waidner [32] exploits the vulnerability lack of binding by launching
a MITM attack of which the aim is to compromise the user account. The security
incident was shown to be possible on the protocol level but was not tested on
real implementations. A fix was implemented before the paper was published
because Liberty Alliance acknowledged the issue and acted quickly although it
was not stated which solution of the list of possible solutions outlined in the
paper Liberty Alliance chose.

Ahmad et al. [33] outlined that a centralised infrastructure can be exploited
by a malicious provider who wants to breach user confidentiality. The incident
was proposed at the protocol level and no solution was presented.

4.6 Facebook Connect

We are considering the papers that claim to find security incidents [35–37] for
Facebook’s FIM protocol—Facebook Connect. Two papers that we found to have
security incidents in this category [35,36] were found to have the unencrypted
communications vulnerability. The unencrypted communications vulnerability
was exploited by two different attack classes: the replay attack class [35] and
communications sniffing (being able to read a message, but not being able to
modify it or replay it) attack class [36]. The replay attack class was proposed
as possible on the protocol level but the communications sniffing attack class
was tested in practice. Miculan & Caterina [35], suggests a solution where a
Diffie-Hellman key exchange is added to the protocol. Urueña et al. [36] suggests
forcing HTTPS.

A centralised infrastructure vulnerability pointed out by Urueña et al. [36]
was exploited by a malicious provider attack class which would affect the con-
fidentiality of the user. The attack class was proposed at the protocol level and
no solution suggested.

Wang et al. [37] states a message formatting vulnerability which can be
exploited by a message modification attack class which aims to compromise the
account of the user. The attack class was tested in practice, reported to Face-
book, who fixed the issue before the publishing of the paper. This same kind of
security incident was also found to be possible on Google Accounts.

4.7 Google Accounts

There were two papers [27,37] with security incidents in Google Accounts but
we discuss these in the SAML and Facebook section.

4.8 Shibboleth

Chadwick [38] points out that Shibboleth can be exploited by a bogus mer-
chant attack class with the aim of compromising a user account. The author
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Table 1. Coded Vulnerabilities & Attack Classes in FIM

(a) Coded Vulnerabilities

Vulnerabilities

Unencrypted Communications
Centralised Infrastructure

Lack of Binding
No Trust Infrastructure

Weak DNS
Vulnerable SP
Vulnerable IdP

Automatic Authorisation
Message Formatting

Automatic Authorisation
Weak User Credentials

(b) Coded Attacks

Attacks

Replay Attack
Communications Sniffing

Malicious Provider
MITM

Message Modification
Bogus Merchant

Brute Force
XSS

Session Swapping
DNS Poisoning

DDoS
CSRF

ACS Spoofing
UI Redressing

notes that this is because there is no trusted infrastructure list for Shibboleth
(unlike Microsoft Cardspace, which the author advocates). The security incident
is stated at the protocol level and no solution is presented.

5 Results

5.1 Vulnerabilities and Attack Classes in FIM

We found 11 unique vulnerabilities and 14 unique attack classes from our survey
which can be seen in Table 1. We consider attacks and vulnerabilities the main
raw output from our categorisation system. Where it might not be clear what
a vulnerability or attack class is, we define them in their first appearance in
Sect. 4.

5.2 Cross-Protocol Issues

This answers RQ2. We identify 14 different cross protocol issues (cf. Table 2). We
identify a cross-protocol issue when the same vulnerability, is exploited by the
same attack class and creates the same CIA failure across at least one additional
protocol.

5.3 The Numbers

Sample Size: When we conducted our SLR search of security analysis of FIM
protocols initially we included 145 papers. We excluded papers that did not
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Table 2. Cross-protocol issues in FIM

ID Vulnerability Attack Class CIA Failure Affected Protocols

1 Message
Format

Message
Modification

Compromised
Account

Facebook, Google,
OpenID

2 Centralised
Infrastructure

Malicious
Provider

Confidentiality Facebook, Liberty,
Microsoft, OpenID

3 Unencrypted
Communica-
tion

Replay Compromised
Account

Facebook, Microsoft

4 Weak User
Credentials

Brute Force Compromised
Account

OpenID, OAuth

5 Unencrypted
Communica-
tions

Message
Modification

Compromised
Account

OAuth, OpenID,
SAML

6 No trust
infrastructure

Bogus Merchant Compromised
Account

Microsoft, OpenID,
Shibboleth

7 Vulnerable SP CSRF Compromised
Account

OpenID, OAuth,
SAML

8 Lack of
Binding

MITM Compromised
Account

Liberty, SAML

9 Lack of
Binding

Replay Compromised
Account

OpenID, SAML

10 Weak DNS DNS poisoning Compromised
Account

Microsoft, SAML

11 Unencrypted
Communica-
tions

Communications
Sniffing

Confidentiality Facebook, OpenID

12 Lack of
Binding

Session Swapping Confidentiality OAuth, OpenID

13 Vulnerable SP,
Automatic
Authorisation

XSS Compromised
Account

OAuth, OpenID

14 Lack of
Binding

Message
Modification

Compromised
Account

OAuth, OpenID,
SAML

present security incidents until we had 31 papers left and 60 security incidents
were found from the papers.
CIA: The proportion of security incidents which had a CIA failure listed as
“Compromised Account” was 83.3%. Confidentiality breaches accounted for
13.3% and availability denials 13.3%.
Solution Offered: Of the incidents proposed by authors, 16.6% of those
authors provided evidence that the protocol was fixed before the paper was
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even published. 66.6% of authors at least suggested a solution while 16.6%
offered no solution.

6 Discussion

6.1 The Landscape of Security Analysis of FIM

We discuss this to address RQ1. In the majority of security incidents we survey,
the “Compromised Account” was the most common CIA failure. This also hap-
pens to be the CIA failure with the most impact, seeing as an adversary can
potentially compromise any CIA property from a compromised user account. In
addition, we do not observe many security incidents that exploit solely integrity
or availability (without first compromising an account).

We have seen a fair balance between security incidents at the protocol, imple-
mentation, and tested (where a protocol flaw is found and then tested on real
implementations) level. It is important to continue to evaluate both Protocols
and the implementations in FIM because one can not succeed without the other.

Some protocols have received more attention from analysts than others (such
as OpenID, OAuth) and we can therefore paint a clear history of the security
issues for those protocols. Other protocols have not received such wide spread
attention, especially WS-Federation which our survey did not turn up a security
analysis that presented a security incident. There is work in the area, such as
work done by Groß [28] that demonstrates the protocol is secure under certain
assumptions, but work investigating the flaws in WS-Federation seems to be
missing. Other low attendance protocols are Shibboleth and Google Accounts.
Are these low-attention protocols more secure or are researchers turning a blind
eye to them for one reason or another i.e., perception of less people using these
protocols?

A positive story is that the majority of security analysis are not only pointing
out vulnerabilities and attack classes which can be used to exploit those vulner-
abilities, solutions are attached also with only 16.6% of authors not claiming a
solution.

6.2 Cross-Protocol Issues

We discuss this to further answer RQ2. There were 14 security incidents we
found that were cross protocol. Of these 14, some were not surprising as they
capitalise on well known FIM weaknesses. Cross-protocol incident 2, happens
across FIM protocols because if an IdP is malicious, they can easily track a
user. Cross-protocol incident 4 is also not a surprising find, it is well known that
user credentials suffer from low entropy and in addition user credentials will
generally be more valuable for an IdP in a FIM system because of the poten-
tial to more deeply compromise a single user. In a FIM system, the burden of
authenticating a user is merely shifted to the IdP and so the cross-protocol
incident 6, which involves a bogus merchant attack class, is still a menace.
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In fact, it could be argued that it’s made worse because of the interconnected
nature of FIM systems. In a similar vein, 10 involves a DNS poisoning attack
which is also arguably more effective on a FIM system. All of the aforemen-
tioned cross-protocol issues are not surprising to be found to be happening
cross-protocol.

Liberty Alliance is built on SAML and we can also see that the same security
issue 8 has been reported for both of these protocols. OpenID and OAuth also
have this relationship and the same issue is also reported in 13.

What is surprising is that vulnerabilities such as “unencrypted communica-
tions” are not just seen on one protocol but across Facebook and Microsoft as
can be seen by this cross-protocol issue 3. It is worrying that such large ubiq-
uitous organisations harbour these sorts of vulnerabilities. Cross-protocol issue
11 is also observed on Facebook and in this case confidential information is sent
without protection and can therefore be intercepted and used by an adversary.

One creative issue is issue 12 where an adversary gets a user to sign into the
attacker’s account. The attacker hopes that the user will divulge confidential
information because the user thinks they are safely using their own account.
This highlights the importance of an in-depth security analysis because without
it, unexpected issues like this would likely be overlooked.

Another worrying sign is brought to light by 7, where vulnerable SPs have
been exploited by CSRF attack classes on OAuth, OpenID and SAML. What
we observed is that even though the protocol itself is thought of as secure, a bad
implementation can create risks for users. This is worrying because not only is
OAuth, OpenID and SAML ubiquitous on the web, but a single bad implemen-
tation could spell trouble for a user as shown by the numerous papers presented
by our survey that demonstrate the CSRF attack class on real implementations.

6.3 Solutions/Mitigations

We concentrate on the solutions for dealing with the vulnerabilities and attack
classes shown to occur cross protocol in order to address RQ3. This is in no way
a survey of how these attack classes can be mitigated, we simply use a solution
provided in the already surveyed literature.

Cross-Protocol issue 1: The basis of this attack class lies in the fact that
the OpenID message (which is used in Facebook and Google implementations)
can be modified by an adversary. Sun et al. [21] present a Diffie-Hellman key
exchange to mitigate the attack class. The IdP also has to sign an assertion for
the Diffie-Hellman key exchange to be secure.

Cross-Protocol issue 2: The malicious provider profiling a user is difficult
to stop so most of the papers do not present a solution for it. There is one
exception, Feld & Pohlmann [20] reference a German identity card called nPA
where a person attests to another person who they are using biometrics.

Cross-Protocol issue 3: The solution to the replay attack as put by Miculan
& Caterina [35] is to ensure SSL/TLS is used.
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Cross-Protocol issue 4: Alotaibi & Ausif Mahmmod [12] state that biometrics
can be used as a solution to weak user credentials.

Cross-Protocol issue 5: Messages can be modified if they are not properly
protected. Sovis et al. [19] suggest ensuring all relevant message parameters are
protected by a MAC code.

Cross-Protocol issue 6: According to Feld & Pohlmann [20], the German
based identity card nPA can address bogus merchants by introducing a higher
level of authentication.

Cross-Protocol issue 7: Sun et al. [21] suggest binding requests to the session
taking place by hashing a secret together with a session id and appending that
token into a hidden field in the login form as a solution to CSRF.

Cross-Protocol issue 8: When access tokens are not explicit to single SPs a
MITM attack class can be launched. Pfitzmann & Waidner [6] propose (amongst
other methods) a way of binding the token to the SP it is intended for.

Cross-Protocol issue 9: Groß [28] suggests binding the IP address to a request
to stop Replay attacks.

Cross-Protocol issue 10: Alrodhan & Mitchell [9] point out that the wide-
spread use of DNSSEC could mitigate the difficult to address DNS Poisoning
attack.

Cross-Protocol issue 11: Manuel Urueña et al. [36] suggest disabling the
HTTP referrer tag which is known to leak information.

Cross-Protocol issue 12: Lie & Mitchell [25] suggest adding a state value to
bind a message in order to mitigate Session Swapping.

Cross-Protocol issue 13: We have observed that an XSS attack which results
in an account being compromised requires two vulnerabilities: a Vulnerable SP
and Automatic Authorisation. Sun et al. [11] state that inputs should be properly
sanitized in order to prevent an injection.

Cross-Protocol issue 14: Sun et al. [11] note that SPs do not actually check
some credentials which allow an attacker to engineer fake credentials, so the SP
checking those credentials is a mitigation to the problem.

7 Conclusion

We put forward three research questions RQ1–RQ3 and these have been
answered. We emphasise the contribution of providing a landscape of security
incidents (RQ1) and common attack classes across protocols (RQ2). These con-
tributions together provide overall insight into security issues in FIM on the
whole but also particular issues that are affecting different FIM systems.
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Abstract. Research in psychology suggests that affect influences deci-
sion making. Consequently, we ask the question how affect states such
as happiness and fear impact a user’s privacy concerns. To investigate
this question, we need to prepare the ground in validating methods to
induce and measure emotions. While most empirical privacy research is
based on self-report questionnaires [20], such an experiment design—and
the field at large—will benefit from psycho-physiological tools that offer
immediate measurements of the user’s state [11]. To bridge this gap,
this study constructs an experiment design that induces emotions and
tightly controls this manipulation. Furthermore, it offers a pretest that
compares self-report and psycho-physiological tools for measuring users’
affect states. We administer validated video affect stimuli in a within-
subject trial, in which participants were exposed to both happy and sad
stimuli in random order, after setting a neutral baseline state. The results
indicate, first, that participants’ affect states were successfully manipu-
lated using stimuli films. Second, a systematic comparison between the
tools indicates their strengths and weaknesses in sensitivity and tightness
of confidence intervals, hence lays the foundations for future experiment
design. Finally, we contribute an experiment design to investigate the
impact of affect state on privacy decision making, which draws on the
lessons learned from the experiment.

Keywords: Privacy concerns · Affect states · PANAS-X · Facereader ·
Emotion recognition · Psycho-physiological

1 Introduction

Users’ concern over the safety of their personal details has been a long-standing
issue in privacy research. To evaluate users’ privacy concerns, the methodolo-
gies offered have been based on self-report and give a subjective account of
users’ privacy concerns. These were mostly questionnaires ranging from Westin’s
Privacy Segmentation Index [13] that group individuals in broad categorizations
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of privacy fundamentalists, pragmatists or unconcerned to those more focused
on online privacy such as the Internet Users’ Information Privacy Concerns [16].

First, Preibusch [20] observed that evaluation of these measurement instru-
ments and the methodology at large has been “fragmented and ad-hoc.” We take
this as a call to action to invest in the validation of tools for privacy research,
especially those suitable to support evidence-based contributions. Second, users’
privacy concern, intention and subsequent behavior, at the time of evaluation,
is under the influence of their current internal states. We believe that eliciting
affect states would provide an important dimension that impacts privacy con-
cerns. We therefore set out to investigate the influence of users’ affect states on
privacy concerns.

We report on a pretest which evaluates users’ affect states when exposed to
standardized video stimuli for happiness and sadness. We investigate two face-
geometry-based affect analysis tools (Facereader and Emotion Recognition) and
evaluate their properties systematically as components for future experiments.
We validate these instruments against the Positive and Negative Affect Schedule
(PANAS-X) [30], a well-vetted self-report questionnaire.

Contribution. Our pre-test findings indicated that the two psycho-
physiological tools accurately measured the users’ affect states. Our findings
not only provide a valuable systematic comparison of the measurement tools,
but also techniques for inducing and measuring affect states, beneficial for other
researchers. We also provide re-usable building blocks that can be plugged into
further research. In addition, to the best to our knowledge, this is the first
study employing affect inducing and psycho-physiological tools in usable pri-
vacy research.

Outline. The paper is organized as follows: first, we provide background infor-
mation on privacy and emotion; then present our research model and hypotheses.
Next we report on the pretest experiment conducted and the results obtained.
Subsequently we present the structured abstract for the main experiment. We
conclude the paper by discussing the implications and limitations of our work.

2 Background

In this section, we begin with the issues associated with privacy definition,
its multidimensional characteristics, then review existing literature on privacy
concerns, and affect states with their measurement methods. Subsequently we
describe the use of stimuli from affective psychology to induce emotions, and
use of affect measurement as manipulation checks. In conclusion, we report on
existing measurement instruments for privacy concerns.
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2.1 Information Privacy

Nissenbaum [17] proposed that privacy is a contextual concept that occurs in
different spheres of life: legal, medical, information technology to mention a few.
This has led scholars to propose different definitions: starting from “the right of
an individual to be left alone” [29] to “the claim of individuals, groups, or insti-
tutions to determine for themselves when, how, and to what extent information
about them is communicated to others” [31] amongst other privacy definitions.

Privacy Definition. Burgoon et al., Clarke, and DeCew [4–6] are known for
their multidimensional definitions of privacy. For the purpose of this paper we
adopt the definition by Smith et al. [24] as stated in Li [14], information pri-
vacy refers “to the ability of individuals to personally control information about
themselves.” Information privacy enables individuals or groups or organizations
to protect themselves against actual or perceived intrusions on the information
about them [6,31]. The possible occurrence of privacy intrusions can trigger a
sense of panic or anxiety in users. This causes them to express their concerns
over maintaining adequate access protection to their personal details.

Privacy Concerns. Privacy concerns can be described as “concerns about
possible loss of privacy as a result of information disclosure to an online busi-
ness” [32]. Scholars rely on the users’ expression of their privacy concerns to mea-
sure the privacy levels and classify users” [31]. Given the multidimensional prop-
erties of privacy, it is not a surprise that different survey tools have been devel-
oped for measuring privacy concerns. Some of the survey tools which adopted
the use of a multidimensional approach in measuring privacy have been consid-
ered as validated and reliable. These include Concerns for Information Privacy
(CFIP), Internet Users Information Privacy Concerns (IUIPC) [16,24]. These
are widely used as the standard surveys for privacy concerns.

Measuring Privacy Concerns. The development and use of differing scales
have not been without issues. In his overview of the existing survey instruments
used in measuring privacy concerns, Preibusch pointed out that “approaches to
measure privacy concerns are fragmented and often ad-hoc, at the detriment of
reliable results” [20]. The survey results derived from these tools rely on users’
feedback, memories, and rated perception of subjective factors considered to
affect privacy concerns, [12].

2.2 Emotion and Affect

In this section, first we present the definition of emotion, affect, and highlight
their differences. We highlight the differing views on the relationship between
emotion and behavior, followed by a brief overview on the effect of emotion on
behaviors, concerns, decision making.
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We adopt Baumeister et al’s description of emotion as “a conscious feeling
state” [2]. It is stimulated either by actual events that happen to the individual
(“actions”) or anticipated events that are yet to occur (“outcomes”).

Emotion has been classified based on the duration of the feeling state [23].
Affect has been described as the “faint whisper of emotion” [23]. Affect is said
to have more impact on behavior than emotion [2,18]. Hence in this paper,
we use the term affect state to describe the state of feelings experienced by the
participants. This is because the stimuli films can trigger a type of quick reaction
within the individual.

The sole use of surveys as the main measurement tool of a multidimensional
concept like privacy is inadequate. This is in line with the findings by Paine
et al., which point out that “the concept of privacy is highly complex, therefore
it is unlikely that surveys can accurately reflect respondents’ true concerns” [19].
We suggest the use of a complimentary set of survey and psycho-physiological
tools such as facial and emotion recognition devices. We believe users’ privacy
concerns, are associated with non verbal expressions, which are unconscious,
facially expressed and fleeting in nature [8]. They cannot be captured by sur-
vey tools, hence the need for psycho-physiological tools. Hall et al. [12] noted
“psycho-physiological measures are particularly sensitive to the fleeting and non-
conscious nature of emotional experience.” In this report we discuss the use of
Facereader and Microsoft Emotion Recognition in the studies presented in this
paper.

The literature review we conducted, revealed the contrasting views on the
causative relationship between emotion and behavior. Loewenstein et al. [15]
suggests that “the idea that emotions exert a direct and powerful influence on
behavior receives ample support in the psychological literature on emotions.”
In a similar vein, Frijda [9] had suggested that “emotion arouses behavior and
drives it forth.” On the other hand, Baumeister et al. [2] suggest opposing views.
In their review of the direct causation theory, they argue that “if a given emotion
does not consistently cause same specific behavior, then again the influence of
emotion on behavior can hardly be considered as direct.” Rather they suggested
that behavior is indirectly influenced by anticipated emotional outcomes.

2.3 Theory and Research Model

The Theory of Planned Behavior (TPB) states that attitude, subjective norms
and preconceived behavioral control have a direct influence on behavioral inten-
tion which in turn influences actual behavior. However scholars have argued that
a subjective norm is “inadequate and rarely predicts behavioral intentions” as
stated in Armitage et al. [1]. Researchers have also highlighted the inefficacy of
the TPB to influence or predict behaviors especially in the health field, this can
be extended to privacy research based on the observed privacy paradox [25].

We present our research model in Fig. 1. We investigate the influence of
stimuli films, S, on users’ affect states, and consequently investigate the influence
of affect states on their privacy concerns. We recognize that confounding factors,
F1...n such as user’s consumption of alcohol and recreational drugs could have



252 U. Nwadike et al.

Fig. 1. Research model for the experiment.

an influence on the affect state. To test our research model, we first explore the
influence of stimuli films on users affect states by carrying out a pilot study or
pretest as it is referred to in this paper. We build on the outcomes of the pretest
and present the design of an upcoming main experiment in Sect. 4.

3 Pretest

Affective psychology predicts that stimuli from films impact human affective
states [22]. We designed a pretest study to assess and validate the manipulation
from such stimuli and their measurement.

RQ1: Manipulation Method. How do standardized stimuli films (for happi-
ness and sadness) influence the user’s affect state?

H1,0: There is no change in users’ happy and sad affect states under induced
happy and sad stimuli films.

H1,1: Users’ happy and sad affect states are impacted by induced standardized
happy and sad stimuli films.

RQ2: Measurement Tools. We make a systematic comparison between the
manipulation test in the validated PANAS-X questionnaire and the psycho-
physiological measurement tools. What are the tools’ sensitivity, confidence
intervals, their strengths and weaknesses? For the operationalization of the
hypotheses, we define sensitivity as the effect size (in difference between means)
between measuring the affect state of a participant exposed to a happy stimulus
versus the affect state of the same participant exposed to a sad stimulus. We
refer to the 95% confidence interval on the effect size.

H2,0: There is no difference in the sensitivity and confidence intervals on hap-
piness and sadness measurements of the tools PANAS-X, Facereader and
Emotion Recognition.

H2,1: The tools PANAS-X, Facereader and Emotion Recognition differ in either
sensitivity or confidence interval when measuring happiness or sadness affect
states.
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3.1 Method

Participants were exposed to video stimuli to induce diametrical emotions in a
within-subject design. They received a happiness as well as a sadness stimulus
in random order. The observed affect was measured with PANAS-X [30], Noldus
FaceReader and Microsoft Emotion Recognition and compared across conditions.

Participants. N = 9 students from Computing Science Department of
Newcastle University, of whom six males and three females, participated in
the study. The participants’ age range was from 23 to 30 years, (M = 26.43,
SD = 2.23).

Operationalization. We induced the independent variable (IV) affect with
three levels: (a) neutral baseline, (b) happy, and (c) sad.

We checked this manipulation with a self-report questionnaire, a 60-item
PANAS-X [30] (joviality and sadness) with a designated time horizon “at this
moment.”

We measured the Dependent Variable(DV) affect (happiness and sad-
ness) on a scale of [0, . . . , 1] with the psycho-physiological measurement tools
(a) Facereader (FR) [3,7], (b) Emotion Recognition (ER). During the stimulus
exposure, a video of the participant’s face is recorded. The video is inputed into
FR; a still image of the face is taken at the end of the corresponding stimulus
and inputed into ER.

Procedure. The pretest proceeded in the following steps, where Fig. 2 illus-
trates the main experiment design:

(a) a demographics questionnaire,
(b) Neutral state.

– Induction of a neutral baseline affect state,
– Measurement of manipulation check (PANAS-X), ER and FR.

(c) Affect State 1: Either happy or sad, determined by random assignment.
– Show video stimulus to induce affect.
– Measurement of manipulation check (PANAS-X), ER and FR.

(d) Affect State 2: Complement of Affect State 1.
– Show video stimulus to induce affect.
– Measurement of manipulation check (PANAS-X), ER and FR.

(e) a debriefing survey, which checks for the participants feedback regarding the
affect state experienced.

Inducing and Measuring Affect State. We adopted the induction of happy
and sad from standardized stimuli defined in Gross et al. [10] For the induction
of happiness, and sadness affect states, we used the restaurant scene from the
movie When Harry meets Sally and the dying scene from the movie The Champ
as stimuli films. Participants were exposed to both stimuli films clips in a within-
subject experiment. Whether they received the happy or the sad film first was
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Fig. 2. Experiment design template for the pretest.

determined by random block assignment. After the neutral state and after each
film participants filled a full 60-item PANAS-X questionnaire, with a designated
time horizon of “at this moment.”

During the neutral state and during watching each film, the faces of the
participants were filmed with a high-resolution video camera. The video feeds
constituted the inputs for the Facereader, which computed affect scores based
on changes in face geometry. At the end of the stimulus exposure, a still image is
taken from the video feed, which serves as input to Emotion Recognition. Both
Facereader and Emotion Recognition compute scores on the scale [0, . . . , 1] for
the variables anger, contempt, disgust, fear, happiness, neutral state, sadness
and surprise. Only happiness and sadness were considered for further analysis.

3.2 Results

Figure 3 contains an overview of the results, in which we have normalized
PANAS-X to the interval [0, . . . , 1] to put all tools on the same scale. All infer-
ential statistics are computed with two-tailed tests and at an alpha level of .05.
We report asymptotic significance values.

Assumptions. We tested the the normality of the measurements from PANAS-
X, ER and FR towards the eligibility of parametric statistics. The Shapiro-Wilk
test was statistically significant for PANAS-X Sadness, all Emotion Recognition
and Facereader measurements (all p < .001). The PANAS-X Joviality results
were borderline, W = 0.92, p = .087. Consequently we are not entitled to use
parametric tests and opt for a two-tailed Wilcoxon signed-rank test.

Manipulation Check: PANAS-X. A self report-based manipulation check
was carried out. We used the 60-item full PANAS- X questionnaire [30] as manip-
ulation check on the induced affect state, following the methodology endorsed by
Rottenberg et al. [21]. Of the different variables PANAS-X provides, we focused
on sadness and joviality as equivalent of happiness.

There is a statistically significant difference between both videos stimuli for
both measurements on joviality and sadness measurements. We offer a compar-
ison of PANAS-X results for both stimuli in Table 1a. Consequently, we reject
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Fig. 3. Comparative boxplots for happiness and sadness measurements, with stimuli
“happy” and “sad” on the x-axes. The y-axes are normalized to [0, . . . , 1].

the null hypothesis H1,0 and accept that the video stimuli have a measurable
impact.

Emotion Recognition. We observed with the measurements of the Emotion
Recognition tool that there are statistically significant differences between the
stimulus conditions, for happiness measurements as well as sadness measure-
ments. Table 1b contains an overview of the ER results. This informs RQ2 that
ER is a suitable measurement tool for affect comparisons with small samples.

Facereader. The Facereader measurements across video stimuli were neither
statistically significant for the happiness nor for the sadness measurements.
Table 1c contains an overview of the FR results. This informs RQ2 in that
Facereader-based measurements do not have sufficient power to differentiate
between these emotions at the small sample size of the pretest.

3.3 Comparison of Measurement Tools

One of the key outcomes of the pretest is a systematic comparison of the measure-
ment tools (PANAS-X, FR and ER) while ascertaining the overall effectiveness
of the induction of emotions with standardized video stimuli.
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Table 1. Overview of results for measurement devices PANAS-X, FR, and ER.

Qualitative. We first made qualitative observations based on the boxplot com-
parison in Fig. 3. We are aware that we had one participant who entered the
experiment in a morose state, which shows as an out-lier throughout the mea-
surements. We observe that PANAS-X provides a clear distinction between hap-
piness and sadness stimuli in both measurements. As one can expect from a
standardized and validated measurement instrument for affect, PANAS-X can
be considered a sound benchmark.

Emotion Recognition (ER) offers a precise recognition of happiness. While
it was able to distinguish the stimuli on the sadness measurement, as well, this
difference was less pronounced.

Facereader (FR) recognized happiness in face of a participant exposed to a
happy stimulus, however, FR does not use the full scale, reporting a Mdn ∼ .3.
The result of the FR sadness measurement is striking in that it only uses < .025 of
the scale [0, . . . , 1]. At the same time, the interquartile range is closely bracketed.

Meta Analysis. We compared the standardized mean differences for measuring
either happiness or sadness across happy or sad stimuli. Figure 4 summarizes the
outcome of this comparison in a meta-analysis forest plot. The meta-analysis was
computed with the R package metafor [27].

Let us consider the left-hand-side Fig. 4a, which contains measurements of
happiness with the three tools in question. For each measurement tool, we com-
puted the mean difference between the happy video stimulus and the sad video
stimulus, standardized over the joint standard deviation of the respective tool’s
measurements.

For happiness scores, we see that all tools measure positive difference (i.e., a
higher mean happiness in the case of the happy video vs. the case of the sad video).
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We observe that FR has the smallest mean difference, which can be interpreted as
being least sensitive to measuring happiness differences. We observe further that
ER shows the greatest mean difference, however is also impacted by the greatest
confidence interval. The line “FE Model” below the three measurement tools offers
a combined fixed-effect model of all three measurements, which informs us how
our strongly happiness induced by the given videos registers in our measurement
apparatus. This model is weighted by the standard deviations of the respective
tools. Finally, we expect to measure happiness with a standardized mean differ-
ence of about 1 SD, which is a large effect.

The right-hand-side Fig. 4b compares the results for sadness measurements.
All tools measure a negative difference (i.e., a lower mean sadness in case of
the happy video vs. the case of the sad video). We notice that PANAS-X even
though observing the greatest mean difference also comes with the greatest con-
fidence interval. Again, FR reports a lower mean difference than ER. Overall,
the combined fixed-effect model shows a standardized mean difference of −0.72,
also a large effect.

In conclusion, we observe that all three measurement tools have picked up
happiness and sadness as expected from the video stimuli. Consequently, we
know that the video stimuli work for inducing the emotions happiness and sad-
ness, resulting in a medium to large effect size depending on the measurement
device. This answers RQ1 and gives evidence to reject the null hypothesis H1,0.
FR as well as ER worked as psycho-physiological measurement tools picking up
the participant’s emotional state without the interference of a self-report ques-
tionnaire. ER obtained the largest effect sizes for the case of measuring happiness
as well as sadness. FR obtained the lowest effect size of the field, especially in
the case of measuring sadness. From these observations, we can answer RQ2
in terms of qualitative differences sensitivity and confidence intervals. However,
these differences are not statistically significant, by which we will retain the null
hypothesis H2,0.

3.4 Discussion

We answer the research questions as follows: For RQ1, we observe that the stan-
dardized video stimuli [21] can indeed be employed to induce affects. Our manip-
ulation check with PANAS-X shows large effect sizes in the differences between
video stimuli conditions. Consequently, we can use video stimuli to establish
experiment conditions for true experiments in privacy and identity management,
such as the main experiment we design in Sect. 4. We thereby recommend to
replicate existing manipulation apparatuses from affective psychology.

For RQ2, we observe that the different measurement tools at our disposal
differ in sensitivity and confidence intervals even if the evaluation did not turn
out to yield statistical significance. While the psycho-physiological measurements
(ER and FR) both worked by and large, we observed weaknesses of FR in the
measurement of sadness. In addition, the meta and power analyses will need
to inform future experiment designs. In particular, FR had the least power to



258 U. Nwadike et al.

Fig. 4. Meta-Analysis forest plot of measurement tools across induced emotions. The
position of the square dot determines the effect size, the diameter of the dot shows the
weight, the whiskers the 95% confidence interval on it.

distinguish between happiness and sadness conditions, which directly translates
to a higher required sample size.

The three measurement devices exhibit strengths and weaknesses which need
to be taken into account in experiment design. PANAS-X has been validated and
used frequently in psychology research. However, it is a self-report questionnaire,
which takes about 10 min to fill in for the full 60-item version. Consequently, we
need to expect that emotional stimuli are wearing off over the time the ques-
tionnaire is answered. Even if the time horizon is set to “at this moment,” the
outcomes will not be as immediate as with psycho-physiological measurements.
ER works on still images and can thereby be used to measure momentary affect
of the user. However, then the decision which time instant to use for the mea-
surement becomes crucial. FR operates on video streams and comes with the
capability to track affects over time. This, however, comes at a cost of less sen-
sitivity to distinguish between conditions.

4 Main Experiment

We took on board a comment from the IFIP workshop, which highlighted the
necessity to assess user’s privacy behavioral intentions whilst measuring privacy
concerns. The reason given was privacy concerns questionnaires seem to be based
on subjective norms, which are long term and not easily influenced. This was
confirmed by a pretest we conducted on privacy concerns surveys and has led to
the inclusion of a survey on behavioral intentions. The selected questionnaires
are same as those used by Yang and Wang [33]. A structured abstract of the
upcoming experiment is presented in the next section.

RQ3 Impact of Affect on Privacy Concern. The upcoming experiment will
investigate to what extent an affect state causes differences in privacy concern.
The research hypotheses being tested are:
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H3,0: There is no difference in privacy concern scores between cases with induced
happiness and induced fear.

H3,1: Privacy concern scores differ between cases of induced happiness and
induced fear.

In particular, we hypothesize as a refinement of H3,1 that users exhibit higher
scores on privacy concerns when they feel fear than when they feel happiness.
However, with H3,1 we retain the capacity to evaluate two-tailed tests.

4.1 Method

A sample of N = 60 participants will be exposed to standardized video stim-
uli [10,22] to induce emotions (happiness and fear) in a within-subjects design.
The participants will receive the video stimuli in random order. Privacy concern
and behavioral intention scores will be measured and compared across video
conditions.

Operationalization. We will induce the independent variable (IV) affect with
three levels: (a) neutral baseline, (b) happy, and (c) fearful.

We will check this manipulation against self-report and psycho-physiological
measurement tools: (a) 15-item PANAS-X [30] (joviality and fear) with a des-
ignated time horizon “at this moment.” (b) FR (happiness and fear), (c) ER
(happiness and fear). For the manipulation check, a video of the participant’s
face will be recorded during the stimulus exposure. The video stream will serve
as input for FR, a still image of the said face-recording will be taken at the end
of the corresponding stimulus and used as input for ER. There will be a time of
three minutes allocated to fill in the PANAS-X after the stimulus exposure.

We will measure the DV, the user’s behavioral intent on privacy concerns,
using the same self-report questionnaires used by Yang and Wang [33], because
they have been rigorously tested and found reliable [26].

Participants. The sample size of N = 60 will be chosen following an a priori
power analysis, informed by the pretest in Sect. 3. As one constraint, we have
seen a minimum sample size of N ′ = 39 for a within-subject experiment using
the Wilcoxon signed-rank test to reach 95% power across the board. We will
therefore choose a larger sample size, because we are preparing for the use of
a two-tailed test and are expecting a smaller effect size in the impact of affect
on privacy concerns. With N = 60 we can expect a sensitivity of .49, a medium
effect size.

Procedure. The main experiment is designed to enable a comparison of the
influence of affect states on privacy concerns and privacy behavioral intentions.
The study will be spread over two days; the first day will entail the participants
carrying out the first three steps, i.e. (a)–(c). On the second day, the participants
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Fig. 5. Design for the main experiment.

will first be induced to a neutral state and then complete steps (d) and (e). The
reason for this is to minimize the carryover effects of the video stimuli and effect
of “questionnaire fatigue.”

The procedure consists of the following steps, where Fig. 5 illustrates the key
elements of the experiment design:

(a) Completion of pre-task questionnaire on demographics, alcohol/recreational
drug use, IUIPC and CFIP surveys.

(b) Neutral state.
– Induction of a neutral baseline affect state,
– DV questionnaires on privacy behavioral intentions,
– Manipulation check with PANAS-X, ER and FR.

(c) Affect State 1: Either happy or fearful, determined by random assignment.
– Show video stimulus to induce affect.
– DV questionnaire on privacy behavioral intentions,
– Manipulation check with PANAS-X, ER and FR.

(d) Affect State 2: Complement of Affect State 1.
– Show video stimulus to induce affect.
– DV questionnaire on privacy behavioral intentions,
– Manipulation check with PANAS-X, ER and FR.

(e) a debriefing questionnaire, used to check for missed or misreported informa-
tion, subjective thoughts during study session.

The analysis compares the DV privacy concern measurements across the main
levels of the IV (happy and fearful), using a two-tailed matched-pairs Wilcoxon
signed rank test.

Depending on the properties of the sample (e.g., normality, homogeneity of
variances) further analysis of the impact of the IV on privacy concern as target
variable is possible with Univariate Analysis of Variances (ANOVA/GLM) or
Linear Regression.

5 Conclusion

While Wakefield [28], and Nyshadham and Castano [18] have explored the rela-
tionship between affect, information disclosure and online privacy concerns,
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we employ induced emotions and psycho-physiological tools in our empirical
study of users’ affect states. To the best of our knowledge, there is currently, no
such endeavor in usable privacy research.

Our pretest results provide empirical evidence that the specific stimuli films
used had significant influence on users’ happiness and sadness. The pretest
showed a successful manipulation of users’ affect states. The pretest results also
indicate that ER, FR, and PANAS-X can measure users’ happiness and sadness,
where ER is more sensitive in particular small sample sizes due to its large effect
size.

Our pretest has therefore systematically evaluated and validated the tools
for the upcoming main experiment. It further yields a detailed analysis of effect
sizes and power of different psycho-physiological measurement tools that are of
independent interest for usable privacy research. Other researchers can glean
insights from the pretest results, use the tools employed here as validated com-
ponents to induce or measure affects. Furthermore, with the design for the main
experiment, we offer a template for true experiments that induce affect, control
the manipulation tightly and then measure the impact on privacy concerns. The
reported effect sizes and power calculations can form the basis for rigorous design
for future experiments.
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Abstract. Privacy is a well-understood concept in the physical world,
with us all desiring some escape from the public gaze. However, while
individuals might recognise locking doors as protecting privacy, they have
difficulty practising equivalent actions online. Privacy salience considers
the tangibility of this important principle; one which is often obscured in
digital environments. Through extensively surveying a range of studies,
we construct the first taxonomies of privacy salience. After coding articles
and identifying commonalities, we categorise works by their methodolo-
gies, platforms and underlying themes. While web browsing appears to
be frequently analysed, the Internet-of-Things has received little atten-
tion. Through our use of category tuples and frequency matrices, we
then explore those research opportunities which might have been over-
looked. These include studies of targeted advertising and its affect on
salience in social networks. It is through refining our understanding of
this important topic that we can better highlight the subject of privacy.

Keywords: Privacy salience · Privacy awareness · Taxonomy · IoT

1 Introduction

Privacy is a well-understood concept in the physical world. We all need some
respite from the public gaze to enjoy our lives; indeed, it is essential to natural
human development [10]. However, whereas individuals might consider a locked
door as protecting one’s privacy, they have difficulty practising equivalent actions
online [16]. This can create a number of risks as users might be unaware of the
digital dangers they face. Combining the definition of ‘salience’ [38] with infor-
mational privacy [15], we define ‘privacy salience’ as whether “informational
privacy is prominent in a person’s awareness or their memory of past experi-
ence”. This differs slightly from ‘privacy awareness’, which we take to reflect
long-term awareness of privacy, such as that which can be improved through
educational campaigns. Risk in cyberspace is often intangible [27] and research
[2] suggests reduced salience can lead to unwise decisions. Some [52] have claimed
this intangibility could even contribute to the ‘Privacy Paradox’ [8], the disparity
between what individuals claim about privacy and how they act. As technology
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permeates our society and we begin to live our lives ‘online’, privacy salience
gains critical importance.

Previous research has considered the topic from a number of angles. For
example, John et al. [28] conducted several field experiments: two seeking to
highlight privacy and one looking to hide the issue. They found that when privacy
concerns were primed, participants were less likely to disclose their data. In
contrast, Tsai et al. [47] modified search engine interfaces to promote privacy-
respecting results. Their analysis of 15,000 queries found that their alterations
encouraged prudent selections. Adjerid et al. [3] studied how the provision of
privacy information could influence user actions. They discovered that a delay
of only 15 s between notice and decision could lead to less-private behaviour.
Although previous studies concern a range of platforms and themes, the field
has seen little systemisation of knowledge. Neither an extensive literature review
nor a taxonomy have yet been produced: instruments which can both structure
existing work and highlight future opportunities. Such developments are crucial
to ensure that new studies do not overlook the varied findings of past research.

Therefore, we develop three extensive taxonomies of privacy salience liter-
ature, classifying studies by the themes they concern, the methodologies they
apply and the platforms on which they are based. We select these factors as
we believe they best encapsulate the content of the articles. Through a data-
driven process of inductive coding [46], we formulate categories ranging from
social networks to smartphones, privacy seals to permissions. We classify our
surveyed articles within these groups and discuss the literature most relevant to
each section. We move on to investigate those category combinations, whether
(Methodology, Platform), (Methodology, Theme) or (Platform, Theme), which
are both feasible and underexplored. Our frequency matrices, populated by this
series of category tuples, enable identification of both popular research areas
and potential lacunas. For example, while privacy documents were often studied
during web browsing, salience is rarely explored in the Internet-of-Things (IoT).
This is of concern as unfamiliar devices could potentially mask the topic of pri-
vacy. We conclude by recommending both future work and potential extensions
to our taxonomies.

The remainder of our paper is structured as follows. Section 2 discusses our
methodology, including literature selection, exclusion criteria, coding processes
and taxonomy construction. Section 3 then explores our three taxonomies in
detail, highlighting relevant previous literature. In Sect. 4 we present our dis-
tribution matrices and identify opportunities for future research. Finally, we
conclude the paper in Sect. 5 and reflect on possible extensions to this work.

2 Methodology

We first outline our definitions, before describing our processes to select and
exclude existing work. We continue by discussing our inductive coding processes
[46] and how our privacy salience taxonomies were constructed.
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2.1 Definitions

To ensure our taxonomies are representative of the literature, we should pre-
cisely define our terms. The Oxford English Dictionary defines salience to be
“[t]he quality or fact of being more prominent in a person’s awareness or in his
memory of past experience” [38]. As privacy can be a nebulous topic, we scope
our definition to encompass informational privacy. Clarke [15] described this
concept as “the interest an individual has in controlling, or at least significantly
influencing, the handling of data about themselves”. Therefore, to reiterate, we
define privacy salience as whether “informational privacy is prominent in a per-
son’s awareness or their memory of past experience”. This differs slightly from
‘privacy awareness’, which we take to reflect long-term awareness of privacy, such
as that which can be improved through educational campaigns.

We also explicitly specify what we consider to be a taxonomy. The Oxford
English Dictionary [39] defines a taxonomy as a “particular system of classi-
fication”, and in this work we classify privacy salience research. De Hoog [22]
explains how construction consists of three parts: ordering, representation and
nomenclature. In terms of ordering, categories should be arranged in a certain
order and this order expressed through “character correlation”. For represen-
tation, the elements should be “maximally simple” and atomic in character.
Finally, the categories should be named formally to ensure the structure is usable.
We incorporated these key principles into the development of our taxonomies.

2.2 Literature Selection

We first surveyed existing research to identify those works which concerned pri-
vacy salience. We did not explicitly constrain ourselves to particular disciplines,
as we sought to explore the topic from multiple angles. Accordingly, we con-
ducted our literature search on a wide range of databases from a variety of
fields. These consisted of Google Scholar, Scopus, Web of Science, SpringerLink,
JSTOR and Mendeley (general); IEEE Xplore, ACM Digital Library, CiteSeerX
and DBLP Computer Science (computer science, Human-Computer Interaction
(HCI) and cyber security); ScienceDirect (sciences); the Social Science Research
Network (SSRN) (social sciences) and HeinOnline (law). These databases index
those fields from which privacy salience research frequently originates, such as
HCI and psychology. With engines such as Google Scholar searching broader
academia and SSRN considering the social sciences, we retrieved work from a
wide range of disciplines. Since we frequently located the same articles in multi-
ple search results, we are confident the literature was well surveyed.

We also used a variety of search terms to ensure all works considering pri-
vacy salience were identified. We began with the synonymous terms ‘privacy
salience’ and ‘privacy saliency ’, in addition to ‘privacy tangibility ’ due to its
similar definition. Being cognisant that the ‘privacy salience’ term only gained
popularity in the late 2000s, we also searched for ‘privacy awareness’. Frequently
salience was not mentioned in articles, even though studies considered the effects



266 M. Williams et al.

of highlighting policies and notices. For this reason, we also used ‘privacy poli-
cies’, ‘privacy seals’, ‘privacy notices’, ‘privacy warnings’, ‘privacy indicators’
and ‘privacy nudges’. By expanding our list of phrases, we successfully identified
articles which might have been otherwise overlooked.

To further survey this topic, we undertook literature snowballing through the
references and citations of identified works. This was performed in the systematic
method of Wohlin [53], with extensive backwards and forwards snowballing fol-
lowing our database search. This collection was then manually-filtered to verify
that selected works concerned the topic. This ensured that we did not sacrifice
quantity for quality by expanding our search terms. Although terms can never
be fully exhaustive, our broad selection concerns topics frequently associated
with privacy salience. Since many search results were sorted by both relevance
and citation count, it is unlikely we overlooked articles of significance.

2.3 Exclusion Criteria

To complement our search term expansion, we strengthened our exclusion cri-
teria. Firstly, we only analysed articles in the English language to ensure works
could be judged fairly. Secondly, we verified whether our search results actually
concerned privacy salience, of which a majority did not. This is simply an arte-
fact of database searches, where works can refer to ‘privacy ’ or ‘salience’ but not
both in combination. Furthermore, through our use of associated terms such as
‘privacy policies’, we retrieved many articles which considered these documents
but not their effect on salience. These works were filtered out at this stage.

Thirdly, we excluded papers which directly duplicated research. For example,
two articles by Hughes-Roberts [24,25] concerned the development of the same
social networking interface. In these cases, we included the most recent paper
as would be more likely to possess additional findings. For a similar reason,
when multiple databases returned different versions of a work, we selected the
most recent instance. Finally, as a means of ensuring our research was of a
high quality, we excluded articles which were not peer-reviewed. Although this
approach might have reduced the breadth of our survey, it is important that
taxonomies are constructed on credible works.

2.4 Coding Process

Inductive reasoning can be beneficial when conducting research which has not
been previously attempted. Since we are the first to either survey privacy salience
or construct taxonomies on the topic, inductive coding appeared most appro-
priate. We conformed to the popular approach of Thomas [46] which consists of
data cleaning, text analysis, category creation, overlapping coding and category
refinement. We defined our coding units physically [44], based on the natural
boundaries of each article. We began coding by ensuring all text was legible,
accessible and downloaded in a persistent format. We then analysed the docu-
ments to familiarise ourselves with the main topics.
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After studying our articles on multiple occasions, we created initial groups
based on their main concepts. As inductive coding progressed, we recognised
that our categories clustered around methodologies, platforms and themes. We
believe these factors best encapsulate the paper content, since they concern the
research technique, the target of research and the research topic. Methodologies
can influence how an issue is approached: while literature reviews reflect on an
issue, field experiments conduct empirical studies. Although article frequency
does not directly indicate which techniques are most fruitful, it acts as a use-
ful proxy. While certain methodologies might be more appropriate for privacy
salience research than others, we still expect a general trend between frequency of
use and utility. We define platform as the domain on which salience is analysed,
with instances ranging from social networks [45] to smartphones [40]. As pri-
vacy is inherently contextual, findings on one platform might differ from those
on others. Although each article concerns privacy salience, the topic is explored
through a range of themes. For example, while some researchers study the effect
of privacy policies [48], others analyse the influence of framing [29].

It was at this stage we decided to develop three distinct taxonomies rather
than a combined chart. While our factors each offered interesting insights, they
differed excessively for a single structure. Although we considered a taxon-
omy with methodology, platform and theme top-level categories, this introduced
unnecessary complexity. By developing three separate taxonomies and classifying
our works, we can identify those combinations which might be underexplored.

Thomas’ fourth coding procedure [46] accepts that texts can be coded into
multiple categories, or indeed no categories at all. This is useful in the case of
themes, as a study might concern a number of topics. For example, Yang et
al. [54] investigated the influence of both privacy policies and trust seals, and
their work should not be excluded from either group. As articles predominantly
used one methodology and one platform, these factors support single categories.
Finally, we refined our groups to ensure clarity and consistency. For example,
although one work might analyse social media disclosures [25] and another might
study Facebook behaviour [45], both concern social networks. This was crucial
for de Hoog’s taxonomy ‘ordering’ principle [22], as we ensured similar elements
were grouped consistently.

2.5 Taxonomy Completion

We continued our construction processes in compliance with the ‘representation’
and ‘nomenclature’ principles [22]. Where categories contained otherwise dif-
fering elements, further subdivisions were made. For example, although policies
and seals both highlight privacy, their approaches are far from identical. We next
created representative names for our categories, complying with the ‘nomencla-
ture’ principle [22]. Naming was undertaken iteratively, refining definitions as
categories evolved. Titles aimed to encapsulate commonalities in a group; for
example, privacy policies and notices could both be considered types of privacy
document.
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Table 1. Literature distribution

Privacy Salience Literature

Relevant and Included 73

Methodology Platform Theme

Field Experiments 35 Web 23 Interfaces 28

Tool Development 26 Social Networks 18 Framing 27

Literature Reviews 8 General 16 Documents 23

Lab Experiments 4 Smartphones 10 Controls 14

Internet-of-Things 4 Design 13

Software 2 Social 9

Marketing 5

3 Privacy Salience Taxonomies

We begin by outlining category metrics before discussing our three taxonomies
in detail. Through our database search and snowballing process, we received over
1000 potential results. After manual filtering, we found only 76 articles actually
concerned privacy salience, with the other works just matching on search terms.
This list was further reduced to 73 papers based on our aforementioned exclusion
criteria. While our search dates were not constrained, our selected literature
ranged from 1977 to June 2016. Research was conducted through a range of
methodologies, with Field Experiments and Tool Development appearing most
prevalent. In terms of platform, the Web was found to be most popular, with
Social Networks also frequently explored. Interfaces were the most commonly-
identified theme, followed by Framing and privacy Documents. Table 1 below
presents our categories and the quantitative distribution of works. As articles
could concern multiple topics, this is reflected in our larger theme totals.

3.1 Methodology Taxonomy

As shown below in Fig. 1, we subdivided methodologies into four approaches: Lit-
erature Reviews, Lab Experiments, Field Experiments and Tool Development.
Methodologies were identified by comparing research techniques with standard
definitions. Although a minority of articles possessed multiple approaches, we
classified based on the predominant methodology. For example, when an applica-
tion is created and then evaluated through a field study, it would be categorised
within the Tool Development group [33]. Although we considered supporting
multiple methodologies, this approach would have introduced complexity not
warranted by our literature.

Literature Reviews study an existing body of work to derive novel find-
ings. For example, Aguirre et al. [4] drew on prior research to discuss how firms
can best manage consumer relationships. They found that although service per-
sonalisation offers benefits, it can increase the salience of privacy risk. Cichy and
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Fig. 1. Methodology taxonomy

Salge [14] also analysed previous work, studying 35 years of privacy discourse in
The New York Times. Through considering social norms and topic salience, they
found perceptions to be susceptible to myopia and manipulation.

Lab Experiments are empirical studies conducted in well-controlled envi-
ronments. For example, a 24-person study was used to evaluate three privacy-
enhancing extensions [43]. The researchers found that although the plug-ins high-
lighted data collection, concerns were mitigated by the applications themselves.
Vemou et al. [49] established social network accounts to analyse profile regis-
tration and privacy policies. After exploring third-party access and audience
management, they concluded that simplified settings might improve salience.

Field Experiments are undertaken in realistic environments, benefiting
from greater ecological validity than lab studies. To explore the effects of framing,
280 participants were tasked to create a social networking profile [3]. It was found
that when privacy notices were followed by time delays, data disclosure increased.
John et al. [28] conducted three user studies, with the former increasing privacy
salience and the latter two disguising the topic. They saw that even when risks
are low, people refuse to disclose when their concerns are primed.

Tool Development concerns research which develops interfaces or applica-
tions to increase privacy salience. For example, PrivAware was a social network-
ing tool which highlighted information loss [9]. The system could infer personal
details with 60% accuracy and gave recommendations for friend deletion. Lipford
et al. [35] developed an ‘audience view’, allowing users to observe their profiles as
others do. After adding this tab to the Facebook interface, they found individuals
better-understood the consequences of their actions.

3.2 Platform Taxonomy

Platforms were defined based on the domain in which privacy salience research
was undertaken. As presented below in Fig. 2, we distinguished between six cate-
gories: General, Web, Social Networks, Mobile, Software and Internet-of-Things.
We found the General class to be beneficial, as several works [1,18,29] consider
salience without reference to a particular platform. As Social Networks are dis-
tinctive portals which may be accessed via either web browsers or smartphones,
we deemed these to define a separate category.

General works study privacy salience without direct consideration of a spe-
cific environment. For example, Acquisti [1] discussed the importance of ‘nudg-
ing’ for realigning user behaviour. He emphasised the benefits of soft paternal-
ism, but did not constrain privacy concepts to a particular domain. In a 1979
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Fig. 2. Platform taxonomy

study, Reamer [41] analysed whether guarantees of confidentiality paradoxically
reduced disclosure. He found survey participants which were assured anonymity
were less likely to respond, suggesting salience had an effect.

The Web category concerns works which study privacy salience during web
browsing. Tsai et al. [47] found that privacy indicators on search engines can
encourage prudent behaviour. Through their use of the Privacy Finder tool,
they found sites were more popular if annotated as privacy-respecting. Plug-ins
can also analyse online behaviour, such as the Privacy Fox browser extension
[6]. This application both translated policies into short notices and highlighted
website practices which might cause concern.

Since Social Networks support the interaction of online individuals, they
are of great interest to privacy researchers. During a 6-week trial, Facebook
users were nudged to remember their post audiences [51]. By illustrating the
potential consequences of their actions, unintended disclosures were reduced.
Bonneau and Preibusch [11] evaluated 45 sites in a comprehensive analysis of
social network protections. They saw that since data disclosure can be reduced
by salient privacy, this influences interface design.

The Smartphones category concerns those works which study mobile
phones and their apps. For example, the AppOps tool was used to highlight
the data shared between smartphone applications [5]. When the consequences of
lax privacy were illustrated, over half the participants changed their permissions.
Balebako et al. [7] explored the timing of privacy notices through an Android
field experiment. They found salience was increased more by in-app dialogs than
those shown before installation.

The Software section concerns works which analyse desktop applications,
rather than online portals or mobile apps. In a similar manner to Balebako
et al. [7], a 222-person study explored how notice timing affects user behaviour
[21]. The researchers found that risky installations were reduced by summarising
license agreements. Bravo-Lillo et al. [12] modified user interfaces to highlight
security and privacy threats. In their study of dialog messages, they discovered
salient warnings could reduce dangerous installations.

The Internet-of-Things category concerns the privacy analyses of smart
devices. For example, it was proposed that RFID privacy salience could be
increased by personal privacy assistants [32]. This gadget would process tag
data and display risks on a mobile interface. Gisch et al. [19] developed the
Privacy Badge, an awareness tool specifically designed for small devices. Their
data loss visualisations were evaluated through a user study, which found their
application to be usable and informative.
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3.3 Theme Taxonomy

Themes refer to the range of topics considered in the privacy salience literature.
We identified 17 themes through inductive coding, ranging from Nudging [1]
to Adverts [50] to privacy Settings [45]. Through our process of taxonomy con-
struction, these classes were grouped under 7 top-level categories. This structure
is presented below in Fig. 3. This design both highlights theme commonalities
and assists the lacuna identification discussed in Sect. 4. While we considered
limiting works to a single theme, such an approach would underrepresent the
secondary topics found in articles. Recognising that the vast majority of papers
did concern several topics, we decided each work could support multiple themes.

Fig. 3. Theme taxonomy

Documents refer to a range of privacy statements, such as policies, notices
and seals. In one study, documents were presented which either concerned tech
company protections or their negative activities [37]. The authors found disclo-
sure decreased even when they highlighted positive behaviour, suggesting privacy
salience influenced action. Hui et al. [26] analysed how privacy statements and
TRUSTe seals affect user behaviour. They discovered that seals had little impact,
suggesting increased salience does not always translate into action.

Framing relates to the way in which information or choices are presented.
For example, two online surveys explored whether default responses affect pri-
vacy decisions [29]. When choices were made opt-in, the researchers found that
agreement increased by 30%. Joinson et al. [30] discovered that ‘prefer not to say’
options were used more frequently when privacy was salient. After priming the
topic through a privacy questionnaire, they also found that sensitive questions
were commonly avoided.

The Interfaces category refers to both visualisations and user interface
developments. Kani-Zabihi and Helmhout [31] discussed online interactive pri-
vacy features; tools designed to support user decision-making. They described
an enquiry system which helps individuals discuss their privacy concerns with
service providers. In another study, graphical warnings were evaluated on mobile
interfaces [13]. The researchers discovered that after their dialogs were presented,
70% of the participants claimed they would change their permissions.
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Design guidelines can inform the development of technologies which make
privacy salient. One article [34] presented five pitfalls for privacy design, includ-
ing obscuring information flow and inhibiting existing practice. The authors
explained how “users can make informed use of a system only when they under-
stand the scope of its privacy implications”. Schaub et al. [42] outlined require-
ments and best practices for privacy notice design. They went on to discuss how
dialog messages could be challenged by Internet-of-Things interfaces.

Privacy is a Social construct and therefore many studies concern user inter-
actions. For example, eight Facebook users were interviewed on the topic of
online friendship [23]. The researchers discovered that unwise disclosures often
originated from a lack of privacy salience. Ziegeldorf et al. [55] observed that
comparisons are a natural behaviour, with individuals evaluating their actions
against those of their peers. Their nudging system aimed to incentivise privacy
by highlighting the behaviour of others.

With Marketing frequently raising privacy concerns, this category concerns
adverts and tracking. A study of 447 users analysed how smartphone ad aware-
ness affects privacy perceptions [50]. Individuals were found to make better pri-
vacy decisions when informed of data use procedures. Goldfarb and Tucker [20]
also analysed marketing, studying how relevance and obtrusiveness influence pur-
chasing intent. They discovered that while ads are effective when either salient
or targeted, combined approaches trigger privacy concerns.

Controls refer to the permissions and configurations which affect user pri-
vacy. 444 students were surveyed to gauge the popularity of ‘friends-only’ Face-
book settings [45]. Although respondents were not aware of their exposure, pri-
vacy discussions were found to increase salience. Malandrino et al. [36] analysed
data leakage through a browser plug-in. By highlighting the information collected
by third-party services, they increased the salience of privacy violations.

4 Research Gaps and Opportunities

By highlighting those areas not frequently explored, we sought to identify poten-
tial research opportunities. We first considered the prevalence of our methodolo-
gies, platforms and themes. Although our surveyed works concern a wide variety
of themes, we constrained our analyses to the top-level categories. While this
simplification sacrificed a degree of depth, it assisted the identification of sparse
research areas.

We next considered all possible 2-tuples for (Methodology, Platform),
(Methodology, Theme) and (Platform, Theme) combinations. Again, use of all 17
low-level themes would have introduced significant complexity to this process.
Furthermore, as the vast majority of combinations would not have been pre-
viously explored, we would have no direction in selecting future opportunities.
While we considered the use of triples, this approach challenges tabular visual-
isation (as explained shortly). By analysing our 2-tuples individually, we could
identify combinations with greater flexibility.

Through analysing the tuple frequency in our literature, we populated the
entries in three matrices. Figure 4 presents (Methodology, Platform) works, Fig. 5
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concerns (Methodology, Theme) and Fig. 6 relates to (Platform, Theme) combi-
nations. As we supported one methodology and platform per paper (due to
the predominance of this distribution), the first matrix was simple to complete.
Since articles could concern several themes, each work could conform to multiple
(Methodology, Theme) and (Platform, Theme) tuples. While this could skew the
frequency of non-theme categories, it assisted the identification of less-populated
research areas.

By comparing the frequency of matrix entries, we discerned which combina-
tions are most popular. For example, Web Field Experiments were prevalent (14
instances), as were Tools with privacy Interfaces (17). Privacy Documents were
commonly analysed during Web browsing (12), reflecting the research interest
in policies and seals. Finally, these tuple frequencies were colour-coded based
on their magnitude. This assisted identification of those areas least investigated
in existing work. Although many combinations have been infrequently explored,
we continue by exploring those sparse intersections with the greatest viability.
A low frequency alone does not imply an opportunity, as some combinations are
less feasible than others. However, whereas Social interactions might not be best
analysed through Lab Experiments, several combinations do appear viable.

4.1 Research Opportunities

Through inspection of our frequency matrices, we observed three main areas
with feasible opportunities. This is not to say that other alternatives are not

Fig. 4. (Methodology, Platform) frequency matrix

Fig. 5. (Methodology, Theme) frequency matrix

Fig. 6. (Platform, Theme) frequency matrix
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valuable, such as much-needed Literature Reviews and Software studies, but the
below topics appear of particular interest.

Due to the novelty of the platform, the Internet-of-Things (IoT) appears
underexplored. As presented in Fig. 4, few Lab or Field Experiments have
analysed IoT salience. Although privacy risks can obscured by our current tech-
nologies, unfamiliar devices might exacerbate this issue. Researchers could use
controlled lab studies to investigate how much data is leaked by novel products.
This could be complemented by field experiments exploring how these tools are
actually used. We could analyse how salient privacy is in smart home environ-
ments; locations which are personal and increasingly popular. Figure 6 suggests
that while Social Network Controls are frequently studied, several platforms do
not receive similar attention. IoT settings might be unfamiliar, hidden or chal-
lenging to adjust, resulting in unintentional data disclosure. Future work could
explore whether privacy salience can enhanced by simplifying these interfaces.

Figure 5, the (Methodology, Theme) matrix, suggests that while Tool Devel-
opments are popular, principles of their Design are rarely considered. While
guidelines have been constructed for Privacy Enhancing Technologies (PETs)
[17], the topic of salience has not been approached. Social network modifica-
tions [25] and smartphone interfaces [5] have successfully highlighted privacy,
resulting in improved user behaviour. For these achievements to be replicated
generally, researchers should develop design principles for what could be consid-
ered ‘Salience-Enhancing Technologies’.

Much of the web is supported by affiliate networks and targeted advertising.
This has led many individuals to decry the increasingly-personalised nature of
online ads. Despite this fact, Fig. 6 suggests that few have explored the rela-
tionship between Marketing and privacy salience. Companies face the challenge
of advertising their services without priming concerns. Future research could
study whether online portals can respect user privacy while delivering targeted
advertising. Alternatively, with the increasing popularity of ad-blocking software,
researchers could explore how salience is affected when adverts are removed. It
is of particular surprise these Marketing studies have not analysed Social Net-
works, especially considering Facebook’s advertising strength. Researchers could
investigate how privacy concerns are suppressed and suggest approaches for high-
lighting these ads.

5 Conclusions

In this work we have considered at length the important topic of privacy salience.
We begun by surveying a wide range of existing literature before identifying
common themes and topics. Through iteratively refining these categories we
developed the first taxonomies on privacy salience. We structured these divi-
sions on methodologies, platforms and themes; factors which encapsulate the
content of existing research. By classifying prior work within these taxonomies,
we systematise the knowledge in the literature. We proceeded by analysing cate-
gory frequency and which factor combinations are most popular. We found that
field studies of the web were prevalent, as were tools with privacy interfaces.
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Finally, through exploring our colour-coded matrices, we identified opportuni-
ties for future research. These include IoT field experiments and investigations
of online marketing. We also recommend further analyses of privacy settings,
whether in ubiquitous environments or desktop computers.

While we believe our taxonomies support the study of privacy salience, we
accept several limitations to our work. A minority of articles possessed multiple
methodologies or studied a variety of platforms. Due to the sparsity of these
instances, we constrained our analyses in the interest of simplicity. An expanded
future work would reflect the diversity inherent in many privacy studies. While
we chose methodologies, platforms and themes to structure our taxonomies, we
accept that there are several alternatives. We could have divided research by
discipline as a means of highlighting interesting fields. Although this was con-
sidered, we felt it would be challenging to divide disciplines in an objective
fashion. Alternatively, we could have categorised articles based on the metrics
they analysed. For example, while many works studied disclosure [28,41], others
explored settings alteration [5,13]. In future analyses, metrics could be incorpo-
rated to consider how salience can be best investigated.

While our research presents an initial analysis, we envisage many instances
of future work. As a means of validating our taxonomies, we could invite privacy
experts to categorise the literature. In this approach, we would solicit a panel to
analyse and classify each of our surveyed works. Through exploring their range
of classifications, we could refine the consistency of our structures. Although
research has been conducted in a range of platforms, there have been few com-
parative studies. Whereas privacy might be salient on a familiar web browser,
the topic could be obscured by smartphone interfaces. Through conducting user
studies on multiple platforms, we could explore how contexts affect privacy con-
cerns. Finally, metrics should be studied to enable us to deconstruct the concept
of privacy salience. While disclosure might relate to notions of confidentiality,
privacy settings might be concerned with user control. As novel technologies
proliferate, we believe privacy salience will only become increasingly important.
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