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Abstract. It has been demonstrated that computational evolution can
be utilised in the creation of aesthetic analogies between two artistic
domains by the use of mapping expressions. When given an artistic input
these mapping expressions can be used to guide the generation of con-
tent in a separate domain. For example, a piece of music can be used to
create an analogous visual display. In this paper we examine the imple-
mentation and performance of such a system. We explore the practical
implementation of real-time evaluation of evolved mapping expressions,
possible musical input and visual output approaches, and the challenges
faced therein. We also present the results of an exploratory study testing
the hypothesis that an evolved mapping expression between the measur-
able attributes of musical and visual harmony will produce an improved
aesthetic experience compared to a random mapping expression. Expres-
sions of various fitness values were used and the participants were sur-
veyed on their enjoyment, interest, and fatigue. The results of this study
indicate that further work is necessary to produce a strong aesthetic
response. Finally, we present possible approaches to improve the perfor-
mance and artistic merit of the system.

Keywords: Computational evolution · Genetic algorithms · Genetic
Programming · Grammatical evolution computational analogy ·
Aesthetic analogy

1 Introduction

Analogy making is a cognitive tool that humans begin to use from an early
age with children as young as six demonstrating a clear understanding and use
of spacial analogy in problem solving tasks [7,8,10,22]. It has been said that
analogy may even be “the most important cognitive mechanism” [10] that we use
to make sense of the world around us. Computer science researchers, recognising
the value of analogies, have explored the possibilities of computational analogy
making in problem solving for quite some time. However, problem solving is not
the only application of analogy. Analogy is used heavily in the artistic world as
both an inspiration and subject, as we discuss in more detail in Sect. 2.2 below.
It is the combination of computational analogy making and artistic analogy that
we explore in this paper.
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Recent work we have conducted demonstrates the design of a system capa-
ble of making aesthetic analogies between two artistic domains. The proposed
system, described in detail in Sect. 3.1 below, makes use of mapping expressions
to make artistic analogies. We have shown that these mapping expressions can
be successfully evolved using Grammatical Evolution, discussed in Sect. 2.4, to
estimate a mapping between two empirically gathered aesthetic data sets. While
gathering aesthetic data sets in a reliable manner, and evolving mapping expres-
sions is not trivial, implementing the proposed system to generate real-time
visual displays based on a live music input is also a challenging task. The work
presented in this paper describes an implementation of that system.

Beyond this implementation, an exploratory study was conducted to test the
effectiveness of this approach and to guide the development of similar systems in
the future. A number of music and visual displays were generated in real time,
and recorded for reliable presentation to subjects. Subjects watched the displays
and gave feedback on their enjoyment, the interestingness of each display, and
their fatigue or boredom over time.

1.1 Contribution and Layout

The primary contribution of this paper is a description of the implementation
of an aesthetic analogy system using mapping expressions evolved using Gram-
matical Evolution. This implementation demonstrates the value of a mapping
expression as a real-time artistic tool and the validity of the system design pro-
posed in previous work.

This primary contribution is composed of the following secondary contribu-
tions. First, we explore the use of live audio as an input to mapping expressions
in order to generate visual displays. Second, we explore the use of MIDI messages
in the place of a live audio signal as input. Third, we demonstrate that evolved
mapping expressions of varying complexities can be evaluated in real-time using
both audio signals and MIDI messages as input demonstrating the value of map-
ping expressions as artistic tools in a live performance. Finally, we demonstrate
how a visual display can be generated using the output of a mapping expression
with acceptable time delays.

The layout of the paper is as follows. First we present and briefly discuss
related work in Sect. 2. In Sect. 3 we discuss the development of a system capable
of creating real-time aesthetic analogies beginning with the evolution of mapping
expressions using Grammatical Evolution in Subsect. 3.1 followed by the real-
time system implementation in Sect. 4. In Sect. 5 we present the methodology of
a study conducted to test the effect of the implemented system on the enjoyment,
interest and fatigue of subjects. We present the results of this study in Sect. 6.
Finally, we present a discussion and conclusion in Sects. 7 and 8.
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2 Related Work

2.1 Computational Analogy

Computational Analogy (CA) focuses on the use of analogical problem solving
as a computational approach to artificial intelligence. CA systems have been
proposed since the 1960’s [5]. As the field matured, analogical systems began
to fit broadly into three main categories; Symbolic, Connectionist and Hybrid
systems [6]. Symbolic systems made use of symbolic logic, means-ends analy-
sis and classical logical techniques [1,5,21]. Connectionist systems made use of
networks, with spreading-activation and back propagation building networks of
similarity between domains [4,12]. Hybrid models often combined other models
and made use of an agent based, distributed structure [16,17].

2.2 Artistic Analogies

Perhaps the most obvious examples of analogy in art might be found in the
work of Wassily Kandisky. Kandisnky is credited as being one of the first purely
abstract painters, with his accounts describing what we now call synaesthesia,
a condition that involves the mixing of senses within the brain. The condition
results in a person literally seeing sounds, or hearing colours. Kandisky held a
life-long obsession with the connections between music and painting and also
published a number of books on this topic [14].

Paul Klee produced and published similar work. Indeed, Klee and Kandinsky
were colleagues at the Bauhaus school of art, design and architecture. Klee’s
handbooks [15] are cited as influential to most of modern abstract art with
explicit notes on the representation of sounds as visuals.

In a more contemporary setting, lighting design has become ubiquitous with
stage performance. Live music performance, especially popular, electronic, and
rock music, all rely heavily on stage lighting design that enhances the feel of a
performance. This can be seen as a practical analogy, where music is the source
domain and lighting is the target domain. For some time, media player applica-
tions have displayed automatically generated visuals when playing music. These
systems use simplistic generation techniques, and are not generally regarded as
artistic, or artificially intelligent systems.

Further research has been conducted on the emotional connections between
music and visuals. In her thesis, Behravan proposes a system which makes use
of the detectable emotional aspects of music and visuals using psychological
models of emotion together with an “artificial ear” and “artificial eye” [2]. Using
a feedback loop and weighting mechanism tuned using Genetic Programming
the system matches the emotional aspects of input music and generated visuals.
The proposed system is functionally similar to the system proposed in this work,
however the approach proposed in this paper aims to avoid subjective emotional
aspects in favour of objective physical attributes within the domains of music
and visuals.
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2.3 Aesthetic Models

There have been numerous attempts to define aesthetic experience and to model
or predict aesthetic value. Birkhoff’s over-simplified “aesthetic measure” formula
M = O/C, the ratio of order (O) to complexity (C) [3] has been often criticised
but it did begin an important discussion on the definition of aesthetics. More
recently, this has been tackled by Ramachandran who defined 8 “laws of artistic
experience” [20]. Of the factors outlined, many are measurable, such as contrast
and symmetry, but others remain abstract such as “grouping”. Recent discussion
has continued in the area [9,11,19].

The work in this paper relies on the existence of aesthetic models which are
used as the core of the fitness function in the evolution of mapping expressions.
Our previous work uses models gathered from two similar studies surveying
people on their aesthetic preferences for pairs of music notes and pairs of colours.
We adopt the same aesthetic models here.

2.4 Grammatical Evolution

Grammatical Evolution (GE) as proposed by O’Neill and Ryan [18] is a compu-
tational evolution approach whereby a grammar is used in a genotype-phenotype
mapping. The application of this genotype-phenotype mapping enforces a
stronger resemblance to biological systems where DNA codons are used to cre-
ate proteins of a particular shape. In both systems, a many-to-one relationship
occurs where many genotypes may produce one particular phenotype, which
introduces a natural robustness while still allowing crossover and mutation to
take effect. By defining a grammar, we can take any genotype and guarantee a
grammatically correct phenotype.

A gene consists of an array of integers, known as codons. The grammar
defines a starting non-terminal expression, and a set of terminal and non-terminal
expressions. Terminal expressions represent fixed pieces of the output mapping
expression, such as an input variable, a constant value or a mathematical oper-
ator. Non-terminal expressions represent pieces of the output mapping expres-
sion that are recursively replaced by other terminal or non-terminal expressions.
The specific replacement expression is dictated by successive codons, with legal
replacement expressions as defined by the grammar, equally distributed across
the potential values of the codon. The recursive replacement continues until
either a complete legal expression (phenotype) is created, or a length thresh-
old is reached. It is common for an expression to require more codons than are
present in the gene array and in this case, we simply begin at the start of the
array again.

GE provides a number of distinct advantages. Primarily, a GE system suits
the creation of executable expressions which can be easily defined by a relatively
small grammar. In comparison to other Evolutionary Programming systems, the
implementation is relatively straightforward and simple to implement. The out-
put of the GE system, in this case a lisp like s-expression, can be parsed and
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executed simply and efficiently. This is of particular value in this work as a real-
time execution of the expression is necessary when generating visuals with live
music input. Using a grammar provides the ability to include useful ‘pre-baked’
expressions like sin, cos and log functions, as well as application-specific expres-
sions like plus90, used in this implementation to represent offsetting a variable
by 90 degrees on the colour wheel. Finally, the output mapping expression is a
textual, human readable expression which can be stored in a text file for later
evaluation, analysis or debugging.

3 System Methodology

3.1 Evolving Aesthetic Analogies

We have previously described an analogical approach based on a metalanguage
constructed of Mapping Expressions. Each Mapping Expression maps one mea-
surable aesthetic attribute in a source domain to a similar measurable aesthetic
attribute in a separate target domain. An analogy may contain multiple Mapping
Expressions, each mapping the value of some aesthetic attribute in the source
domain to an attribute in the target domain. The structure of the metalan-
guage is illustrated in Fig. 1. In previous work, the musical harmony and colour
harmony were used as measurable aesthetic attributes. We adopt this structure
here also.

The GE system used to generate output mapping expressions is implemented
as follows. The fitness of an individual is a measure of the similarity between
the input musical harmony and output visual harmony. An individual contains
a single gene. Genes are represented as an array of 8-bit positive integer (0–255)
codons. Gene arrays of 60 codons were used within a population of size 50 and
a population is seeded with entirely random genes. To begin the evolutionary
process, the fitness of each individual is calculated. Tournament selection is
then used to select individuals for evolution. Both single-point and double-point
crossover are used to build the succeeding generation. Elitism is employed to
maintain the peak population fitness from one generation to the next. Mutation
is applied at the gene level where each codon may have its value randomly
reassigned based on the mutation rate shown in Eq. 1 where α represents the
number of generations since a new peak fitness was reached.

Mut1 =
(0.02

70
α
)

+ 0.01 (1)

A hyper-mutation rate is applied after a threshold to increase variation fur-
ther. This approach ensures we allow adequate exploration of the genotype land-
scape while allowing local optimisation to occur for a short period. Evolution is
halted after a threshold of generations where the peak fitness has not increased.
The parameters used are summarised in Table 1.

Our previous work has shown that Mapping Expressions evolved with this
procedure produce increasingly more accurate mappings between domains over
time, with evolved expressions showing a distinctly higher fitness than randomly
generated expressions.
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Table 1. Genetic algorithm parameters.

Parameter Value

Population size 50

Chromosome length 60

Crossover rate 0.8

Standard mutation rate (Mut1) See Eq. 1

Hyper-mutation rate (Mut2) 1.0

Mutation threshold 100

Halting threshold 200

Fig. 1. Analogy structure overview with Mapping Expressions E1 to En mapping
source attributes S1 to Sn to target attributes T1 to Tn.

4 Real-Time Analogies

One of the major challenges of designing a system that receives live music input is
making sense of the data being received. Our initial design intended to analyse
live audio samples using signal processing techniques to detect salient infor-
mation. While this approach has valuable applications, implementation is not
reliable. Nevertheless, it still produces potentially useful results, presented in
Sect. 4.1 below. The alternative approach, outlined in Sect. 4.2, uses a digital
MIDI signal, removing most of the issues with live audio sampling in favour of a
noise free, reliable input. This approach, however, is less flexible, limited to live
input from digital instruments and synthesizers only.
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4.1 Sampled Musical Input

A Fast Fourier Transform (FFT) was implemented to identify the frequencies
being played in a live audio sample. In testing this approach we identified the
strongest frequencies to be the fundamental frequencies of notes being played on
an instrument. By taking the strongest N frequencies, the harmony of the audio
could be calculated and sent on for mapping expression evaluation.

There are some obvious drawbacks to this approach. Chord recognition is a
complex and actively researched field. Simply taking the strongest frequencies
of a FFT is an unreliable, naive approach. The fundamental frequency of a note
being played is not guaranteed to be the strongest frequency and the useful-
ness of this approach is diminished further as more instrumentation is included
and the frequency spectrum becomes more crowded with overtones and noise.
Another issue with this approach is the speed at which the calculated harmony
changes. In testing, we found the harmony to fluctuate wildly as the frequencies
identified changed. To combat this, a smoothing window was used to find the

Fig. 2. Harmony calculated using a naive Fast Fourier Transform approach compared
to the frequency spectrum and manually identified parts of a sample song.
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mode harmony value. Using a short window of 10 samples was quite effective,
improving the signal to noise ratio greatly without adding any significant delay.

Another major drawback of using a FFT with live audio is the timing of visual
updates. Without a smoothing window, colour changes are rapid and distinctly
unenjoyable. With a smoothing window, colours change at a more enjoyable
pace, but do not seem to change in synchrony with any musical cadence.

Regardless of these drawbacks, using the FFT approach produced some inter-
esting results as illustrated in Fig. 2. The figure compares the calculated har-
mony, the frequency spectrum and the manually identified sections of a sample
song. Even using the naive FFT approach, it is clear that the harmony value
is indicative of the part of the song, showing obvious differences between the
verses, chorus and bridge.

4.2 MIDI Musical Input

To combat the downfalls of a FFT with live audio, we investigated the use of
MIDI messages as a musical input.

MIDI (Musical Instrument Digital Interface) is a digital protocol originally
designed to allow electronic controllers communicate with sound synthesizers in
a modular fashion. The protocol was introduced in the 1980’s but is still widely
used today.

By using the MIDI protocol, we can ensure that we know exactly what notes
are being played at any time without any noise or interference. This clearly
restricts us to monitoring digital instruments in a live setting. However, for the
purposes of this study, we can take a sample recording and score each instrument
in MIDI manually. Using a Digital Audio Workstation we can then play the
sample recording and the MIDI score in synchrony. This approach proved to be
the most successful, producing a true representation of the music being played
without any noise interference, and harmony values updating in synchrony with
the music.

Interestingly, as illustrated in Fig. 3, the harmony value calculated using the
MIDI approach is remarkably similar to the value calculated using the FFT
approach, with parts of the section similarly distinguishable. This suggests that
while using an FFT to detect the timing, notes and chords of live audio is
unreliable, it may still be a useful approach to calculate harmony.

4.3 Mapping Expression Delay

With a reliable musical input available, the next step in generating a live visual
output is evaluating a mapping expression with musical input. First, a chosen
mapping expression is read from a file and parsed into memory as a set of nested
sub-expressions. As we will be using only one mapping expression at a time,
this can be done before any real time output is required, with no overhead.
Evaluation is then a case of passing the parsed expression to an evaluation script
which recursively evaluates each sub-expression.
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Fig. 3. Harmony calculated using a MIDI score compared to the frequency spectrum
and manually identified parts of a sample song.

Evolved expressions vary in size between less than 10 sub-expressions, to
over 7000, however, the vast majority of fit expressions contain less than 100
sub-expressions. The evaluation of larger expressions leads to a time delay. This
is illustrated in Fig. 4, where we plot the average time taken to calculate the
fitness of mapping expressions, by size, measured in number of sub-expressions.
The figure displays the time taken to evaluate fitness rather than real-time eval-
uation times. This approach was chosen in order to obtain a fair evaluation delay
across all input musical harmony values. The real-time evaluation delay can be
accurately obtained by dividing the fitness evaluation time by 11, as shown in
blue in Fig. 4.

4.4 Visual Display Generation

Finally, presenting and updating a visual display with minimal time delay is
also a challenge. To achieve this, we implemented a visualisation server, a web
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Fig. 4. Average execution time to evaluate the fitness of mapping expressions with an
estimation of real-time evaluation. Mapping expression size is measured by number of
sub-expressions.

server with API endpoints accepting colour update requests, and web pages
served to render the display. Websockets were used to update the display as new
colour update requests were received. The display could then be shown on a data
projector, external monitors or any other display device. This approach was not
ideal, but presented a cost effective and robust solution without the need for
expensive stage lighting equipment and proprietary hardware for data transfer.

The overhead of evaluating a larger mapping expression as well as communi-
cating with a visualisation tool could result in unacceptable delays, preventing
suitable time synchronisation between audio and visuals. According to the ITU-R
BT.1359-1 (1998) standard, a sound/vision timing difference of more than 90 ms
is unacceptable, while anything less than 45 ms is undetectable. By plotting the
time delay between a MIDI signal being received and a visual being rendered,
as shown in Fig. 5, we can estimate this value. The figure displays a typical run
with maximum delays of 79 ms, minimum delays of 11ms, and average delay of
24.357 ms indicating an acceptable delay.
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5 Survey Methodology

5.1 Experimental Setup

Using the approach outlined in Sect. 3.1, over 500 generations of mapping expres-
sions were generated and stored. Three sample generations were selected and the
lowest, median and highest fitness individual expressions were chosen for display.
For each mapping expression, a visual display was generated using a sample music
piece.

In the interest of displaying the same colours to all participants, and to avoid
colour grading or exposure related loss of colour strength, colours were displayed
on a screen which illuminated the room. The display consisted of a constant red
background colour, and a varying foreground colour. The colours were arranged
on screen as three vertical stripes, with the foreground colour in the center. This
allowed the colours to illuminate the room distinctly.

The music piece, an arrangement of guitar, vocal harmony, piano, and light
drums was used as it demonstrated a relatively strong periodic variation in musi-
cal harmony. The piece was composed by the authors to be enjoyable without
focusing on any particularly polarising genre and also to avoid any intellec-
tual property issues. An external speaker was used to ensure high audio quality
throughout the study.
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Table 2. Survey questions.

Category Question Value

Enjoyment I enjoyed neither the music nor the colours 0

I enjoyed the music but not the colours 1

I enjoyed the colours but not the music 2

I enjoyed both the music and the colours 3

Interest I found neither the music nor the colours interesting 0

I found the music but not the colours interesting 1

I found the colours but not the music interesting 2

I found both the music and the colours interesting 3

Fatigue I feel tired or bored

I do not feel tired or bored

Table 3. Study participants summary.

Attribute Value Percent (frequency)

Age 15–24 37.5% (12)

25–44 43.75% (14)

45–64 18.75% (6)

Gender Male 56.25% (18)

Female 43.75% (14)

Musical background No experience 43.75% (14)

Beginner or Intermediate 43.75% (14)

Expert 12.5% (4)

Each of the 9 videos were of 2 min in length and were presented in a random
order for each viewing. After each video, participants were asked to provide one
answer to each of 3 multiple choice questions as shown in Table 2. In total, 32
participants were surveyed. A summary of the age, gender and musical back-
ground distributions are shown in Table 31.

6 Results

Each participant was presented with nine visualisations, divided into three fitness
levels: low, medium and high. Each of the four mutually exclusive responses to
Enjoyment and Interest questions were given a value, 0 to 3 as shown in Table 2.

The input variables include 3 categorical variables (or factors), namely Fit-
ness, Gender, and Musical Background and 1 quantitative input (or covari-
ate), Age. The response values within each fitness level were summed, obtaining
1 Full results are available upon request. Please contact a.breen2@nuigalway.ie.
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an ordered categorical response variable, taking values 0 to 9 representing the
aggregate enjoyment or interest of a participant at each fitness level.

One complication in the analysis is that certain observations are correlated,
namely those on the same participant at the different fitness levels.

In the software SPSS [13], suitable analysis can be conducted using Gen-
eralised Estimating Equations. This analysis provides no evidence of an effect
of any of the three factors (Fitness, Gender, Musical Background), nor of the
covariate (Age) on either of the responses (Enjoyment and Interest).

7 Discussion

The core goal of this work is to examine the possibility and practicality of imple-
menting a system such as that proposed in our previous work. To this end, a
system has been implemented that makes use of evolved mapping expressions
and generated real-time aesthetic analogies by taking a live musical input, eval-
uating mapping expressions and generating a visual display. While this system
was capable of creating aesthetic analogies, there is no evidence that these analo-
gies have an effect on the aesthetic experience of a piece of music. While this is a
negative aesthetic result, the implementation was successful. Given these results,
a number of improvements could be made to improve the performance of the
system, in terms of both optimizing the computational aspects of the system,
and improving the aesthetic appeal of output visual displays.

7.1 Implementation

The grammatical evolution based system proved successful for evolving map-
ping expressions. There are obvious improvements that could be made, including
increasing the gene length, increasing the size of the population and tweaking
other parameters to obtain fitter individuals.

Obtaining a reliable musical input proved to be a major challenge in this
work. The final system used a predefined MIDI score as musical input. While this
approach might suit a live performance using digital instruments, it is clearly not
practical for an acoustic performance. Without a predefined MIDI score, further
work is needed for live audio input.

While live music performance may currently be beyond reach for analogue
instruments, using a Fast Fourier Transform with a smoothing window does
seem to be useful for identifying harmony with more granularity. This may have
practical applications in song-part identification.

With a predefined MIDI input, it may be possible to look ahead at the score
to dynamically change analogies. Meta-data MIDI messages may also be used
for this purpose. Further, this may also be a practical use of the sampled music
approach which may be used to identify the section of a song with more subtlety
than the MIDI based approach.

The evaluation of mapping expressions is currently not a major factor in the
input-output delay. However, if multiple attributes, longer gene length, or more
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complex expression selection approaches were put in place, this may become a
bottleneck. Fortunately, the design of the mapping expression allows for some
optimisation to be done. Firstly, with expressions and sub-expressions taking on
a tree like structure, expression sub-trees that do not contain any dynamic input
variables like music input may be pruned. Using this approach, large sub-trees
could be replaced with constant values, greatly reducing the processing required
for each evaluation of the expression. Secondly, the use of multiple aesthetic
attributes lends itself to multi-threading or distributed evaluation which may
further reduce any processing bottle-neck that occurs. Finally, it may be possible
to build a single mapping expression using sub-trees built from separate genes.
This approach would allow the distribution of processing even for the evaluation
of single expression, though this approach would clearly not be required without
substantially larger expressions.

There are a number of drawbacks with the approach taken for displaying
visuals. Notably, the use of a web browser to generate a display presented on a
screen or data projector is clearly inferior to the use of professional stage lighting
hardware. While the current implementation was cost effective and quick to
build, professional stage lighting hardware would create a far better atmosphere.
The use of dedicated lighting hardware would also greatly reduce the input-
output delay with current delays being mainly the result of rendering within the
browser.

7.2 Survey

Our hypothesis assumed that an evolved mapping expression between the mea-
surable attributes of musical and visual harmony would produce an improved
aesthetic experience compared to a random mapping expression. The survey
conducted did not verify this hypothesis. We believe this is primarily due to
the effect of musical and visual harmony being too weak to have an observable
effect. To remedy this, we believe the use of more rudimentary analogies, such as
musical loudness to visual brightness, will have more obvious observable effects.

A second factor may be the simplistic structure of the analogy with just one
mapping expression. Similar to the use of musical loudness to visual brightness
suggested above, the use of these expressions in combination may also create
more obvious observable effects allow a more dynamic analogy to be made, per-
haps improving the aesthetic quality of the analogy. Using the implementation
outlined in this paper, the use of multiple attributes should be possible without
major architectural changes. However, gathering the required aesthetic response
data may be prohibitive.

Our previous work suggests the use of a supervised fitness method which
may encourage the creation of analogies that generate more recognisable effects.
Using the music-visual analogy as an example, this process might complement a
normal rehearsal, allowing human supervision without inducing a great deal of
fatigue.
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We have mentioned that the use of predefined MIDI lookahead and the sam-
pled music approach may allow the use of multiple analogies for separate parts
of a song. This approach may also improve the aesthetic quality of the system.

Finally, we hope to further investigate the consistency of feedback between
judges using an output created by hand. Our survey is based on the assumption
that an aesthetically pleasing visual can be created using the defined appara-
tus. It is possible that such an output is not possible or detectable given the
constraints of the system and the inconsistency of responses.

8 Conclusion

It has been demonstrated that a system may be implemented to make use of
Grammatical Evolution to make real-time aesthetic analogies by taking a live
musical input, evaluating evolved mapping expressions and generating a visual
display. Mapping expressions have been shown to have evaluation times fast
enough to allow real time music to visual mapping. Furthermore, this mapping
enables real time mapping within acceptable limits (90 ms), even considering the
time delay resulting from input audio preprocessing and output visual rendering.

Statistical analysis of a survey conducted to investigate the effect of the
system showed no evidence of any effect of any factors (Fitness of expressions,
Gender, Musical Background) or the covariate (Age) on the enjoyment or interest
of participants in a music and visual display.

Finally, a number of possible improvements have been proposed which may
impact the aesthetic and artistic value of the system. The main proposed
improvements are the use of multiple mapping expressions, the use of multi-
ple measurable aesthetic attributes, and the use of a human supervised fitness
method.
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