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Preface to the Second Edition

Preparing the new edition we have preferred first of all to improve the existing text.
Expanding it was not our priority because we would like to preserve the compact
size of the book. We have removed a number of misprints and mistakes. Sections
devoted to the Majorana field and to path integral approach to U(1) anomaly have
been revised. There are two new sections: on anticommuting (bi)spinor fields, and
on more advanced supersymmetric models. Several new problems are added.

We would like to thank Thomas Williams for careful reading of the manuscript
and helpful comments, Lukasz Marszalek for pointing out several mistakes, and
Anna Gagatek for the help in preparation of figures.

The picture on the front cover is by courtesy of Dr. Tomasz Romanczukiewicz.
It illustrates scattering of two solitonic objects in 141 dimensional space-time.The
horizontal direction represents the time, and the vertical one the one dimensional
space. The two objects are the kink, discussed in Chap. 3, and an oscillon which is a
kind of breather, see Exercise 1.1(c). Before the scattering, the oscillon is at rest
(then its world-line coincides with the horizontal dark dashed line), while the kink
approaches it with a constant velocity (then its world-line coincides with the white
continuous line).

Krakéw, Poland Henryk Arodz
Leszek Hadasz



Preface to the First Edition

This textbook on field theory is based on our lectures which we delivered to
students beginning their specialization in theoretical physics at Jagiellonian
University in Cracow. The lectures were accompanied by problem-solving classes.
The goal was to give a presentation of the basics of field theory.

Field theory plays a fundamental role in many branches of contemporary phy-
sics, from cosmology, to particle physics, and condensed matter physics. Plenty of
successful applications testify to its importance. On the other hand, there still
remain unanswered questions about its foundations. For example, it is not clear
what is the proper mathematical framework for its formulation. Nor do we know
how to exactly solve its equations in the case of interacting fields. This state of field
theory—many successful applications vs. hidden in a mist foundations—makes the
task of preparing an introductory course rather challenging.

Before attending our course, the students had taken theoretical physics courses
on classical mechanics, non relativistic quantum mechanics, classical electrody-
namics, statistical physics, as well as mathematical courses on algebra, calculus,
and differential equations. They also had a general introduction to particle physics.
Concurrently with our lectures, or subsequently, they attended specialized lectures
on advanced quantum mechanics including the relativistic formulation, the standard
model of particle physics, statistical field theory, and the quantum theory of con-
densed matter. Such a curriculum has of course influenced the content of our
lectures. We have entirely omitted applications of field theory, and the emphasis has
been put on basic ideas. Furthermore, because of the limited time available both for
the lectures and for the students, we have not at all attempted to make the course
comprehensive. Our intention has been to offer a slow, step by step introduction to
the main concepts of field theory. The method we have chosen consists of a
carefully detailed explanation of the selected material. We hope that such a text-
book can be useful, and that it is a helpful supplement to the vast amount of existing
literature.

This textbook consists of three parts: classical fields are discussed in Chapters 1 to
5, an introduction to the quantum theory of fields is given in Chapters 6 to 10, and a
selection of relatively modern developments is presented in Chapters 11 to 14.

vii



viii Preface to the First Edition

We presented most of this material in three semesters using traditional tools: chalk
and a blackboard. At the end of each chapter there are exercises with hints for
solutions. Some are strictly tied up with the lectures, others deal with topics which
were discussed at length only during the problem-solving classes. We have also
included a short Appendix in which we have collected some basic facts about
generalized functions. Interested students can find hundreds of books on field theory.
Our list of literature includes only those books or original papers which are explicitly
mentioned in this text.

Many students commented on parts of our lecture notes. We are very grateful to
them all. We are particularly indebted to P. Balwierz, M. Eckstein, T. Rembiasz and
P. Witaszczyk for providing lists of mistakes and unclear points. Needless to say, the
full responsibility for mistakes and shortcomings still present lies entirely with us.
Errata, very likely necessary in spite of our efforts, will be posted on the web page
http://th-www.if.uj.edu.pl/ztp/Edukacja/index.php belonging to the Department of
Field Theory of the Marian Smoluchowski Institute of Physics, Jagiellonian
University.

Krakéw, Poland Henryk Arodz
June 2010 Leszek Hadasz
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Chapter 1
Introduction

Abstract Sine-Gordon field as an effective description of a system of coupled pen-
dulums in a constant gravitational field. Sine-Gordon solitons. The electromagnetic
field, gauge potentials and gauge transformations. The Klein—Gordon equation and
its solutions.

By definition, any physical system which has infinitely many degrees of freedom
can be called a field. Systems with a finite number of degrees of freedom are called
particles or sets of particles. The kinematics and dynamics of particles is the subject
of classical and quantum mechanics. In parallel with these theories of particles there
exist classical and quantum theories of fields. In this chapter we present two important
examples of classical fields: the sine-Gordon effective field and the electromagnetic
field.

Statistical mechanics deals with large ensembles of particles interacting with a
thermal bath. If the particles are replaced by a field or a set of fields, the corresponding
theory is called statistical field theory. This branch of field theory is not presented in
our lecture notes.

1.1 Example A: Sine-Gordon Effective Field

Let us take a rectilinear, horizontal wire with M + N 4 1 pendulums hanging from
it at equally spaced points labeled by x;. Here i = —M, ..., N, where M, N are
natural numbers. The points x; are separated by a constant distance a. The length of
that part of the wire from which the pendulums are hanging is equal to (M + N)a.
Each pendulum has a very light arm of length R, and a point mass m at the free end.
It can swing only in the plane perpendicular to the wire. All pendulums are fastened
to the wire stiffly, hence their swinging twists the wire (accordingly). The wire is
elastic with respect to such twists. Each pendulum has one degree of freedom which
may be represented by the angle ¢(x;) between the vertical direction and the arm of
the pendulum. All pendulums are subject to the constant gravitational force. In the
configuration with the least energy all pendulums point downward and the wire is not

© Springer International Publishing AG 2017 1
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2 1 Introduction

twisted. We adopt the convention that in this case the angles ¢(x;) are equal to zero.
Because of the presence of the wire ¢(x;) = 0 is not the same as ¢(x;) = 27k, where
k = £1,+2,...—in the latter case the pendulum points downward but the wire
is twisted, hence there is a non vanishing elastic energy. Therefore, the physically
relevant range of ¢(x;) is from minus to plus infinity.

The equation of motion for each pendulum, except for the first and the last ones,
has the following form

mp2 000D R g ) 4 P TGO T o0 a D 20, 1)

dt? a
(1.1)

where k is a constant which characterizes the elasticity of the wire with respect to
twisting. The Lh.s. of this equation is the rate of change of the angular momentum of
the i-th pendulum. The r.h.s. is the sum of all torques acting on the i-th pendulum:
the first term is related to the gravitational force acting on the mass m, the second
term represents the elastic torque due to the twist of the wire.

The equations of motion for the two outermost pendulums differ from (1.1) in a
rather obvious way. In the following we shall assume that these two pendulums are
kept motionless by some external force in the downward position, that is that

d(x_p,t) =0, ¢(xy,t) =27n, (1.2)

where n is an integer. If we had put ¢(x_y) = 27/ with integer [ we could stiffly
rotate the wire and all of the pendulums / times by the angle —27 in order to obtain
I = 0. Therefore, the conditions (1.2) are the most general ones in the case of
motionless, downward pointing outermost pendulums. In fact, these two pendulums
can be removed altogether—we may imagine that the ends of the wire are tightly
held in vices.

In order to predict the evolution of the system we have to solve (1.1) assuming
certain initial data for the angles ¢(x;,7),i = —M + 1,..., N — 1, and for the
corresponding velocities é(x;, 1). This is a rather difficult task. Practical tools to be
used here are numerical methods and computers. Numerical computations are useful
if we ask for the solution of the equations of motion for a finite, and not too large,
time interval. If we let the number of pendulums increase, sooner or later we will
be incapable of predicting the evolution of the system except for very short time
intervals, unless we restrict initial data in a special way. One such special case is
in the limit of small oscillations around the least energy configuration, ¢(x;) = O.
In this case we can linearize the equations of motion (1.1) using the approximation
sin ¢ ~ ¢. The resulting equations are of the same type as those obtained for a system
of coupled harmonic oscillators, treatments of which can be found in textbooks on
classical mechanics.

It turns out that there is another special case which can be treated analytically.
We call it the field theoretical limit because, as is explained below, we pass to an
auxiliary system with an infinite number of degrees of freedom. Let us introduce a
function ¢(x, ), where x is a new real continuous variable (a coordinate along the
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wire). By assumption, this function is at least twice differentiable with respect to
x, and is such that its values at the points x = x; are equal to the angles ¢(x;, t)
introduced earlier. Hence, ¢(x, t) smoothly interpolates between ¢(x;, t) for each i.
Of course, for a given set of the angles one can find infinitely many such functions.
For any such function the following identity holds

+ 85+ x,1)
Ox?

a 0 2
o(x; —a,t) +o(x; +a,t) —2p(x;, 1) = / dSl/ dsza Q)
0 —a

X=x;

Now comes the crucial assumption: we restrict our considerations to those motions of
the pendulums for which there exists an interpolating function ¢(x, ¢) of continuous
variables x and ¢ which satisfies
0?9 (s + sz +x,1) 8 0¢(x, 1)
dS] d S2
0 8x

(1.3)

X=X X=X;
for all times ¢ and at all points x;. For example, this is the case when the second
derivative of ¢ with respect to x is almost constant as x runs through the interval
[x; — a, x; + a], for all times ¢. With approximation (1.3) the identity written above
can be replaced by the following approximate one

Pd(x, t
oxi —a,t) + o(x; +a, 1) = 2¢(x;, 1) = a2M
8x2 X=X;
Using this formula in (1.1) we obtain
d*o(x;, t Po(x,t
RZ% ~ —mgR sin ¢(x;, 1) + m% _ (1.4)

Let us now suppose that our function ¢(x, t) obeys the following partial differ-
ential equation,

32%(; D _ _mgRsind(r.1) + 292&);’ 2 (15)

where x € [-Ma, Na], and
¢(—Ma,t) =0, ¢(Na,t)=2mn, (1.6)
where n is the same integer as in (1.2). Then, it is clear that ¢(x;, 1), i = —M +

1,..., N —1, obey (1.4). Also the boundary conditions (1.2) are satisfied. Hence, if
condition (1.3) is satisfied we obtain an approximate solution of the initial Newtonian
equations (1.1).
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The nonlinear partial differential equation (1.5) is well-known in mathematical
physics by the jocular name ‘sine-Gordon equation’ which alludes to the Klein—
Gordon equation. This latter equation is a cornerstone of relativistic field theory—we
shall discuss it in Sect. 1.3. The sine-Gordon equation can be transformed into its
standard form by dividing by mg R, and by rewriting it with the new, dimensionless

variables
R
r= )8 e= B8R @) = bx, 1),
R Ka

The resulting standard form of the sine-Gordon equation reads

FOE T PRET)
or? 0¢?

+sin ® (&, 7) = 0. (1.7)

There are many mathematical theorems about (1.7) and its solutions. One of them
says that in order to determine a unique solution uniquely, one must specify the initial
data, that is, one must fix the values of ® (£, 7), and 0P (£, 7) /07 for a chosen instant
of the rescaled time 7 = 7 and for all £ in the interval [£_,,, £x] (Which corresponds
to the interval [x_,;, xy]). One must also specify the so-called boundary conditions,
that is the values of @ at the boundaries £ = £_j; and £ = &y of the allowed range
of ¢ for all values of 7. In our case their form follows from conditions (1.2),

DE_y, ) =0, Oy, T)="2m1n. (1.8)

In order to specify the initial data we have to provide an infinite set of real numbers (to
define the values of ® (&, 79), 0P (£, 7)/07|;=-,) because ¢ is a continuous variable.
For this reason the dynamical system defined by the sine-Gordon equation has an
infinite number of degrees of freedom. This system, called the sine-Gordon field,
is mathematically represented by the function @, and the sine-Gordon equation is
its equation of motion. The sine-Gordon field is said to be the effective field for
the system of pendulums described above. Let us emphasize that the sine-Gordon
effective field gives an accurate description of the dynamics of the original system
only if condition (1.3) is satisfied. Such a reduction of the original problem to the
dynamics of an effective field, or to a set of effective fields in other cases, has become
an extremely efficient tool in theoretical investigations of many physical systems
considered in condensed matter physics or particle physics.

Let us end this section with a few examples of nontrivial solutions of the sine-
Gordon equation in its standard form (1.7). Let us assume that ® does not depend on
the rescaled time 7, that is, that ® = & (£)—such solutions are referred to as static.
Then, (1.7) reduces to the following ordinary differential equation

P"(§) = sin (9, (1.9)
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where " denotes differentiation with respect to £. Multiplying this equation by @’ we
obtain

1 1257 l
E(Cb ) = —(cos ),

and after integration,

1,
5ol>2=c0—cos<1>, (1.10)

where ¢ is a constant. The boundary conditions (1.8) imply that

co=1+ %cp’z(g_M) =1+ %qﬂ(@v). (1.11)

It follows that ¢y > 1, and that ®'({_y) = £P'(Ew).
Let us first consider the case ¢y = 1. The square root of (1.10) with ¢y = 1 gives

®
@' = 2sin(-). (1.12)

or
/ : ¢
o = —ZSIH(E), (113)

which can be easily integrated. Apart from the trivial solution ® = 0, there exist
nontrivial solutions, denoted below by @ and ®_. Integrating (1.12) and (1.13) we
find that

P
In | tan(- )| = (€ — o).

where & is an arbitrary constant, and the signs + and — correspond to (1.12) and
(1.13), respectively. It follows that

®4 (&) = L4 arctan[exp(£(£ — &p))] mod 4. (1.14)

Formula (1.14) implies that ®/,_(§) # O for all finite £, and &/ (§) — 0if £ - oo
or ¢ - —o0. Therefore, conditions (1.11) can only be satisfied if

§-m = —00, &y =+oo.
With the help of the identity
arctan(1/x) = w/2 — arctan x,
one can show that formula (1.14) in fact gives two solutions which obey the conditions

(1.8):
d, (&) = L4 arctan(exp(§ — &)). (1.15)
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It is clear that
lim ®,(§) = 2.
{—+o0

Hence, the integer n in (1.8) can be equal to 0 or £1 (n = 0 corresponds to the trivial
solution ® = 0).

Let us summarize the case for which ¢y = 1. Static solutions obeying the boundary
conditions (1.8) exist only if the range of ¢ is infinite, from —oo to 400, and then
the nontrivial solutions have the form (1.15). The solution @, is called the soliton,
and ®_ the antisoliton. & is called the location of the (anti-)soliton. There are no
static solutions with |n| > 1.

Coming back to our system of pendulums, the solitonic solutions (1.15) are rel-
evant if the condition (1.3) is satisfied. The two integrals on the L.h.s. of condition
(1.3) can be rewritten as integrals of @, with respect to the dimensionless variables

mgR
xl’g.
a

&2 =

Then, the integration limits are given by 0 and £, where

mgRa
o=,/ .
K

We see that condition (1.3) is certainly satisfied if

a— 0,

because in this limit the range of integration shrinks to a point. The value of the
dimensionless parameter o can be made small by, e.g., choosing a wire with large
k or by putting the pendulums close to each other (small a). Furthermore, note that
Ev = axy/a, &y = ax_y/a, x_y = —Ma and; x, = Na. It follows that
&n, E-y can tend to Fo00, respectively, in the limit &« — 0 only if N, M — ooc.
Thus, the number of pendulums has to be very large.

The case ¢y > 1 is a little bit more complicated. Equation (1.10) is equivalent to

the following equations
@' = 44/2cy — 2cos D, (1.16)

which give the following relations

() 1
| as——
0 J1—cy'coss

These relations implicitly define the functions ®(£) which obey (1.9). The integral
on the Lh.s. of (1.17) can be related to an elliptic integral of the first kind (see, e.g.

= +/2¢0(6 — E_w). (1.17)
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[1]), and ® (&) is then given by the inverse of the elliptic function. The constant ¢
is determined from the following equation, obtained by inserting the second of the
boundary conditions (1.8) into formula (1.17):

27n 1
[ as——
0 J1—cy'coss

Note that now &_j, and &y have to be finite, otherwise the r.h.s. of this equation
would be meaningless.

One may also solve (1.16) numerically. These equations are rather simple and can
easily be tackled by computer algebra systems like Maple® or Mathematica®. Equa-
tions (1.16) are considered on the interval (&_,/, &y). They are formally regarded
as evolution equations with £ playing the role of time. The boundary condition
®(&_y) = 0 is now regarded as the initial condition for ®(&). The constant ¢ is
adjusted by trial and error until the calculation gives ®(&y) ~ 27n to the desired
accuracy. For example, choosing £_); = —10 and £y = 10 we have obtained
co ~ 1.00000008 for n = =+1, ¢y ~ 1.0014 for n = +2, and ¢y ~ 1.0398 for
n = =+3.

These solutions of the sine-Gordon equation with ¢y > 1 are pertinent to the
physics of the system of pendulums when the parameter « has a sufficiently small
value, as in the case ¢y = 1. For given natural numbers N and M, the values of
&_y and &y are calculated from formulas £_j); = —aM and £y = aN. In the limit
a — 0 with £_ ), and £y kept non vanishing and constant, the number of pendulums
has to increase indefinitely.

= £v2co (€n — &-m)- (1.18)

1.2 Example B: The Electromagnetic Field

‘We have just seen an example of an effective field—the sine-Gordon field ¢(x, 1)—
introduced in order to provide an approximate description of our original physical
system: the set of coupled pendulums. Now we shall see an example from another
class of fields, called fundamental fields. Such fields are regarded as elementary
dynamical systems—according to present day physics there are no experimental
indications that they are effective fields for an underlying system. The fundamental
fields appear in particular in particle physics and cosmology. Later on we shall see
several such fields. Here we briefly recall the classical electromagnetic field. It should
be stressed that we regard this field as a physical entity, a part of the material world.
Our main goal is to show that the Maxwell equations can be reduced to a set of
uncoupled wave equations.

According to 19th century physics, the electromagnetic field is represented by
two functions E (t, %), B(t X), the electric and magnetic fields respectively. Here X
is a position vector in the three dimensional space R?, and ¢ is time. The fields obey
the Maxwell equations of the form (we use the rationalized Gaussian units)
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(a) divE = p, (©) divB =0,
1 ()E 17 1 dB (1.19)
(b)rot -5 =< (d)rotE+ =0,
where p is the electric charge density, and j is the electric current density. p and ]
are functions of ¢ and X, and c is the speed of light in the vacuum.
Suppose that there exist fields E (t, ), B (¢, X) obeying Maxwell equations (1.19).
Acting with the div operator on (1.19b), then using the identity div(rot) = 0 and
(1.19a), we obtain the following condition on the charge and current density

) -
a_f+divj = 0. (1.20)

This is a well-known continuity equation. It is equivalent to conservation of electric
charge. From the mathematical viewpoint, it should be regarded as a consistency
condition for the Maxwell equations—if it is not satisfied they do not have any
solutions.

Equation (1.19c¢) is satisfied by any field B of the form

B =rotA, (1.21)

where A(t, X) is a (sufficiently smooth) function of X. Conversely, one can prove
that any field B which obeys (1.19c) has the form (1.21). From (1.21) and (1.19d)
follows the identity

t(E + 185) 0
o ——) = U.
c Ot

There is a mathematical theorem (the Poincaré lemma) which says that an identity
of the form rot X = 0 implies that the vector function X is the gradient of a scalar
function o, i.e. X = Vo. Therefore, there exists a function Ay such that

E+ 1A _ VA
cor 0

(the minus sign is dictated by tradition). Thus,

E= 104 VA (1.22)
); o ’

The functions Ay and A are called gauge potentials for the electromagnetic field.
Note that the choice of A and A for a given electric and magnetic fields is not
unique—instead of Ay and A one may just as well take

1 Ox(t, X)

A, %) = A(t, %) — Vx(1, %), A1, %) = Ao(t, ) + o

(1.23)
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where x(¢, X) is a sufficiently smooth but otherwise arbitrary function of the indicated
variables. This freedom of choosing the gauge potentials is called the gauge symme-
try. Formulas (1.23) can be regarded as transformations of the gauge potentials, and
are called the gauge transformations. Often they are called local gauge transforma-
tions in order to emphasize the fact that the function x is space and time dependent.
One should keep in mind the fact that the gauge transformations appear because we
adopt the mathematical description of the electromagnetic field in terms of the poten-
tials. The fields E and B do not change under these transformations. The potentials
Ao, A and Aé), A’ from formulas (1.23) describe the same physical situation. The
freedom of performing the gauge transformations means that the potentials form a
larger than necessary set of functions for describing a given physical configuration
of the electromagnetic field. Nevertheless, it turns out that the description in terms
of the potentials is a most economical one, especially in quantum theories of parti-
cles or fields interacting with the electromagnetic field. In fact, it has been commonly
accepted that the best mathematical representation of the electromagnetic field—one
of the basic components of the material world—is given by the gauge potentials Ay
and A.

Expressing Eand B by the gauge potentials we have explicitly solved (1.19¢, d).
Now let us turn to (1.19a, b). First, we use the gauge transformations to adjust the
vector potential A in such a way that

divA = 0. (1.24)

This condition is known as the Coulomb gauge condition. One can easily check that
for any given A one can find a gauge function y such that A obeys the Coulomb
condition, provided that divA vanishes sufficiently quickly at the spatial infinity. For
that matter, let us note that from a physical viewpoint it is sufficient to consider
electric and magnetic fields which smoothly! vanish at the spatial infinity. For such
fields there exist potentials Ay and A which also smoothly vanish as |X| — oo. It
is quite natural to assume that the gauge transformations leave the potentials within
this class. Therefore, we assume that the gauge function x also smoothly vanishes at
the spatial infinity. We might have assumed that it could approach a non vanishing
constant in that limit. However, such a constant leads to a trivial gauge transformation
because then the derivatives present in formulas (1.23) vanish. For this reason it is
natural to choose this constant equal to zero. Note that now the Coulomb gauge
condition determines the gauge completely. By this we mean that if both Aand A,
which are related by the local gauge transformation (1.23), obey the Coulomb gauge
condition, then x = 0, that is the two potentials coincide. This follows from the facts
thatif (1.24) is satisfied by A and A’ then x obeys the Laplace equation, Ay = 0, and
the only nonsingular solution of this equation which vanishes at the spatial infinity
isxy =0.

Here this means that all derivatives of the fields with respect to the Cartesian coordinates x* also
vanish at the spatial infinity.
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The condition that y vanishes at the spatial infinity is also welcome for another
reason—it makes a clear distinction between (local) gauge transformations and global
transformations. Global transformations will be introduced in Chap. 3. They are given
by x which are constant in time and space. Such transformations can act nontrivially
on fields other than the electromagnetic field. With the definitions we have adopted,
the global transformations are not contained in the set of gauge transformations.

Equations (1.19a, b) are reduced in the Coulomb gauge to the following equations

1 0%A 0Ag  1-

The solution of the first equation has the form

. 1 tx
Ao(t, %) = E/cﬁx’ |‘i( ’;)| (1.26)

provided that p vanishes sufficiently quickly at the spatial infinity to ensure that
the integral is convergent. The r.h.s. of formula (1.26) is often denoted by —A~!p.
Because the potential Ay is just given by integral (1.26)—there is not any evolution
equation for it to be solved—it is not a dynamical variable. In the final step, formula
(1.26) is used to eliminate Ay from the second of the equations (1.25). We also
eliminate 0p/0t with the help of continuity equation (1.20). The resulting equation
for A can be written in the form

L oA A= 17 (1.27)
c? 01 a c]T’ ’

where . . .
Jjr=J—V(adivj), (1.28)

and R ,
- 1 divj(t, ¥
A~ Ndivj(r, X) = ——/d3x/ —QJ( Q, ).
4 |x — x|
Of course, we assume that divj J vanishes sufficiently gulckly at the spatial infinity.
]T is called the transverse part of the external current j. The reason for such a name
is that

divjr =0, (1.29)

as it immediately follows from the definition of fT. For the same reason, the potential
A which obeys the Coulomb gauge condition is called the transverse vector potential.
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Note that identity (1.29) is a necessary condition for the existence of the solutions
of (1.27)—applying the div operator to both sides of (1.27) and using the Coulomb
condition we would obtain a contradiction if (1.29) were not true.

To summarize, the set of Maxwell equations (1.19) has been reduced to (1.27)
together with the Coulomb gauge condition (1.24). Equation (1.27) determines the
time evolution of the electromagnetic field. It plays the same role as Newton’s equa-
tion in classical mechanics. From a mathematical viewpoint, equation (1.27) is a set
of three linear, inhomogeneous, partial differential equations: one equation for each
component A’ of the vector potential.> These equations are decoupled, that is they
can be solved independently from each other. They are called wave equations.

As in the case of the sine-Gordon equation (1.7), in order to uniquely determine
a solution of (1.27) we have to specify the initial data at the time #;:

OA(t, X)

> = f(¥), (1.30)

Aty, 3) = LX),

t=ty

where fl and fz are given vector fields, vanishing at the spatial infinity. Moreover,
in order to ensure that the Coulomb gauge condition is satisfied at the time t = t,
we assume that . _

divfi =0, divf, =0. (1.31)

It turns out that conditions (1.31) and equation (1.27) imply that divA = 0 for all
times ¢. The point is that equation (1.27) implies that divA obeys the homogeneous
equation
1 9%divA o
Due to the assumptions (1.31) the initial data for this equation are homogeneous
ones, that is . .
divA|,—, =0, 0, divA|—, =0,

where 0, is a short notation for the partial derivative 0/0t. We shall see in the next
section that all this implies that _
divA =0

for all times. In consequence, we do not have to worry about the Coulomb gauge con-
dition provided that the initial data (1.30) obey the conditions (1.31)—the Coulomb
gauge condition has been reduced to a constraint on the initial data.

2We adhere to the convention that vectors denoted by the arrow have components with upper indices.
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1.3 Solutions of the Klein—-Gordon Equation

The considerations of the electromagnetic field have led us to an evolution equation
of the form

O¢ =n(t, x), (1.32)
where P
1
O=A—- ——
2 or?’

¢ is a function of (¢, X), and 7 is an a priori given function, called the source. The
wave equation (1.32) is a particular case of the more general Klein—Gordon equation

O¢ —m¢ =n(t, X, (1.33)

where m? is a real, non-negative constant of the dimension cm™2, and ¢ is a real
or complex function. The Klein—Gordon equation is the basic evolution equation in
relativistic field theory. It also appears in non relativistic settings. For example, sine-
Gordon equation (1.7) reduces to the Klein—Gordon equation with just one spatial
variable £ if we consider ® close to 0, because in this case sin  can be approximated
by ®. Therefore, one should be acquainted with solutions of the Klein—Gordon
equation.
Let us introduce concise, four-dimensional relativistic notation:

x = (ct,X), k= (ko, k), kx = ckot —k¥, d*x = cd’xdt, d*k = d’kdko.

Here; ko is areal variable, and k is areal 3-dimensional vector called the wave vector. ko
and k have the dimension cm™'. w = cky is a frequency. Furthermore, we shall often
use x” = ct instead of the time variable ¢ and call it time too. This notation reflects the
Lorentz invariant structure of space-time. In particular, the form of kx corresponds
to the diagonal metric tensor of the space-time (7),,,) = diag(1l, —1, —1, —1), where
diag denotes the diagonal matrix with the listed elements on its diagonal. Note that
kx is dimensionless.

Because the Klein—-Gordon equation is linear with respect to ¢ and has constant
coefficients, we may use the Fourier transform technique for solving it. We denote

by q~5(k) the Fourier transform of ¢(x). It is defined as follows:

k) = / d*x e p(x). (1.34)

The inverse Fourier formula has the form

H(x) = / d*k e M p(k). (1.35)

(2m)*
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Analogously,
(k) = / d*x e n(x).

The Klein-Gordon equation is equivalent to the following algebraic (not differential!)
equation for ¢ _ ~
(kg — k> —m?) (k) = j(k). (1.36)

Its solutions should be sought in a space of generalized functions. An excellent
introduction to the theory of generalized functions with its applications to linear
partial differential equations can be found in, e.g., [2]. Some pertinent facts can be
found in Appendix A.
One can prove that the most general solution of (1.36) has the form
dlk) = « (R + C(ko, k) 6(k3 — k> — m?), (1.37)
kg —k* —m?

where C (k, l?) is an arbitrary smooth function of the indicated variables. The first
term on the r.h.s. denotes a particular solution of the inhomogeneous equation (1.36).
‘We have put the quotation marks around it because in fact that term written as it stands
is not correct. We explain and solve this problem shortly. The second term on the
r.h.s. gives the general solution of the homogeneous equation

(k2 — k> —m?) d(k) = 0.

Formula (1.37) is in accordance with the well-known fact that the general solution of
an inhomogeneous linear equation can always be written as the sum of a particular
solution of that equation and of a general solution to the corresponding homogeneous
equation.

The problem with the term in quotation marks is that it is not a generalized
function. In consequence, its Fourier transform, formula (1.35), does not have to
exist, and indeed, it does not exist. One can see this easily by looking at the integral
over kp—there are non integrable singularities of the integrand at kg = +w(k)/c,

where
wk) = c k2 + m?. (1.38)

In order to obtain the correct formula for the solution we first find a generalized
function G (k) which obeys the equation

k2 —k>—m?) Gk) = 1. (1.39)
The corresponding G (x) is calculated from a formula analogous to (1.35). It obeys

the following equation
O-m? Gx) =6x), (1.40)
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and is called the Green’s function of the Klein—Gordon equation. Knowing G (k),
we may replace the “ ” term by the mathematically correct expression

w kL
" = G,
ky—k*—m
provided that 7 is a smooth function of k° and k.
Important Green’s functions for the Klein—-Gordon equation have Fourier trans-
forms of the form

2
Gk = —— ( L _ L ) . (1.41)
2w(k) \cko —w(k) £i0y  cko + w(k) £i0,

The meaning of the symbol £i0 is explained in the Appendix. The choice +i0 in
both terms of formula (1.41) gives the so called retarded Green’s function

c2 o ik(x=y) 1 1
Grlx —y) = / ! = ( . - - ) .
(2m)* 2w(k) \cko—w(k) +i0,  cko+ w(k) +i04
(1.42)

The integral over ko can be performed with the help of contour integration in the
plane of complex k. The trick consists of completing the line of real ky to a closed
contour by adding upper (lower) semicircle with the center at kp = 0 and infinite
radius when x° — y° < 0 (x — y° > 0). We obtain

GR()C — y) — —ic @(XO _ y()) /ﬁ (e—ik(x—y) _ eik(x—y)) (143)
2020 w(k) e

where @ (x0 — yo) denotes the Heaviside step function.?
The Green’s function G is used in order to obtain a particular solution of the
inhomogeneous Klein—Gordon equation, denoted below by ¢,. Namely,

6,(x) = / d*y Gr(x — (). (1.44)

This solution is causal in the classical sense: the values of ¢, (x%, X) at a certain fixed
instant x* are determined by values of the external source 7(y°, ) at earlier times,
i.e., y° < x°. More detailed analysis shows that the contributions come only from
the interior and boundaries of the past light-cone with its tip at the point x, that is,

3G)(x) = Iforx > 1,0 (x) = 0forx < 0. The value of ®(0) does not have to be specified because
the step function is used under the integral. Formally, the step function is a generalized function,
and for such functions their values at a given single point are not defined. Therefore, the question,
“what is the value of ®(0)?” is meaningless.
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from y such that (x — y)?> > 0 and x° — y° > 0. This can be seen from the following
formula, see Appendix 2 in [3],

Gro) = —5-00) [6(x2) - 00— (m@)} ,
where x2 = (x%)2 — X2, and J; is a Bessel function. Therefore, waves of the field
emitted from a spatially localized source 7 travel with velocity not greater than
the velocity of light in the vacuum c. Choosing the —i0; in formula (1.41) we
would obtain the so called advanced Green’s function, which is anti-causal—in this
case ¢, (x) is determined by values of 7)(y) in the future light cone, y° > x° and
(x—y)? > 0.1In general, the choice of Green’s function is motivated by the underlying
physical problem. On purely mathematical grounds there are infinitely many Green’s
functions. All have the form G g(x) + ¢o(x), where ¢o(x) is a particular solution of
the homogeneous Klein-Gordon equation.

Now that we have found a particular solution for the inhomogeneous Klein-
Gordon equation, let us turn our attention to finding the general solution of the
homogeneous Klein—Gordon equation. The second term in formula (1.37) gives

Po(x) =

47 —ikx 0 7 2 72 2
) /d ke C(k°, k)6 (ky — k= —m”). (1.45)

With the help of formula

_ ko —wd)fe) | 3k +w®)/0)

S(k2 — k% —m? - -
* ") 2w(k)/c 2w(k)/c

¢o can be written in the form

d*k
do(x) = / —
V2Q2m)3w(k)

where

ay (e~ 4 a_(lé)e““) (1.46)

ko=w®)/c

C(Fw(k), +k)
22/ dnw(k)

The functions a (l;) are called the momentum space amplitudes of the field ¢. The
part of ¢(x) with a, (a_) is called the positive (negative) frequency part of the
Klein—Gordon field. If we require that all values of ¢(x) are real, we have to restrict
the amplitudes a by the condition

ax(k) =

at (k) = a_(k), (1.47)
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where * denotes the complex conjugation.
Formula (1.46), regarded as a relation between the amplitudes and the field ¢y,
can be inverted. It is convenient first to introduce the operator P;(yo),

5 L L0660 ) ORGNY
(1,0 0 _ 3 # 0 Yk 0
Pe(y)o(y™. y) —l/d y(f,; ", y) a0 a0 CIGANDN
(1.48)
where f; is a normalized plane wave
0 - e*iky
Oy = 77— (1.49)
\2@2m)3w(k)
with kg = w(lz) /c. Simple calculations show that
B0 £ 00 5) = 0k = K), B 500, 5) =0, (1.50)
for any choice of y°. It follows that
B30 (", ) = a (k). (1.51)

Note that there is no restriction on the choice of y° present on the L.h.s. of this formula.
Formulas (1.51) and (1.47) inserted in formula (1.46) give the following identity

v = [k (0 B00000°. ) + ) (152

Here c.c. stands for the complex conjugate of the preceding term. At this point it is
convenient to define several new generalized functions:

A(Jr)(x) — _ ic d_3_]f —ikx i
22m)3 J wik) ko=w(®)/c
AP = (AP @), AK) = AP @)+ AP0, (1.53)

called the Pauli—Jordan functions. They obey the homogeneous Klein—-Gordon equa-
tion. After simple manipulations, identity (1.52) can be rewritten in the following
form

Ipo(y) = OA(x —y)
Bo(x) = — / &’y [A(x ) ;yo + s ¢o(y)] (1.54)

This very important formula gives an explicit solution to the homogeneous Klein—
Gordon equation in terms of the initial data. We just take y° = cty, where f; is
the time at which ¢o(y°, ¥) and o (y°, ¥)/9y°|y0=c, are explicitly specified as the
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initial data. In particular, we see from formula (1.54) that vanishing initial data imply
that ¢o(x) = 0. This result was used at the end of the previous section.

The explicit formula for the Pauli—Jordan function A (x) has the form (Appendix
2 in [3])

1
A) = —5sign(x") [5@2) - 6()‘2)2\’7;]1 (m@)] ,
where
sign(x?) = +1if x° > 0, sign(x®) = —1if x° < 0.

One can see from this formula that the initial data are propagated in space with the
velocity not greater than c. In particular, if the initial data taken at the time £y vanish
outside a certain bounded region V in space, then ¢ (x) at later times ¢ > £, certainly
vanishes at all points X which cannot be reached by a light signal emitted from V.
Another implication of formula (1.54) is the Huygens principle: the value of ¢, at
the point X at the time 7 is a linear superposition of contributions from all points in
space for which the initial data do not vanish (and which do not lie too far from x).
This principle reflects the linearity of the Klein-Gordon equation.

Exercises

1.1 (a) Check that the functions

@, (&, 7) = 4arctan (exp[y(§ — v7)]),

v sinh(v¢)

® ,T) = 4arct
+4+& 1) arctan (cosh(v’yr)

) , &4 (& 7) = 4arctan ( sinh(vy7) ) ,

v cosh(v§)

where v = 1/4/1 — v? and v is a real parameter such that 0 < |v| < 1, are solu-
tions of the sine-Gordon equation (1.7). Justify their interpretation: @ , represents
the soliton moving with constant velocity v, ®; ;—two solitons, . _—soliton +
antisoliton pair.

(b) Comparing the asymptotic forms of solutions at 7 — —oo and 7 — 400 show
that there is a repulsive force between the two solitons, and an attractive one in the
case of the soliton + antisoliton pair.

(c) Check that the substitution v = iu, u-real, in the & _ solution gives a real-valued
solution of the sine-Gordon equation which is periodic in time. Interpret this solution
as a bound state of the soliton with the antisoliton (called the breather).

Hints: In the cases of @ , ®, _ consider the limits 7 — Zo00. Use the identity

Y
arctan = arctan x — arctan y.
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In order to show the presence of the forces, analyze shifts of the position of the
soliton and the antisoliton with respect to the trajectory of the single (anti-)soliton.

1.2 (a) The advanced Green’s function G4 for the Klein—Gordon equation is
obtained by choosing —i0_ in both terms in formula (1.41). Obtain formula analo-
gous to (1.43) in this case.

(b) Prove also that G ¢ (x) defined as

e—ikx

1
G = d*k ,
FO) = G / k2 —m?+i0;

where k% = kJ — k2, is another Green’s function for the Klein-Gordon equation.
G is related to the free propagator of the scalar field, and it plays an important role
in the quantum theory of such fields. What is the choice of the signs & in formula
(1.41) in this case?

1.3 Using G, prove that

Ae.7) = _/ Jr(t, y)

YRS

where t =t — |X — ¥|/c, is a solution of the wave equation (1.27).



Chapter 2
The Euler-Lagrange Equations
and Noether’s Theorem

Abstract The stationary action principle and the general form of the Euler—Lagrange
equations. The notion of symmetry in classical field theory. Noether’s conserved
currents.

2.1 The Euler-Lagrange Equations

We know from classical mechanics that equations of motion for many systems can be
derived from the stationary action principle. This fact is rather mysterious if regarded
on a purely classical level. It turns out that it is actually a simple consequence of
the fact that such classical systems can be regarded as classical limits of quantum
models. We shall see later on in Chap. 11 how the classical action appears in the
quantum theory. This situation does not change when we pass to field theory, that is
if the number of degrees of freedom is infinite.

Let us recall some basic facts about the stationary action principle in classical
mechanics. For simplicity, we consider the case of a particle with just one degree of
freedom, that is with a one-dimensional configuration space. Let g be a coordinate
on that space. The trajectory of the particle is given by the function of time ¢ (¢). The
action functional is defined on a space of smooth trajectories g (¢). By definition, it
has the following form

S[q]=/ dt L(q(1),q(1); 1), 2.1)

where L is called the Lagrange function. All considered trajectories g (¢) start from
a point ¢’ at the time ¢, and end at a point ¢” at the time ¢”,

gt =4q', q(")=4q". (2.2)
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The stationary action principle says that the actual (physical) trajectory gy (¢) of
the particle obeys the condition

6S[q] —0. (2.3)
dq(t) q()=qpnys (1)

The object on the L.h.s. of this formula is called the functional, or variational, deriv-
ative of the action functional S with respect to g(¢). Such a derivative is defined
as follows. Consider a family of trajectories of the form ¢ (z) + d¢(t), where the
trajectory ¢ (¢) is fixed, and d¢ () is an arbitrary smooth function of ¢ such that

gy =0=dq(1"). 2.4)

Thus, the trajectory ¢ (z) 4+ d¢q(t) obeys conditions (2.2). It is also assumed that all
time derivatives of d¢(¢) obey the conditions (2.4). Next, we consider the difference
Slg + edq] — S[q], where € is a real number. The functional derivative §S/dq is
defined by the following formula

lim

e—0 €

Slg + edq] — Slq] _ /t”dt 9Slg] 5q(1). (2.5)

oq (1)
In the case of the action functional (2.1) with a smooth Lagrange function' this

definition gives
0Slq]l  OL _i(aL)
5q(1) — dq(t)  dr \9q))’

(2.6)

and the condition (2.3) acquires the well-known form of the Euler—Lagrange equation
for qpnys (7).

As is known from courses on classical mechanics, this formalism can be easily
generalized to the case of an arbitrary finite number of degrees of freedom, when
instead of the single coordinate ¢ we have a finite number of them, g ®,i=1...n.

The Lagrangian formalism does not guarantee that the Euler—Lagrange equations
derived from a given Lagrange function will lead to acceptable equations of motion,
from which one will be able to predict the actual trajectory of the particle. For
example, L = g gives the Euler-Lagrange ‘equation’ of the form 1 = 0. Another
such example: L = ¢ f(g) gives 0 = 0 as the Euler-Lagrange equation for any
smooth function f. In the former example there is no solution, while in the latter
case an arbitrary smooth function? q(t) is a solution, therefore the equation has
no predictive power. The second example is an extreme case of degenerate Euler—
Lagrange equations.

Another example of problematic Euler-Lagrange equations can appear when the
number of degrees of freedom is greater than 1. In the following, we use the short

UL is regarded as a function of ¢, ¢ and 7.
2This assumption has been made in the derivation of the Euler—Lagrange equation (2.6).
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notation ¢ = (g*) for the full set of coordinates on the configuration space. The
Euler—Lagrange equations can be written in the following form

..p  OL O*L
Hi(q,9)q" = =0 Bir(q, )¢" - g 2.7)
where
0 O*L B O*L
ik — 86}’6&}"’ ik — aq’aqk

In mathematical theorems about the existence and uniqueness of solutions of a
system of ordinary differential equations, it is usually assumed that the system can
be written in Newtonian form, that is with extracted highest order derivatives,

§* = F*(q. ). (2.8)

This is possible if the symmetric matrix H= (Hjp) is nonsmgular detH # 0. In the
opposite case, there exists at least one eigenvector e) = (eo) of H with the eigenvalue
equal to 0,

Hl‘ke‘(’; =0.

Let us multiply both sides of (2.7) by ¢, and sum over i. We obtain the following
condition 5 e
) L L
b= — Bi(g.9)¢* — —— ) =0. 2.9
€o (0q’ (g, 9)q 6q,at) (2.9)

The eigenvector ey is a function of (¢, ¢) because H depends on these variables.
Therefore, condition (2.9) is a relation between ¢’ and ¢*. Notice that its existence
follows from properties of the Lagrange function only. For this reason it is called
a primary Lagrangian constraint. If there were other eigenvectors of H with zero
eigenvalue we would obtain more of these constraints. The total number of non-
trivial primary constraints cannot be larger than the number of linearly independent
eigenvectors of H with zero eigenvalues.? If the matrix H has K such eigenvectors,
we can extract from the Euler—Lagrange equations (2.7) only n — K accelerations
G'. The existence and uniqueness of the solutions in such a case is not obvious.
These problems are analyzed in a branch of classical mechanics called the theory
of constrained systems. Analogously, there exist constrained field theoretic systems.
We shall see examples of such systems in Chap. 4.

As a final remark about the Euler—Lagrange equations in classical mechanics, let
us note that the stationary action principle, which follows from quantum mechanics,
has led to the variational problem in which, by assumption, both ends of the physical
trajectory gppys are fixed. Such a problem is not always equivalent to the initial
value problem, in which we fix the initial position and velocity. For example, if the

31t may happen that some of the relations (2.9) reduce to trivial identities like 0 = 0.
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configuration space of a particle is a circle, the variational problem has infinitely
many solutions, while the initial value problem has just one.

Field theory is obtained when the number of degrees of freedom increases to
infinity, n — o0. In this case, however, more popular is a description in terms of
functions of continuous variables. Thus, ¢ (¢) is replaced by a set of N functions of
x = (¢, X), denoted in this chapter by u,(x) where a = 1...N. We assume that
(t,X) € R*. This is sufficient for most applications in the theory of particles or
condensed matter systems, but in cosmology with a strong gravitational field one has
to use more general Riemann spaces with non vanishing curvature instead of R*. A
typical action functional has the following form

S[u]:/ dt/ d?x L(ug(x), Opug(x); X), (2.10)
t R3

where 0yu, = Ou,/0x". L is called the density of the Lagrange function, or the
Lagrangian for short. In most cases it does not contain second or higher order deriva-
tives of the fields u, (x). An explicit dependence on x usually appears when the fields
u4, which are the dynamical variables, interact with certain external fields, which are
represented by explicitly given functions of x. The external fields are fixed a priori;
there is no equation of motion for them to be solved.
The stationary action principle says that the physical fields u, obey the Euler—
Lagrange equations
0S[u]
Sug(x)

0, @2.11)

where, again, the ends of all trajectories u, (¢, X) of the fields are fixed, that is
ug(t',X) = u, (x), uy(t",X) = uy(x). (2.12)

Here u/, and u/, are a priori given functions of X. Moreover, boundary conditions for
u, at the spatial infinity have to be specified, that is we assume that

lim w,(t, X) = ul’(t, 0, ¢), (2.13)

|X]—o00

where u°(t, 0, ¢) is an a priori fixed function of time ¢, and of the spherical angles
0, ¢ which parameterize the sphere of infinite radius. The definition of the functional
derivative in the case of the fields u, essentially coincides with (2.5). In the new
notation, it is written as

— t”
lim Slua () + €ua()] = Slual =/ dt/ d’x M&Mb(t,)?)s (2.14)
e=>0 € v R3 dup(t, X)

where the test functions du, (¢, X) vanish together with all their partial derivatives
whent = ¢/, t = t”, or when |X| — o0. Then, the trajectories u + ¢du obey the
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conditions (2.12), (2.13). Definition (2.14) applied to the action functional (2.10)

gives
OSlw) _ 0L oL
Sug(t, %) Oua(t, %) " \Ouaut, X))’

(2.15)

In this formula d,, denotes the total derivative with respect to x*—the variables x*'
can appear in #ﬁm through u, (x) and u, ,(x) = O,u.(x), as well as explicitly
(that is through the external fields).

We shall see many examples of Euler—Lagrange equations (2.11) in field theory
in the following chapters. The examples considered in the previous chapter are also

of the Lagrange type:

1 1
Lsine—Gordon = 5(87'@)2 - E(afcp)z +cosd —1, (2.16)

1 1.
EMaxwell = _ZFMVF,MV - ;]#(X)A”(x), (217)

where |
F;n/ = auAu - auA/m jo =cp, 80 = _8t~
C

Let us end this section with three short remarks. First, various Lagrangians can
give identical Euler-Lagrange equations. For example,

L' =L+d,F'(u,(x), x) (2.18)

gives the same Euler-Lagrange equations as L.

Second, we have assumed in the field theory case that the Lagrangian £ depends
on u,(x) and d,u,(x) taken at the same space-time point x. Lagrangians of this type
are called local.

Third, one can generalize the formalism presented above to include Lagrangians
which contain partial derivatives of u, of the second or higher order. In fact, almost
no changes are needed—only the r.h.s. of formula (2.15) should be changed appro-
priately. It is not difficult to compute it. Lagrangian £ can also contain derivatives of
higher order than any fixed natural number. In such a case the Lagrangian is usually
regarded as a nonlocal one. The point is, that the Taylor series relates the field with
shifted arguments to derivatives of all orders of the field with unshifted arguments,
namely

1 1 T
g (x + x0) = Uy (x) + x4 0puq(x) + Ex(‘)xo@u&/ua(x) +

For example, a nonlocal Lagrangian containing the term u, (x)u,(x + x¢) with con-
stant non vanishing x( can be written as a sum of local terms with derivatives of all
orders.
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2.2 Noether’s Theorem

Noether’s theorem states that invariance of a field theoretical model under a continu-
ous group of transformations G implies the existence of integrals of motion. Integrals
of motion are functionals of the fields and their derivatives which are constant in time
provided that the fields obey the corresponding equations of motion.

The transformations forming the continuous group G can act both on space-time
points x and on the fields u,. The space-time points are represented by their Cartesian
coordinates, x = (x"), and the space-time metric in these coordinates is given by
the diagonal matrix 7 = diag(l, —1 — 1 — 1). The fields are represented by the
functions u,(x) of the coordinates. Elements of G are denoted by (f(w), F(w)),
where w = (W', w?, ... w%) = (W*)a=1.2...s 1s a set of continuous, real parameters
(often called coordinates) on the group, s is called the dimension of the group G. In
fact, for our purposes itis enough to consider only a certain vicinity of the unit element
of the group (the identity transformation). For this reason we do not have to specify
the range of values of the parameters w®. However, we adopt the usual convention
that w = 0 corresponds to the identity transformation which does not change x
and u,. Furthermore, we assume that f(w) and F(w) depend on the parameters w®
smoothly, that is that x" and u/,(x”) given by formulas (2.19), (2.20) below, are smooth
functions of w® in certain vicinity of w = 0.

In the present chapter we assume that the parameters w do not depend on the
space-time coordinates x*. Such transformations are called global,* to distinguish
them from local symmetry transformations for which w = w(x). We have already
seen an example of local symmetry: the gauge transformations of the potentials
A, (x) discussed in the previous chapter.

The transformations f and F act on x and u,(x), respectively, as follows:

x = x'= f(x;w), (2.19)
ug(x) = ul,(x") = Fy(up(x); w). (2.20)

As elements of the group, these transformations are invertible. Hence, the functions
up(x) can be expressed by the functions u,,(x"), and x by x’.

In the calculations presented below we need an infinitesimal form of these trans-
formations

X =x+w% ) +. .., (2.21)
u (x) = uys(x) + W' Dottg(x) + ..., (2.22)
where 55 (x
Ealx) = % : (2.23)
w w=0

“Nevertheless, up to formula (2.30) below, we do not make use of the assumption that the transfor-
mations are global. Only the derivation of Noether’s identity (2.31) from formula (2.30) depends
on this assumption.
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Dutat) = DD gy Puat)

(e}
Oow we0

(2.24)

The dots denote terms of second or higher order in w®. Formula (2.21) is obtained by
taking the Taylor expansion of the r.h.s. of formula (2.19) with respect to w® around
w = 0. It is consistent with the condition x’(w = 0) = x. Formula (2.22) follows
from the Taylor expansion of both sides of formula (2.20)—on the Lh.s. of it, formula
(2.21) for x" is used. The four-vectors &, (x) = (£/(x)), where v = 1.. . s, are called
Killing four-vectors. D,u; (x) is called the Lie derivative of u;, in the direction &, at
the point x.

Let us now specify what we mean by invariance of the field theoretic model with
Lagrangian £(u,(x), 0,1, (x); x) under transformations (2.19), (2.20). By Sq[u] we
denote the action functional calculated for the fields u,, on the whole space R* in the
time interval [¢/, t”]:

Solu] = / d*x L1ty (x), Duita (x): ),
Q

where
Q={(ct,X):t e[, 1"],X € R*}.

Transformation (2.19) acting on 2 gives a new region Q':
= [ w).

The action functional calculated for the new functions u/,(x") in the new region

has the form
8u (X

/K

Sorlu'] = / ' L (x), 1 x).

We say that the transformation (f, F) is a symmetry transformation of our model if
Sa[u'] = Salu] +/ dS, K"(u; x; w), (2.25)
o9

for all choices of ¢’ and ¢”. In condition (2.25) x’ and u/, are related to x and u, by
transformations (2.19), (2.20), and 92 denotes the three-dimensional boundary of
the four-dimensional region 2.

The last term on the r.h.s. of formula (2.25), called the surface term, has the form
of surface integral; OS2 is regarded here as a three-dimensional surface embedded in
the four-dimensional space-time.> With the help of Stokes’ theorem the surface term
can also be written as the four-dimensional volume integral

59 is called surface in the space-time because its dimension, equal to 3, differs from the dimension
of the space-time by 1.



26 2 The Euler-Lagrange Equations and Noether’s Theorem

dK?
/ dS,K"(u; x; w) = /d4x —
09 Q dx?

where d/dx” denotes the total derivative.

Note that condition (2.25) is a relation between the action functionals computed
for arbitrary functions u,(x), even those which do not obey the Euler-Lagrange
equations. In field theoretical jargon, one says that (2.25) is an ‘off-shell’ condition.
‘On-shell’ would mean that the fields u,(x) were solutions of the Euler-Lagrange
equations.

Postulate (2.25) might seem quite strange. As in the case of the stationary action
principle, its origin lies in quantum mechanics. In particular, the surface term can be
related to a change of phase factor of state vectors. Nevertheless, one can show also
on purely classical grounds, that the postulate (2.25) correctly captures the idea of a
symmetry of the model.® One expects that in such a model, symmetry transformations
acting on physically admissible fields give physically admissible fields. Which fields
are physically admissible? By assumption, they are those fields which are solutions to
the pertinent Euler-Lagrange equations. Therefore, it is important to check whether
the symmetry transformations applied to a solution of the Euler—Lagrange equations
give a solution to the same equations. Below we show that indeed, this is the case.

Let us compute the functional derivative §/du,(x) of both sides of condition
(2.25). The surface term has a vanishing derivative because the test functions used
in the definition (2.14) vanish on 0. The derivative of Sq[u] also vanishes because
we now consider the fields u,(x) which obey the Euler-Lagrange equations (2.11).
The r.h.s. is regarded as a composite functional of u,, and in order to compute its
functional derivative we use a chain rule analogous to the one well known from
calculus. Hence, if u,(x) are solutions of the Euler—Lagrange equations,

M:O (2.26)

0Sqolu] =/d4x 5Ser[u']
oup(y) Q ouy, (x")

w' (x")=F (u(x);w) dup(y)
Let us introduce the new notation

0F,(u(x);w) 6F

=—(a,x;b,y).
Sup(y) 5u (%0 )

Its purpose is to mark the fact that this functional derivative can be regarded as an
integral kernel of a certain linear operator § F/du. For transformations (2.20) this
operator is nonsingular, that is there exists a linear operator (§ F/du)~! such that
0F,(u(x);w) 0F _
/ d4yM(_) l(b’ yic, Z) = 6{106()(: _Z)’
Q oup(y)  ou

50ne should not confuse a symmetry of a model with a symmetry of a concrete physical state. For
example, a model which is invariant under rotations can predict the existence of physical states
which are not invariant under rotations.
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where the first § on the r.h.s. is Kronecker delta, while the second one is the four-
dimensional Dirac delta. Therefore, (2.26) implies that

0Sq[u']
oul,(x")

=0,
u' (x")=F(u(x);w)

but this means that u,(x") obeys the Euler—Lagrange equations in the region €2'.

As the next step in our analysis of the invariance condition (2.25) we derive the
so called Noether’s identity. The Lh.s. of this identity gives an explicit formula for
the integrals of motion. The main part of the derivation is just a calculation of the
first two terms of the Taylor expansion of the 1.h.s. of condition (2.25) with respect
to w®. The change of the integration variable from x’ to x gives

d*x' = Jd*x,
where J is the Jacobian corresponding to transformation (2.19), that is
ox'*
J =det .
[

Using formula (2.21) we may write

OdxH
J=14+25 4 2.27)
OxH
where
oxt = w*Eh (x). (2.28)

Here and in the subsequent calculations, the multi-dots denote terms of the second or

higher order in w®. The Taylor expansion of £(u/ (x'), (hg; (,ff/) ; x’) has the following
form:
u,(x) up(x) oL
L (x"), ”,ﬂ 1) = Llup(), =50 + 5 b
oL . oL ou’ (x/) Oug(x)
— Uy = - e (229
¥ B ) 71 F 50 ) ( o o ) T e
Next, we use formulas (2.21), (2.22):
), (x) =t (X) = g (x) + a“(f) +eo

where 3
Oua(x) = w'Daug(x),
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and

6u;(x’)_8uu(x) B Ox" Jul (x") B Oug(x)

ox" oxv  Ox"  Oxt oxV
o ,,. 0(0x") Ouy(x)
= oxv (ua ) = Ma(x)) C9xv Oxn
— Pug(x) A
= 9 (6ua(x)) + ERE S ox" +

Therefore,

/ 1
( (x"), 8“ (x) x’) =L (ua(x), Quua(x); x) + %6;” L (1a(x), Ouug(x); x)

n oL S 4+ 0L Oug(x) _ n oL O%u,(x)
oxV * Oug(x) Ox? * O(ug.,(x)) Ox?Ox?
oL oL 0
+ 5 a + ., < a +
Fue O g ) 2 e )
((5)(“ (ua (x), Opttg (x); x))

= £ (g (x), uta(x); x) + dx”

+[3_ﬁ_i(3_ﬁ)] v L (a_»c )+...
Ouy(x)  dx” \dua, (0 )] " Dty () '

This last expression is used in Sq/[#'] on the Lh.s. of condition (2.25). On the r.h.s.
of that condition we have £ (uq(x), 8,uq(x); x) and K" (u,; x; w). Notice that

K'(ug; x; w=0)=0,
because w = 0 corresponds to the trivial transformation u/,(x") = u,(x) and x’ = x.
Therefore,

K" (ug; x; w) = W K{ (ug x) + -+ .

Now it is clear that condition (2.25) can be written in the following form

d oL -
4 K'w® — L6xV — ——— 5 B
/Qd " ax ( TP )

_ [ 443 0L _d (9L \],..
_/Qd X Oug(x) I:aua(x) T (3(ua$,,(x)))]+ . (2.30)

Because the parameters w® vary continuously in an interval around w = 0, we may
take the derivative with respect to w” of both sides of (2.30) and putw = 0 afterwards.
In this way we obtain Noether’s identity
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e o [ -3 ()]
fos g = s mn (555 - G (o) | @

where the current density j2 is defined as follows

oL
Jo =K (ug; x) — LE — ml?aua(x). (2.32)

The fact that this identity exists is known as Noether’s theorem.
Noether’s identity (2.31) reduces to a conservation law when the fields u, obey
the Euler-Lagrange equations—then the r.h.s. of the identity vanishes, and therefore

dj0  djt
/ dt/zd3 ( Ja di(;) —0. (2.33)
R

With the help of Gauss’s theorem, the second term on the L.h.s. of formula (2.33)
can be written as integral over a sphere of radius increasing to infinity. Therefore,
if the spatial components j of the current density vanish sufficiently quickly when
|¥| — o0, this term gives a vanishing contribution. The integral with respect to time
is trivial. The result can be written in the form

0.(t") = 0.1, (2.34)
where
0.0 = [ dx 2. 235)
R3
Because ¢’ and t” are arbitrary, this means that the ‘charges’ Q,, a=1,...,s, are

constant in time if the fields u, obey the pertinent Euler-Lagrange equations.

One often postulates an invariance condition stronger than (2.25), obtained by
omitting the integrals. In this sense, it is the local version of condition (2.25). It has
the following form

J(x)ﬁ( o), a (XI),x/) .y (ua(x), Fta(x). x) LK a3

't OxH dxt

This condition leads to the continuity equation

dj”

—2 =0, 2.37

Txv (2.37)
where j/ are still given by formula (2.32). Equation (2.37) is the local version of
the conservation law (2.34) of the charges Q,. The derivation of (2.37) from the
condition (2.36) is essentially the same as in the case of global condition (2.25) and
global conservation law (2.34).
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Exercises

2.1 Let S[¢] denotes a functional which assigns (real or complex) numbers to the
functions ¢ defined on R”. The functional derivative g;gj is a generalized function
defined as follows

lim

e—0

—— f(x),

SIo + /1= Sl _ / . 05191
€ RD dp(x)

for arbitrary test function f € S(RP”) (see the Appendix). Calculate % for:
(a) S[¢] = ¢d(xo) with fixed xg,
(b) Sig)= 22|

X=Xq

dxp
(¢) S[¢l= [dPy h(y)$(y), where h(y) is a fixed function of y,
RD
@ Sts1 =exp |} [dPy [d°z 6(NG(r. Do)}
R0 RD

2.2 During its propagation in space-time, a structureless, relativistic string sweeps
a world-sheet X*(¢,s) (a two-dimensional generalization of the world line of a
particle). Here 7 is time, and s € [0, 27] is a parameter along the string. We consider
only the closed string for which X* (¢, 0) = X*(t, 2m) at all r. We also assume that
the vector X" = 8, X"(t, s) is time-like and X'* = 9, X" (1, 5) is space-like. For the
simplest string, the so called Nambu—Goto string, the pertinent action is proportional
to the area of the world-sheet,

L 2 . 2 . .
SNG=7/ dt/ ds \/(X#X;) — (X1X,) (XX,
n 0

with the dimensional constant ~.
(a) Rewrite this action in terms of the determinant of the induced world-sheet metric
8ab, Which can be read off from the identity

dX"(t,x)dX,(t,s) = gup(s, t)do"do”, o=t o' =s.
(b) Let g denote the inverse of the induced metric, g*’g,. = ¢, and let
g = det(gu). Using a well-known formula for the determinant check that the

variation of g that corresponds to a variation of the induced metric can be written in
the form

68 = 88" 68ap.

Show that the equation of motion of the closed Nambu—Goto string can be written
as the Laplace equation for X* (s, ¢):

1
AXF (s, 1) =0, Ag(..) = —_gaa (V=88 05(.. ).

ﬁ
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2.3 Check the invariance of Sng under the infinitesimal space-time translations
0X" = w" and rotations 6X, = w, X", wy + w,, = 0, where w* and wy,
are constants. Show that the corresponding conserved quantities—the total energy-
momentum and angular momentum of the closed Nambu—Goto string—have the
form

2T
PH = fy/ ds —gg"o,x",
0
v 2m
M =3 / ds /—gg™ [X"0, X" — X"9,X"],
0

respectively.

2.4 The transformation rule for a scalar field ® under the dilatation x* — x'# =
e’ x" reads:

O'(x') = e 7 P(x), (2.38)

where dg is the so called canonical scaling dimension of the field @, i.e. dim(®P)
= cm™% . The action functional for a free massless scalar field, propagating in D-
dimensional space-time, has the form

1
S[®@] = 5/dl’x 9,0 ®.

(a) In the system of units where & = 1 the action should be dimensionless. Find the
value do which follows from this requirement.

(b) Prove that the action of the massless free field @ is invariant under the dilatation
(2.38). Is the Lagrangian invariant as well?

(c) Find the form of the relevant conserved current.

2.5 Consider the action functional for an interacting massless scalar field in D-
dimensional space-time,

S[®] = /de (30,920"® — AD") (2.39)

where n > 3 is an integer and )\ is a (coupling) constant. For which values of D and
n does the action (2.39) possess a dilatational invariance? What is the dimension of
A in these cases?

2.6 Consider the Lagrangian
Ly =1tr (9,U0"U)

with U (x) being a unitary, N x N matrix.
(a) Check that it is invariant under the transformations
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U(x) - ATU(x)B, (2.40)
where A and B are arbitrary constant, N x N unitary matrices with unit determinant

(i.e. A, B € SU(N)).
(b) For A and B close to the unit N x N matrix Iy we may write

N2—1 N2—1
A=expli D eT"t, B=exp{i > n.T*
a=1 a=1

where ¢, and 7, are real, infinitesimal parameters (playing the role of the w parameters
used in the derivation of Noether’s current) and 7¢ are linearly independent over R,
Hermitian, traceless, N x N matrices.

Find the expressions for the conserved charges that exist thanks to this symmetry.



Chapter 3
Scalar Fields

Abstract The Lorentz and Poincaré groups. The equation of motion and energy-
momentum tensor for a real scalar field. Domain walls in a model with spontaneously
broken Z, symmetry. The complex scalar field with U (1) symmetry and the Mexican
hat potential. The Goldstone mode of the field. Global vortex and winding number.

In this and the next two chapters we review the main types of classical fields appearing
in particle physics. We begin with a presentation of several models which involve only
scalar fields. In Chap. 4 we discuss vector fields, and in Chap. 5 spinor fields. The main
feature all of these fields have in common is the simplicity of their transformation laws
under Poincaré transformations of Minkowski space-time. For this reason, they are
called the relativistic fields. Moreover, Poincaré transformations are symmetries of
their corresponding action functionals in the sense described in the previous chapter.
Therefore, we first discuss the Lorentz and Poincaré groups.

3.1 The Lorentz and Poincaré groups

Let us endow Minkowski space-time M with a Cartesian coordinate system (x*),
in which the metric on M has the diagonal form n = diag(1, —1, —1, —1). Matrix
elements of 7 are denoted as 7),,,, where i, v = 0, 1, 2, 3. The inverse matrix 77‘1
coincides with 7, but by convention its matrix elements have upper indices. Hence,
Nt are matrix elements of !, Minkowski space-time has a very simple structure.
In particular, it can be covered by one Cartesian coordinate system, and then its
points can be identified with the set of four coordinates x*, x = (x*). Poincaré
transformations of M have the form

x" =Lt x" 4+ a", (3.1
where L#, and a" do not depend on x” and are real. By definition, they preserve the

form of the metric 7, that is
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ox' ox™

B g e = 2

For comparison, the transformation of a general second rank covariant tensor field
a,,(x) has the form

ax//l/ ax/]/ ,
—_— a
OxpP x> M

(x") = ap(x).

Because 7 is constant on M in the Cartesian coordinates, the arguments x and x’
may be omitted. It is clear that (3.2) actually means that ' = 7. This shows that
(3.2) is indeed an invariance condition. The partial derivatives in (3.2) can easily be
calculated, and the condition is equivalently written as

LupLV)\nuI/ = 77/))\' (3'3)
Transformations of the form
x"=L* x" (3.4)

with L#, obeying condition (3.3) are called general Lorentz transformations. They
form a subset of Poincaré transformations, obtained by setting a* = 0. One may
associate with the Lorentz transformation a four by four matrix L with real elements
L+
v

L=(L").

Here the first index p enumerates rows and the second index v columns of this matrix.
The same convention holds also for the metric tensor n = (7),,,)): the first index (1)
enumerates rows and the second index () columns. Condition (3.3) can be written
in the matrix form

L™yl =, (3.5)
where T denotes the transposed matrix, i.e., (I:T)“V = L”u. It follows from (3.5) that
(detl)* =1,
hence the Lorentz transformations are represented by nonsingular matrices with

determinant equal to +1 or —1. Another consequence of the matrix condition (3.5)
is the following formula for the inverse of the Lorentz matrix
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For matrix elements,
r—1 A7 T\ A
(L )ul/ = 77” (L ) pT]PV = 77# Lp>\77p1/ = LV/JI’

where we have used the standard conventions about raising and lowering indices by
the metric tensor and its inverse.

Condition (3.5) implies that the four by four unit matrix 4, the inverse matrix
i’l, and the matrix product ill:g, are all Lorentz transformations if i il, 1:2 are.
Therefore, the set of all Lorentz transformations forms a matrix group, called the
general Lorentz group. It can be regarded as a subset of the 16 dimensional space
of all four by four real matrices, determined by conditions (3.3) or (3.5), which
are constraints on the 16 elements of a general four by four real matrix. There are
10 independent constraints because the matrix on the Lh.s. of condition (3.5) is
automatically symmetric, hence elements lying above its diagonal are identical with
the ones placed symmetrically below the diagonal. The 10 constraints allow us to
express 10 of the matrix elements by the remaining 6. Therefore, the general Lorentz
group is six dimensional.

The general Lorentz group regarded as a set is not connected. We have seen that
we can have either detZ. = +1 or detl. = —1. Moreover, condition (3.3) considered
for p = v = 0 can be written in the form

(LOO)2 =1 +LiOLi0,

which shows that either LO0 > 1or LO0 < —1. It turns out that the general Lorentz
group has four connected components (maximal connected subsets) which differ by
the signs of detL and L°;. Only one of them, namely that which is characterized by

detl = +1, L% >1, (3.6)

is also a group; a subgroup of the general Lorentz group. It is called the proper
orthochronous Lorentz group, or Lorentz group for short, and is denoted by Ll. This
is the only connected component of the general Lorentz group which contains the
unit matrix. The other connected components can be obtained by taking products of
matrices from Li with one of the three matrices

T =diag(—1,1,1,1), P =diag(l,-1—-1-1), TP.

Lorentz transformations corresponding to matrices 7', P and T P change direction of
time, give spatial reflection X — —X, or both, respectively. Definitions of relativistic
fields given below refer only to the Lorentz group Ll. The transformations 7', P and
T P are usually included at a later stage. In our lecture notes we shall not discuss
them.
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By definition, the Poincaré group P consists of transformations (3.1) such that Le
LT Elements of P are denoted as (L a), where a = (a*). The group multiplication
in 77 follows from the superposition of two transformations (3.1):

(Ly, ay)(Ly, ar) = (LaLy, Loay + ay). 3.7

The unit element has the form (I4, 0), where I, denotes four by four unit matrix.
Furthermore, (I:, a)y ' = (i’l, —lAfla). The Poincaré group is ten dimensional.

The Poincaré group has many subgroups. One of them consists of all transforma-
tions of the form (L, 0). It is isomorphic to the Lorentz group Li. Another subgroup
is isomorphic to the group of all translations in Minkowski space-time denoted by 7.
That subgroup consists of all transformations of the form (/4, a). Each element of the
Poincaré group can be uniquely written as the product of a Lorentz transformation
and a translation, . .

(L,a) = (Is,a)(L,0).

Moreover, using the multiplication rule (3.7) one can check that
(L. 0)(UIs. a)(L,0)™" = (4, La).

The last two properties together with the multiplication rule (3.7) are summarized in
the statement that the Poincaré group is a semidirect product of the group 7; of all
translations in Minkowski space-time and of the Lorentz group Ll,l

The translations in Minkowski space-time have the form

X" =x" 4+ a".

It is clear that a parametrization of the translations which is convenient for applica-
tions of Noether’s theorem is provided by a themselves. The Cartesian components
of the corresponding Killing vectors have the form

't
¢ = Ox
o
0a® |,_o

=", (3.8)

where a = 0, 1, 2, 3.

Finding a suitable parametrization of the Lorentz group is more cumbersome.
We use the mathematical theorem which says that with the help of the exponential
mapping one can parameterize a vicinity of the unit matrix by certain matrices from
a neighborhood of the zero matrix. In the case of the Lorentz group, this means that
for each L from such a vicinity of the unit matrix I, there exists just one real matrix
€ such that

A

L = expeé. (3.9)

1IAn tAhe case of a direct product, the multiplication rule would have the form (i,] s al)(iz, ay) =
(L1L2, a1 + a2).
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It is clear that . = 1, is obtained for ¢ = 0. Let us write condition (3.5) in the
following form A

By inserting formula (3.9) we obtain the condition
nén = ¢, (3.10)

which in fact says that the matrix 7é is antisymmetric. With our conventions for
indices, we have € = (¢) and né = (e,,), and therefore,

€y = —€up-

In consequence,

=€y == =€ =, =65 =0. (3.11)
Note that € is not antisymmetric. As parameters on the Lorentz group in a neigh-
borhood of the unit matrix we take ¢"” with u < v, that is those elements of the
matrix é7~! which lie above its diagonal. This last matrix is antisymmetric. The
corresponding Killing vectors are calculated from the formula

"
no_ Ox
af 86a/’3

’

e=0

where x'* = L* x" and oo < (3. Because

A= (LY (), = Lx,

and SL
Deoh = 6oy — 62;55,
e . vk
we obtain
gg/), = (0hng, — 5Zn(y,,)x”. (3.12)

Let us recall that we regard the Poincaré transformations as transformations of
points in Minkowski space-time. Therefore, x* and x"* are coordinates of two points
with respect to a single, fixed Cartesian reference frame in the space-time. The
parameters €'2, '3, €23 correspond to transformations which do not change x°, that
is to spatial rotations. For example, when all €*? except €!? are equal to zero and €'
is infinitesimally small, we obtain an infinitesimal rotation around the x* axis by the
angle €'%:

x/() =XO, x/3 =X3, x/l =Xl _612x27 x/2 :x2+€12x3

’
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where all terms with second and higher powers of ¢!> have been neglected. The
parameters €', ¢*2, €% give the so called Lorentz boosts. This name is justified by
the fact that boosts transform a particle at rest into a particle moving with non zero
velocity. For example, if only €”! is not equal to zero, then for ¢! infinitesimally
small,

0

X0 = x0 — Olyl 1

=x' =0 % =42 xP =43,

where again we have kept only the terms constant or linear in ¢°!. These formulas
imply that this boost, acting on a particle which is at rest at the point Xy and which
has the world-line x(¢) = (ct, Xo), gives a particle moving with the infinitesimal
velocity —e°! along the x! axis in the negative direction.

Formulas (3.8) and (3.12) are used in this and the next chapters, where we apply
Noether’s theorem to relativistic fields. We adopt the stronger, local form (2.36) of
the invariance condition. Note that in the case of the Poincaré transformations (3.1)
the Jacobian J = detL is equal to +1 because L € LL

3.2 The Real Scalar Field

The configuration space of the relativistic real scalar field is a space of real functions
¢(X) on R3, and trajectories of the field are described by real functions ¢(x), x =
(ct, X), on Minkowski space-time. By definition, the scalar field ¢ has the following
transformation law under the Poincaré transformations

¢'(x") = p(x), (3.13)

where
XM =L"x"+a", LelLl.

This definition implies that
¢'(x) = oL (x — a)). (3.14)

Comparing (3.13) with the general formula (2.20) we see that in the present case F
is trivial, F(¢(x); w) = ¢(x). As the parameters w we choose a* and € introduced
in the last section. Therefore, the first term in definition (2.24) of the Lie derivative
vanishes, and

Ip(x)

oxr’

Do(x) = =£"(x)

where as the Killing vector { we now take &, or {5 given by formulas (3.8) and
(3.12), respectively.
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The invariance condition in the local form, with vanishing surface term and in
absence of external fields, has the form

o9 (x' B
L (¢>’(x/), gx(x )) =L (¢(x), ;s;x)) . (3.15)

Using formula (3.13) we find that

0/ (') _ 0x" 96(x) _ | ,00(x)

ox"  9x™ dxr Y Oxr

(recall that L,/ = (I:_l )?.). Therefore, condition (3.15) acquires the form

Ip(x)\ _ I (x)
£ (¢(X)7 Lf Oxr ) =L (¢(X)’ ox? ) .

It is clear that this condition does not impose any restriction on the dependence of
the Lagrangian on the field ¢, and that the derivatives 0, ¢ can appear only in Lorentz
invariant combinations.

In almost all applications of the real scalar field, the pertinent Lagrangian has the
form

1 1
L= 0" 0,6()9,6(x) = §m2¢2 — V($(x)), (3.16)

where m? is a real constant, and V (¢) is a simple function of ¢—a polynomial in
most cases—called the interaction potential® of the field ¢. Also, non-polynomial
V (¢) are considered, e.g., exponential, logarithmic or trigonometric functions. The
Euler-Lagrange equation corresponding to Lagrangian (3.16) has the form

0,0"p(x) + m*p(x) + V' (p(x)) =0, (3.17)

where V' = dV /d¢. Simple calculation shows that V (¢) = c2¢> + c1¢ + ¢o leads
to the Euler-Lagrange equation of the Klein—Gordon type, namely

9,0"p(x) + (m* + 2¢2)p(x) = —cy,

which can be reduced to the homogeneous Klein—Gordon equation by a constant
shift of the field ¢ when m? + 2¢, # 0, or by —c1x#x,/8 if m? 4+ 2¢, = 0.

The first really new Euler-Lagrange equation, with a term quadratic in ¢, is
obtained when V (¢) = A\¢® with constant . In mathematical terminology, it is a
nonlinear partial differential evolution equation of hyperbolic type. At present, there
are no methods which would allow us to construct a general solution for such equa-

2 The term ‘potential’ is reserved for the sum m2¢? )2 + V(o).
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tions. Particular examples of solutions can be obtained with the help of approximation
methods, which include numerical calculations performed by computers. Sometimes
one can find analytic solutions, especially when one is interested in particularly sym-
metric ones. In general, nonlinear partial differential equations of the hyperbolic type
can lead to quite complicated and surprising time evolution of the field. Coming back
to our Euler-Lagrange equation, it turns out that the above introduced cubic V (¢) is
not quite satisfactory, because, as we show in the next paragraph, the corresponding
energy is not bounded from below. This fact does not mean that some mathematical
inconsistency is present. The point is that all physical objects in Nature discovered
until now seem to have energy bounded from below. In consequence, models in
which the energy is not bounded from below are regarded as less interesting.

The energy and momentum of the field are identified with the integrals of motion
obtained from Noether’s theorem applied to time and space translations, respectively.
We already know the Killing vectors for the translations and the Lie derivatives of
the scalar field. The surface term in formula (2.32) is absent. Simple calculations
give the currents corresponding to the four independent translations,

Ji ==L + 0" (x)0a(x). (3.18)
Often one introduces the so called energy-momentum tensor 7'#,. It is defined by the
following formula

Jo=ThE: (3.19)

Thus,
Th = 0"p(x)0,9(x) — LI = j~ .. (3.20)

The continuity equations d,, j¥ = 0 imply that
0,T", =0.
The total energy E and momentum P’ of the field are defined as

E:/d%ﬁ,ﬂ:—/d%ﬁ. (3.21)
R3 R3

The minus sign in the formula for P is due to the metric tensor n* used here to
raise the index i. Using formulas (3.16) and (3.18) we obtain

1 1 1
Jo = anqb@ocb + Eaicbai(b + §m2¢2 + A8, (3.22)

and

3P =00 0. (3.23)
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Note that non-vanishing momentum is possible only when the field varies in time and
space. Moreover, the momentum does not depend on the potential m>¢*/2 + V (¢).

Because ¢(x) can take arbitrary real values, the cubic term A\¢? in j(? can also
have arbitrary values, from minus to plus infinity. Arbitrarily large positive values of
energy are regarded as physically acceptable, but at the same time one does expect
that values of energy should be bounded from below. Therefore, the model with cubic
interaction potential is used mainly as a relatively simple example of a field theory
with interactions, convenient for illustrating methods of field theory. Also note that
the Klein—Gordon model (V (¢) = 0) would have the energy unbounded from below
if m*> < 0. Precisely for this reason, we have assumed in the Klein—-Gordon equation
(1.33) that m? > 0.

Much more interesting is the model with quartic interaction energy

A
V() = Eaﬁ“(x), (3.24)

where A > 0in order to ensure that the corresponding total energy E is bounded from
below, and the factor 1/4!is included for later convenience. Now the Euler—-Lagrange
equation (3.17) has the form

0,06 (x) + m$(x) + %af(x) =0. (3-25)

The total energy E is given by the following formula
3 (1 1 Loon, Ay
E = d’x | =000 + =0;00;p + —m~ ¢~ + —" ) . (3.26)
R 2 2 2 4!

Due to the presence of the positive quartic term, the energy is bounded from below
also for negative m?.

It turns out that physical predictions of the model crucially depend on the sign of
m2. Let us first consider the case m? > 0. It is obvious that the minimum value of
the total energy E = 0 is obtained for ¢(x) = 0. This trivial trajectory of the field is
called the classical ground state® of the field. If the field is close to the ground state,
then we may neglect the interaction term A¢*/3!in (3.25), and we obtain the familiar
Klein—Gordon equation. The fields which are close to the ground state form a so called
ground state sector in the space of solutions of the Euler—Lagrange equations. Fields
from this sector can be written as superpositions of the plane waves f; introduced
in Sect. 1.3 with the amplitudes a1 (12) which are approximately constant in time as
long as the interaction term is small.

The model (3.24) with m? < 0 s a little bit more intricate. It exhibits spontaneous
symmetry breaking, and it has sectors characterized by a topological charge. First,
let us notice that the Lagrangian can be rewritten in the form

30ften another term is used, namely the classical vacuum.
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U
¢

—¢+ ¢+

Fig. 3.1 The shape of the potential U (¢) given by formula (3.27)
£ = Loroa,000 - vior + 20

T PAeE 2

where 5
A, 6)m?|
= — — 2
U(9) 1 ((b h\ (3.27)

(Im?| denotes the modulus of m?). Furthermore, we omit the last term in £ because
it does not contribute to the Euler-Lagrange equation and gives a trivial constant in
TY,. The energy density 7, calculated from the new Lagrangian has the form

1 1
Ty = 30006 + 30,6(00,6(x) + U(@). (3.28)

We see that it is bounded from below by 0. It reaches its minimum value O for constant
¢ = +¢,, where
6|m2|

¢+: )\ )

(3.29)

see Fig. 3.1.
Thus, there are two classical ground states ¢ . They are transformed into each
other by the transformation S

S (x) = Sp(x) = —p(x).

Actually, this transformation is a symmetry of the model: the Lagrangian does not
change its form if we write it as a function of S¢. It follows that S¢(x) is a solution of
the Euler—Lagrange equation together with ¢(x). The fact that the classical ground
states of the model are not invariant under such a symmetry transformation is called
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the spontaneous symmetry breaking (SSB). In the case m> > 0 the symmetry S is
also present, but the ground state ¢ = 0 is invariant under it.

Examples of the spontaneous symmetry breaking are already ubiquitous in clas-
sical mechanics. For example, consider a point particle with a one dimensional con-
figuration space and with the energy mg?/2 + V(q), where V(q) = a(q* — b*)?,
and a and b are positive constants. There are two classical ground states g = +b
with the same energy (equal to zero), and neither of them is invariant under the sym-
metry transformation ¢ — —¢q. The quantum mechanical counterpart of this model
has the Hamiltonian H = p2/(2m) + V(§), where p, § are momentum and posi-
tion operators, respectively. It turns out that this quantum Hamiltonian has a single
ground state (with the energy >0)—the degeneracy of the ground state is absent. The
corresponding wave function ¥ (q) is a symmetric function of ¢, hence it is invariant
under the symmetry transformation.

This lack of SSB in the quantum case can be explained with the help of Heisen-
berg’s uncertainty relation. If the quantum particle is confined to a finite segment of
the g-axis with length Ag, then it can not have any fixed value of momentum p—all
momenta from a band of width Ap ~ h/Aq are present. Because we look for the
least energy state, we assume that this band contains the momenta with modulus
from O up to Ap—a shift of the band towards higher momenta would give higher
expectation values of the kinetic energy p?/(2m). Thus, we may estimate that the
expectation value of the kinetic energy is not larger than (Ap)?/(2m). It is clear
that this contribution is minimized when in the ground state the particle occupies
as large an interval Ag as possible. The only limitation is that the particle should
avoid the regions where the potential V has large values, otherwise the gain in the
kinetic energy would be overwhelmed by an increase of the expectation value of
the potential energy. This means that the values of the ground state wave function
should be as close to zero as possible in such regions. Therefore, we expect that the
normalized ground state wave function does not vanish close to the two minima of
the potential V (g), while in all other regions it is close to zero. Then Agq is as large
as possible, and the expectation value of the potential energy is small. The quantum
particle adjusts its wave function globally in space taking into account all minima of
the potential. Not surprisingly, there exists just one state that has the least energy.

In the heuristic reasoning presented above, we have been concerned directly with
energy eigenfunctions. The complementary view is obtained by inspecting the time
evolution of a wave packet which initially is localized around one of the minima of
the potential, say ¢ = —b. Even if the initial wave function vanishes in the region
g > 0 at the initial instant t = 0, due to quantum tunneling through the potential
barrier which separates the two minima of V (g) it will not vanish in that region when
t > 0. Actually, it turns out that the wave packet oscillates between the two minima.
If we switch on a ‘cooling procedure’, that is if we gradually take away some energy
from the particle, it will finally reach the ground state with the corresponding wave
function evenly distributed around each of the two minima.

Similar results are obtained for systems with an arbitrary finite number of degrees
of freedom, for instance, for several particles. Of course, the probability that all
particles will tunnel decreases with the number of particles. For example, in the case
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of N mutually noninteracting, distinct particles the total probability is equal to the
product pyp> ... pn, Where p; is the probability of tunneling for the i-th particle,
i =1,2...,N.Of course p; < 1, so it follows that in the field theoretical limit,
when the number of degrees of freedom is infinite, the total tunneling probability
vanishes. In particular, the ‘wave function’ of our scalar field ¢ will stay close to one
of the vacuum fields ¢, or —¢, forever if it is localized around it at a certain initial
time. Therefore, we expect that the degeneracy of the ground state can be present
also in a quantum version of our model (3.27). The spontaneous symmetry breaking
in field theory does not have to disappear when we pass to a quantum version of the
classical model as it did in the case of passing from classical mechanics to quantum
mechanics.

Let us now have a look at small perturbations of the classical ground states. For
concreteness, we consider perturbations of ¢, that is the fields of the form

O(x) = o4 + €(x), (3.30)

where €(x) is small in comparison with ¢ . Substituting formula (3.30) into (3.25)
(in which m?> = —|m?| < 0), expanding with respect to ¢ and keeping only the terms
linear in € we again obtain the Klein—Gordon equation, namely

(0,0" 4 2|m?|) e(x) = 0. (3.31)

We see that €(x) has an effective mass coefficient m2; = 2|m?| which is positive. In
consequence, €(x) can be written as a superposition of the normalized plane waves
fz(x) with the frequencies kg = *w(k)/c, where

wk) = c\/k2 +m2;

is positive. Small perturbations around the other ground state ¢_ have the same
effective mass coefficient.
Analogous expansion around ¢ = 0 leads to the following equation

(0,0" — Im*)e(x) = 0.

It also has the plane wave solutions f7(x), but now

wk) = e/ k2 — |m2|.

We see that the modes with the wave vectors k such that k > < |m?| have imaginary
frequencies. They do not oscillate in time, but monotonically increase if Im ky < 0
or decreases if Im ky > 0. The increasing amplitude means that after some time,
€(x) is no longer a small correction to ¢ and one has to include the terms quadratic
and cubic in e(x). Therefore, the linear approximation around ¢ = 0 is of limited
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use. One says that the constant field ¢ = 0 is unstable with respect to the small
oscillations, as opposed to the constant fields ¢ . It is clear that difference in the
behavior of the small perturbations is due to the fact that the field potential U (¢) has
minima at ¢, while at ¢ = 0 it has a local maximum.

The presence of SSB is a special property that can have rather interesting conse-
quences. Related to the presence of the two ground states in the model (3.27) is the
existence of a particular class of static solutions of the field equation (3.25). These
solutions, called planar domain walls, smoothly interpolate between the two ground
states in the following sense. Let us choose a plane in R? space. Without any loss of
generality it can be the x* = 0 plane. Then, the coordinates x' and x? parameterize
the plane, and x? varies in the direction perpendicular to the plane. Let us assume
that the field ¢ is constant in each plane parallel to the x*> = 0 plane, i.e., that ¢ can
depend only on x3: ¢ = ¢(x?). Planar domain walls are solutions which merge with
the two ground states when x> — =00, that is, by definition, they obey the following
boundary conditions

lim o) =—¢,, lim o(x3) = ¢,. (3.32)
x3——00 x3—+400

When ¢ depends only on x*, (3.25) is reduced to the following ordinary differential
equation

¢+ [m?|p — %gzﬁ =0. (3.33)

Multiplying it by 205¢, and integrating we obtain the equation

(030)* + |m?|* — i—)'\qb“ = const. (3.34)

The boundary conditions (3.32) determine the integration constant

2\ 3|m?|?
202 2N 4
const = |m”[¢7 4!¢+_ P
Equation (3.34) can be written in the form
1 2
5@3(15) —U(¢) =0. (3.35)

It is easy to check that
VIm?|(? = x3)
V2

obeys (3.35) and the boundary conditions (3.32). In the solution (3.36), xg is another
integration constant. Its value is arbitrary. Physically, it gives the position of the

¢4(x’) = ¢ tanh (3.36)
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¢d (x3) b

Fig. 3.2 The plot of the function ¢4 (x>)

domain wall along the x3-axis, and its change corresponds to a translation of the
domain wall parallel to the (x', x?)-plane. Note that ¢4 (x*) vanishes at x*> = x3, and
the potential energy U (¢4 (x>)) has the largest value there. For large positive x>

$a(x)) = ¢y — 26 exp(—v/2Im2|(x* — x0)),

and for large negative x3

$a(x) = =1 + 204 exp(v2m?|(x* — x7)).

Thus, for |x3 —xS | > Iy, where lg = 1/4/2|m?|, the domain wall solutions practically
merge with the classical ground states. The constant /; is equal to the inverse of the
effective mass coefficient m.g. It essentially gives the thickness of the planar domain
walls. The function ¢, (x?) is plotted in Fig. 3.2.

The energy density for the domain wall is given by

3m*

Acosh*(v/[m2(x3 — x3)/v/2)

It has maximal value at x> = xg , and it exponentially approaches 0 when x3 — o0,
see Fig.3.3. Recall that ¢, vanishes precisely at x> = x3. Existence of at least one
zero is implied by the boundary conditions (3.32) because ¢(x?) is by assumption a
continuous function of x>,

The total energy of the domain wall is of course infinite, because of the integration
over x' and x2. The energy density per unit area, denoted below by o, is finite and
constant along the domain wall. It is given by the integral

1
T = 50560)" + U(ga) =
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Fig. 3.3 The energy density across the domain wall
3mie [T ds 2m?
o= / dx* T = — / —— == (3.37)
2\ J_o cosh*s A

Note that o becomes infinite when the coupling constant A decreases to zero. Such
singularity at A = 0 means that the domain wall cannot be obtained as a perturbative
expansion in positive powers of \. In this sense, the presence of the domain walls is
a non perturbative phenomenon.

Because of their infinite energy, strictly planar infinite domain walls are not phys-
ically possible. Nevertheless, they are quite useful in the theoretical analysis of other
domain walls which have finite energy. There exist closed domain walls, e.g., spher-
ical ones, which have finite total energy. The corresponding solutions of (3.25) are
not static—¢ depends also on time. Such solutions approach +¢ in the directions
perpendicular to the domain wall, but the domain wall shrinks or expands. The total
potential energy is approximately equal to ¢S, where S denotes the area of the domain
wall, regarded (approximately) as an infinitely thin surface. The total energy also con-
tains a finite kinetic energy which does not vanish because of the time dependence
of ¢. If, at a given point of the domain wall, its curvature is not very large, one may
expect that the solution will not be very different from ¢4 (x?) around that point,
except that now x? is replaced by a coordinate perpendicular to the domain wall.
Another class of finite energy domain walls appears in condensed matter physics.
They just end on the boundaries of the material in which they are created. If the bulk
of the material is sufficiently large, the surface effects can be neglected, and again,
our infinite planar domain wall can be quite a reasonable first approximation.

Let us investigate small perturbations of the planar domain wall. Substituting
d(x) = ¢q(x>) + e(x) into (3.25) and neglecting terms which are quadratic or cubic
in € we obtain the following linear equation for e(x)

A
9,0 — |m|e + §¢§(x3)e =0. (3.38)
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The coefficients in this equation do not depend on x°, x!, x2. Therefore, we may
factorize the dependence on these variables. It is convenient to take exponentials as
the basis functions, other solutions can be written as linear combinations of them.
Thus, we consider e(x) of the form

e(x) = exp(—ikox®) exp(ikix' + ik x®)(x?).

It is understood that in fact we take the real or imaginary part of this expression
because e(x) should have real values. Equation (3.38) is reduced to the following
equation for ) (x?)

3

K24 = [(k1)? + (k2)*Ttp — 021 + |m?| (3 tanh? = e D, (3.39)

where we have put xg = 0 for simplicity. Suppose that we know the solutions of the
auxiliary eigenvalue problem

— —6%1/) + u(?)t h2 — D = k), (3.40)

where « is the eigenvalue and v the eigenfunction. Then,
= (k1)* + (k2)* + 2.

It is clear that if there exists a negative eigenvalue s then we can have kg < 0if k%
and k3 are sufficiently small. This would imply that exponentially growing modes are
present. In physical realizations of the domain wall, we can never exactly construct
the one given by ¢,—small perturbations are always present. If there is a growing
mode having finite energy per unit square it will significantly modify the domain wall
or even destroy it. Therefore, it is important to check the sign of the eigenvalues &.

When looking for eigenvalues it is important to specify which eigenfunctions we
allow. In our case, relevant eigenfunctions are those which can give the perturbations
€(x) with finite energy per unit area. Thus, apart from ¢ vanishing when x3 — o0,
we also admit eigenfunctions which become plane waves in these limits because one
can construct from them wave packets with finite energy.

It turns out that there exists just one eigenfunction with x = 0, called the trans-
lational zero mode, and all other eigenfunctions have strictly positive eigenvalues
(k > 0). The existence of the zero mode is related to the translational invariance
of the model, which is responsible for the presence of the arbitrary constant xg in
the domain wall solution (3.36). This solution inserted on the L.h.s. of (3.33) gives
an identity. Let us differentiate both sides of this identity with respect to xg and put
xj = 0 afterwards. The resulting identity has the form (3.40) with the eigenfunction
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Dpa(x® — x3) Opa(x®) _ 3 e
3 = 0 __ _ /= e . (341
Yol ox} ox3 4 coshz(meff x3/2) (341)

3_
x5=0

and x = 0. The zero mode )y (x?) does not vanish for any finite x>. There is a theo-
rem, discussed in textbooks on quantum mechanics, which says that the eigenvalue
corresponding to such non vanishing eigenfunction is the smallest one. Therefore,
all other eigenvalues « are positive.* In conclusion, the planar domain wall is stable
with respect to the small perturbations.

The perturbation of the planar domain wall given by e(x) = aty(x?), where a
is a small number, is time independent. It results in the uniform, parallel shift of the
domain wall along the x3-axis,

Ga(x?) + arho(x?) = ¢a(x* + a).

The perturbations with (k;)? + (k;)*> > 0 give waves traveling along the planar
domain wall.

3.3 The Complex Scalar Field

The complex scalar field is mathematically represented by a function ¢(x), x € M,
which can have complex values. Similarly as in the case of real scalar field, we
require that under the Poincaré transformations x’ = Lx + a

' (x') = p(x). (3.42)
A typical Lagrangian for the complex scalar field has the form
L = 0,6" ()" p(x) — m*¢* (x)p(x) — V(6" (x)(x)), (3.43)

where * denotes the complex conjugation. Equivalently, one may replace the complex
scalar field by two real scalar fields ¢;(x) and ¢, (x),

1

P(x) = 7

(P1(x) + ia(x)).

Lagrangian (3.43) is equal to

¢%+¢%).

1 1 1 1
L= > P10 1 + 5@@25%2 - Emzdﬁ - 5m2¢§ -V ( 3

4 Actually, the eigenvalue problem (3.40) is explicitly solved in textbooks on quantum mechanics. It
turns out that apart from the zero mode there is one bound state with 0 < x < |m?| and a continuum
of eigenfunctions with k > |m2|.
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This form of the Lagrangian suggests a generalization to the so called O(N)
models. Let ¢ denote a multiplet of N real scalar fields

o1(x)
- P2(x)
o(x) = : ,
o (x)

and 52 = Z,N: | @i®i. The Lagrangian of the O (N) model has the form
L2z 152y 72
L=-8,00"— ~m*G —v(¢ )
2 2
It has a global O(N) symmetry which consists of transformations

¢ (x) = Og(x),

where O denotes an arbitrary N x N real matrix which obeys the condition
OTO = Iy, OT denotes the transposed matrix, Iy is the N by N unit matrix.
Such matrices form the orthogonal matrix group O (N). The O (N) models play an
important role in applications of field theory. They also provide a testing ground for
certain mathematical techniques developed in field theory.

Lagrangian (3.43) is invariant under the Poincaré transformations. Moreover, it
also possesses a U (1) global symmetry. The U (1) group consists of all complex
numbers z such that |z| = 1, or equivalently, of all phase factors exp(ia). The U (1)
transformations of the complex scalar field have the form

¢'(x) = exp(iqa)p(x), (3.44)

where ¢ is an integer different from 0. For a non integer ¢ the transformation (3.44)
would be multi-valued. Of course, o does not depend on x, as expected for the global
transformations. Note that the space-time points x are not transformed. In such cases
one says that the symmetry is an internal one.

Let us calculate the conserved current j, corresponding to the U (1) symmetry
using the formalism developed in Chap. 2. As the parameter on the group in a vicinity
of the unit element we may take «. The Lie derivative of the field ¢ has the form

Do(x) = iqp(x). (3.45)

Lagrangian (3.43) contains also the complex conjugate field ¢*. Its transformation
law is obtained by taking the complex conjugate of formula (3.44), and

D¢™(x) = —ig¢*(x). (3.46)
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U

||

Fig. 3.4 The potential U (|¢|) given by formula (3.49)

The formula for the conserved current follows from the general formula (2.32). In
the present case K = 0, £ = 0, and as the fields u, we take ¢ and ¢*. Alternatively,
we could take the real fields ¢, ¢,. Simple calculation gives

v =iq (0,09" — $3,¢%) . (3.47)

The corresponding conserved charge Q is given by the integral

0= [ & j°
R3
Note that Q vanishes if the imaginary part of ¢ is equal to zero, or if ¢ is constant in
time.

The choice V (¢*¢) = 0 in Lagrangian (3.43) gives the free complex scalar field
model. In this case the Euler—Lagrange equations are linear in ¢. They coincide with
the familiar Klein—Gordon equation for the real and imaginary parts of ¢.

Another important particular choice of the interaction potential U gives the Gold-
stone model. In this case

L=08,00"¢—U, (3.48)

where

A, 12/m2\*
U= ] ((25 (xX)P(x) — \ ) (3.49)

(V = U — m*¢*¢ with m* < 0). The potential U regarded as a function of || is
shown in Fig. 3.4. Often it is called the ‘Mexican hat’ potential. This name refers to
the characteristic shape of the surface obtained by plotting U over the plane (¢1, ¢»).
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Calculation of the term proportional to ¢* ¢ shows that m?> = —|m?| is negative. In
fact, the Goldstone model is the complex field analogue of the model (3.27) discussed
in the previous section.

Let us find the classical ground states in this model, that is the fields for which the
energy density 7 acquires its minimal value. The energy density for the field ¢ with
Lagrangian (3.48) is easily obtained from the general formulas given in Chap.2. It
has the following form

12|m?
T = 0600 + Bi6™ i + (¢><>¢><>— m '). (3.50)

It is clear that the least energy density is obtained for any constant ¢ such that

P =a’, 3.51)
where
12|m?|
= . 3.52
a 3 (3.52)

The set of all classical ground states is called the vacuum manifold. We denote it by
V. In the model discussed in the previous section it consists of just two points ¢
In the Goldstone model, the vacuum manifold is defined by condition (3.51), hence
it consists of all constant fields of the form

¢ = aexp(if), (3.53)

where § € [0, 2m). It can be regarded as a circle of radius a. There is no classical
ground state which would be invariant under the U (1) transformations (3.44)—
these transformations move the classical ground states along the vacuum manifold.
Thus, we see that the Goldstone model exhibits spontaneous breaking of the U (1)
symmetry.

Let us compare the present example of SSB with the one discussed in the previous
section. The main difference is that U (1) is a continuous group, while the symmetry
S together with the identity / : ¢(x) — ¢(x) form the two element discrete group
Z», Z, = {§, I}. This difference has profound physical consequences. In particular,
it turns out that the real fields ¢; and ¢, are not well suited to describe the physical
contents of the model, analogously as, for instance, Cartesian coordinates are not the
best choice when considering a problem which has only axial symmetry. A much
better parametrization of the complex field ¢ of the Goldstone model is provided by
two real fields x(x) and ® (x) introduced as follows:

P(x) = (a+ x(x)) €W, (3.54)

where a is given by formula (3.52) and ® € [0, 27). Thus, y = 0 and ® = const = 3
corresponds to the classical ground state a exp(i 3). This parametrization of the field
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space by x and ® is mathematically correct provided that xy # —a. Let us assume
for now that this is the case. In order to derive the equations of motion for y and
® one could use the Euler-Lagrange equation for the original field ¢ and formula
(3.54). However, more enlightening is another way: we use the field transformation
(3.54) directly in Lagrangian (3.48). This gives

A
L(x,®) =0,x0"x + (a+ )? 0,0 0" — X *(2a +x)*. (3.55)

This Lagrangian is used to generate the Euler—Lagrange equations for the fields x
and ®. The resulting equations are equivalent to the ones obtained by substituting
formula (3.54) into the Euler-Lagrange equation for ¢. This follows from a general
property of the stationary action principle, namely that nonsingular transformations
of the fields in the action functional lead to equivalent Euler—Lagrange equations.

Let us prove this property. The transformation of the fields has the form u, =
F,(vp), where (vp) is the set of new fields. By definition, the action functional for
the new fields has the form

S’[vb] = S[ua]luazFa(vh) .

The functional derivatives of S and S are related by the following formula

58wl [ 4 OS[ul
NS —/d y St (y )Kba(y,X) (3.56)
where 5Fy(0u())
N b (VY
Kb[l(ya )C) - 6Ua (x) .

The assumption that the field transformation is nonsingular means that there exists
(K" ac(x, 2) such that

/ % Kpa (3, %) (K ae (6, 2) = 8y — 2).

Therefore,

5S oS
/ a'x < [(”]) (Ko (x, 2) = [(”Z ]) (3.57)

Relations (3.56) and (3.57) imply the equivalence of the Euler-Lagrange equations
obtained from S and S, _
N
lul _ 0 oS[vl _
Oug(x) 0vg (x)
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In the case of a singular transformation, it could happen that the r.h.s. of formula
(3.56) vanishes, and then 65’/5va =0, even if 6S[u]/du,(x) # 0.

Lagrangian (3.55) does not contain any potential for the ® field. It is invariant
with respect to translations of values of this field of the form ®(x) — ©(x) + Oy,
where ® is an arbitrary real constant. The ® field is called the Goldstone field or
Goldstone mode. The Euler—Lagrange equation for it has the form

I (@+x)?90"0(x)) =0. (3.58)

If x is close to its ground state value 0 we may neglect y in Lagrangian (3.55) and in
(3.58). This is the so called London approximation, named after F. London and H.
London who used an analogous approximation in their theory of superconductors. In
this case (3.58) acquires the form of wave equation: the Klein—Gordon equation with
m? = 0. Note also that when x = 0, i.e. when only the Goldstone field is present,
the field ¢ = a exp(i®) does not leave the vacuum manifold V. The energy density
(3.50) is reduced to

T%(®) = a* (9® %O + 9,0 9;0).

Note that it only contains terms with derivatives—this is a characteristic feature of
Goldstone fields, seen also in other models.

Now let us have a look at the x field. Assuming that its values are small in
comparison with a, and keeping in Lagrangian (3.55) only the terms quadratic in x
and ©, we obtain the so called free part of the Lagrangian,

Lo = 0, x0"x — 2|lm*|x* + a*9,00"e. (3.59)

It is clear that the Euler—Lagrange equations generated from L have the form of
separate Klein—-Gordon equations for ® and x, with mass coefficients equal to 0 and
2|m?|, respectively. Note another peculiarity of the Goldstone field ®: Lagrangian
(3.55) is already quadratic in ®, hence we do not need any assumption that ® is
small.

We have seen in the previous section that the presence of a nontrivial vacuum
manifold results in the presence of the domain walls, which are surface-like extended
objects. Non triviality of the vacuum manifold in the Goldstone model suggests the
existence of extended objects which are line-like. They are called vortices.

In the real scalar field model (3.27) the vacuum manifold consists of two points
+¢,. Let us assume that there are two points X; and X, in the space, such that
d(ty, X1) = ¢4 and ¢(19, X;) = —¢, at a certain time #,. Let us try to extend the
field to the entire three-dimensional space. We take a certain small vicinity of X,
and assume that ¢(fy, X) = ¢, for all X within that vicinity. Similarly, we take
a certain small vicinity of X, and assume that ¢(fy, X) = —¢, in it. Gradually
increasing the two regions, we finally arrive at the stage where they fill the whole
space and touch each other at a certain surface. The field ¢ is not continuous at that
surface. In order to remove the discontinuity, let us replace this surface by a layer
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of finite thickness, and choose ¢(fy, X) such that it smoothly interpolates between
+¢, across the layer. The resulting field configuration ¢(#o, X), now defined on the
whole space, is taken as initial data for the field equation (3.25). We also have to
specify the time derivative of ¢ in order to have the complete set of initial data. We
do not impose any special restrictions on this part of the initial data, we may take,
for example, 9;¢(t, X)|;=;, = 0. In this manner we have constructed a domain wall,
which in general is curved. The solution of the field equation corresponding to such
initial data has a nontrivial dependence on time. Note that the function ¢(fy, X) has
to vanish on a surface lying somewhere inside the border layer, because it changes
sign across it. On that surface the potential energy U (¢) has a local maximum. The
planar domain wall discussed in the previous section is distinguished by the fact that
it is static. The solution presented there shows that the field ¢ of the static domain
wall reaches the ground state values asymptotically, and only at the spatial infinity
in the directions perpendicular to the wall. Finally, let us stress that the existence
of the domain wall is the consequence of the choice of the values of the function
@(ty, X) at the points X1, X, and of its continuity, irrespectively of the form of the
Euler—Lagrange equation.

In the case of the Goldstone model the vacuum manifold is the circle given by
formula (3.53). Therefore, in analogy with the case of domain walls, we choose a
circle C of radius Ry in the space, parameterized by the angle 6 € [0, 27), and we
assume that at different points of this circle the scalar field takes different values
from the vacuum manifold. The simplest choice is ¢(ty, ¥) = a exp(if) for y € C.
Actually, there also exist other possibilities which we will discuss later. Now, let us
try to define a smooth field ¢, (ty, X) on the whole space. It is a more complicated
task than in the case of the domain wall because ¢ is not constant on the circle.
First, let us extend the circle C to an infinite cylinder C x R'! by adding at each
point y € C a straight-line perpendicular to the plane of the circle. On each such
straight-line ¢, is a constant, equal to ¢(fy, ). Next, we expand the cylinder to the
whole space. In this step, each point of the cylinder is translated along half of the
straight-line perpendicular to the cylinder. We assume that ¢, (fo, X) is constant on
each such half-line. In this manner we have uniquely assigned a value to ¢, at each
point of the space, except for the symmetry axis of the cylinder C x R!, where ¢,
is not continuous—approaching this axis from various directions perpendicular to
it, we obtain different values of ¢,. To remove this discontinuity we choose, inside
the initial cylinder C x R!, a cylindrical volume U, around the symmetry axis, and
allow the field ¢, to depart from the vacuum manifold within it.

Mathematical arguments based on the homotopy theory show that a smooth func-
tion ¢, (ty, X) can be obtained only if ¢, vanishes somewhere in U,. To see this,
suppose to the contrary, that ¢, does not vanish inside the cylinder C x R'. Then,
the modulus of ¢, also does not vanish, and the phase factor ¢, /|¢,| is well-defined.
It is a continuous function of ¥ because by assumption ¢, is a continuous function.
Phase factors can be regarded as points of the unit circle ' = {z : |z| = 1} in the
complex plane. Now, consider

F(e,0) = ¢u(to, X)/I¢u (10, X)|
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with points X restricted to a circle C, which is co-planar and concentric with C and
has the radius € < Ry. Each circle C. is parameterized by the same angle 6 which
parameterizes the circle C. Because | f (¢, 8)| = 1, itis clear that f (¢, ) with fixed e
is a continuous mapping from C, to the circle S'. Moreover, the definition of f (e, 6)
implies that it is a continuous function of ¢, too. For e = 0 f (¢, ) is constant because
the circle C.— is just a point, the center of the circle C. For ¢ = Ry we obtain the
initial circle C, and f(Ry, 8) = exp(if). Thus, we have constructed a continuous
deformation of the constant mapping f (0, #) into f(Ry, #). But this contradicts a
theorem from the homotopy theory which says that such deformations do not exist.
Therefore, the assumption that ¢, # 0 must be false. Because the presence of the
zeros of ¢ is implied by homotopy theory, a branch of algebraic topology, they are
called the topological zeros.

The nonexistence of continuous deformations of the constant mapping into the
exponential mapping exp(i#)) can be described in terms of the so called winding
number W[ f], which characterizes any smooth mapping f(6) from C to S'. The
winding number is defined as follows

1 [ 1df
Wifl=— df ——, 3.60

[f] i )y 7 do (3.60)
where | f(0)| = 1. Let © ;(6) denote the phase of f, f(0) = exp(i® ;()). Formula
(3.60) can be written in the form

1 [ dO; AO;
Wifl=— d —+ = —,
LA 27 /0 do 27

where A® is the total change of the phase ® ; during one pass along the circle C,
AB; = 0O ;(27m) — O 7(0). Here by definition

©;(2m = lim ©;().

Because f(0) is continuous on the circle C, we have f(27) = f(0) and © y(27) =
®(0) + 27n, where n is an integer. Therefore, W[ f] = n is an integer.

The winding number is constant under continuous deformations of the mapping f.
In general, such a deformation f — g is represented by a function A (o, ) which is
continuous in o, differentiable in 6, and such that (0, 6) = f(6) and h(1, 0) = g(0).
Here o € [0, 1] and 6 parameterizes the circle C as before. Moreover, we demand
that 4 has values in the unit circle S', i.e., that |h(c, #)| = 1 for all & and 6. Let
us consider W[h] obtained by inserting & on the r.h.s. of the formula (3.60). It is
clear that the integral gives a continuous function of ¢ with integer values. Such a
function has to be constant, hence W[ f] = W[g]. For the constant mapping f (0, )
the winding number is equal to zero. On the other hand, for f(Ry, 0) = exp(if)
formula (3.60) gives W[ f (R, )] = +1. Therefore, these two mappings cannot be
continuously deformed into each other.
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From the mathematical arguments presented above we know that ¢, has to vanish
at least at one point in each transverse cross section of the infinite cylinder C x R!.
Note that at such points the potential energy U (¢,) has a local maximum. Therefore,
one may expect that the presence of several zeros of ¢, in these cross sections would
increase the energy of the field. For this reason we assume that there is just one zero
of ¢, in each transverse section of the cylinder. Let us choose one such cross section,
e.g., the one with the circle C. The zero of ¢, in this cross section is enclosed by
the circles C, of the arbitrarily small radius e. Let us pick one such circle C, and
shift it continuously through all planes parallel to the circle C in such a way that it
does not pass through the zeros of ¢,. The winding number is constant during such
translation. Because ¢ can be arbitrarily small, we see that the zeros have to form a
continuous infinite line in the space.

Already at this point it is clear that such a field configuration has infinite total
energy. The contribution to the potential energy from each finite segment of that
line is proportional to its length. Analogously, as in the case of domain walls, this
does not diminish the physical relevance of the vortices. Vortices akin to the ones
discussed here are experimentally observed in superfluid * He.

Let us summarize our considerations. The field ¢, has the values a exp(if) on the
cylinder C x R! and outside of it. Inside the cylinder, the field smoothly reaches the
value zero on a continuous line extending to infinity in both directions. Such a field
¢, 1s taken as a part of the initial data for the field equation

Ao 12mY
a/,,af‘¢+ﬁ(|¢>| - )¢_0, (3.61)

which follows from Lagrangian (3.48). The remaining part of the initial data fixes
0;¢ at the initial time #;. There are no special restrictions on its choice. Such field
@(t9, X) characterized by the unit winding number is called the infinite vortex. The
field equation determines its time evolution. One may also construct initial data for
which the line of zeros is closed. Such closed vortices have finite length, and finite
total energy. Their time evolution can be rather nontrivial.

As in the case of domain walls, one may ask about a static vortex. To find it, we
proceed analogously as in the case of the domain walls. We assume that the field has
a special form ¢y,, frequently called the static vortex Ansatz, which is characterized
by a high symmetry as explained below, and has a winding number equal to +1. In
cylindrical coordinates (6, p, z) on the R® space

b0 = aF (p)e”, (3.62)

where F is an unknown function of the cylindrical radius p. The presence of the
topological zero is ensured by the assumption

F(0)=0. (3.63)
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Thus, the z-axis coincides with the line of the topological zeros. The field ¢, should
approach the vacuum manifold at least when p — oo. Therefore, we also assume
that

lim F(p) =1 (3.64)

p—>00

(this does not exclude the possibility that F(p) = 1 for finite p). Formula (3.62)
implies that ¢, is homogeneous along the z-axis. Moreover, ¢y, is axially sym-
metric in the generalized sense that the effect of rotation around the z-axis can be
compensated by a global U (1) transformation. Indeed, after a rotation by 6, we have
(0, p) = exp(—ify) sy (0, p), and subsequent U (1) symmetry transformation
(0, p) — exp(if) ., (0, p) restores the initial field ¢y, (6, p).
For a field of the form (3.62) equation (3.61) is reduced to

=y F/ F - 3
F'd —— S+ F—-F =0, (3.65)
K s

where s = /|m?2|p is the dimensionless variable replacing p, F(s) = F (p), and '
denotes d/ds. Of course, F also obeys conditions (3.63) and (3.64). Unfortunately,
an exact analytic form of the solution F of (3.65) is not known. Assuming that F (s)
can be expanded in powers of s for small s, and solving (3.65) order by order in s
we find that

I:“(s) Xeosdeysd e,

where c3 = —c /8. For large s, more natural is an expansion in powers of 1/s, which
gives
~ 1
FS&)E1——+---.
) 252 *
An approximate solution of (3.65) obeying conditions (3.63) and (3.64) can easily
be found with the help of numerical methods. It has the form shown in Fig.3.5. In

particular, we find that ¢; ~ 0.583.
Note that for small values of p

P (0, p) = cralm|(x +iy) +...,

where x and y are the Cartesian coordinates in the plane perpendicular to the line of
the topological zeros of ¢;, (the z axis). The dots denote terms of cubic and higher
order in x and y, and 7 is the imaginary unit. Thus, first order derivatives of ¢y, with
respect to x or y taken at x = y = 0 do not vanish. In this sense, the topological
zero of ¢y, is of the first order.

We already know that the infinitely long vortex has infinite total energy. It also
turns out that the energy per unit length is infinite. This energy is given by the integral
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F(s) i

Fig. 3.5 The plot of the function F(s)

00 F2
/dxdy TS = 27r/ dpp [az(apF)2 + az7 + V(Fz)] )
0

The factor 27 comes from integration over the angle #. Because F = 1 for large
s, the term F?/p? gives a divergent contribution to the integral over p. Note that
this term comes from the gradient energy 9;¢*0;¢. The energy density 7 of the
rectilinear vortex described above has its maximal value on the line of topological
zeros. In physical situations, the vortex is created within a vessel of a finite size. It
ends on the walls of the vessel, or forms a loop inside of it. In all such cases the total
energy is finite.

So far we have considered the simplest vortex which has a winding number equal
to +1. Taking the exponential exp(—i6) instead of exp(if#), we obtain the so called
anti-vortex which has a winding number equal to —1 and the same function F (p) as
the vortex. Furthermore, one can also take exp(inf) with integer n, [n| > 1. Such
fields have winding numbers equal to n. The field equation (3.61) does not have
static solutions of this type, except for very special cases. Physically, the reason is
that the vortices, in general, interact with each other. Static multi-vortex solutions
exist when (3.61) is modified by adding new terms corresponding to certain external
forces acting on the vortices.

The presence of a vortex in the initial data has significant consequences for the time
evolution of the complex scalar field. The total winding number is constant in time,
because the field is a continuous function of time. For this reason, the winding number
is called the topological charge. It is an integral of motion of a non-Noether type,
because its existence is not related to some continuous global symmetry. The space of
all fields ¢ is divided into so called topological sectors—each sector contains all fields
which have the same winding number. Note that in the sectors with non vanishing
winding number, decomposition (3.54) of the field ¢ into the Goldstone field ® and
the massive real field y is not correct because of the presence of topological zeros.
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Vortices can also appear in the topologically trivial sector, that is the one with the
total winding number equal to 0. Here one can have vortices (n > 0) and antivortices
(n < 0) in equal numbers, or finite (anti-)vortex loops, which can disappear by
shrinking to a point. In this process the line of zeros gradually shrinks to a point and
disappears. Nevertheless, such a closed vortex can live quite a long time. Vortices can
annihilate with antivortices. All these processes are very interesting from a physical
point of view.

Exercises

3.1 We know from Chap. 1 that the sine-Gordon equation (1.7)
(02— 0) @&, 7) +sin P, 7) =0 (3.66)
possesses a static solution of the form
&, (€) = 4arctane®.

(@) Let®(&, 1) = D (&) +ex(&, 7). By inserting this Ansatz into (3.66), and keeping
only the terms constant and linear in ¢, find the approximated equation satisfied by

X(&, 7).

(b) We shall look for the solution of the equation obtained in point (a) with the form

X 7) = e“TY(E).

Prove that

d2
(—@ + U (E)) (&) = wih(§). (3.67)

with )
Ui(§) =cos P, (§) =1 — m~

(c) Show that
(&) = 0: (&) =

cosh &

is a solution of (3.67) with w = 0. How is this result—the existence of a zero mode of
(3.67)—related to the fact that ® (£ — &) is a solution of the sine-Gordon equation
for any constant & ? Calculate (up to the terms of the order £%) the energy of the field
D (&) + epp(&). Is the result surprising?
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Exercises 6l

(d) A solution of (3.67), which does not diverge for || — 00, can be either worked
out by transforming this equation into the hypergeometric equation, or can be found
in textbooks on quantum mechanics. It is of the form

Ui (§) = Ax f1(k, §) + Bi f2(k, §), k€ Ry,
where A; and By, are constants, w = +/k% + 1, and

fi(k, &) = Np (tanh & cos k& — ksinké) ,
ok, &) = N, (tanh & sin k& + k cos k€) .

The normalization constants N,, « = 1, 2, are chosen such that
oo
[ e 1k 05560 = busstk — 0.
—00

Using these functions, write down the general form of the perturbation x (¢, 7), and
show by a direct calculation that its contribution to the energy is (apart from the
contribution from the zero mode ¥y(§)) strictly positive. What does this mean for
the stability of the perturbed sine-Gordon soliton?

3.2 Let ii(x) be a smooth, matrix valued field in Minkowski space-time M, with
values from the SU (N) group. Thus, iz = it(x) € SU(N), x € M. Prove that for the
current

1 Mo A At A ATA A
jh = me’“’mtr (uTa,,u ufapu uTa,\u) ,

the continuity equation d,, j** = 0 holds. Next, check that the ‘charge’

1 .
— KTV tannta.nnton
B = a2 /Rfl X gjjitr (u Q' 0ju i Bku),
is conserved.

Note that here we do not assume that the field i(x) obeys any Euler-Lagrange
equation, and that we do not invoke Noether’s theorem. Such conservation laws are
called topological ones.

3.3 An effective Lagrangian, describing interacting pion fields 7“(¢,x), a =
1,2, 3, can be written with the help of the matrix field #(x), with values from the
group SU(2), which we shall parameterize as

. i i
iu(x) =expi{——n,¢, (the sum over a is understood),
Fr

where o1 = (Y4), 02 = (7)), 03 = (1 4) . are the Pauli matrices, and F; is a

constant (called the pion decay constant). The effective Lagrangian has the form
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F? US| b,
L= T”tr (8ﬂu'8”u) + Zszﬂztr (u' +u— 2) ,
where m denotes the pion rest mass. Derive the Euler-Lagrange equations for the
fields 7 (x), and the formula for the energy which follows from L.

3.4 Let us choose a specific form of the pion fields,
7 (x) = Fn“P(r), (3.68)

where r = +/xix! is the radial coordinate in the spherical coordinate system, and n*
denotes the radial unit vector.

(a) Calculate, for the fields given by (3.68), the form of the charge B defined in
Exercise 3.2.

(b) By inserting the Ansatz (3.68) into the Euler-Lagrange equations derived in the
Problem 3.3 find the equation satisfied by P(r).

3.5 Let the theory under consideration be specified by the Lagrangian
L, ..~ 2o
£=30,60'6-U (5. 9).

where ¢(t, %) = {¢:(t,%),i = 1,..., N} is a set of N scalar fields in the D + 1
dimensional space-time (with D spatial dimensions).

Prove Derrick’s theorem which states that for D > 1 there are no static, finite
energy solutions to the Euler-Lagrange equations that follow from L.

Hints: 1. Show that the equations of motion satisfied by a static configuration can be
derived by minimizing the energy.

2. Write the total energy as a sum of kinetic and potential energy, and analyze how they
behave under the variation of ¢(¥) induced by the scaling of the spatial coordinates

¥ A, ie. for 60(%) = Js((l n 5)\))?) — $(&) with arbitrary infinitesimal o).
Show that for D > 1 the energy has no stationary points under this specific variation
of the fields, and thus no finite energy, static solution exists.



Chapter 4
Vector Fields

Abstract The U (1) gauge group. The parallel transport and gauge covariant deriv-
atives. The Abelian gauge field and the minimal coupling prescription. The SU (N)
gauge group. The non-Abelian gauge field. The Yang—Mills equation. The gauge
invariant energy-momentum tensor. The Higgs mechanism. The massive vector field
(the Proca field).

A real or complex relativistic vector field W, (x) has, by definition, the following
transformation law under Poincaré transformations’

W,;(x’) = Lu” W, (x), 4.1)

where x' = Lx +a, L € Ll. The most important classes of vector fields are
related to gauge transformations and gauge invariance (known also as local symmetry
groups or gauge symmetries). The set of electromagnetic potentials A, introduced
in Chap.1 is the simplest example of a vector field of this kind. In this case the
gauge transformations are related to the U (1) group introduced in Chap. 3, formula
(3.44). This group is Abelian and the corresponding vector field is generally called
the Abelian gauge field. Another example is the non-Abelian gauge field, which
is a matrix-valued vector field related to the SU(N), N > 2, group. Yet another
kind of vector field—the Proca field—appears when a continuous global symmetry
is spontaneously broken in the presence of a gauge field. When introducing all of
these fields we will pay attention to the related mathematical aspects, but only to the
minimal level needed for a clear formulation of the theory.

In this and subsequent chapters we use so called natural units. They are obtained
by attaching the constants ¢ and £ to the fields, or parameters or variables, in such a
way that they disappear from all formulas in which they are present as coefficients.
Often one says that in these units ¢ = h = 1, but this could be misleading—we
remove these constants of Nature from the formulas by an appropriate redefinition
of the fields and other quantities present in these formulas.

I'There can be a caveat to this transformation law, see formula (4.43) and the remark preceding it.
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4.1 The Abelian Gauge Field

In this section we explain how the postulate of invariance under local U(1) trans-
formations can be satisfied by the introduction of a vector field: the Abelian gauge
field. In Chap. 3 we introduced the Lagrangian

Lo=08,0*0"¢ —m*¢*¢ 4.2)

for the free complex scalar field ¢. As we already know, this Lagrangian is invariant
under the following linear transformations

¢'(x) = e'"¢(x), (4.3)

where ¢ is a fixed integer (different from O in order to avoid the trivial case), and
a € [0, 27). Because the factor ¢'¢“ does not depend on x, these transformations
are called global.

The U (1) group is the set of all phase factors z = exp(ia),a € [0,2m)
with the group multiplication given by the ordinary multiplication of complex
numbers. This group is Abelian. Formula (4.3), which involves the phase factors
79 = exp(iga), a € [0, 2), says that the field ¢ transforms under a representation
of the U(1) group. By definition, this means that the mapping

R:z— 7

has the following properties:

(a) itis continuous with respect to z € U (1),
(b) it preserves the product, that is

R(z122) = R(z1)R(z2)

forall zy,zo € U(1),
(© R(1)=1.

Condition (c) is not trivial—recall that 17 is multi-valued for non-integer ¢. Let
us show that conditions (a—c) imply that ¢ has to be an integer. Applying R to both
sides of the identity

1= lim @9,
e—0+

and using the condition of continuity we have

R()=R( lim ¢ 9) = lim R (¢®9) = lim &*™e™'* = ™.
e—0+ e—0+ e—0+
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Because R(1) = 1, we obtain the condition exp(i2mg) = 1 which is satisfied only
by integer q.

The theory of gauge fields is based on gauge transformations and gauge invariance.
The gauge transformations form an infinite dimensional group, generally called the
gauge group. In the present case, the pertinent gauge group is a subgroup of the
continuous direct product of copies of the U (1) groups, and it is called the local
U (1) group. Let us recall that the direct product G| x G, of two groups G and G is
the set of all pairs (g1, g2), where g; € G and g, € G,, with the group multiplication
defined by

(91, 92)(91. 95) = (9191 9295)-

The pair (g1, g2) can be regarded as a mapping F defined on the two-element set
{1, 2}, and such that F (i) € G; for i = 1, 2. The set of all such mappings can be
identified with the set G; x G,. Now, let us take a continuous index x with values in
Minkowski space-time M. By definition, the continuous direct product [ [, ., U(1)
is the set of mappings z(x) defined on M and such that z(x) € U(1) for each
x € M. The set of all such mappings is very large. It turns out that in field theoretic
applications, it is sufficient to consider the subgroup of [[,_,, U (1) consisting of all
mappings z(x) which are smooth functions of x and such that

z(x) - 1 when |X| — oo. 4.4)

Only this subgroup, denoted as U (1);,., is called the local U (1) group. The elements
of U(1);,. can be written in the exponential form

z(x) = exp(ix(x)), (4.5)

where x(x) is a smooth function of x. Moreover, we demand that y and all its
derivatives with respect to x* vanish at the spatial infinity, i.e., when |X| — c0. One
reason for the restriction to U (1),,. is that we want to exclude those transformations,
which can change the asymptotic (that is at |X| — 00) behavior of the derivatives of
the field, and in consequence transform the scalar field configurations having finite
total energy and momentum into ones with infinite energy or momentum. Another
justification for the assumption that y vanishes at the spatial infinity comes from
quantum theory. It turns out that for a particular subset of such transformations,
namely those with y constant in time, there exists a simple implementation in the
quantum theory of the field ¢. A related example is given in Sect. 14.1, see formula
(14.206).
By assumption, the local U (1) transformations of the field ¢ have the form

¢ (x) = "XV (x), (4.6)

where x (x) is the function introduced in formula (4.5). The non vanishing integer g
has the same value as in formula (4.3)—in this sense both (4.3) and (4.6) involve the
same representation of the U (1) group.
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Note that x(x) = constant 7 0is not allowed by the definition of the gauge group.
Therefore, the global U (1) group is not a subgroup of the local one. However, the
U (1), contains elements, which in a sense approximate the elements of the global
U (1). Such elements have the function x(x) constant in a compact region €2 in M,
X(x) = a for x € Q. By enlarging that region, we can have a function Y, which is
constant on an arbitrarily large compact subset of M. Of course, we may combine
the local and global U (1) transformations—in this way we obtain transformations
of the form

& (x) = eiq(a+x()c))¢(x)

with arbitrary constant « € [0, 27) and x vanishing when |x| — oo.
Lagrangian (4.2) is not invariant under the U (1);,. group because the gauge trans-
formations change the form of the term with derivatives:

0" ()" (x) = (99" (x) = iqpx(x) ¢ (1)) (9" P(x) +1gD"x(x) B(x)).

In order to make the Lagrangian invariant we first define a covariant derivative. The
reason is that in the case of gauge transformations, the notion of derivative is not
well represented by the ordinary partial derivative, which just compares values of
the field at neighboring points,

P(x” + d,€) — p(x")

€

Oup(x) = lirr(l)

The problem lies in the difference present in the numerator on the r.h.s. of this
formula: a meaningful difference should commute with the gauge transformations
(4.6), while the one present in the numerator does not. The solution to this problem
is well-known in mathematics: one should introduce a connection and the related
covariant derivative. In the case of the local U (1) group, the connection is represented
by a vector field A, (x) which has the following transformation law under the local
U (1) transformations

A;l(x) = A,(x) — dux(x). 4.7)

The covariant derivatives with respect to x* have the form

D, (A)p(x) = 0,0(x) +igA,(x)p(x), (4.8)
D, (A)¢*(x) = 0,0"(x) —igA,(x)d" (x).

They commute with the gauge transformations, for example,

D, (A) ¢/ (x) = exp(igx(x)) D, (A)¢(x).

In physical literature, the connection A, is called the Abelian gauge field.
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The connection can be used to define the parallel transport of the field ¢ along
a directed path C in Minkowski space-time, M. Let x( be the starting point and yg
the end point of the path C, ¢y = ¢(xg) is the value of the field ¢ at the point xy.
By definition, the parallel transport of ¢ to the point y, along the path C yields the
complex number W[y, xo; C; A]¢y, where

Wlyo, x0; C; A] = exp (—iq/ dx“Au) . 4.9)
c

Note that |W[yo, xo; C; A]| = 1, hence W[yg, xo; C; A] € U(1). When the line C is
smoothly parameterized by o € [0, 1] with x(0) = x and x(1) = y, the line integral
can be written as the integral over o,

! dxt
/dx“A/,, =/ do —A,(x(0)).
c 0 do

The parallel transport commutes with the gauge transformations in the following
sense

Wlyo, xo: C; A"l ¢/ (x0) = exp(igx () Wyo, x0; C; Al ¢(x0), (4.10)

where ¢/, A;‘ are given by formulas (4.6), (4.7). On the Lh.s. of formula (4.10), we
first perform the gauge transformation and next the parallel transport, while on the
r.h.s. the order of these operations is reversed. As the meaningful difference of values
of ¢ at different points x and y one can take, for instance,

o(y) — Wy, x; C; Alo(x).

According to this formula, we first parallel transport ¢(x) to the point y, and then
compare it with ¢(y). Note that such a difference depends on the directed path
C connecting x with y. Let us take y* = x" 4 €6, and the rectilinear segment
connecting y with x (directed from y to x) as the path C. Then

Dy (A)b(x) = hn(l) Wix, y; C; Alp(y) — o(x) @.11)
€— €

(Exercise 4.1).

In order to obtain a Lagrangian which is invariant with respect to the gauge
transformations, it suffices to replace the ordinary partial derivatives in Lagrangian
Ly by the covariant ones,

Ly = D, (A)¢* D" (A)p — m*¢*¢. (4.12)
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This simple recipe is called ‘the minimal coupling prescription’. Lagrangian £,
contains two fields: A, and ¢.

Because £ does not contain derivatives of A, the Euler-Lagrange equation for
A, has the form

oL,

0=
94,

=iq¢ 0'¢* —iqe* 9"p +2¢7 9" pA".

This equation implies that A, (x) remains undetermined at points x such that ¢(x) =

0, and 5
,LL¢ ﬂ(b*
A= ( PR )

if ¢(x) # 0. Thus, the model defined by Lagrangian £, is acceptable only if we
add the assumption that ¢(x) # 0 on the whole Minkowski space-time. Then, the
gauge field is expressed by the scalar field. This is an example of the so called
composite gauge field: it has the right behavior with respect to Poincaré and U (1),
gauge transformations, but it is not an independent field when the Euler-Lagrange
equations are taken into account. Quite interesting models of this kind are obtained if
the single complex scalar field ¢ is replaced by a multiplet ¢ of n > 1 complex scalar
fields ¢1, ¢2, . .., ¢, which belong to the same representation of the U (1) group and
obey the condltlon ¢*<;§ = 1, which excludes ¢ = 0. Then, the Lagrangian has the
form (4.12) with ¢ and ¢* replaced by gb and ng* Note that due to the condition
¢*¢ = 1, one field out of the 2n real scalar fields Re ¢, Im ¢;, Re ¢, Im ¢,, ... can
be expressed by the remaining ones, so we have 2n — 1 independent real scalar ﬁelds.
These models are called the C P"~! models.

Another gauge invariant model is obtained by adding to the Lagrangian £; a
certain Lagrangian £4 (A, 0,A,,) for the A, field. Of course, L4 should be invariant
under the local U (1) transformations. We also assume that the Lagrangian £ 4 is local.
Let us take a gauge transformation (4.7) with y (x) of the form

X(x) = —a,x"g(x),

where g(x) is a smooth function such that g(x) = 1 in a vicinity of certain point x( in
M and g(x) = 0 far away from it, a, are arbitrary real constants. Formula (4.7) gives
Al (x0) = A, (x0) + a,. Because xo can be any point in M, we see that the gauge
invariance of £ 4 is possible only if this Lagrangian does not depend on A ,,. Moreover,
the dependence on the derivatives has to be restricted. Let us consider the symmetric
part of the tensor 0,4, that is (0,A,, + 0,A,)/2. The gauge transformations with
x(x) = —a,,x*x"g(x)/4, where a,, are arbitrary real constants such thata,, = a,,,
change the symmetric part at the point xq by a,,,,. On the other hand, the antisymmetric
part of the tensor 9, A, or equivalently,

F,, = 0,A, —0,A (4.13)

o
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is invariant under all gauge transformations. Therefore, the requirement of gauge
invariance implies that £4 can be a function of F),, only.
Because L£4 should also be a Lorentz invariant, it has to be a function of the
invariants
I = F, F", I = €, F" FY,

where €, is the totally antisymmetric symbol, €pj23 = +1. I; is not invariant
under the reflections 7 and P introduced in Sect. 3.1. Therefore, if we add I, to the
Lagrangian, the resulting model will not be invariant with respect to these reflections.
It turns out that in physical applications of the four-dimensional Abelian gauge field,
the I, term is not needed.

The Lagrangian which gives the Euler-Lagrange equations for A, of the Klein—

Gordon type has the form
1

4e?

L= F,, F", (4.14)

where e? is an arbitrary positive constant. In natural units (‘4 = 1 = ¢’) the action
functional is dimensionless, A, (x) has the dimension cm™! as implied by formulas
(4.7), (4.8), therefore ¢® is dimensionless.> The minus sign in formula (4.14) is
present, because then the corresponding energy density is non-negative, see formula
(4.49) below.

To summarize, the requirement of invariance with respect to local U (1) symmetry
is satisfied when the initial Lagrangian (4.2) is extended by including the Abelian
gauge field A, (x). When this field is a dynamical field which is independent of ¢,
the simplest gauge invariant Lagrangian has the form

1
L = D,(A)¢* D"(A)p —m*¢*¢ — @FHVF“”. (4.15)

Instead of the A, field, we could use the equivalent field B, (x) = A, (x)/e. After
rewriting the Lagrangian £ with the use of the field B,,, the constant e would appear
only in the covariant derivatives,

D/L(B)(ZS = 811925 + iquy,(x)Qb(x)-

From Lagrangian (4.15) (with the field A,) we obtain the following Euler—
Lagrange equations:
o, F"" = j*, (4.16)

where

j" = qé* (i¢* 0" — igpd"¢* — 2q A" ¢ ¢), 4.17)

2This is true only in the case of four-dimensional space-time. In D-dimensional space-time the
volume element d° x in the action functional does not cancel the dimension of 11, and in consequence
€2 has the dimension equal to cm®? 4.
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and
D, (A)D"(A) ¢ +m*¢ = 0. (4.18)

Equation (4.16) has the form of the Maxwell equation with current density j*. There-
fore, the electromagnetic field can be regarded as an example of the U (1) gauge field.
The model with Lagrangian (4.15) is known by the name ‘scalar electrodynamics’,
which emphasizes the fact that the current j* is constructed from the scalar field.

The presence of gauge invariance is a signal that the model is formulated in terms
of fields, some components of which are redundant. The redundant components
are not needed to describe physical phenomena—their only role is to simplify the
mathematical formulation of the model. Observables, that is quantities which are
at least in principle measurable, do not depend on them. Therefore, as far as the
observables are concerned, the redundant components can have arbitrary values.
The gauge transformations change the redundant components, and do not change the
physically relevant ones.

In the case of the U (1) gauge field A, (x), the redundant component can be found
explicitly. We assume that each function A, (x) and its derivatives vanish sufficiently
quickly in the limit |X| = oo. The redundant component is related to the longitudinal
part, Ay, of the vector potential A, defined as follows

AL = Vi,

where .
P = ATV (divA(x)).

Here A~! denotes a Green’s function of the 3- dimensional Laplace operator A,

see formula (1.28). Gauge transformations (4.7) imply that A=A + Vx (because
= (A)) = (—A4))), hence

Y(x) = ATHAVA' () = () + X ().
Therefore, the redundant component is given precisely by . Let us introduce the
transverse part, AT, of the vector potential A and the longitudinal part, E ., of the
electric field E: _ . . .

Ar=A—A,, EL. =—VA)y—OAL.
Both AT and E | are gauge invariant because

A/L = AL + VX

The gauge field A, can be decomposed into the gauge invariant (physical) part and
the part containing only %) (the so called gauge part):

A=Ar+ Vi, Ag=—A""dvE, — o0
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As we can see, explicit separation of the physical and the redundant components of
the Abelian gauge field is possible. However, one should add that in most cases such
separation only complicates calculations because the formula defining ¢ is rather
complicated and, moreover, it is not Lorentz covariant. In the case of non-Abelian
gauge fields, discussed in the next section, such explicit extraction of the gauge
component of the field is not possible.

The Abelian gauge field is an example of those constrained systems mentioned
in Chap. 2. Equation (4.16) can be written in the following form

0000

0100 | (A% _ (A N WVA+
0010] "\ 4a) — A —V(OA* +VAY+ )

0001

The matrix on the Lh.s. is singular. The corresponding constraint is obtained by
multiplying both sides of this equation by the four-vector (1, 0, 0, 0). It has the form

AA + 9 VA + O = 0.

Note that it coincides with the = 0 component of (4.16) (the Gauss law of elec-
trodynamics).

4.2 Non-Abelian Gauge Fields

Let us consider the following generalization of Lagrangian (4.2)
Lo =08,6'0"6—m*$'4, (4.19)

where (E is a multiplet of N complex scalar fields,  denotes Hermitian conjugation.
This Lagrangian is invariant under global U (N) transformations

) =u p(x),

where u € U(N), U(N) denotes the group of all unitary N by N matrices. Thus,
u'u = Iy and |det u| = 1, where Iy is the N by N unit matrix.

The U (N) group contains a subgroup isomorphic to the U (1) group. It consists
of all matrices of the form exp(ia) Iy, a € [0, 27). Determinants of these matrices
are equal to exp(i N«a). Because the U(1) gauge group was already considered in
connection with the Abelian gauge field, we would like to exclude this subgroup
of U(N). Therefore we consider the SU(N) group, which is a subgroup of U (N),
formed by all unitary matrices which have determinant equal to+1. The SU (N) group
also contains matrices which belong to the U (1) subgroup, namely matrices of the
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form exp(i27wk/N)Iy, where k = 0, 1,..., N — 1. These matrices form a discrete
subgroup of U (1), denoted by Zy and called the center of the SU (N) group.

Let us note that there is no gauge field in Minkowski space-time associated with
a local version of the Zy group alone. The point is that the corresponding gauge
transformations, and the functions x(x) in (4.5), cannot be continuous functions
of x € M unless the transformation is the trivial one (multiplication of ¢ by 1).
Therefore, formula (4.7) cannot be applied here—it contains derivatives of the dis-
continuous function x(x). The Zy gauge field is feasible if continuous space-time
is replaced by a discrete set of points, e.g., an infinite lattice.

The SU(N) gauge transformations of the multiplet of scalar fields have the form

¢ (x) = wx)(x), (4.20)

where w(x) € SU(N) for all x from M. In analogy to the case of the U(1),.
group, we require that the matrix elements of w(x) be smooth functions on M, and
that w(x) — Iy when |X| — oco. All such mappings w(x) form the local SU(N)
group, denoted by SU(N);,.. Lagrangian (4.19) is not invariant under such local
transformations, and the cure is the same as before—the ordinary derivatives should
be replaced by covariant ones. According to the mathematical theory of connections,
in the present case, the covariant derivative has the form

Du(A)p(x) = 0,6 +iA,(x)0, (4.21)
where the connection, or the non-Abelian gauge field, A u(x) forall p=0,1,2,3
and x € M belongs to the Lie algebra of the SU (V) group. This algebra consists of
all N by N, Hermitian and traceless matrices:

Al(x) = A,(x), trA,(x)=0. (4.22)

Furthermore, the connection has the following transformation law under the SU (N)
gauge transformations

AlL(x) = we Ay () wi! +i0,w, wy, (4.23)
where we have introduced the short notation
Wy = w(x).
The form of transformation law (4.23) is such that

D, (A (x) = w, Du(A)d(x).

This formula justifies the name ‘covariant derivative’ for D, (A).
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Formula (4.11), which relates the covariant derivative to parallel transport, holds
also in the case of the non-Abelian covariant derivative (4.21) if the phase factor
Wlx, y; C; A] is replaced by the unitary matrix

Wiz, y; C; Al = P exp (—i / dx" Au) .
c

The symbol P means that the exponential is path-ordered. Such an exponential is a
rather complicated object. In order to compute it, one first has to solve the differential
equation

d Wio; Al

= i"(0) A, (x (o)) W0 Al,
do

with the initial condition
WI[0; Al = Iy.

Here o is the parameter along the path C, introduced below formula (4.9). The path
ordered exponential is given by W[1; A]:

P exp (—i/dx“ Au) = W[l; A].
c

The calculations are nontrivial because the matrices x* (o) A . (x(0)) with different

values of o generally do not commute. In the Abelian case, this problem does not

appear and the path ordered exponential coincides with the ordinary one.
Transformation law (4.23) preserves the Hermiticity and tracelessness of A u(X).

Hermiticity of the first term on the r.h.s. of formula (4.23) is obvious. The Hermitian

conjugation of the second term gives —iw; 8;,wx‘1. Using the formula

-1

x

-1 ~1
Ou(w, ") = —w, " Ouwy w

which follows from the identity

x

0=0,Iy =0, (wx wil) = w, 8M(w;l) + Oywy w

X

-1

we recover the i0,w, w;

term. Therefore, AL(x) is a Hermitian matrix too. Now
let us compute trA;l (x):

trA;L(x) = trAu(x) + i tr (O wy w_l) = trA#(x),

X

because
tr (Opwy wy') = 0. (4.24)

X
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This last formula follows from the fact that

1 = det(wyso)det(w; ) = det (wype wy ') = det (I + €Oy wy ' + ...
=1 +e“tr(8uwx w;l) +...,

where the dots denote terms with second and higher powers of €. Differentiating
with respect to € and substituting ¢ = 0 gives formula (4.24). Thus, trA,t (x) is
invariant under the gauge transformations (4.23).

The conditions (4.22) define an N2 — 1 dimensional subset of the N by N complex
matrices which is called the Lie algebra of the SU(N) group. It is a linear space
over real numbers (and not over complex numbers, because linear combinations
with complex coefficients do not preserve Hermiticity of matrices). Let (T,), a =
1,2, ..., N2—1, beabasisin this subspace. The matrices f’a are of course Hermitian
and traceless. For simplicity, we use only an orthogonal basis, that is such that

PN 1
(T, 1,) = 5 Oab- (4.25)

The matrix commutator [7,, 7] is anti-Hermitian and traceless. Multiplying it by
—i we obtain an element of the Lie algebra, and therefore it can be written as a linear
combination of the matrices 7, with real coefficients. Hence,

- i[fav 7/:‘b] = fabcfcv (426)

where f,,. are real numbers, called the structure constants of the Lie algebra
in the chosen basis. The Jacobi identity for matrix commutators, [[T,, T5], T.] +
([T;, T,1, T,] + [Ty, T.], T,] = O, implies the Jacobi identity for the structure con-
stants,

fabdfdce + fcadfdbe + fbcdfdae =0.

It turns out that condition (4.25) implies that the structure constants are antisymmetric
in all three indices (I:errcise 4.2). .
The gauge field A, (x) can be expanded in the basis (7,),

A;L(x) = faAZ(X), 4.27)
where the vector fields AZ(x) have real values, and @ = 1, ..., N> — 1. Thus, the

number of these fields is equal to N> — 1. We may equivalently use the matrix notation
A u» or the multiplet notation Af(x).

In physical applications such as in the theory of electro-weak interactions (the
Glashow—Salam—Weinberg model, N = 2), or in the theory of strong interactions of
quarks (quantum chromodynamics, N = 3), the non-Abelian gauge field appears as
the dynamical field, not reducible to other fields. In the first step in the construction of
the gauge invariant Lagrangian for this field, we find the non-Abelian counterpart of



4.2 Non-Abelian Gauge Fields 75

the field strength tensor F),,,. In the Abelian case itis given by formula (4.13), but F),,
in that form, generalized by merely replacing the Abelian gauge field by A > has a
rather complicated transformation law under the non-Abelian gauge transformations
(4.23). The correct non-Abelian field strength tensor F v With asimple transformation
law is obtained by calculating the commutator of the covariant derivatives:

DH(A)DH(A)qZ(X) - DV(A)DN(A)%()C) = iﬁW(A)(X)(E(X), (4.28)
where A . . . .
Fu(A)(x) = 0,A,(x) — 0,A,(x) +i[A,(x), A, (x)]. (4.29)

The gauge transformation of F, v follows directly from this definition,
Fu(A) (%) = wi B (A) (0w (4.30)
where A; is given by formula (4.23). I:"W is antisymmetric in indices p v, and it has

values in the Lie algebra of the SU (N) group. Its expansion in the basis T, has the
form

Fu(x) = T,Fg,(x), 4.31)
where
Fil(x) = 0, AL (x) — 0, A%(x) — fape Al (X) AL (x). (4.32)

This last formula is obtained by substituting formula (4.27) into definition (4.29),
and using (4.26). By analogy with the Abelian case,

N
E'=Foi, B —_Eeiijij

are called the non-Abelian electric and magnetic fields, respectively. Their physical
significance is not so profound as in the Abelian case because they are not invari-
ant with respect to gauge transformations, and only gauge-invariant quantities are
accepted as observables.

As the Lagrangian for the non-Abelian gauge field A u we take

1 o aw 1 a rapv
L= _2_92tr(F/l’VFu ) = _4_92F/1,VF H s (433)

where g is adimensionless positive constant. This Lagrangian is invariant with respect
to gauge transformations, Poincaré transformations, and P, T reflections.
As in the Abelian case, we may rescale the field

A, =gB,.
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Then
B’ (x) —wa (x)w + 8uwx Xl,
and . .
F/Jl/(A) = QFW(B),
where

ﬁuV(B) = auél/ - al/ép + ig[é;u é1/]
Because such arescaling is a nonsingular transformation of the field, the formulations

using A y Or é/,, are equivalent.
The Euler—Lagrange equation for the non-Abelian gauge field has the form

oL oL
~ 9, 0,
dAY (a(Ag ,,))

= 8,,AZ. Because

where L is given by formula (4.33), and A¢

8%

oL 1 oL 1
= — fupe Ab ch/, — __Fal/u’
oAz~ g2l A 80,A1) g

we obtain the following equation
Dy F" — fupe AL FH =0, (4.34)

which is known as the Yang—Mills equation. Comparing it with (4.16) for the Abelian
gauge field (with j# = 0), the main difference is the presence of several terms with
the structure constants f,,.—all are nonlinear with respect to AZ. If these terms were
absent ( f,p. = 0) we would obtain N> — 1 linear equations of the form (4.16) with
j" =0, and Aj could be regarded as a set of N 2 — 1 independent copies of the
Abelian gauge field. Because of the presence of these nonlinear terms, the Yang-
Mills equation is rather difficult to solve. Only very few explicit analytic solutions
of it are known.
The Yang—Mills equation can be rewritten in the form

9y (0" A — DA™Y = jyh, (4.35)

where
vy = Fave [0, (AP Ay + AL FH].

Taking 0,, on both sides of (4.35) we obtain the continuity equation

.ap
8# Jym = =0.
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The L.h.s. of (4.35) has the same form as the 1.h.s. of (4.16), but the conserved current
Jjyhs is constructed only from the non-Abelian gauge field. Therefore, we may say
that the non-Abelian gauge field is charged. The charge density is given by the 1 = 0
component of the conserved current jiy,. Of course, this charge is the non-Abelian
one, not related at all to the electric charge.

The Yang—Mills equation can also be written in matrix form. Multiplying both
sides of (4.34) by fa, and using formula (4.26) in order to eliminate f,;., we obtain

8, F" 4 i [AV, FW] —0. (4.36)

Each term with a fixed value of v on the L.h.s. of this equation is a particular case of a
covariant derivative of the field-strength tensor, in general defined by the following
formula

D, (A E™ = 9,F" +i [Ap, ﬁﬂ”] . (4.37)

Simple calculation shows that
D, (AYE™ (x) = w, D,(A)F" (x) wi !,

where A;l, F'™ are given by formulas (4.23), (4.30), respectively. In the component
notation, .
(Dp(A)FM)* = 0,F“" — fupc ADFH.

Notice that so far we have introduced two covariant derivatives, see formulas
(4.21) and (4.37). They have different forms because they act on objects which
transform in different ways under the SU(N) gauge transformations, cf. formulas
(4.20), (4.30). For that matter, these transformation laws define two representations
of the SU(N) group, namely the fundamental representation in the case of (4.20),
and the adjoint one in the case of (4.30). Instead of the multiplet of N scalar fields
transforming under the fundamental representation according to formula (4.20), one
may consider other multiplets ® which transform under an arbitrary (nontrivial)
representation R of the SU (V) group. Then, the transformation law and the covariant
derivative have the form

d'(x) = R(w(x)) d(x) (4.38)

D, (A)®(x) = 9,® + i A% ()R, P(x), (4.39)

where R, are counterparts of the matrices T,. They are called generators of the
representation R. Specifically, R, can be obtained from the following formula

. _OR(exp(ie“T,))
R, = —j———~— 4%
Oed

e=0
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One can prove that the commutator of the generators R, contains the same structure
constants as are present in formula (4.26),

[éav R\b] = ifabclém (440)

Needless to say, the multiplet of real vector fields Ay, present in the covariant deriv-
ative (4.39) is the non-Abelian gauge field discussed earlier in this section.
The \Qang—Mills equation (4.34) corresponds to (1.19a, b) of Chap.1 (with
p = 0, j = 0). The remaining equations (1.19¢, d) also have their non-Abelian
counterpart, namely . . .
D,F,,+ D,F,, +D,F,, =0. (4.41)

Inserting here the definition (4.29) of the field-strength tensor, and using the Jacobi
identity for commutators of matrices, we find that (4.41) is just an identity. It is
called the Bianchi identity. There is an interesting theorem which says that if some
I:I,w(x) has values in the Lie algebra of the SU (N) group, is antisymmetric in p, v,
and obeys the Bianchi identity with arbitrary Au’ then it coincides with I:",w up to
multiplication by a real constant.

The energy-momentum tensor for the non-Abelian gauge field follows from Noe-
ther’s formula (2.32). As far as translations in space-time are concerned, the vector
field behaves like a set of independent scalar fields, see formula (4.1) with I = 1.
Therefore

DaAZ()C) = _aaAZ (x).

Of course, K/ = 0, £ = 6!, and the fields u, now coincide with AZ. The general
formula (2.32) gives

T/ = %QVAZ FaPr — ok L, (4.42)
g

where £ has the form (4.33). The first term on the r.h.s. of formula (4.42) can be
written in the form 2tr (9, A 0 Frmy /g% which shows that it is not invariant with respect
to the SU(N) gauge transformations. This means that 7% and 7% computed from
formula (4.42) cannot be accepted as energy and momentum densities, respectively,
because such important characteristics of the gauge field should belong to the set of
observables. There is a simple way to find an improved energy-momentum tensor
Tﬂu which is conserved and gauge invariant [4]. The trick is based on the observation,
that thanks to gauge invariance, it is possible to modify the transformation law (4.1)
by combining a certain gauge transformation with the Poincaré transformation. Then,
formula (4.1) is replaced by a more general transformation law of the form

Aay=L (wx A () wit + 0w, w_l) . (4.43)

X

Furthermore, w, is adjusted in order to give a suitably modified Lie derivative D,,.


http://dx.doi.org/10.1007/978-3-319-55619-2_1
http://dx.doi.org/10.1007/978-3-319-55619-2_1
http://dx.doi.org/10.1007/978-3-319-55619-2_2
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For the present goal of computing the conserved gauge invariant energy-
momentum tensor, it is sufficient to consider infinitesimal transformations. Then,

we=1Iy+iX@) +..., (4.44)

where X is Hermitian and traceless in order to ensure that wy € SU(N). The
dots stand for terms with higher powers of X. Formula (4.44) follows from the
exponential parametrization of the SU(N) group in a vicinity of the unit matrix,
wy = exp(i X (x)). Inserting formula (4.44) on the r.h.s. of (4.23) we obtain the
infinitesimal form of the gauge transformations of A L

Al(x) = A, () +ilX, Al -9, X + ... (4.45)
Now, let us consider infinitesimal translations in the c direction. The corresponding
Killing vector is £/ = d*. For these translations we choose X, (x) = A,(x). Then
the calculation of the Lie derivative in the case of transformation law (4.43) gives

DoA, = Fuu(x). (4.46)

Now Noether’s formula (2.32) gives the improved energy-momentum tensor

N

14

. 1
- 7 Fj, F —§lL, (4.47)

or in the matrix form

v

—_ 2 Ao
T" = —?tr(F,,pFl,p) — L. (4.48)

From formula (4.48) we immediately see that indeed, 7’1,, is gauge invariant. In
particular, the gauge invariant energy density of the non-Abelian gauge field has the

form

-0 1 a ra 1 a ra
0= 22 (FOkFOk + EFikFik) : (4.49)

It is clear that T 00 is non negative.

Formula (4.47) for the improved energy-momentum tensor can also be used for
the Abelian gauge field: we just put f,,. = 0, and assume that the index a has only
one value so that this index can be omitted. In this case the matrix notation for the
field A, is of course superfluous, and the matrix w, should be replaced by the phase
factor z(x) = exp(ix(x)).

The theory of non-Abelian gauge fields is very intricate and beautiful. Combining
rather elegant mathematical formalism with highly nontrivial physics, it belongs to
the most interesting branches of modern theoretical physics. We shall return to it in
Chap. 12.


http://dx.doi.org/10.1007/978-3-319-55619-2_2
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4.3 The Higgs Mechanism and a Massive Vector Field

Lagrangians (4.14) and (4.33) do not contain any dimensional parameters (in the
natural units). This fact is often rephrased as the statement that the gauge fields are
massless, but this is not quite correct. First, there does not exist any notion of the
mass of a field—one can meaningfully talk only about the mass of a particle obtained
after quantization of the field in a Fock space. In the case of the Abelian gauge
field, such particles have the physical properties of photons, in particular they are
massless, that is their four-momentum is light-like, see Chap. 6. Thus, in this case the
term ‘massless’ is, to some extent, justified. In the case of non-Abelian gauge fields
quantization is rather nontrivial, and properties of the quantum version of these fields
are still under investigation. Apparently, there exist several versions of the quantum
theory of non-Abelian gauge fields, in the literature they are called ‘phases’. The one
which seems to describe the observed strong interactions of quarks inside hadrons,
does not actually contain massless particles corresponding to the gauge field. Instead,
it predicts the existence of massive particles called glueballs, which correspond to
some composite fields built from the non-Abelian gauge field A u- Therefore, in this
case the term ‘massless’ is not appropriate.

In the case of the so called massive vector field, the corresponding Lagrangian
contains a parameter with the dimension of mass (cm™' in natural units). It turns
out that the quantum theory of these fields leads to particles with non vanishing rest
mass.

Perhaps the most natural way to introduce the massive vector fields is through the
so called Higgs mechanism. We shall only present the Abelian version of it within the
framework of scalar electrodynamics with Lagrangian (4.15) modified in the scalar
field sector: the mass term —m?¢*¢ is replaced by the potential (3.49). Thus, the
total Lagrangian now has the form

. — a Fu " (4.50)

A 2/m’\° 1
c=n,60% - 3 (570 25H)

where the covariant derivatives are given by formulas (4.8). This version of scalar
electrodynamics is known as the Abelian Higgs model, and the scalar field ¢ is called
the Higgs field.

The vacuum manifold in the Abelian Higgs model is given by the conditions

12|m2|
l¢l = — F., =0, D,¢p=0, 4.51)

which are obtained by minimizing the gauge-invariant energy density 79, obtained
from Lagrangian (4.50) and Noether’s formula, with the translational Lie derivative
improved in the manner described at the end of the previous section. The general
solution of (4.51) has the form


http://dx.doi.org/10.1007/978-3-319-55619-2_6
http://dx.doi.org/10.1007/978-3-319-55619-2_3
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¢ = aexp(igf(x)), A) =—0,0(x), (4.52)

where (3(x) is an arbitrary smooth function of x and a = /12|m?|/\. It is clear
that 4(x) and 5(x) + 27k/q, where k is an integer, give the same vacuum fields.
Solution (4.52) contains fields which are gauge equivalent and therefore describe the
same physical situation. Nevertheless, gauge transformations (4.6) are not sufficient
to completely remove the phase factor exp(ig3(x)) because the elements of the
local U(1) group have to be equal to 1in the limit [X| — oo. In particular, § =
constant # 0 cannot be removed by the gauge transformations. Thus, in spite of
the gauge symmetry we have an infinite number of classical ground states of the
form (4.52), including the ones with constant phases 5 € [0, 27/¢g) and Ag = 0.
Nontrivial global U (1) symmetry transformations change one such ground state into
another. Thus, the Abelian Higgs model exhibits spontaneous breaking of the global
U (1) symmetry. In this respect, it is similar to the Goldstone model of Chap. 3.

The reasoning which lead to vortices in the Goldstone model, Sect. 3.3, can also
be repeated in the present case—vortices also exist in the Abelian Higgs model.
A single static vortex can be described as a narrow, rectilinear flux of magnetic
field surrounded by an axially symmetric current of the U (1) charge carried by
the scalar field. It turns out that such vortices have finite energy per unit length, in
contradistinction to the vortices of the Goldstone model.

The Higgs mechanism works in the sector of the configuration space of the scalar
field which is defined by the condition ¢(x) # O forall x € M. The vacuum manifold
belongs to this sector, while the vortices do not because of ‘topological zeros’ which
are of the same origin as in the case of the vortices discussed in Chap. 3. Thus, we
now consider only the functions ¢(x) which do not vanish on the whole Minkowski
space-time M. Such ¢(x) can be uniquely decomposed into modulus and phase,

(x) = (a + H(x)) e ®®, (4.53)

cf. formula (3.54). Here H (x) is a real scalar field such that H > —a. The field
transformation (Re¢, Im¢) — (H, ®) is nonsingular in the considered sector of
the configuration space of the scalar field. Let us insert parametrization (4.53) into
Lagrangian (4.50). We obtain

L=0,H0"H +q*(a+ H)W,W" (4.54)
A 252 1 %
- 47(261+H) H —EZW,Z s

where 1
W,=A,+-0,9, Z,, =0,W,—-0,W,. (4.55)
q

We see that the O field has completely disappeared from Lagrangian (4.54). In fact,
the new form (4.54) of Lagrangian (4.50) is more transparent where the physical
contents of the Abelian Higgs model in the sector without vortices is concerned. The
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point is that the Euler-Lagrange equations, as well as observables like the energy-
momentum tensor, explicitly contain the H and W), fields which are gauge invariant,
while ® and A, are hidden inside W,,.

The Euler—Lagrange equations derived from Lagrangian (4.54) have the form

A A
0,0"H + 2\m?|H = _T‘IH2 — SH 4 a+ H) W, W (4.56)
0,ZM" +2g**a*W" = —2q*¢* (2a + H) H W". (4.57)

In the limit of weak fields, we may neglect all terms on the r.h.s.’s of these
equations. Then the field H obeys the Klein—-Gordon equation with positive mass
m?, = 2|m?|, while (4.57) is reduced to the so called Proca equation:

02" +miW” =0, (4.58)

where m%, = 2g*e*a® > 0. Note that acting with 9, on both sides of (4.58) we
obtain the constraint
o,W" =0. (4.59)

The vector field which obeys the Proca equation with m3, > 0 is called the Proca
field. The quantum theory of this field leads to particles which have positive mass
my and spin equal to one.

The name ‘Higgs mechanism’ refers to the previously described procedure of hid-
ing the original U (1) gauge field A, (x) and the would-be Goldstone field ® (x), and
forming the physically relevant massive vector field W,. The presence of covariant
derivatives in the initial Lagrangian (4.50) is one of the prerequisites for this mecha-
nism to work. The non-Abelian version of the Higgs mechanism is a key ingredient
of the Glashow—Salam—Weinberg model of electroweak interactions.

Exercises

4.1 Check formula (4.11).

Hint: Parameterize the segment C as follows
x(o)=x+(1—-o0) €€w),

where e, is the unit 4-vector in the direction v, eé‘y) = ¢!/, and write the numerator
in formula (4.11) in the form

Wx, y; C; A] ¢() — ¢(x) = igeA, (x) + €d,p(x) + O(?).
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4.2 Prove that condition (4.25) implies that the structure constants f,,. are anti-
symmetric in all indices.

Hints: Definition (4.26) implies that

fabc = _fbac'

In order to show that also f,,. = — f,c» multiply both sides of (4.26) by f} and take
the trace in order to obtain the formula

tr ([faa Tb]fc) = lzfabc-

>

Next show that the Lh.s. of this formula is equal to tr (ﬁfa f”;, — fa Cf;,) , and

therefore to —% Sfach-

4.3 Prove that
Wix, y; C; Al = w(y) Wix, y; C; Alw™ (x),

where A’ is given by formula (4.23).

Hint: Find the relation between W[a; A] and the solution of the equation

AdW[o AT, A, N A,
i————— =x"(0) A, (x(0)) W[o; AT,
do s

with the initial condition

4.4 Assuming the transformation law (4.23) for A . prove that
Dy (A)D (x) = Rw(x)) Du(A)D().

Hints: 1. In the case of representation R the non-Abelian version of formula (4.11)
has the form

R(W[x, y; C; A]) D(y) — D(x)

€

D, (A)®(x) = lim
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2. Use the formula proved in Exercise 4.3.

4.5 *Fr = %5/“’“‘3 ﬁag is called the dual tensor of the non-Abelian field strength

tensor V. Prove that
o (FR) =k,

where

W 20 s s
K" = gl ¢ (FWAg - gAyAaAg) .

Hint: In order to facilitate the calculations, consider separately the terms with two,
three and four A's.

4.5 The Georgi—Glashow model describes a three component real scalar field ¢,
a = 1,2, 3, interacting with a non-Abelian gauge field A}, of the SU(2) type. It has
the following Lagrangian

1 1 a a A a ja
L= = Fo " 45 (Do) (D' = 5 (676" — 1i2)",

where (D,,gb)a = 00" — sabCAZ <, F!, =0,A% — 6,,AZ — cape AL AC. Assume that

v pnitve

X P(r)—l, 4 =_n“H(r),

a a
Ay =0, A =cqun
r r

where the indices a, i, and k take values 1, 2, and 3, r = +/x¥x* is the radial
coordinate, and n¢ = % is the radial unit vector. Find the equations for P(r) and
H (r) which follow from the Euler—Lagrange equations.

Answer:

A
VZH//+ E (H2 _u292r2) H =2HP2,

r*P" + PH?* = P(P* - 1),

where ' denotes the derivative d /dr.

4.6 The Lagrangian for a complex Proca field has the form

1 v 2
L=—32;,2" —m" W W,
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where Z,, = 6H W, —0, W,, and m? > 0. Find the formula for the energy density
Tyo of this field. Prove that the total energy £ = f d3x Ty is non negative if W),
obeys the corresponding Euler—Lagrange equation.

Hints: The field W, has the transformation law (4.1). The energy density is obtained
with the help of the formalism of Chap. 2:

1
Too = 80Wi*80Wi + EZz‘*kZik + mz"v,*"vz -0 WS‘@, Wo — mZW(j‘Wo.

The problem lies in the negative contribution of the W, component. The Euler—
Lagrange equation has the Proca form (4.58), hence d, W* = 0 and in consequence

9,0" W, + m*W, = 0.

In order to prove that E > 0 first show that

1
E =/d3x [Ez;;z,-k +mPWrW; + Z8 Zoi — 0 W0 Wo

—‘1-60“71-*8,' Wo + 0; WE;@()VV, — 0 W{f&, Wy — mZWgWo] .
Next, by applying integration by parts (assume that all components of the field vanish

sufficiently fast when X — ©0), the Proca equation, and the condition oW+ =0,
prove that

1
E= /d3x [Ezgkkzik + MWW, + Z8 Zo + m2W§W0i| > 0.
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Chapter 5
Relativistic Spinor Fields

Abstract The Dirac equation. The transformation law of a relativistic bispinor. The
SL(2,C) and Spin(4) groups. The free classical Dirac field. The Weyl spinor fields.
The U(1) x U(1) symmetry of the massless Dirac field. The Majorana field. The
Grassmann versions of the classical (bi-)spinor fields.

5.1 The Dirac Equation, Spin(4) and SL(2, C) Groups

Discovery of the relativistic wave equation for spin 1/2 particles (electrons) by P.A.M.
Dirac in 1928 is regarded as one of the most outstanding achievements of theoretical
physics in the 20th century. Apart from the well-known physical consequences, it has
revealed a new class of relativistic wave equations, and subsequently, new relativistic
fields with intricate mathematical properties. In this section we recall the main facts
about the Dirac equation. The classical Dirac field, as well as certain related fields,
are introduced in the next sections.

The Dirac equation is the basic equation of relativistic quantum mechanics for a
single spin one-half particle. It governs the time evolution of the wave function of such
a particle,! replacing in this role the non-relativistic, time-dependent Schroedinger
equation. Therefore, in this section we consider the quantum mechanics of a single
particle, which has a finite number of degrees of freedom, and not a field theory.

The wave function of a single Dirac particle has the form of a column of four
complex numbers, ¥(x) = (Y*(x)), a = 1,2, 3, 4. It is called the Dirac bispinor.
In the absence of interactions with the Dirac particle, it obeys the Dirac equation

iv'o, ) —myp = 0. (5.1)
The 4 by 4 matrices v* satisfy the Dirac relations

(v, "} = 20" Iy, 5.2)

1Often called the Dirac particle.
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where {A, B} = AB + BA (the anticommutator of matrices), n*” is the metric
in Minkowski space-time in Cartesian coordinates, and I, denotes the 4 by 4 unit
matrix. The first question about the Dirac relations is whether there exist matrices
which obey it. Dirac showed that one may take, for example,

o_.0_fo0o O i i 0 o
V_VD_(O_O.O)’ ’Y_fYD_(_O_io)a (53)

where o is the 2 by 2 unit matrix, and o;, i = 1, 2, 3, are the Pauli matrices. Matrices
(5.3) are called the Dirac representation of the 4* matrices. There exists a mathe-
matical theorem which says that all v matrices can be obtained from an arbitrary
particular representation by a similarity transformation. Therefore, any other set of
Dirac matrices v/ can be obtained from ~/,

W= AT A, (5.4)

where A is a nonsingular 4 by 4 matrix (detA # 0) [5]. Solutions of Dirac equation
(5.1) with the various choices of v# matrices are of course related, namely

P(x) = A Yp(x), (5.5)

where 1p is a solution of (5.1) with v/ matrices in the Dirac representation.

Before we conclude that the quantum mechanical models with the various choices
of v" matrices are equivalent, we also have to check whether the scalar product of
Dirac bispinors is independent of the choice of representation. Such a scalar product
has the form

(nlen) = [ 5T (5.6)
where ¢, 1, are Dirac bispinors, and

P(x) =P (x0)ATAY. (5.7)

Here T denotes the matrix Hermitian conjugation of the bispinor regarded as a one-
column, complex matrix. The scalar product (5.6) can be written in the form

(W ldha) = / Px AT Ay, = / &x ¥l e (5.8)

from which we see that its value does not depend on the choice of representation of v*
matrices. Therefore, the quantum mechanical models based on the Dirac equation
(5.1) and scalar product (5.6) are indeed equivalent. Note that formula (5.8) also
shows that the scalar product is positive definite.

The Dirac equation (5.1) is invariant under Poincaré transformations x’ = Lx+a.
The transformation law of the Dirac bispinor under such transformations has the form
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P (x") = S(L)Y(x), (5.9)

or equivalently

Y0 = SDYEL™ (x —a)), (5.10)

where S(L) is a nonsingular 4 by 4 matrix which obeys the following condition
STUL)Y"S(L) = L" A", (5.11)
By definition, the invariance of (5.1) means that if ¢)(x) obeys that equation, then

so does 1’ (x). We check that indeed this is the case by inserting ¢'(x) in (5.1) and
using condition (5.11) together with the relation

W) _ ooy D)
gu = SDAE, T

where y* = (L™H, (x¥ — a").

The existence of the matrix S(L) for an arbitrary Lorentz transformation follows
from the quoted theorem about the equivalence of all representations of v* matrices.
Let us denote the r.h.s. of condition (5.11) by v/#. Because

A"y = L1 LY Ay ) = 218 L o0 Iy = 20" L,
the matrices v'#* obey the Dirac relations (5.2). Here we have used the relation
nt = Ln LT,

which is obtained by taking the matrix inverse of both sides of condition (3.5) in
which L is replaced by L~" (which is a Lorentz matrix as well). Therefore, ~'" are
related to the v matrices by a similarity transformation of the form (5.4) with S (I:)
playing the role of the matrix A.

Condition (5.11) determines the matrix S (ﬁ) up to multiplication by a number
which can depend on L In order to prove this assertion, let us suppose that two
matrices S; (L) and S (L) obey condition (5.11) with the same Lorentz matrix L.
Then . . . .

ST DY SI(L) = Sy (L)y"S2(L)

and . . . .
SISy (L)y" =4S (L)S5 ' (L)

for p = 0, 1,2, 3. Next, we use a lemma which says that any nonsingular matrix
which commutes with all v* matrices has the form cyl4, where ¢ is a complex
number different from 0. Therefore,
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Si(L) Sy (L) = co(L) Ly, Si(L) = co(L) Sa(L).

The lemma used above can be proved first in the Dirac representation simply by
explicit calculation, that is by writing down the four commutativity conditions and
solving them for the matrix elements of S; (I:) DSy 1(lA,) p. Next we transform the
S(L)p matrices to the original representation with the help of formula

S(Lyp = AS(L)A™", (5.12)

which follows from (5.5) and (5.9). A
The arbitrary multiplicative constant ¢, in each matrix S(L) can be used to adjust
the determinant of this matrix. We choose it in such a way that the matrix S(L) has

unit determinant, .
det S(L) = 1. (5.13)

This condition still leaves the freedom of multiplying S(L) by —1, or i because
(—D* = (+i)* = 1. In the next paragraph we eliminate i from this list.

In the considerations presented above we have not yet used the fact that L/, in
condition (5.11) are real. In order to derive the consequences of this for S (f,), we
use the so called Majorana representation of Dirac matrices, in which all of the Dirac
matrices have imaginary elements. For example, we may take

0o _ . 0—0'1 1 _ . (o) 0
IYM_Z(O.I 0 s Yy =1 0 -0y )" (5.14)

2 _ 0 -0 3. 0 o9
’7M—(02 0 s Tm =1 0.00 .

In this representation the r.h.s. of condition (5.11) is imaginary. Thus, the S(f,) M
matrices transform imaginary matrices ), into imaginary matrices. It turns out that
there exist matrices S (i) » which are real. They are crucial for the relativistic invari-
ance of the theory of the Majorana field discussed in Sect. 5.4. Therefore, it is natural
to add one more restriction on the matrices S(L) in the original representation: they
should become real when transformed to the Majorana representation. Due to this
reality condition it is not possible to multiply S(L) by +i.

To summarize, condition (5.11) strengthened by assumption (5.13) and the real-
ity condition, determine the matrix S (L) in the Majorana representation up to an
overall sign factor. Next, we may pass to the other representations by a similarity
transformation analogous to (5.12). It is easy to see from (5.11) that the similarity
transformation of S (I:) can have exactly the same form as the transformation of the
Dirac matrices ~*.

Condition (5.11) applied twice gives

STHLDST LW S(L)S(Ly) = 1", S™ (L)yS(L1) = (LL)" .
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This formula implies that
S(L)S(Ly) = co S(LLy), (5.15)

where ¢y = *1.

The notation S(L) suggests that we consider a function of L. Actually, there is a
subtlety which should be discussed. The point is that for a given L there exist two
matrices S(L) satisfying condition (5.11). They differ only by their sign. It turns out
that this ambiguity can be removed by a more restrictive definition of S (L), only
at the price that S(f,) would not be a continuous function of L, but we shall not
discuss this mathematical point in detail. Let us only mention that the sign ambiguity
is related to the fact that the Ll group, regarded as a topological space, is not simply
connected (that is, there exist closed paths (loops) in it, which cannot be contracted
to a point without leaving the group on some intermediate stages of the contraction).
The situation is analogous to the problem of removing the ambiguity of sign in /z,
where z is a complex number. We have the choice: either /7 is not continuous along
acutin the complex plane or it is double valued. We assume that § (L) is a continuous
function of i, therefore it has to be double valued. We may write (5.15) in the form

S(L1)S(Ly) = S(LyLy), (5.16)

but it is understood that S (I:) is double valued. Also S(I;) = I4 in the same sense,
that is actually S(I4) = =+I4. Strictly speaking, the matrices § (L) do not form a
representation of the Ll _. group, because for a representation the mapping L — S(L)
has to be single valued.

It remains to compute the matrices S (i) obeying (5.11), (5.13) and (5.16). We first
find an explicit formula for these matrices, which is valid in the vicinity of the trivial
Lorentz matrix . = 14 in which the exponential parametrlzatlon (3.9) is defined.
Because the Ll group is connected, every element L of it can be obtained as a product
of elements L1, Lz, e, Ln from that vicinity, L= L1L2 ... L,,. Therefore, with the
help of formula (5.16) we obtain S(f,) = S(il)S(iz) ... S(f,n). In spite of the fact
that L can be written as such a product in many ways, S(L) is determined uniquely,
except for the factor co = £1. The reason is that such an § (i) obeys condition (5.11)
with fixed L* , it has a unit determinant and it is real in the Majorana representation.
Therefore, the above reasoning which proves that ¢) = =1 also applies to this matrix.

The formula for S (I:) has the form

R 1
S(L) = +exp (gwﬂ,,[’y”, ’y”]) . (5.17)

Here [, ] denotes the commutator of the matrices, and w,, = 7,,w’,. The matrix
& = (w")) is related to L through the exponential parametrization,

L =expd.
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S (i) given by formula (5.17) is real in the Majorana representation. In order to
check its determinant, we use the formula det(exp a) = exp(tr a) which is valid for
any matrix a. The determinant is equal to 1, because the trace of the commutator of

matrices vanishes. Condition (5.11) can be checked in the following way. First, we
introduce auxiliary matrices

1
X(7) = *exp (gwﬂy[v“, 7”]7) :

I’(r) = X (1)~ X (7).
where T is a real parameter. In particular,
X(1) = S(L), T*0)=~". (5.18)
Let us compute dI'”(1)/dT,

dr’(r) 1 B , ,
=~ wwX(T) LAty P — APy X (7).

Applying the Dirac relation (5.2) to the r.h.s. of this formula we obtain

dre
@~ w1
dr

(see Exercise 5.1). Solution of this equation consistent with the second condition
(5.18) has the form

I'’(rt) = (exp(ﬂfj))p” ~.

Putting 7 = 1 we obtain relation (5.11).

Matrices of the form (5.17) and their products form a group called Spin(4). When
constructing this group we have used the Dirac matrices in a fixed representation.
However, the Spin(4) groups obtained for various choices of representation are
related by similarity transformations of the form (5.12), hence all these groups are
isomorphic to each other. It turns out that the Spin(4) group is isomorphic to the
SL(2, C) group, which consists of all 2 x 2 complex matrices with the unit deter-
minant. This isomorphism is seen directly when we construct the Spin(4) group in
the so called spinor representation of the Dirac matrices, where

0 __ 00'() k O—O'k

Simple calculation then gives
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1 M 0

_ BoAV] — ~. ),

Sw,,,y[v 7] (0 _M,)
where 1 )

M - EWOka - jzeikswikax-

Here €;;, is the three dimensional totally antisymmetric symbol, €3 = +1. In
consequence,

S(L) = (8 (A?)—l)’ (5.20)

where .
A =xexpM. (5.21)

Furthermore, detA = 1 because trM = 0. One can show that the set of all matrices
A given by formula (5.21) together with their inverses and their products coincides
with the group of all 2 x 2 complex matrices with unit determinant, denoted by
SL(2, C). It is the smallest connected group containing all such products.

Condition (5.11) in the spinor representation (5.19) written for S(I:) of the form
(5.20) is equivalent to the following two relations

AGA=L" 5", Alo(AHYT =L" 0", (5.22)

where (") = (09, —ox), (6") = (09, 01), and k = 1, 2, and 3. The two relations
(5.22) are equivalent to each other. With the help of the identity

Tr(6"6") = 20,

the first of relations (5.22) gives
1 b
L*, = ETr(A ol AG"). (5.23)

Formulas (5.22) and (5.23) relate the Lorentz matrix L= (L") to the SL(2,C)
matrix A. Using (5.22) and (5.23) one can prove that the matrix (L*,) obtained from
formula (5.23) belongs to Ll forany A € SL(2,C).

In the quantum mechanical context, apart from the invariance of the Dirac equation
under Poincaré transformations, one also has to check that the scalar product (5.6) is
invariant. Only then may one say that the quantum mechanics of the Dirac particle
is Poincaré invariant. It turns out that the scalar product is indeed invariant, but we
skip the proof.
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5.2 The Dirac Field

All spinor fields have a rather peculiar property: continuous rotations around a certain
fixed axis in the space by an angle which increases from 0 to 27 do not reproduce the
initial field when the rotation angle becomes equal to 27. The initial field is obtained
for the angle equal to 47. For example, let us take

00 0 O

N 00-10

“=%lo10 o0

00 00
Th 1 0 0 0

en .
’ 8o ~ | Ocos¢ —sing 0
L) =expw = 0sing cosgp 0|’

0 0 0 1

and in the spinor representation of the Dirac matrices
vl ” ¢ )
M = §¢03, A(p) = exp M = cos EUO—Hsm 503

It is clear that i(qﬁ) represents a rotation by angle ¢ around the third axis. For ¢ = 0
we obtain A = oy. Taking the sign + in formula (5.21) we have S(¢ = 0) = 4.
Let us now increase ¢ in a continuous manner to 27. Then, A(¢) — —oy, and in
consequence S(2w) = —I. Increasing ¢ further, we obtain S = I, for ¢ = 4.
The formulas for i(qﬁ) and A(¢) used above have been obtained by writing the
exponential function as the series, expx = >~ x' /1!, and noticing that

0000
~a o0, v | 0100 20 _
w _¢ ( 1) 0010 ’ (03) _003
0000
where [ = 0, 1,2, .... Furthermore, the odd powers OH*! can be calculated by
writing them as the product
00 0O
00-10
PN By NS PN |
wot =0T =D g1 0 0
00 0O

An analogous trick is used in order to calculate (o3)2+1, Finally, we recognize the
series expansions for the sine and cosine functions.
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The classical Dirac field is represented by ¥ (x) = (¢*), where a = 1,2, 3,4
and ¥® are complex numbers. By definition, under the Poincaré transformations
x'=Lx+a R

P (x) = S(LY(x),

as in the previous section. The important difference is that now ¢ (x) is not interpreted
as a wave function with the probabilistic interpretation. In particular, there is no need
to introduce a scalar product. The Dirac equation (5.1) is obtained as the Euler—
Lagrange equation for the following Lagrangian

L= 3@y O = Q") — mi. (5.24)

As the independent dynamical variables we may take Rey®, Imy)® or, equivalently,
Y™, 1),,. In the following discussion we use the latter choice. Then the Euler-Lagrange
equation corresponding to 1 has the form (5.1), while functional derivatives with
respect to Y%, a = 1,2, 3,4, give

i0,y" + mip = 0. (5.25)

When we relate ¢) with ¢ using formula (5.7), this last equation becomes equivalent
to the Dirac equation (5.1). In order to check this, we notice that formulas (5.3) and
(5.4) imply that

()= ATA°ATA) T, ()T = —ATAY (ATA) (5.26)

Taking the Hermitian conjugate of the Dirac equation (5.1), eliminating (y*)" with
the help of the formulas given above, multiplying the resulting equation by A" A~°,
and finally anti-commuting v° with 4/, we obtain equation (5.25).

Lagrangian (5.24) has real values, and it is invariant with respect to Poincaré
transformations. In order to check this latter property, it is convenient to first derive
the transformation law of the field . Formulas (5.7) and (5.9) give

PO =) (SEL)TATAY.
Next, using formulas (5.17) and (5.26) on the r.h.s. of this formula we obtain
PO =S D). (5.27)
The invariance of the Lagrangian follows from (5.9), (5.27) and (5.11).
Lagrangian (5.24) is also invariant with respect to global U (1) transformations of

the form

Y (x) = exp(ia)y(x), ¥'(x) = exp(—ia)(x), (5.28)

where a € [0, 27). Noether’s theorem applied to this internal continuous symmetry
gives the conserved current
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71 (x) = Py h(x). (5.29)

A model with local U(1) symmetry can be obtained from Lagrangian (5.24) by
replacing the ordinary derivatives with covariant ones, as described in the previous
chapter.

The energy-momentum tensor for the Dirac field can be calculated from the fol-
lowing formula

0L p\ e 0L

TH = —L5" — —
Y Yo0wWs) O,

Dy, (5.30)

where the Lie derivatives have the form
Dl/d)a = - 1/7/]&’ IDVE([ = —@Ea-

These formulas follow from Noether’s theorem applied to the translational symmetry
of the Dirac Lagrangian (5.24). In particular, the energy density of the Dirac field is
equal to

1 — _ _
T = =i (@ 0tp — 0y P) + mipyp, (5.31)

It is not bounded from below. Hence, the classical Dirac field model is not acceptable
from a physical viewpoint. It turns out that the remedy consists in quantizing the Dirac
field, see the next chapter. The same is also true for the Weyl and Majorana fields
discussed below.

5.3 The Weyl Fields

The Dirac field can be decomposed into two so called Weyl fields. This decomposi-
tion is Lorentz invariant. It yields an interesting new perspective on the Dirac field.
Definition of the Weyl fields involves the s matrix introduced as follows

I
%=E%WWV¢W, (5.32)

where €, is the four dimensional antisymmetric symbol, €y123 = +1. Because
Dirac matrices with different index values anticommute,

vs = iy V. (5.33)

This formula is useful when checking that

VY s =0, (95)° = Iy (5.34)
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The 75 matrix is Hermitian in the Dirac representation, as well as in all representations
of the Dirac matrices which are unitarily equivalent to the Dirac representation, i.e.,
when the matrix A in formula (5.4) is unitary. Finally, as follows from formulas
(5.20),

(75)" = ATAys(ATA) 7. (5.35)

Let us introduce two matrices
Py = %(14 7). (5.36)
They have the following properties
P.+P_ =1 (P)>)’=P., P,P_=0=P_P,. (5.37)
The Weyl fields vx and 1 are defined as follows
Yr(x) = Pop(x), hr(x) = P_tp(x), (5.38)
where v is the Dirac field. ¢)g and v, are eigenvectors of s, namely
Ystr(X) = Pr(x), YsPL(X) = —PL(x). (5.39)

It is clear that

Y(@x) = Yr(x) + Y (x). (5.40)

The letters R or L stand for ‘right-handed’ or ‘left-handed’, respectively. These
traditional names for the Weyl fields refer to the helicity of the particles which
appear in the quantum versions of models with these fields.

The decomposition (5.40) of the Dirac field into Wey] fields is interesting because
it is preserved under Poincaré transformations (5.9). If we decompose 9’ (x"),

V') = PR + Y (), R () = Put(x),

then . .
V() = S(L)Yr(x), ¥ (x") = S(L)pr(x). (5.41)

These formulas are a consequence of the fact that the matrices S (i) and s commute,
S(L)ys =75 S(L). (5.42)

This very important property of the s matrix follows from its definition (5.32) and
relation (5.11),
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SN (LyysS(L) = eWL N P A

= E det L eseap 1"y =15

because det L = 1 for Lorentz matrices from the Ll group. Thus, s is invariant
under such Lorentz transformations. Because of transformation laws (5.41), the Weyl
fields can be regarded as independent relativistic spinor fields.

Let us write Lagrangian (5.24) for the Dirac field as a function of the Weyl
fields. From now on we use a representation for «* that is unitarily equivalent to the
Dirac representation, hence s is Hermitian. The Majorana and spinor representations
belong to this class. The Dirac field is eliminated with the help of formula (5.40),
while for the conjugate Dirac field ¢) we first use the following formulas

(Wr) =P-, () = VP,

next P, P =0, P.y"P,; =0, and other similar formulas. It turns out that

1 - 1 _
= Ei[WR)W”GM/JR—@L(?/JR)W”wR] + Ei[(iﬁL)“/“aM/JL — 0, ()]
—m@r)Yr — mWr)Yr. (5.43)

The Dirac equation (5.1) is split as follows
i’y“@ltw[‘» — me =0, iy“’(‘),ﬂ/)L — me =0. (5.44)

The conserved current (5.29) is a sum of two separate terms for ¢g and ¢,

J" = @Wr)Y" YR + W) Y1 (5.45)

The two terms in (5.45) have identical form because the U (1) transformations (5.28)
act on Yg and v in exactly the same manner. We see from formula (5.43) and
equations (5.44) that the parameter m can be regarded as a measure of the coupling
of the g and ®, fields in the Dirac Lagrangian (5.24). In the case of m = 0 the
Lagrangian is split into two separate parts, each one being relativistically invariant.

The form (5.43) of the Lagrangian for the Dirac field reveals that in the case of
m = 0 the U (1) symmetry (5.28) is enlarged to U (1) x U (1), symmetry, defined
by the following transformation laws:

U(Dg 2 Yp(x) = e“Pr(x), PR(x) =e “Pr(x), ¥ (x)=1L(x), (546)

U = () =€), §00) = e Pp(x), PR =r(x),  (547)



5.3 The Weyl Fields 99

where w and § are two independent, real, continuous parameters. Let us replace these
parameters by « and (3 such that

w=a+p0, d=a-—20.

It is clear that for § = O we obtain the familiar U (1) symmetry (5.28) which exists
also when m # 0. On the other hand, for « = 0 we have a new U (1) symmetry,
called the chiral symmetry. The chiral transformation of the Dirac field has the form

Y (x) = ePPr(x) + ey (x)
= PR (x) + €5y (x) = exp(isB) Y(x), (5.48)

and for the conjugate Dirac field

¥ () = () = Px) exp(iys ). (5.49)

Noether’s theorem applied to the chiral transformations gives a conserved current of
the form

B =Ry YR — Yy L = Py s (5.50)

Simple calculation with the use of the Dirac equation (5.1) and its conjugate (5.25)
shows that

8,8 = 2imyrysy.

Thus, the current ;' is conserved when m = 0.
Note that there is the possibility of a new spinor field theory involving just one of
Weyl fields, let it be ¢, with the Lagrangian

Ly = %[@wﬂam — 0, (W)Y br], (5.51)

and with the constraint
Ys¥r = Vg, (5.52)

see (5.39). This model is relativistically invariant. It contains half degrees of freedom
of the Dirac field. Of course, there also exists the model with ¢ replaced by v .

Constraint (5.52) can be explicitly solved. For example, in the spinor representa-
tion (5.19) of the Dirac matrices,

’752(00 0 ) (5.53)

0 —00

and conditions (5.39) give
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Yr = (g) Py = (g) (5.54)

where ¢ and ( are arbitrary two-component complex spinors, often called Weyl
spinors. The Dirac field ¥ can be written as

_ (™
For this reason, the Dirac field is called a bispinor field. Lagrangian Lg expressed
by the spinor ¢ has the form

Lr= %(5*&#@15 — 8,751 (5.55)

There is a problem with a mass term for the ¢ field. The term ¢7¢ is not Lorentz
invariant. Lorentz invariant expression £7 €€, see below, simply vanishes because the
matrix € is antisymmetric.

Models with only one Weyl field 1g or 1, are not invariant under the spatial
reflection. The spatial reflection P acts on the Dirac field in the same manner as on
the bispinor wave function in the quantum mechanics of the Dirac particle, namely

PY(x°, %) = ey %(x°, —%),

where the constant factor exp(in) is called the intrinsic parity of the field. This
definition implies that

Pyr = (PYP)L, PvYr=(P)g.
Hence, the operator P intertwines the spaces of the right- and left-handed fields,
while for the invariance we need an operator that acts within one such space. The

Dirac field model with Lagrangian (5.24) is invariant under the spatial reflection.
Formulas (5.20) and (5.24) give the Poincaré transformations of Weyl spinors:

€)= A, (@) =nHTCw. (5.56)
There exist old conventions about the indices of Weyl spinors, namely
£=(E. ¢=(G), €=, "=

where * denotes complex conjugation, and «, & = 1, 2. These are accompanied by
conventions for the indices of the SL(2, C) matrices:

A=(a%). (A) T =ah™H)), A=), ) =ahH ™).
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For example, the transformation law of the (* spinor is written in the form
Gre) = (AN ™G ).

The transformation laws of the spinors &, ¢, £*, and ¢* are not independent. The
reason is that for any matrix A € SL(2, C) the following identity is true

(AT T =¢ene!, (5.57)

. (0 1)
€E=10) = —10)"

A simple way to check this identity consists in explicit computation of the both
sides, and taking into account the fact that detA = 1. Matrix elements of € are
denoted as €,3, while matrix elements of ¢! as €*?. Note that £, = 0, and
£,8" = —¢ £ because €,56" = §7. Due to identity (5.57) the spinor ¢~'¢* has
the same transformation law as the spinor £ in the first formula (5.56). Therefore,
it should have an upper index without a dot. Complex conjugation adds or removes
the dot, ¢ lowers the spinor index and ¢~ rises it. For instance, if ( = ((s) then
C* = (Cu), orif € = (£%) then &, = e,58".

Let us end this section by remarking that the s matrix exists only when the space-
time under consideration has an even dimension. This is a consequence of a theorem
about the size of Dirac matrices [5] which says that in d-dimensional space-time *
matrices are quadratic with the number of columns and rows equal to 2!“/?], where
[d/2] denotes the integer part of d/2. For example, when d = 2 we may take as
Dirac matrices

where

0 1
v =01, 7 =O02.

The s matrix should obey relations (5.34) by definition. The explicit formula (5.32)
is valid only when d = 4. Let us assume that d is odd, and let us suppose that s
obeying (5.34) exists. Then, the set of d + 1 matrices

At T iy

satisfies all of the requirements for Dirac matrices in (d 4 1)-dimensional space-time.
Their size is equal to 21%/21 = 2(4=D/2_On the other hand, the theorem quoted above
says that Dirac matrices have the size 2[(?+1/2] = 2(@+D/2 'which is larger by a factor
of 2. This contradiction shows that s cannot exist. In consequence, the Weyl fields
can also only be defined in an even dimensional space-time.
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5.4 The Majorana Field

The fact that the matrices S(L) are real in the Majoranarepresentation (5.14), suggests
that there exists a relativistic, real bispinor field ¢ = (), a = 1, 2, 3, 4, with real
components ¢®. The Poincaré transformations of such bispinors,

P (x") = S(L)Y(x) (5.58)

give bispinors ¢’ which also have real components. Moreover, the Dirac equation in
the Majorana representation,

i’yf&@lﬂ/}(x) —mp(x) =0, (5.59)

contains matrices i, which have real elements. Therefore this equation is compati-
ble with the assumption that ¢ is real. The real field v which has transformation law
(5.58) and obeys (5.99) is called the Majorana field. It contains half of the degrees
of freedom of the Dirac field. Note that the U (1) transformations (5.28) cannot be
defined for the Majorana field because they would violate the condition that the
field has real values. For the same reason it is not possible to introduce the local
U (1) gauge symmetry which would determine coupling of the Majorana field to
the Abelian gauge field. In particular, the Majorana field cannot be coupled to the
electromagnetic field in the minimal way, that is by replacing ordinary derivatives
with the covariant ones.

On the other hand, the current E'yffﬂ/} still exists and is conserved, but it should
not be interpreted as the current of electric charge. Actually, the presence of this
conserved current might seem a paradox, because there is a theorem, known as the
inverse Noether theorem, which says that in such a case there exists a corresponding
continuous symmetry. However, among the assumptions of that theorem is the very
existence of a Lagrangian. All field equations considered in previous sections were
of the Lagrange type, that is they could be obtained as Euler-Lagrange equations
from certain Lagrangians. So, what is the Lagrangian for the Majorana field? A
straightforward attempt to obtain the Lagrangian, just by taking the Dirac Lagrangian
(5.24) in the Majorana representation and assuming that ¢ is real, fails because it
gives £ = 0 (Exercise 5.2a). Trying a more general and systematic approach, let us
assume that the Lagrangian has the following form

L1, ) = Aaptp™” + Bl 9,47,
where A,z and B(’: 5 are real constants. In the matrix notation,
Ly, ) = T A + 4" B9,

where A = (Ayp) and Br = (B(’;{,). The antisymmetric part of the matrix A
gives a vanishing contribution, hence we may assume that this matrix is symmetric.
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Moreover, the symmetric parts B! of the matrices B" ~may be omitted because
they lead to a term which is the total divergence 8u(wTB )). Thus, AT = A and
(B")T = — B* without any loss in generality. The Euler—Lagrange equation obtained
from this Lagrangian has the form

B 8, + Ay =0,

where we have omitted the overall factor 2. We expect that the Lagrangian £; is
invariant with respect to the Poincaré transformations (5.58). It turns out that the
term 1/JTA7JJ is invariant only if A = 0 (Exercise 5.2b). This fact implies that the
Lagrangian in the above assumed form can exist only in the massless case, m = 0
in (5.59).

In the next step, we compare equation é*‘@uw = 0 with 74,0,4 = 0. These
two equations should have identical sets of solutions. The trivial choice Bt =i Yor
is wrong, because only 71?4 is antisymmetric. The Dirac equation can be written in
the Schroedinger form i9yy) = —iv%,7},0:. The Euler-Lagrange equation can be
written in this form provided that the matrix BOis nonsingular. Then, we may write it
in the form i 9yy) = —i (B®)~! B 9;1). The two ‘Hamiltonians’ should coincide, hence
(B)"'B' =49 ~i,,and B' = B°49,~!, . The conditions (B')” = — B’ together with
(BYT = —B° give the following conditions for the B° matrix

Vv B® = B°v9iy.

where i = 1, 2 and 3. They are satisfied only by BY = ¢yi Ysum» see Exercise 5.2c.
Here c is an arbitrary real constant, and the factor i is present because the matrix B°
should be real. In consequence, B = coiysmYsy Y- The matrix +sy has the form

0 o
01 2 3 . 3
Ysm =1V YmMTmuTm =1 (_03 0 ) .
Note that ~ys,, is antisymmetric, and ng = I4.

Our Lagrangian can be written in the following form

El - _”bM'YSM'YM ;L’L/}Mv

where we have put ¢y = 1, and ¥,, = = ¢I4%. It is clear that this Lagrangian is
invariant with respect to the Poincaré transformations which, by assumption, involve
the proper, ortochronous Lorentz transformations (the space and time reflections are
excluded). Moreover, it is invariant also with respect to the chiral transformations of
the form (5.48) and (5.49) in which we now have s,,. The matrix exp(i~ysy () is real
and orthogonal. The conserved Noether current that follows from this symmetry is
equal to E'yff,,w. In the Sect. 5.3, the chiral symmetry gave the current (5.50) which
contains the s matrix. In the present case sy, is absent in the current because there
is another matrix s, coming from the Lagrangian £, and 'ySZM = 1.
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The Majorana field can be introduced in another way, often preferred in the litera-
ture. We present it working with the Dirac equation (5.1) in the Dirac representation
(5.3). Let us define the charge conjugate Dirac field v,:

Ye(x) = ivph*(x), (5.60)

where * denotes complex conjugation and (x) is the Dirac field. The name ‘charge
conjugate’ reflects the fact that if ¢)(x) obeys the Dirac equation with an external
electromagnetic field A, (x),

i7p Oy +iq A (0))P(x) = mip(x) =0,
then 1. (x) obeys the equation

i7p (O = iqAL())he(x) — mip(x) = 0.

The change of sign of the coupling to the external electromagnetic field is interpreted
as the change of sign of the electric charge carried by the field. Let us impose on the
Dirac field the following condition

Ye(x) = h(x),

called the Majorana condition. This condition is invariant under Poincaré transfor-
mations because in the Dirac representation

V385 (L) = Sp(L)h.

Note that the Majorana condition breaks the U (1) symmetry (5.28) of the Dirac
Lagrangian. The Majorana condition is satisfied by a bispinor of the form

_( &
ou = (—isz*(X)) ’

where £(x) can be an arbitrary two-component complex spinor. Such a bispinor
1y 1s invariant under the charge conjugation. It is called the Majorana field in the
Dirac representation. The real valued Majorana field (¢*) introduced above in the
Majorana representation can be identified with Re & and Im &.

5.5 Anticommuting (Bi)Spinor Fields

The Dirac, Weyl and Majorana fields are defined by their relativistic transformation
laws, and by their time evolution equations or, if available, their Lagrangians. The
existence of a Lagrangian is a desired feature, in particular because it helps to quantize
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the field by applying a canonical quantization method or a path integral approach.
Furthermore, one can easily write conserved currents using the Noether theorem.
The main advantage of the anticommuting (or Grassmann) versions of the Weyl and
Majorana fields is that one can easily write Lagrangians for them also in the massive
case. Furthermore, the anticommuting versions of the (bi)spinor fields, including the
Dirac field, appear in path integrals for these fields, see Sect. 11.3. In the cases where
both versions of the spinor field have Lagrangians, one may choose between them.
Because the classical spinor fields mainly serve as a starting point for a construction
of quantum fields, and do not have direct physical applications as opposed to, e.g.,
electromagnetic field, the choice is mainly a matter of convenience.? The classical
Grassmann field theory should be regarded as an auxiliary theoretical construction
which acquires physical meaning only when embedded into a quantum field theory.

Let us start from the Majorana field. In the anticommuting version, ¥®(x) are
anticommuting, that is

{1 (x), ¥’ ()} =0 (5.61)

forall , 8 = 1,2,3,4, and for all x,y € M. Here {A, B} = AB + BA. Thus,
1®(x) are not real numbers as in the previous section. Nevertheless, one can formu-
late consistent rules for operating with such ‘variables’. The mathematical structure
which is relevant here is called a Grassmann algebra, and ¢)“(x) are called its gener-
ating elements. Because their number is infinite, the algebra is infinite dimensional.
The whole algebra is obtained by first, taking all formal products of the generating
elements, and next, by including all formal linear combinations of such products.
Because x is a continuous variable, such linear combinations generally have the
form of sums over discrete bispinor indices «, (3, ..., and integrals over x, y, z, . . ..
Various products can be related to each other only by applying the rule (5.61). For
example, 1) (x)?” () is not reducible to a linear combination of the generating ele-
ments, except for « = 3, x = y when that product is equal to 0 according to (5.61).
In the case of the Majorana field we have an infinite number of generating elements.
Let us note that in the case of a finite number of generating elements one can con-
struct only a finite number of independent products, because all powers of a single
generating element vanish. For example, exp(¢*(x)) = 1 4+ 1“(x) exactly!

One can also define a derivative with respect to the generating element ¢ (x). It
is denoted as

0
FWPTIRS (5.62)
o (x)
and is called the Grassmann derivative. In the first step we just define that
) sy ;
4 _g, 2O sy, (5.63)

Vo) ee(x)

2Let us stress again that one should not confuse the field with a wave function of a single quantum
particle. For example, originally the Dirac bispinor was introduced as a wave function of a relativistic
electron, not a field, and in the quantum mechanical context it has a probabilistic interpretation. No
such interpretation is assumed for the Dirac field.
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where a is a number. Now, let F be an element of the Grassmann algebra. It can be
written as a linear combination of the generating elements and their products. By
definition, the derivative acts on F linearly, that is term by term in that linear com-
bination. Also as a part of the definition, the derivative acts on products of numbers
and/or generating elements according to the Leibniz rule, with the modification that
the symbol (5.62) of the Grassmann derivative anticommutes with the generating
elements, and with other Grassmann derivatives. For example, let us take

F=a+b0)0’o)+ / d*xd*y (e )P G (),

where a, b(y) and c(x, y) have complex values. Then

= b(y)d(y — 2)07 + / d*y e(z, )67 (y) — / d*x c(x, 2)809" (x).
0 (z)

Another ingredient in the theory of the anticommuting Majorana field is a conju-
gation, denoted by *. By definition, this operation has the following properties

(AB)" = B*A*, (aA)* =a*A*, (A*)* =A,

where a is a complex number, a* denotes its complex conjugate, and A, B are
elements of the Grassmann algebra. The assumption in the previous section that the
Majorana field has real components is replaced in the Grassmann version by the
assumption that

W (x)" = (x), (5.64)

i.e., the components are selfconjugate.’
Now we are prepared to formulate the Grassmann version of the Majorana field.
We take the action in the form

S = / d*x L, (5.65)

with the following Lagrangian

£ = S @ dh = 0, ) — mie, (5.66)

where ¢, = ¥’ (79) - L has the same form as the Dirac Lagrangian (5.24), but
now ) is the anticommuting real Majorana field. Lagrangian (5.66) does not vanish
precisely because ©¥*(x) do not commute. It is ‘real’ in the sense that £* = L.
When checking this it is helpful first to notice that the products fygﬂﬁl are symmetric
matrices. The Grassmann version of the stationary action principle has the form

3Nevertheless we will call them ‘real’, unless there is a risk of confusion.
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4S
= O,
dp(x)

(5.67)

where S is regarded as an element of the Grassmann algebra. It gives the Majorana
equation (5.59) for the anticommuting field ¥ (x),

iV 0, (x) —mip(x) = 0.

This equation should be regarded as a restriction on the generating elements ©® (x) of
the initial Grassmann algebra. Before solving it, in principle one should first define
the Dirac operator iv4;0, — mI in the Grassmann algebra—it is not clear what is
meant by the derivatives d, of the Grassmann elements. We adopt a pragmatical
attitude: ¢ (x) are written in the form of a Fourier transform, so that the x* variables
appear in ordinary exponential functions. Then the general solution of the Majorana
equation can be written in the form

wa(x) — /d3k Z Z I:e—(iw(lz)x0+ilz)?wg\f)a(]:)cix(l_(') (568)

A=12e=%

AR U NN B

where w(k) = vm? + k2, and wf\e)“(l_é) are the four independent solutions of the
homogeneous matrix equation

(e Wk, — k’djw) P& — mip (%) = 0. (5.69)

The c;\ (I;) present in (5.68) are independent generating elements of a certain Grass-
mann algebra, which is a subalgebra of the original algebra generated by all ) (x).
The Grassmann elements 1)“(x) given by formula (5.68) are not independent, nev-
ertheless they still anticommute as in (5.61).

The Lagrangian (5.66) for the anticommuting Majorana field does not have the
U (1) symmetry because multiplication by a phase factor can violate the reality condi-
tion (5.64). Nevertheless, the current j# = 1k 1 = (Y94 apt0?, which corre-
sponds to this symmetry in the case of the Dirac Lagrangian (5.24), is conserved—the
Majorana equation implies that 0, j* = 0. The explanation of this puzzle is simple:
the would-be current j* is always equal to zero because 1) and ¢’ anticommute
with each other and the matrices 'y]?ﬂj} are symmetric.

The Grassmann version of the Weyl spinor field £(x) = (£%(x)), « = 1,2,
allows for a Lorentz invariant mass term, which is not possible in the c-number
version with Lagrangian (5.55). In this case the full set of independent generating
elements consists of £ (x) and £*(x). The conjugation is defined as follows:

(@ (0)* = a* & (x), (@€ ()" = a*€" (v),
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where a is a complex number, and @™ is its complex conjugation. The Lagrangian
has the form

L= % (E*%Zﬂaﬂfs - 3/15*(%55&53) + % (50%/355 - 5*5'“6&/35*@) )

This Lagrangian is ‘real’ in the sense that it is invariant under conjugation, i.e.,
L* = L. Of course L is not a number, it is just an element of the Grassmann algebra.
The mass term does not vanish because

fagﬁ — _gﬁga’ g*ag*? — _g*ﬁg*d.

The Grassmann version of the Dirac bispinor field in Minkowski space-time is
presented at the beginning of Sect. 6.2, and a Euclidean version of it in Sect. 14.2.

Exercises

5.1 Check that
ez o

W (VYA = APAHyY) = —4w? 7,

where w,, = —w,,.
Hint: Use the Dirac relations (5.2) and notice that w,,,n"*" = 0.

5.2 (a) Check that the matrices oy, = 79,7}, are symmetric. Next, prove that the
Dirac Lagrangian (5.24) with v* = ~/, vanishes if all components of the bispinor
are real numbers.

(b) Check that the term 97 A1), where A # 0 and A7 = A, is not invariant with
respect to transformations of the form (5.58).

Hints: The invariance requires that S7 (i)AS (i) = Aforall L € Ll. Show that this
condition is equivalent to

Ay riD” = —Avhi,
where © # v, u,v = 0,1,2 and 3. Next, consider these conditions taking, for
instance, p = 1, v =3; 0 =0, v = l and u = 0, v = 2. Show that they are satisfied

only by A = 0.
(c) Show that the conditions

Vv B® = B,

where i = 1, 2 and 3, are satisfied only by B = ColYsm-
Hint: First compute the three matrices 79,7},. Write B in the block form
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A0 a b
#-(5r0)

T T

where a, b, c are real, 2 by 2 matrices,a’ = —a, ¢ = —c.

5.3 Show, by acting on the Dirac equation (5.1) with the operator i v*0,, +m 14, that
every component of the Dirac spinor satisfies the Klein—Gordon equation.

5.4 Prove that the matrices {F] } = {ly, v*, vs, Y5, oM}, where ot =
% [v*,~"], form a basis in the vector space (over the complex number field) of
4 x 4 matrices.

Hint: Check that tr (I T'X) does not vanish if and only if / = K and use this to
prove that for \; € C:

16
Z)\JFJ:O = N=0,J=1,...,16.
J=1

5.5 Let 1/}%)”(12), A = 1,2, denote linearly independent solutions of the Dirac
equation in the momentum space:

(cwt®nly = Koty —m) 07 =0,

where w(k) = v/m? + k2. Denote
uS (k) = o7y, v k) = w7 (k).
Prove the following identities:

(w®r® = K5 = m) k) =0,

(w(lz)'yo — k' 4+ m) v,\(lz) =0.
5.6 For the Dirac bispinors normalized as

(k) 1, (k) = %")m @, @ = 285

m

(m > 0), demonstrate the identities

ity (k) y (k) = 65, 03 (K)v, (k) = =635,
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and

2 af 2 af
> g K+mly T ¥—ml,
ak 3 k) = . B 3Pk = i
él u (k) u'y (k) ( o ;:1 vy (k) vy (k) .

where ¥ = w(k)7° — ki’

Hint: In order to check the last two formulas notice that the u, (%), Us (l?), v (12), v (%)
form a basis in the vector space of Dirac bispinors. Decompose an arbitrary bispinor
in this basis and, using this decomposition, check that the actions of both sides of
the identities on such an arbitrary bispinor coincide.

5.7 Derive the Gordon identities

1 B
i\(P)Y"tt5 (@) = 5—iir(p) [P+ " +ic" (p—q)]us(@),

and
1
i\(P)Y 510 (q) = 3—iir(P) [((p — @)!'ys +i0" (p+ @)uys| us(@).

What would the analogous identities for the bispinors v) (l_é) look like?

5.8 Checkthate) (x)i/z(x) and 1) (x)7s1) (x) are scalars under the Poincaré transforma-
tions (with L € L +) while w(x)’yl‘i/)(x) and 1/1(x)75’y"1/}(x) behave like four-vectors.
Remark: w(x)w(x) and 1 (x)vs¥(x), and similarly w(x)'y“w(x) and 1/1()6)75
v (x) behave differently under the reflection ¥ — —X, but the reflection does
not belong to Ll. Had we study it we would have discovered that z/_)(x)%z/)(x) is in
fact a pseudoscalar and i(x)%y“w(x) a pseudovector (like, for instance, a vector
product of three dimensional vectors).



Chapter 6
The Quantum Theory of Free Fields

Abstract The canonical quantization of the free, real scalar field. Difficulties with
the Schroedinger representation. Inequivalent representations of the canonical com-
mutation relations. The Fock representation. Basic quantum observables: the total
energy and momentum of the field. A description of quantum states in terms of par-
ticles. The field operator as a generalized function. The classical Dirac field as a
system with constraints. The Faddeev—Jackiw method and quantization of the free
Dirac field. The Dirac vacuum and the appearance of a free, relativistic, spin 1/2
particle and its antiparticle. Extraction of the physical degrees of freedom of the free
electromagnetic field. The canonical quantization of the electromagnetic field and
the appearance of a free, massless particle (the photon).

Quantum field theory, that is the quantum theory of systems with an infinite number
of degrees of freedom, provides an explanation of rather nontrivial phenomena,
including the very fact that the world seems to be built of well-defined quantum
particles with intrinsic characteristics like spin, electric charge, and so forth. Also,
the fact that particles come in a great number of perfectly identical copies, is explained
if we assume that in nature there physically exist certain quantum fields. These fields
are the basic physical constituents of the material world whereas the particles are
secondary.

Quantum field theory still has some unsolved problems. Among them is the ques-
tion of how to find an appropriate Hilbert space in which one can have a probabilistic
interpretation of the theory, in terms of objects directly accessible to the methods
of experimental physics (various ‘particles’ in most cases). This is a very difficult
problem, especially when interactions are present, as opposed to the case of quantum
mechanics, where there is no doubt what the pertinent Hilbert space is.

In this chapter we describe three main types of free quantum fields. By definition,
‘the free quantum field’ means that the evolution equation for the field operator in
the Heisenberg picture is linear. The free quantum fields are very well understood
from both physical and mathematical viewpoints.
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6.1 The Real Scalar Field

The configuration space of the classical real scalar field consists of smooth, real
functions ¢(X) of the vector X € R>. Field trajectories in this space are represented
by the functions ¢ = ¢(z, X) of the time ¢ and X. The Lagrangian of this field has
the form'

L= % (G0 Do — i D0 — m*¢?) . ©.1)

Itis a function of ¢ (¢, X) and Oy (¢, X), which are regarded as independent arguments
of L because there is no relation between them at a given time ¢. We assume that
m? > 0. An example of a quantum field with m = 0 is discussed in Sect.6.3.

The canonical momentum for the field ¢ is defined as follows

oL
A(Doo(t, X))

w(t,X) = (6.2)

This formula corresponds to p = OL/0q¢ known from classical mechanics. In
our case

7(t, %) = Ood(t, X). 6.3)

Note that the canonical momentum differs from the density 7% of the conserved
momentum,

T% = —0,¢ 0y.

In classical mechanics of a free particle the two momenta coincide.

There is no derivation of quantum theory from the classical one. The reason is
that the quantum theory is much more general. Actually, it is the classical theory
which is derived from the quantum theory as an approximation that is valid only
if certain conditions are satisfied. The historical fact that certain classical theories
were discovered a long time before the quantum theories, can, to some extent, be
explained by the lack of sufficiently precise experimental equipment which could
have allowed physicists in the past to observe microscopic phenomena. Another
reason is that the majority of phenomena that we can directly perceive with our
senses, can be understood in terms of classical physics with a satisfactory accuracy.
Thus, the quantum theory is postulated, not derived. Nevertheless, there exist several
so called methods of quantization. In fact, they should be regarded merely as certain
heuristic rules for how to arrive at (hopefully) consistent quantum theories. Such rules
work in certain cases, while in others they have to be modified or even abandoned.

In this chapter we use the most popular method of quantization called the canon-
ical quantization. It is a straightforward generalization of the method applied when
passing from classical to quantum mechanics. Thus, we assume that there exist Her-
mitian field operators qB(i) and Hermitian canonical momentum operators 7 (x),




6.1 The Real Scalar Field 113

which obey the following commutation relations: for all X and y € R3

[6(X), d()] =0, [7(F), 7] =0, [¢(F), 7] =idGF — NI,  (64)

where I denotes the identity operator. The field and canonical momentum operators
here are considered in the Schroedinger picture. In the natural units [qAS] =cm~! and
[#] = cm™~2. The Hermiticity of the field and of the canonical momentum operators
is the quantum counterpart of the fact that the classical ¢(x) and 7(X) are real.

We also have to postulate the form of the operators which correspond to observ-
ables. We use the heuristic principle of correspondence, which says that the depen-
dence of the quantum observables on the field and canonical momentum operators
should resemble the dependence of the corresponding classical observables on the
classical field ¢ and on the classical canonical momentum 7. Because the classical
energy is given by the formula

E = %/d3x (7% + 019 0,6 + m*¢?),

we postulate that the quantum Hamiltonian in the Schroedinger picture has the form

.1 R .
H= §/d3x (7%2+a,-¢ a,-cz>+m2q>2). (6.5)

Similarly, the momentum operator is postulated as

P =—%/d3x (fraiq%+8,-<£fr), (6.6)

where we have taken the Hermitian part of the product of noncommuting operators.

In quantum mechanics, the assumptions made above would be sufficient to define
the quantum model, and we could pass to the calculations of the spectrum of the
Hamiltonian, evolution of wave packets, and so forth. In quantum field theory much
more is needed. The point is that the postulates listed above specify only the alge-
braic structure of the quantum model. In the case of the quantum mechanics, the
analogous algebraic structure (i.e. the commutation relations between the position
and momentum operators) together with a formula for the Hamiltonian is essentially
sufficient to determine the full quantum model. There is a theorem by J. von Neu-
mann which says that there is just one realization of such commutation relations in a
Hilbert space up to unitary equivalence.? For example, in the one dimensional case
it is sufficient to take the well-known L2(R") space with p = —i9/0q and § = q-,
where the notation ¢- means that g (q) = g1 (g). Here g is a Cartesian coordinate
on R'. This is the Schroedinger representation of the quantum mechanics.

2The theorem actually speaks about the realizations of the so called Weyl relations, which are
closely related to the canonical commutation relations, but not equivalent to them. Nevertheless our
slightly imprecise description of the theorem captures its meaning.
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In the case of field theory there is a problem with finding a Hilbert space realization
of the algebraic structure. It can be solved in several models, including the ones
presented in this chapter, but in many others it is an open question. In fact, the
algebraic structure postulated in (6.4) in conjunction with formulas (6.5), (6.6) leads
to two problems. To see them, let us try the straightforward generalization of the
Schroedinger representation

~ s .0 P -

m(x) e P(x) = P(x)-, (6.7)
where the dot after ¢(x) means multiplication of numbers. These operators are sup-
posed to act on complex functionals W[¢], which are counterparts of the wave func-
tions ¥ (q) from quantum mechanics. The configuration space of the real scalar field
consists of functions ¢(x), and the functional W[¢] is just a complex function on this
space, in full analogy with the quantum mechanical wave function ¥(g). In order to
mark functionals clearly, we use a square bracket around the argument.

The first problem appears when we try to define a scalar product of the functionals.
We need a scalar product because otherwise we would not be able to use the standard
probabilistic interpretation of the quantum theory. A formula written by analogy with
the scalar product in the space L*(R), namely

(W |Wy) = / [Tdo witglwaiel, (6.8)

XeRr3

does not have any operational meaning because of the undefined infinite product,
and therefore it is useless for calculating probabilities of quantum processes. It turns
out that a solution to this problem exists, but it is not straightforward.

The second problem has a more technical character, nevertheless it has to be
dealt with. It turns out that Hamiltonian (6.5) and momentum operator (6.6) are not
properly defined. As we know, the first functional derivative is a generalized function
defined as follows:

lim @,
e—0 €

Yo +efl—Viol _ /d3x ov[¢]
3 (X)

for arbitrary test functions f(X) from the space S(R?). Let us now consider the
action of the square of the operator 7(X) on a functional ¥[¢]. Because the func-
tional derivative W [¢]/d¢(x) is a generalized function of the variable X, it can
not be regarded as a functional of ¢. The reason is that in order to be a func-
tional, it should have a well-defined numerical value, whereas a generalized func-
tion of X does not necessarily have any definite numerical value at a given X, see
the Appendix. Hence, second and higher order functional derivatives require a spe-
cial definition—it is not correct to regard them as functional derivatives of the first
functional derivative of W[¢]. The definition is recursive. The n-th (n > 1) func-
tional derivative 6" W[¢]/dd(X1)0P(X2) ... 0¢p(%,) is, by definition, a generalized
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function of Xy, ..., X,, hence it is a functional on the space of smooth functions
f(xX1, X2, ..., X,) which vanish at infinity. It turns out that it is sufficient to consider
functions of the form £ (X, X, ..., X,) = fi(X1) fo(x2) - - - f,(X,), where the func-
tions f;(X;) are test functions from S(R>). The n-th functional derivative acts on such
a function f, giving a number W[ f, ¢], which in physics literature is often written
as the integral

‘ §"W[¢] e R
Wy i :/ 43 ; - _ - s ().
[f. ¢ 1} x 5¢(xl)5¢(x2)_.Mxn)fl(xl)fz(xz) FuGn)

Now, W[ £, ¢] for any fixed f may be regarded as a functional of ¢(¥), and we
may calculate the first functional derivative of this functional with respect to ¢(X).
The (n + 1)-st functional derivative of W[¢] is defined by the formula

Swm ; .
/d3xn+l M(T[}il;ﬂfn+l(xn+l) (6.9)

T 0@ 06 ENIG(R) 6o |

It is a generalized function of the (n + 1) vectors X1, X2, ..., X1
The trouble with the 72 operator in Hamiltonian (6.5) is that it contains a second
functional derivative in which X; = X, = ¥, that is

3 W([¢]
Sp(X)0P(¥a) |5 5=z
In general, such an object does not have mathematical meaning. In particular, it does

not have to be a generalized function of x. For example, let us consider the functional
U [¢] = [d’x ¢*(X). Then,

oWl
5@5(}]) - 2¢()C1),
and
52 [¢] .
SoGbo) T

It is clear that the substitution X; = ¥, = X gives the meaningless result §(0). The
product 7¢ present in the momentum operator also leads to a mathematically unde-
fined term. Let us calculate
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fr(zoéo?z)wl [4]

= 5¢( )(¢(X2)‘1/1[¢]) = —i0(¥ — X)Wi[4] — l¢(XZ)5¢( 5 Ui[ol.

It is clear that the first term on the r.h.s. becomes meaningless if we put X; = X, = X.
Thus, the straightforward Schroedinger representation is not good in quantum field
theory.

The solution to these two problems: finding the Hilbert space and constructing
physically relevant operators in it, is quite intricate. The very fact that it exists is far
from trivial. Before presenting the details, let us first sketch the underlying idea. First,
we assume that the correct Hamiltonian differs from the one given by formula (6.5)
by a term of the form ¢y, where ¢ is a number and [ is the identity operator. There
is a formulation of quantum dynamics which is insensitive to this difference: the
Heisenberg picture. If Oy is an operator in the Schroedinger picture, its counterpart
in the Heisenberg picture is defined by the formula

Oy (t) = et Oge—i 1, (6.10)

provided that the Hamiltonian H does not depend on time. The terms ¢/ cancel
each other on the r.h.s. of this formula. Therefore time evolution of operators in the
Heisenberg picture is correct in spite of the fact that Hamiltonian (6.5) is wrong.
Also the Heisenberg evolution equation derived with the use of this Hamiltonian,

dou(t) . -~ » dOs
o —z[H,0H<r)]+(7)H<z), (6.11)

has the correct form. In the second term on the r.h.s. of this formula we first calculate
the time derivative in the Schroedinger picture and next we transform the obtained
operator to the Heisenberg picture as in formula (6.10). One may ask whether it is
possible to obtain a concrete form of such an evolution equation when the Hamil-
tonian is not defined yet, because formula (6.5) is meaningless. The answer is that
we will only use the algebraic operator relations in the form of commutators, and for
such limited purposes Hamiltonian (6.5) is as good as the correct one. Thus, our first
step in the construction of the quantum model is just the choice of the Heisenberg
picture.

In the next step we find a general solution of the evolution equations in the Heisen-
berg picture. In this way we restrict the set of operators to be constructed in the as yet
unknown Hilbert space to the subset which is relevant from a physical viewpoint. It
turns out that for operators from this subset one can provide explicit realizations in
Hilbert spaces. We will also find the correct form of observables like the Hamiltonian
and the total momentum of the field, but they will be defined only for the physically
relevant fields and in the chosen Hilbert space, not on the abstract level of algebraic
relations (6.4), (6.5), (6.6). It turns out that in such a restricted framework, the cor-
rectly defined observables differ from the symbolic expressions like (6.5), (6.6) by
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terms of the form ¢/, as assumed. We shall also see that in the case of field theory
there are infinitely many unitarily inequivalent choices of Hilbert spaces.

Because all observables are built from the field and its canonical momentum, it is
sufficient to consider the Heisenberg evolution equations only for these two operators.
Both operators do not depend on time in the Schroedinger picture. The fact that
the field and the canonical momentum operators are considered in the Heisenberg
picture is denoted simply by adding the time argument ¢. The evolution equations
have the form

ob(t, ¥
ot

= i[H, o(t,%)] = 7(t, %), 6.12)

on(t, X) B

5 i[H, 71, %)] = —m*¢(t, X) + Ad(t, %). (6.13)

Here we follow the tradition that the time derivatives of the field and its canonical
momentum operators in the Heisenberg picture are denoted as partial derivatives.
A denotes the Laplacian with respect to X. In order to obtain the r.h.s.’s of these
equations we have used the canonical commutation relations (6.4), and the fact that
the Hamiltonian commutes with the exponentials exp (=i Ht). We have also applied
the formula [AB, C] = A[B, C] + [A, C]B. For example,

i[H, 7, %)]
il [ a (09G) O a9 06D
=" / d y(—ay,. 5y OO AN + (G516, FED 52 )e
im2 1'119 3 2o 2> Ao - PPN AL —iTI:I
+—e / &'y (56) 16G), #©)] + [6(), 7D 6() ) e

wid [ 5 [(09G) O o 0 . . 06\ _in
=il [ Byl 222 s - s — Y
e 2/ y( Dy 8yll (0] x)+(6y’l 5y —X) oy e

.9 . R . n R
+ e [ dy G386 - De = ad.F) - w5
Eliminating 7 in (6.13) with the help of (6.12) we obtain the Klein—-Gordon equation

(1, %)

e AG(t, %) +m?p(t, %) =0 (6.14)

for the field operator (;AS(t, X) in the Heisenberg picture.
The general solution of (6.14) can be found in the same manner as in Chap. 1. It
has the following form

o1, %) = / P (e—””zz(lé) n ei’”l}(é)) : (6.15)
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where

kx = w(lz:)t — kX, w(l_é) =/ E2 4+ m2,

and

because of the Hermiticity of the field operator. For a later convenience we rescale
the a operators,
a(k)

J202m)3w(k) '

a(k) =

Thus,
Gk + h.c.) , (6.16)

N d’k
¢(t , X ) = / —_’
\2Q2m)3w(k)
where h.c. stands for the Hermitian conjugate of the preceding term.
Solution (6.16) contains an arbitrary, operator valued function a (k) where k € R3.
Next, we require that qb(t, X) together with the canonical conjugate momentum given

by formula (6.12) obey the canonical commutation relations (6.4). It turns out that
those relations are satisfied provided that

[ak),a(kN] =0, [a'(®),a" &) =0, [a(k),a &) =60k —k). (6.17)

These conditions are a kind of (‘canonical’) constraint on the operators a(k). Their
derivation is rather simple. Using the operators P;(¢) introduced in Sect. 1.3 we may
extract the operators a(k),

a(k) = Po(1)d(t, ¥). (6.18)
Thus,
a(k) = i/d3x [/ @ DR D = a0, D0, D), (6.19)

where the time ¢ can be chosen arbitrarily. Formula (6.19) and its Hermitian conjugate
are inserted on the Lh.s.’s of the commutation relations (6.17). Next we use the
canonical commutation relations (6.4) transformed to the Heisenberg picture:

(b, %), o1, )] =0, [7(t, %), 7(t, )] =0
[b(1, %), 7(t, )] = i6(F — ). (6.20)

Note that the operators in each commutator are taken at the same time ¢. For this
reason, relations (6.20) are called the equal time canonical commutation relations.
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With the help of formula (6.16) and relations (6.17) we can compute the com-
mutators of the field and the canonical momentum operators at arbitrary times. For
example,

[6(x), ()] = iAlx — Y1, (6.21)

where A (x — y) is the Pauli—Jordan function introduced in Sect. 1.3. For brevity, we
use here the four-dimensional notation x = (x°, X). Of course, for x* = y° formula
(6.21) reduces to the first of the equal time commutation relations (6.20). Taking
derivatives of both sides of (6.21) with respect to x° or y° we obtain commutation
relations of the types [qAS(x), 7(¥)], and [7(x), 7(y)]. The formula quoted at the
end of Sect. 1.3 shows that the Pauli—Jordan function vanishes when (x — y)? < 0.
Therefore, all of these commutators vanish if x is spatially separated from y. When
a field and its canonical momentum in the Heisenberg picture have this property, the
field is called the local quantum field. Our scalar field is an example of such a field.

The total energy and the total momentum of the quantum scalar field have the
form of integrals over the whole space R3, see formulas (6.5), (6.6). If these integrals
are replaced by integrals over a compact subset V of R? (without changing the
integrands) we obtain so called local observables. For example, instead of H we take

~ 1 A A ~
Ay = §/d3x (7?2 n ai¢a,¢+m2¢2) .

14

In the case of the local quantum field, such local observables commute with each
other if the corresponding sets V do not intersect.

The physically relevant quantum field is given by solution (6.16) of the Heisen-
berg evolution equations, with the restriction that the operators @ and @' obey the
commutation relations (6.17). It is clear that in order to solve the problem of the
existence of a Hilbert space realization, it is sufficient to find such a realization of the
operators @ and a'. Let us first remove the mathematical complications introduced
by the fact that the vector variable k is continuous. For example, due to the pres-
ence of the Dlrac delta on the r.h.s. of the third relation (6.17), a(k) isa generahzed
function of k and therefore it does not have any definite value for a given k. In most
cases this is not important because a and at appear in integrals over the wave vector
k but here it would hamper our considerations. We introduce an infinite, discrete
set of operators @; and da a i =1,2,..., which are related to a(k) and aT(kz) by the
following (invertible) formulas:

b = / P Rak), a / &k hr(kyat k), (6.22)

or

atk) =D hika,  atk)y =" hikal. (6.23)
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The functions A; (l::), i=1,2,..., form a complete, orthonormal set, that is

/ SRR =6 > bR = 5k — k). (6.24)

i=l1

The precise form of these functions is not needed here. The operators @; and &; obey
the following commutation relations
[4;.a;1=0, [a].a[1=0. [a;.a}]=0;l. (6.25)
which are equivalent to (6.17).
Let us now consider the infinite tensor product of L?(R") spaces,

H® = éLz(Rl).
i=1

In a slightly imprecise description of this space, its elements have the form of linear
combinations of a finite number of formal infinite products

f1€) (&) - - -, (6.26)

where f;(&;) are elements of the L?(R') space. Such products of functions with
different arguments are formal because we do not care about their convergence—we
are not interested in their numerical value. Except for convergence, such products
have all the properties of products with a finite number of factors. Without any loss of
generality we may assume that all f; appearing in the formal products are normalized,
that is

/df 1 fi(© = 1. 6.27)

We need the following auxiliary operators in the Hilbert space L?(R") of functions
(&) of one real variable £ € R!

1 d : 1 d
—E+—=), A'O=—4E-—). 6.28
ﬁ(§+d£) a'(§) fz(& d§) (6.28)

These operators satisfy the following commutation relation

() =

[a), & (1= 1.

Operators g; and &,T have a realization in the space H°°, namely we may take

4 =a(&). a4 =a"&. (6.29)
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Thus, the space H™ is large enough to allow for the realizations of all operators
a;, Ez;r , 1 =1,2,.... Note that there also exist other realizations. For example,
instead of &, &' we may use & + c¢I, &' + ¢*I, where c is a complex number.

It remains to introduce a scalar product such that @, is Hermitian conjugate to d;.

A natural definition for the scalar product (k|h’) of the two formal products

h=[1reE. n=T]reH
i=1 j=1

has the form
o0
(h|h'y H Yaray (6.30)

where

muu=/%f@M®

R!

is the scalar product in L?(R"). The infinite product in (6.30) should be convergent—
the scalar product has to have a definite numerical value because it gives the prob-
ability amplitude in quantum theory. In order to ensure convergence, we assume
that all formal products (6.26) are constructed from the same normalized function
fo(&) except for a finite number of factors. This is just the simplest solution, but
we will not discuss here other possibilities. Thus, in the product [];2; fi(&) we
have f; (&) = fo(&) foralli > N, where N is a natural number (which depends on
the product). Let us denote by H y, the subset of H> consisting of all such formal
products and of their linear combinations. Because (fy|fo).2 = 1, the product in
(6.30) contains only a finite number of factors which may differ from 1, hence it
has a definite numerical value. Assuming that the scalar product is anti-linear in its
left argument® and linear in its right argument, we can compute the scalar product
of any two arbitrary elements of ;. The standard mathematical procedure of the
completion of H z, with respect to the norm provided by the scalar product yields a
Hilbert space which we denote also by H,.

It is clear that the operators a; and &f , as well as the finite order polynomials
constructed from them, act within H . Therefore, this space is sufficient for the
Hilbert space realization of our quantum field é Note that there are infinitely many
subspaces of H* of the described type. They differ from each other by the choice
of fo e L*(R"). It turns out that this freedom of choice of the subspace allows for
various realizations of the quantum field gZA> which are truly inequivalent—they lead
to different physical predictions.

3That is (c1h1 4+ caha|h) = CT (h1|h) + 5 {h2|h), where ¢y, ¢; are complex numbers.
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After solving the Heisenberg evolution equations (6.12), (6.13), and seeing that
the operators @; and Ez; have realizations in the Hilbert spaces constructed above,
we are prepared to define observables. Let us begin from the Hamiltonian. Using

the formula 7 = 804?) and inserting solution (6.16) for QAS in formula (6.5) we obtain
(Exercise 6.2)

H = % / &k w(k) (é(l?) k) +a (k)a(k)) (6.31)

Next, we write H in the form

A== /d3kd3k’5(k )y wE)w (k) (a(k)&f(k)+ T(k)a(k))

and use the second formula (6.24) (the completeness relation) to eliminate the Dirac
delta. Introducing the notation

gi (k) = \Jw(k) hi(k), alg:] = / &k gi(kak),

we finally obtain

7 = LS (GLa161aD" + GlaD ala,
H = 2;(61[9:1@[91) + (algiD'alg) 6.32)

We know from the discussion given at the beginning of this section that H given by
formula (6.5) is not properly defined. Formula (6.32) is not equivalent to (6.5) because
we have substituted the solution of the Klein—Gordon equation for gZ; Nevertheless,
the problem is still present. Namely, it turns out that H given by formula (6.32)
has an infinite expectation value in any normalized state [¢)). Let us show this. The
operators a[g;] and (a lgiDf obey the following commutation relations

[alg:1. @lg:DT] = i1, (6.33)
where

_ /d3k: W)l (k).

Relations (6.33) follow from the definition of these operators and from the third
relation (6.17). We assume that the functions #; (k) vanish in the limit |k| — 00
sufficiently quickly to ensure convergence of the integral giving c;. These integrals
are bounded from below by a positive number, namely

¢ = |m| >0,
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because the functions /; are normalized to 1, and w(k) > |m| > 0 (remember that
we have assumed m? > 0). Furthermore,

o]

Z i@lg D" =" (@lg:D) algl + 1) .

i=1

as follows from relation (6.33). Because the operators (&[gi])T&[gi] are positive
definite,* the expectation value of each term in the sum on the r.h.s. is bounded
from below by [m|(1|1)), and the whole sum is divergent. Hence, operator (6.31)
has an infinite expectation value in any state |¢)) # 0. Obviously, such an operator
cannot be accepted as the Hamiltonian of a physical system. Note that the infinity
appears because the sum in formula (6.32) involves an infinite number of terms. It is
a consequence of the fact that the field has an infinite number of degrees of freedom.

In view of the argument given above, it is clear that the term a[g; 1 (a[g; )" should be
removed from the Hamiltonian. This should not be done in an arbitrary way because
we could loose the correspondence with the classical theory from which we have
started, and we would also have to recalculate the Heisenberg evolution equations
(6.12) and (6.13), their solution (6.16) and so on. The best approach consists in
a ‘soft’ modification of the Hamiltonian, such that the new Hamiltonian gives the
same Heisenberg evolution equations as before. Such modifications exist. Using
commutation relation (6.33) we may write

o0

= Z(&[gi])fa[gi] + % ZCiL
i=1

The last term on the r.h.s. is infinite. However, we can simply drop it because it is
proportional to the identity operator and therefore it does not matter when computing
commutators. Thus, we postulate that the quantum Hamiltonian for the real scalar
field has the form

A = (@lg alg] = / Ik w(k)a’ (kak). (6.34)
i=1

The procedure applied above, that is the application of the commutation relation
with the term proportional to the identity operator omitted, in order to remove the
operators a (/c)aT (k), is called the normal ordering. In the normally ordered operator,
all operators a' (k) stand to the left of all operators a(k;) Such operators are denoted
by two colons, i.e. - H :. At this stage, one can also replace > ;| ¢; by a real number
2E). The resulting Hamiltonian differs from (6.34) only by the term E(/, which gives
only a trivial shift of the whole spectrum of the Hamiltonian. However, we shall see

4Operator Ais positive definite if its expectation value (d)lAW)) in an arbitrary state |¢)) # 0 is
positive.
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in Chap. 10, that in the case of the Fock realization, described below, postulates of
relativistic invariance imply that we have to put £y = 0.

The Fock realization is distinguished by the fact that the corresponding Hilbert
space H 4, called the Fock space and denoted by Hr, contains a normalized state

|0), called the vacuum state, such that for all I; eR?
a(k)|0) = 0. (6.35)

Condition (6.35) is equivalent to
a;10) =0 (6.36)

where i = 1,2, ..., with g; defined by formulas (6.22). In the realization (6.29)
condition (6.36) is equivalent to the following equations

d
& + d—&)fo(fi) =0,

which have the following normalized solution

1
fo&) = (m~* GXP(—Eﬁf)-

Therefore the vacuum state has the form
o0
10) =[] foc). (6.37)
i=1

Let us remind ourselves that on the r.h.s. of this formula, we have a formal product
of functions—it does not have any numerical value. On the other hand, the scalar
product (0]|0) has a definite numerical value—definition (6.30) gives

(010) = 1. (6.38)
Let us introduce the infinite ladder of states in the Fock space
10Y, &), . By Kn e K)o (6.39)

where

o 1 .- .- o
k1 ko .. ky) = ﬁaT(kl)a’ (k) ...a"(ky)|0). (6.40)

The scalar products of these states can be computed with the help of commutation
relations (6.17) and condition (6.35)—we do not have to use the concrete realization
in the space H . For example,
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(k1lk2) = (0la(ky)a’ (k)10) = (0la’ (k2)a(k:)10) + 6(k — k2)(0]0) = 6(ky — ka),

because a (761 )|0) = 0. A similar calculation with multiple uses of relations (6.17) gives

(k1 ka lgnllgﬁ 1:5/2 l;;) (6.41)
1 S o
- D Sk = k)O(ky — K, .. 0k — K,

" permutations

where (i1, i2, ..., i,) iS a permutation of the set (}, 2, s n). The sum is over all
such permutations. It arise§, bgcause tpe state |k k; ... k,) does not depend on the
ordgr of the wave vectors ki, k», ..., k,, as follows from the fact that the operators
a' (k) present in definition (6.40) commute with each other. Furthermore,

- -

(ki ky . EalK) K . E) =0 (6.42)

if n % m. By definition, the set of states (6.39) is a basis for the Fock space. Thus,
any state ) from H g can be written in the form

) =wo|0>+/d3k P (R)IK) + - (6.43)
+/d3k1...d3kn Uu(lr, Koy oo o) [ Ea oK) -

Here )y is a complex number, the probability amplitude for finding the vacuum state
|0) in |7)). By assumption, the functions v, (k1, . .., k,) are symmetric in ky, . . ., k,.
Note that this is not a restriction on the states |1)) from H . The point is that in any
case, only symmetric parts of these functions contribute to the r.h.s. of formula (6.43)
because |k ...k,) are symmetric in ki, ..., k,. The physical interpretation of the
functions v, is given below. Simple calculation in which we use (6.41), (6.42) yields
the following formula for the norm of the state |v))

Y11 = (W) = |wo|2+/d3k [ ()2 + - - (6.44)
+ /d3k1d3k2...d3kn W Bty Koy o )2 -

The Fock space H consists of all vectors |¢) of the form (6.43), such that the r.h.s.
of formula (6.44) is finite. From a physical viewpoint, vectors from Hr represent
states of the quantum field, in a complete analogy with states of a particle in quantum
mechanics. Using the Fock space we can construct a perfect quantum field model
which has a beautiful interpretation in terms of relativistic, non-interacting quantum
particles.
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At this point the construction of the quantum theory of the real scalar field is almost
finished. It remains only to introduce operators representing other basic observables
of the real scalar field, apart from the energy represented by Hamiltonian (6.34). We
find them by following the same steps as in the case of the Hamiltonian. Inserting
solution (6.16) into formula (6.6) for the total momentum of the field we obtain

] e .o
= / Lk K (&(k)a*(k) ta (k:)&(k)) :
Normal ordering gives the operator of the total momentum of the field
— / ErE atkak). (6.45)
There are six more observables for the scalar field which follow from Noether’s
theorem. They correspond to Lorentz transformations, which are also symmetries of
the classical model (6.1), similarly as the space and time translations led to the total

energy and momentum integrals of motion. In the classical model, such integrals of
motion have the form

M* = / d3x (T%x" — T xH), (6.46)

where T" = 0tp0”¢p —n*L are the components of the symmetric
energy-momentum tensor. Repeating the usual steps, that is: replacing ¢ and 7 by
the operators (;3 and 7, inserting solution (6.16), and applying the normal ordering,
we obtain six Hermitian operators

~ ] il
s :_%/M (k,aa (k)A(k) k,AT(k)aa(k)

(k k
a‘é( )&(k)+k“T(k)aa( )), (6.47)
. at (k - da(k ' K-
MO = /d3k: w(k) ( )&(k)— at iy 240 —’—/d3k —at(badk),
2 okr 2 w(k)
(6.48)
wherer,s =1, 2, 3, and M’ = —M*". The operators M’ represent the three com-

ponents of the total angular momentum of the field. The operators Mo give the
quantum counterpart of the initial position of the center-of-energy of the field. To see
this, notice that formula (6.46) in the case y = 0, v = r can be written in the form

M()r — /d3x erOO _ Prx().
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The position X = (X") of the center-of-energy of the field is defined as follows
/d3x x'T% = EX",

where E = [ d®x T% is the total energy of the field. Therefore
EX" = M" + P"x°.

This formula says that the center-of-energy moves in space with the constant veloc-
ity P /E along a straight line that passes through the point which has Cartesian
coordinates equal to M/ E.

In the quantum theory of the free real scalar field we have just constructed, one
can compute the spectrum of the Hamiltonian and of the total momentum. It turns
out that the elements of the basis (6.39) are eigenstates of the Hamiltonian, and of
the total momentum of the field. In order to prove this fact, it is convenient to use
the following formulas

[H,a" ()] =w®a k), [P, a'(F)]=ka'®), (6.49)

which are obtained directly from definitions (6.34), (6.45), and commutation rela-
tions (6.17). Let us compute H |k1 k2 ... kn). We insert formula (6.40) and commute
operator H with the operators a' (k) using (6.49) until it reaches the state 0). Each
such commutation yields a term proportional to w(k;). The last term, in which H
acts directly on |0), vanishes because

A

HI|0) =0, (6.50)

as follows from condition (6.36). Therefore

Ak Ky . Fy) =(Zw(7ci))|%1 Ey o Ey). 6.51)

i=l1

A similar calculation gives

-

n
POy =0, Pllkiky ... k) = | D K| ki Ka.. k). (6.52)
j=1

Because the states (6.39) form a basis in the Fock space, they form the complete set
of eigenstates of both H and P*. Of course, these operators commute with each other

A

(A, P'1=0, [P, PF=0. (6.53)
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Formulas (6.53) become obvious when we notice that
[a" (Rak). &' (K)aE)] = 0

for arbitrary k and k', as can be checked by direct calculation with the use of com-
mutation relations (6.17).

Formulas (6.51), (6.52) yield plenty of information about the properties of the
quantum model. First, the quantum field in the vacuum state |0) has zero energy and
momentum. In consequence, the operator

U®°, b) = exp(—ib*H + ib* P"), (6.54)

which represents translations in time x° - x4+ »% and space (X — X + I;), see
Chap. 10, leaves the vacuum state unchanged,

U®°, b)|0) = |0). (6.55)

The quantum field in the state |%> has total momentum equal to k and energy equal
to w(l%) = Vm? + k2. Moreover, the Schroedinger equation in the Fock space

Ol -

(h = 1), for the states of the form

= [ kv o
is reduced to the equation

) _

o m? + k2 1 (¢, ), (6.57)

which in turn coincides with the Schroedinger equation in the momentum represen-
tation for a free relativistic particle with rest mass equal to m. Therefore, the states
[1))1 can be regarded as quantum states of a relativistic particle with rest mass m. For
this reason they are called one-particle states, and they form the so called one-particle
sector of the Fock space. Note that this particle has positive energy. The problem of
states with negative energy, which is present in the relativistic quantum mechanics
of a single particle based on the Klein-Gordon equation, does not appear here.

The total momentum of the quantum field in the states |k1 kz ...k,) withn > 2
is equal to >, ki, and the total energy to > w(k;). Therefore these states, as
well as their ‘linear combinations’
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1t) :/d3k]d3k2...d3kn N TN S S N |

can be regarded as states of n noninteracting identical relativistic particles with
rest mass m. The particles are identical because the n-particle wave function in the
momentum re_presentanon ¢(k1, kz, ok, ) is symmetric with respect to permu-
tations of k 1, k2, . .., kn. They do notinteract with each other because the total energy
is equal to the sum of kinetic energies w(k ) of the particles—there is no interaction
energy. We see from formula (6.43) that the Fock space is decomposed into sectors
with fixed numbers of identical, relativistic, noninteracting particles. The fact that
the states of the field can be described in terms of quantum particles, is called the
particle interpretation of the quantum theory of the free real scalar field. Of course,
the Fock space also contains states which are linear combinations of states with var-
ious numbers of particles. Such states do not have any concrete number of particles,
one may only ask about the probability of finding a chosen number of particles.

The operators at (k) and a(k) are called (particle) creation and annihilation oper-
ators, respectively. Because

ATk Ky o) = kK B . Ky, (6.58)

the creation operator transforms a state from the n-particle sector into a state in the
sector with n 4 1 particles. The annihilation operator ‘moves’ states in the opposite
direction, namely

)k koK) = = [6(k1 —)ka ks oK) (6.59)

L0y — Rk By o B e 0By — B)[Ey Ko ...12,,,1>].

Formula (6.51) does not depend on the form of w(l_@:). Therefore it is valid also for
wk) =1, . - -
Nlki ky ... k) =nlki ky .. k),

where

N = / &k at(kyak). (6.60)

For the obvious reason, the operator N is called the particle number operator. It
commutes with the Hamiltonian and with the total momentum operator. Therefore the
translation operator U (@®, a), defined by formula (6.54), does not change the number
of particles. In particular, this number is constant in time because U (a°, @ = 0) is the
time evolution operator (whereas U (a® = 0, a) represents the space translation by
the vector a). This feature of the quantum field is related to the absence of interaction
between particles. In general, interactions in relativistic quantum field theories can
create or destroy particles.
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The operator U (b°, l;) can be used in order to shift the argument of the field
operator,
U='0°, b) o(x°, X) UD®, b) = d(x° +b°, X + b). (6.61)

Here qAS has the form (6.16), therefore this formula is equivalent to
U= 0, by a(k) U®°, b) = e~ " ®+k 4%y, (6.62)

Probably the easiest way to directly check formula (6.62) is to apply both sides of it
to each basis state (6.39) in the Fock space, next using formula (6.59) and the fact
that the basis states are eigenstates of Hand P'.

Let us note that the quantum field operator ¢(x), given by formula (6.16), should
not be regarded as an operator valued function of x € M. Rather, it is a generalized
function of x. This means that qAS(x) is not an operator in the Fock space for any fixed
x. A well-defined operator is obtained when we ‘smear’ the field with a test function
h(x) of the class S(R*)

dth = / d*x h(x) S, 6.63)

To illustrate this point, let us compute the norm of the state qAS[h]W). It should be
finite if this state belongs to H . The square of the norm is equal to

(W(BLA1)2 ()

(for simplicity we have assumed that the test function has real values). The operator
(¢[h])? can be split into four terms containing a'af, a'a, aa, aa', respectively.
Using commutation relations (6.17) we can transform the last term into the sum of
a term containing a'a and of the term

3La3 Lk
/ kd’k / d*xd*x’ h(RG)e™ = 50 — Kyl 1v)

202713/ wk)w (k)
3
— / L / d*xd*x" h(x)h(x")e* =),

22m)3w(k)

This expression is finite because the Fourier transform

/ d*x e_”“h(x)

of the test function 4 (x) is also of the class S(R*) (in the variable k € R*). On the
other hand, if we try to replace the test function by the Dirac delta, h(x) — 0(x — xp)

and qb[h] — ¢(x0) then we obtain the integral f m which is divergent. It

turns out that the remaining three types of terms (a'a’, a'a, aa) can also give finite
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contributions when % (x) is replaced by 6 (x — xg). This can be seen by expanding the
state |¢) as in (6.43) and using formulas (6.58), (6.59). Then it becomes clear that
there exist normalized states |¢)) € Hr such that the expression obtained in this way
is finite. We conclude that gg[h]hb) belongs to Hp at least for some |¢) € Hp, and
that g?)(x)h/} does not belong to H  for any x € M and any |1) # 0 from Hp. Thus,
gb(x) cannot be regarded as an operator in the Fock space,’ as opposed to the smeared
field operator qS[h] For this reason powers of d)(x) e.g. ¢2 (x), are meaningless, in
general. Such powers are present in formula (6.5), so it is not a surprise that the final
form (6.34) of the Hamiltonian is not equal to (6.5).

6.2 The Dirac Field

We know from Sect.5.4 that there exist two versions of the classical Dirac field:
with either complex or Grassmann values. Both are not satisfactory from a physical
viewpoint, and both can be used as a starting point for constructing the quantum
theory of that field. It turns out that the resulting quantum theory of the Dirac field does
not have any flaws. It can be regarded as one of the most remarkable achievements
of theoretical physics.

We choose the classical anticommuting Dirac field because then the way to the
quantum theory is shorter. The Lagrangian has the usual form (5.24) also for this
version of the classical Dirac field,

£ =3 (679, = "0) — i, (6.64)

where v = (¢®), E = (EQ), a =1, 2,3, 4, and we take the rﬂatrices ~" in the Dirac
representitlon (5.3). In matrix notation, v is a column, while ) is a row. Let us stress
thaty®, 1, are independent generating elements of a complex Grassmann algebra—

there is no relation of the form 1) = 1)74° (which holds for the complex Dirac field).
In this algebra we define conjugation®

W =580, W)* = (Y)apt’. (6.65)

This conjugation is antilinear, that is (c;¢ + cox)* = ¢]¢* + ¢5x*, where ¢; and
¢, are complex numbers, ¢} is the complex conjugate of ¢i, and ¢, x are arbitrary
elements of the Grassmann algebra. Moreover, (¢x)* = x*¢*. Lagrangian (6.64) is
‘real’ in the sense that £* = L, see Exercise 6.5.

SNevertheless, we will use the traditional term “field operator’ for (})(x).

SNotice the order: the conjugation is introduced in the algebra, hence it is secondary to it. It is not
correct to interpret (6.65) as constraints between the generating elements. Formulas (6.65) say that,
e.g., the element conjugate to ¥ is by definition equal to ¢ o) Ba» but not that 1) is equivalent

to l/)d(’y )‘va-
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The Euler-Lagrange equations have the general form

55, 95
spo(x) 51, (x) B

S=/d4x£.

i, —mip =0, i0,y" +mip = 0. (6.66)

where

In the present case we obtain

The conjugation (6.65) interchanges these equations.

We shall again apply the canonical quantization method. In the case of Grassmann
valued fields we postulate fundamental relations of the kind (6.4) with the commu-
tators replaced by anticommutators. It turns out that such a heuristic rule yields,
after a number of steps, a consistent quantum theory. Unfortunately, there are several
problems which were absent in the case of the scalar field. First, the usual definition
of canonical momenta leads to the presence of constraints. Namely,

I
“ 00

oL i
=—— =~ YO’ (6.67)
Doy 2

= —2 0500, T
2

The minus sign in the first formula appears because Jyy® is the second factor in

the product i1y°9y1). Relations (6.67) show that the canonical variables are not

independent. Such relations cannot be carried over to the quantum theory because

they contradict the canonical anticommutation relations. For example, the canonical

anticommutation relations

(O, 75(9)} = i030(F — D)L, {1 (®), ()} = 0.

are not compatible with the operator counterpart of the first constraint (6.67), which

is obtained just by replacing 7, and Ed by the operators 7, and Eﬁ’ respectively.
Inserting this constraint into the first canonical anticommutation relation and using
the second one we obtain the contradiction (0 = 7). Therefore, in the presence of the
constraints, the quantization has to be done in a more refined way. One possibility
is to use a generalization of the canonical formalism which applies to systems with
constraints and which was invented by Dirac, see, e.g., [6]. However, in the present
case one may apply an approach proposed by Faddeev and Jackiw [7]. It gives the
same result as the former approach but it is a bit simpler.
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The approach by Faddeev and Jackiw is based on the fact that the two actions

15}
S:/dt/d3x£,,
14
5] 6 —
S/:S+/dt/d3x f(w,w)’
ot
1

or, equivalently, the two Lagrangians

o WD

L, L
ot

give equivalent quantum theories, see Sect. 11.1 . Here f (¢, ) can be an arbitrary
differentiable function of 1) and ).
Let us write Lagrangian (6.64) in the form

£ =000 = 5060 + 5 (5700 = 00'6) = miBb. (668)

According to the remark above, we may abandon the second term on the r.h.s. of this
formula. The new Lagrangian has the form

L= iy 0 + 5 (9700 = 'Y — miy.

This Lagrangian gives the following canonical momentum conjugate to 1)

oL —
(%) = = —ith(t, ) (V) (6.69)
S A
(the minus sign is correct!).
Lagrangian £’ can be written in the form
L = opwr, — TS, (6.70)
where )
1 — . — . —
T = 5 (9076 =7/ ) + mips 6.71)

coincides with the density of the energy obtained from Noether’s theorem applied to
the Lagrangian £’

Now comes the crucial observation: formula (6.70) has the form of the relation
between Lagrangian and Hamiltonian, well-known from the canonical formalism
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in classical mechanics. This tells us that Eg(t, X) is not a configurational variable!
Instead, it is directly related to the canonical momentum conjugate to ¥, as shown
by formula (6.69). Now we guess that the right way to construct the quantum version
of the model is to postulate the following equal-time anticommutation relations

[ ®), 02 5)) = 0. {1t B, b5t )} =0, (6.72)
(W50, ). D, ) = (1)asd G — P, (6.73)

where 121” and E@ are Heisenberg picture operators corresponding to the classical

Grassmann fields ¢ and Eﬁ. The last anticommutation relation follows from the
canonical anticommutation relation’

{7, 3), 0°(t, )} = —i036(F — )1

The obvious candidate for the quantum Hamiltonian of the Dirac field is the operator
2 3. 70
H = / d’x T,

where TO0 has the form (6.71) with the classical fields 1, 1 replaced by the corre-
sponding operators. Thus,

A= ’5 / &Px (aiw@& - ww) +m / dx . (6.74)
Similarly as in the case of the scalar field, this Hamiltonian is understood merely
as a formal expression which hopefully gives correct commutators. It turns out that
indeed, it gives the correct commutators because it differs from the correct Hamil-
tonian by a multiple of the identity operator.

Let us repeat the steps which we know from our considerations of the scalar field.
We start from the Heisenberg evolution equations

D, (1, %)
ot

ot %)

S =il D), —i[A. (. D). (6.75)

The commutators present in these equations can be reduced to the basic anticommu-
tators (6.72), (6.73) with the help of the identity

[AB, C] = A{B, C} — {A, C}B. (6.76)

7The canonical commutation relation (6.4) can be written in the form [7 (¢, ¥), &(t, W] =—id(xX —
¥)1. We replace [,] by {,} precisely in this version.
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Multiplication of (6.75) by i7°, and computation of the commutators gives the Dirac

equations for the operators 1/3“ and Eﬁ,
iN'8,1b — mip = 0, 6.77)
i9,07" + mi = 0. (6.78)
The general solution of (6.77) has the form

d*p

vt x) = (2m)3/2

> [P @a B T 1O (pad (e ]
s=%+1/2
(6.79)

where

w(p)=+/m>+p2,

and Ezf (p ) are certain operators.

For each fixed wave vector p € R?, the four bispinors vE(p) form a basis for the
space of bispinors. The components of them are complex numbers, not Grassmann
elements. By definition, the basis bispinors obey the following algebraic equations

(Fw(P)V’ =+ P ) v (p) =mvP (B),

which are equivalent to eigenequation for a matrix Hamiltonian Hp (p ) of the Dirac
particle with the fixed momentum p,

Hp(p )P (p) = 2w(p )w® (p),

where

Hp(p) = (’"”" Pa )

]_5 o —maoy

in the Dirac representation (5.3). In order to specify the basis bispinors uniquely
(up to a normalization) we also demand that

23 (P (p) = s v (p),

where s = £1/2, and the matrix X*(p) is the operator of the third component of
spin in the relativistic quantum mechanics of the Dirac particle. Its form depends
on the momentum p of the particle. Formula for all three components of the spin
operator reads

i__ Do ; k
Ei(ﬁ)z 1 (mO','—I-pI#‘Zﬁ) L€k P O] ),

2w(p) —ieupto,  mo; + p' ml;c(r,;)
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where pc = p/o;, and i, j, k,I =1,2,3. The matrices £'(p) commute with
Hp(p), and [Z/(p), 2F(p)] = ie;u = (p ). The matrices Hp(p), 3(p ) form
the complete set of commuting Hermitian matrices for the particle.

The basis bispinors obey the following orthogonality and normalization conditions

WP VS (P) = 8y50ces (6.80)

where the indices € and ¢ have the values + and —. Here v" = (v*)7, * denotes
complex conjugation, 7 denotes matrix transposition.

Equation (6.78) can be transformed into (6.77) by Hermitian conjugation and
multiplication by 7°. Therefore, the general solution of (6.78) can be expressed by
the general solution (6.79), namely

V(. %) = 0. ). (6.81)

Here © denotes the Hermitian conjugation of the field operator in a certain Hilbert
space, yet to be defined. Note that due to the Dirac equations (6.77), (6.78), the two

initially independent Dirac fields 1ﬁ(x) and 1 (x) have become related by formula
(6.81). In a field theoretical jargon one says that these fields are independent ‘off-
shell’, and equivalent to each other ‘on-shell’.

Using the inverse Fourier transform and relations (6.80) we express the operators
a® (p) by the Dirac field

a® (p) = e (WP (p)H)” / dBx e P01 ). (6.82)

(2m)3/2

Because of (6.72), (6.73), these operators obey the following algebraic relations

a9 p),al"(pHy =0, a9 p), @ (PN = 0wded(p—pHI,  (6.83)

where again €, ¢ = +, —. The relation involving two operators @' is obtained from
the first of relations (6.83) by Hermitian conjugation.

Similarly as in the case of the scalar field, we would like to see Hilbert space
realizations of the operators a'“. The construction of such realizations is analogous
to the one presented in the previous section. We take an orthonormal and complete
set of functions A; (p, €, s) of the continuous variable p and of discrete variables e, s,

Z /d3p hi(ﬁa €, S)h](l_))9 €, S) = (Sijv (684)

e=+,5=+1/2

Zh:k(ﬁ» €, S)hl(ﬁ /1 6/7 S/) = 6ss’6ee’6(ﬁ - ﬁ /)'

i=1
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and define
b= [ErhGend G il =3 [dphiGe 0@ @),
’ ’ (6.85)
wherei = 1, 2, .... The inverse formulas have the form
o0 o0
a9 (p) =D hi(p.e. )i, @EN =D hi(p.e.9)a;. (6.86)
i=1 i=1

Itis clear that it suffices to find realizations of the operators a; and Ez: . These operators
obey the following anticommutation relations obtained from (6.83)
(@i, a}) = ;1. (6.87)
(@, a;) =0, {a/.aj}=0.

We again consider an infinite dimensional linear space H* spanned by formal,
infinite products of functions

a(x1)g(x2) ...,
but in the present case, the functions g; (x;) are the first order polynomials in x;,
gi(x;) = cix; + dj,

where x; are Grassmann elements which anticommute with each other, and ¢;, d; are
complex numbers. Thus, xi2 = 0, and x;x; = —x;x;. Let us introduce operators [y,

and ﬁ:‘c acting in the two-dimensional complex space of the first order polynomials
c1x + ¢, where x is a Grassmann element:

Beerx + ) = ci, @;(Clx + ) = X,

Equivalently, we may write that

where the dot means that the operator acts as multiplication by x. For example,
x(c1x + ¢2) = cax because x* = 0. The operators 3, and 3! obey the following
anticommutation relation

B, 81y = 1.

In the basis formed by the two monomials, namely x and 1, these operators are
represented by the matrices
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A 00\ »~ (01
@**(10)’@“*(00)'

The operators g; and &j have the following realization in the space H*:

~

ai = By, al =B, (6.88)

Note that B;(cx) = 0. In consequence, there exist normalizable states |1)) in H*>
such that &; |¢p) = 0. Such states do not exist in the Fock space of the scalar field.

The space H™ is very large. Our operators can be realized in its subspace 'H
spanned by formal products which differ only by a finite number of factors. We
assume that in all these basis formal products, for sufficiently large i we have by
assumption g; (x;) = goo(X;), Where goo(x) is a fixed first order polynomial, the same
for all elements of . Similarly as in the case of scalar field, we will not discuss here
other possibilities. We also assume that

(9oolgoo) = 1.

The scalar product in such space is defined as follows
(919219195 ) = [ [(@ilgp- (6.89)
i=1

where for g; = ¢;x; +d; and g = cjx; + d!
(9ilg;) = cjc; +d}d;.

Strictly speaking, the linear space H with the scalar product introduced above should
be called the pre-Hilbert space. To obtain the Hilbert space, we have to complete it
with respect to the norm given by the scalar product using a standard mathematical
procedure.

In the second step towards the quantum theory of the Dirac field we construct
basic observables. They are represented by operators in H. The obvious candidate

for the quantum Hamiltonian has the form (6.74) with 1[) and v given by formulas
(6.79), (6.81). Because these fields obey the Dirac equations (6.77), (6.78) we may
write the Hamiltonian in the form

A= [ dx (a0 -04'0).

A= / d*p w(p) (@ pE)Ta (p) — @2 pNTa (), (6.90)



6.2 The Dirac Field 139

where in the last step we have used formula (6.79). Notice that Hamiltonian (6.90)

is already normally ordered. This is due to the fact that in formula (6.74) the field ¥
always stands to the left of the field 1[) At this point we could repeat the construction
of the Fock space as in the previous Section. The vacuum state |0) would be defined
by the conditions

a® (p)10) =0,

and the complete set of basis states would be generated from it by the operators
(@®(p))" as in formula (6.40). However, considerations analogous to the ones pre-
sented at the end of previous Section show that the contribution to the eigenvalues of
the Hamiltonian, associated with the operator (&§’) ( 13))1', is equal to —w(p), hence it
is negative. Therefore Hamiltonian (6.90) cannot be accepted because its eigenvalues
extend from —oo to 4+00. Such systems have not been found in nature, hence the
quantum Dirac field with Hamiltonian (6.90) is unphysical.

There exists a slight modification of Hamiltonian (6.90) which solves this problem.
Using the anticommutation relation (6.83), and dropping the term proportional to the
identity operator / we obtain the following operator

Hp= > / Ip @) (@PEn'aPp) +a (p@aen'), o ©9n

s=+1/2

It has non-negative expectation values because

W@ p) a Py = 11a (Pl

and

@1a> (p)@> () 1) = 1G5 ()T 1)I1* > 0.

Here || - || denotes the norm defined by the scalar product. Notice that the argument
presented in previous section, that one should avoid operators of the form aa’, is
based on commutation relation (6.33)—it does not work here. Moreover, H p and H
give the same Heisenberg evolution equations because they differ only by a multiple
of the identity operator. Therefore, Hpisa good candidate for the Hamiltonian of
the quantum Dirac field, provided that we can find a Hilbert space in which this
Hamiltonian has finite eigenvalues. It turns out that such a Hilbert space exists, as
shown below.

Let us define the Dirac vacuum state |0) p. By definition, it is a normalized state
that obeys the following conditions

aP(p)l0)p = 0. @ (5)'10)p =0 (6.92)
for all s = 4-1/2 and for all p € R3. Such a state can be found in the space H*,

because this space contains vectors such that &j |1p) = 0, as pointed out below formula
(6.88). It is clear that
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Hpl0)p = 0. (6.93)

The Dirac vacuum state is sometimes called the Dirac sea. The reason is that one
may heuristically write

op== I [T@@n"] 0.

s=%1/2 peR>

Then, the second condition (6.92) is satisfied because relations (6.83) imply that
the square of each operator (a4~ (p))" vanishes. In view of this “formula” the Dirac
vacuum may be regarded as the state in which all negative energy states are occupied,
hence the sea of negative energy particles. Because the infinite product over p € R*
is not defined, that “formula” cannot serve as the definition of the Dirac vacuum.

The basis states in the Fock space of the quantum Dirac field, analogous to the
ones given by formulas (6.39), (6.40) for the quantum scalar field, are defined as
follows

[(H)Pis1, P2sa, -, PusSms (=)@ir, Gara, ., GNTN) (6.94)

1 o
= rmin (Z4) - A5 )@ Bu))' - @7 (1) 10},

wherer;,s; =£1/2and M, N =0, 1,2, .... Itis understood that M = Oor N = 0
means that operators (&(” ( [5 N or &(’)( q:), respectively, are absent. The reason

for using at ( ¢) and not a( )(q) is that the states (6.94) are eigenstates of the
operator of the total momentum of the quantum Dirac field, with eigenvalues equal
to the sum of the wave vectors p, and g;, as discussed below. For a similar reason, we
take as the spin indices —r; instead of 7; because then the states are eigenstates of an
operator of the total spin with corresponding eigenvalues equal to Zr]:;o ry, + Z;Aio Sj.
It turns out that the states (6.94) are the eigenstates of the Hamiltonian,

ﬁD'(_’_)ﬁlsl? --~15MSM; (_)alrls "'aéNrN)

N M
D w@) 4+ D w(B) | I Bist. . Pusui (S)garts - Gnrw),

(6.95)

where w(l;) =vVm?+ k2. The derivation of this formula is essentially identical as
in the case of the quantum scalar field, formula (6.51). Instead of the first formula
(6.49) we now have

[Ap, @ (p)'1=w(@p @), [Hp, a2 (@) = w(@a > @).  (6.96)
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The commutators on the r.h.s.’s of formulas (6.96) have been calculated with the help
of identity (6.76). We have also used the basic anticommutation relations (6.83).

It turns out that the states (6.94) are also eigenstates of the total momentum of the
Dirac field. Starting from Noether’s theorem applied to the spatial translations, and
using formulas (6.79), (6.81) we obtain the following operator

Pr=>" / &p p'[@Pp)'aP (p) + @7 (pn'al (p],

s=+1/2

where i = 1, 2, 3. Next, we apply the same modification as we did for the Hamil-
tonian: we anticommute the operators in the second term and drop the generated term
proportional to the identity operator. Furthermore, in the second term on the r.h.s.
we change the integration variable p — — p and the summation index s — —s. The
resulting operator has the form

Ph= 2, / dp p (@G () +aS paS =py) . 697

s=£1/2

It is adopted as the operator of the total momentum of the quantum Dirac field.
Calculations similar to the case of the Hamiltonian show that

ﬁ£|(+)ﬁlsl,--~,ﬁMSM; (5)gir1, ... gnrN) =

N M
=D gk + D pF | I Bist. - usus (Ddir. ... Gry). (6.98)
n=1 j=1

Notice that the vectors g, enter the eigenvalues of [A’]; with a plus sign, precisely
because we have — p in the second term in formula (6.97).

We have seen that the sectors ‘4’ and ‘—’ give identical contributions to the
eigenvalues of the observables H p and }3[")’. In fact, this is also true for the remaining
six observables M v Telated to Poincaré symmetry.® However, these two sectors do
differ when we take into account the internal U (1) symmetry of the Lagrangians £
or £'. This global symmetry group acts on the classical Grassmannian fields v and
1 as follows

P (x) = e P(x), P(x)=eP(x).

81t turns out that eigenstates of M v are not given by the basis states (6.94), but by certain integrals
over the wave vectors p, ¢ and linear combinations over the indices s;, r;. Nevertheless, the sectors
‘4’, ‘=’ give identical contributions to the eigenvectors and to the corresponding eigenvalues.
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The corresponding total conserved charge has the form
0= [dxin.

where e is a constant. This expression suggests that in the quantum theory, charge is
represented by the following operator

Q:e/d%ﬁﬁize/d%ﬁajwaj)

ey / ’p (@ p)Ta(p) + @7 (pnTal7 (p)) .

One can easily check that this operator commutes with Hp, hence its eigenvalues and
expectation values are constant in time. Nevertheless, this operator is not satisfactory
because it has an infinite expectation value in the Dirac vacuum |0) p. Therefore, we
perform the by now standard manipulation, consisting in anticommuting the two
operators (@' (p))?, a{”)(p) and dropping the term proportional to the identity
operator (such an operation does not have an effect on commutation relations with
any other operators). In this way we obtain the correct total U (1) charge operator

Op=e X [ @ (@PE) A B -0 HET ) 69

In the second term on the r.h.s. we have changed the summation index s — —s and
the integration variable p — — p in order to have the same operators as in formula
(6.94). The operator QD has a form analogous to those of the Hamiltonian and the
total momentum operators. It is clear that the basis states (6.94) are its eigenstates
with the eigenvalues equal to

O =e(M—N). (6.100)

Thus, the ‘—’ and ‘+” states have U (1) charges of the opposite sign.

The Fock space of the quantum Dirac field is spanned by the basis states (6.94).
States from this space have all the properties of quantum states of non-interacting
particles of rest mass m and spin 1/2. Moreover, there are two species of the particles
which differ by the value of their U (1) charge, which can be equal to +e or —e. One
of the species is called the particle, the other one its antiparticle.” Thus, the operators

as(p) = a M (p), al(p) =@ (p)’ (6.101)

9Let us note that strictly speaking it is not correct to identify them with the real world electron and
positron. Such identification would be correct if we could switch off the electromagnetic, weak and
gravitational interactions. Nevertheless, the electrons and positrons can approximately be described
by the above constructed quantum theory when the interactions are negligibly small.
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are the particle annihilation and creation operators, while
dy(p) = @5 (=pn', d(p) =a)(=p) (6.102)

are the antiparticle annihilation and creation operators, respectively. The field oper-
ator (6.79) can now be written in the form

b X _d3p SNA 2N i (pX—w - >\ Gt 2 i (wr—px
v, %) =/ (2m)32 Z |:U§+)(p)as(p)e (pr—wn) v(_s)(—p)dlj (p)e'“@i=r )].
s=£1/2
(6.103)

It has the following commutation relation with the total charge operator Ob

[Op, (1, %)) = —e Y(t, X). (6.104)

Using this relation, one can easily prove that the state QZJW)) has a total U (1) charge
which is by e smaller than the U (1) charge of the state |¢).

Multiparticle wave functions in the momentum representation are defined by
expanding a general state vector from the Fock space into the basis vectors (6.94).
For example, states describing two particles and two antiparticles have the form

)2 = ZZ/d3P1d3P2d36]1d3612 ¢ (Pisi, Pasa; qirt, Gara)

S1,82 11,12

|(+) pis1, Pas2; (—)Giri, gara).

Because the operators @'~ (or (@™)") in the definition (6.94) anticommute, we
may assume without loss of generality that the wave function is antisymmetric with
respect to the arguments g7y and g7, (or pis; and ps;).

On the other hand, the behavior of the wave function under an interchange of
whole groups of variables, for example

(@171, G2r2) <> (D151, P252),

is not fixed. Such operations are related to the so called charge conjugation, which
is represented by the transformation

() < @@, @5t e a?@). (6.105)

It commutes with the Hamiltonian H), hence it is a symmetry of the quantum the-
ory. Formula (6.105) determines the transformation of the basis states (6.94). The
corresponding transformations of general states are defined by writing the states as
linear combinations of the basis states. In general, the charge conjugation symmetry
does not imply any particular symmetry of a concrete wave function.
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Finally, let us have a look at the single particle and antiparticle sectors in the Fock
space. The pertinent state vectors have the form

1B =>" / & poP (ps)|(£) ps), (6.106)

where ¢§i) (ps) is the single particle (antiparticle) wave function in the momentum
representation. The index s describes the spin degrees of freedom of the particle.
Time evolution of a single state is governed by the Schroedinger equation

1016 = Hplop®) ™. (6.107)

Using formulas (6.91), (6.105), and anticommutation relation (6.83), we obtain the
Schroedinger equation for the single particle or antiparticle wave functions

10,677 (1, ps) = w(p)ey” (¢, ps). (6.108)

Thus both particle and antiparticle have positive energies equal to w(p). The problem
of unbounded from below, negative energies of the Dirac particle, present in rela-
tivistic quantum mechanics, is absent here. One may say, that in a sense the negative
energy states have been transformed into positive energy states of the antiparticle.

6.3 The Electromagnetic Field

The following construction of the quantum theory of the free electromagnetic field is
based on the results of Sects. 1.2 and 4.1. It is very similar to the quantum theory of
the real scalar field presented in Sect. 6.1. Therefore we shall discuss only the main
points.

We consider the free electromagnetic field without any external sources. Its
Lagrangian has the form

1
L= Eub", (6.109)

where F,, = d,A, — 0,A,. Moreover, we use the Coulomb gauge condition, that
is
Ag=0, VA=0. (6.110)

These conditions eliminate spurious degrees of freedom which do not contribute to
the physically relevant quantities, like the electric or magnetic fields. On the other
hand, they are not Lorentz invariant. It is important to realize that this fact does
not necessarily destroy the Lorentz invariance of the theory of the electromagnetic
field. This is because the gauge conditions do not influence the physical degrees of
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freedom. In fact, it turns out that the Lorentz invariance is not broken, but it is no
longer explicit. We shall not discuss this rather complicated issue here.

The condition VA = 0 can be explicitly solved. Let us write A in the form of the
Fourier transform

3

N 1 L= o s

At, %) = G 2 /d3k e (k)an (t, k)e'™, (6.111)
a=1

where EQ(I?:) are fixed real vectors, called polarization vectors. They are normalized
as follows _ R
ea(k)es(k) = dap. (6.112)

We assume that Z: # 0, and we take

(6.113)

We shall see that photons with k—0 give a vanishing contribution to the total
energy and momentum of the electromagnetic field. For this reason the assumption
that & # 0, or equivalently that a, (¢, k = 0) = 0, is consistent with the physics of
the electromagnetic field. We also assume that

e, (—k) = &, (k) for a=1,2. (6.114)

The complex number a, (¢, l::) is called the amplitude of the mode (l;, «) of the
electromagnetic field. The fact that A is real is equivalent to the conditions

a*(t,—k) = aq (1. k) (6.115)

fora = 1,2, and a3 (¢, —7@) = —as(t, %), where * denotes the complex conjugation.
From VA = 0 we obtain the condition

ke, (k)aq(t, k) =0 (6.116)

This condition is automatically satisfied'? for k= 0, and it implies, for i # 0, that
as(t, k) = 0. 6.117)

Thus, the space of vector potentials A that is compatible with the Coulomb gauge

condition is parameterized by the Fourier amplitudes a; » (¢, k) which obey conditions
(6.115).

10We assume that the vector potential A vanishes at the spatial infinity sufficiently quickly to ensure
finiteness of the integral fd3x A(z X). Then e, (k)aa (z, k) is finite at & = 0.
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Let us express the Lagrange function L, defined as

= /d3x£,

by the Fourier amplitudes introduced above. Because Ag(t, X) = 0, the Lagrangian
has the form

[T | ‘
L= anA’aoA’ — ZF,-L,F”“. (6.118)

Inserting here formula (6.111) and using conditions (6.112), (6.115) we obtain'!

ZZ/d k i, ka1, k) — B2al (1, B)dl (1, k)] (6.119)

a=1 i=1
Here we have split a,, (z, l:;) into real and imaginary parts
ao(t, k) = al(t, k) +id>(t, k).
Conditions (6.115) imply that the Fourier amplitudes are not independent,
alt. k) =al @, —k)., a2t k) =—d> @, —k). (6.120)

In order to write the Lagrangian in terms of independent Fourier amplitudes, let us
restrict the wave vectors k = (k', k2, k%) to W, where W is the subset of R3 such
that k3 > 0. Thus, as the independent dynamical variables, traditionally called the
modes of the electromagnetic field, we take a1 2(t, k) where k € W and o = 1,2.
Strictly speaking, we still have some double counting of the modes with k* = 0,
but these modes actually do not contribute to L because the plane k* = 0 has zero
volume in R3.

The Lagrange function written in terms of the independent Fourier amplitudes
has the from

L= ZZ/CM [ag(z, k)al (6, k) — K2al (1, b)d' (¢, /?;)] . (6.121)

a=1 i=1 W

The canonical momenta associated with afl (t, k), where k € W, are given by the
functional derivatives

- oL PR
W;y(tv k)= ————= Za;(t, k).
oat (t, k)

«

et us remember that we use the convention that the arrow denotes vectors with upper indices.
Thus, A = (A)) and Fy = —0; A* + 0, A
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The classical Hamiltonian corresponding to L has the form

2 2
1 - - - . - . -
H=>> [d% [Zw?(t, k)T (t, k) + K*al (t, k)d' (¢, k:)} . (6.122)

a=l1 i=1 w

This form of the theory of the classical electromagnetic field is a convenient starting
point for constructing the corresponding quantum model. The questions of Hilbert
space, the choice of realization of operators, etc., are settled in full analogy with
the case of the real scalar field. Therefore we shall omit detailed discussion of these
points.

We postulate the equal-time canonical commutation relations

(706 B, @ | = —idas080k = DL [706 B, 7@, B)] =0,
[&é(h B, alt, 74)] =0, (6.123)

where £ € W, and the quantum Hamiltonian (to be changed into the normal ordered
one later on)

A~

H =

v

2 2
1 - .
Z/d% [Zﬁg(t, kYR, k) + K2 @ (e, k)al (r, k)} :
=1 i= w

1i=1

By assumption, the operators @', and 7" are Hermitian. The Heisenberg evolution
equations have the form

.o 1 - . - U
a1 k) = SAL @R, 7k = —2k2 4l (1, k). (6.124)
Thus, the operators &fl obey the following equation
ai(r, k) = =kl (1, k). (6.125)

Its general Hermitian solution has the form

.o 1 LT A o LT A o
A e AT AGI R (6.126)
2|k|

The factor 1/ 2|%| has been introduced for later convenience. Let us introduce the
following operators

ao(k) = d\ (k) +id2(k), alk) = @ (k)" —i@ &),
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do(=k) = dL (k) —id2(k), al(—k) = @d\(R)" + i@ R,
where k& € W. The canonical commutation relations (6.123) are equivalent to
A m A o 1 s> > e D Ai o
[(d, (k)" d}(K)] = —§5ij5aﬂ5(k — K, [, (k),d3(k)] =0,

where k € W. Simple calculation gives
[0 (R), a(KN] = 8apd(k — k), [aa(F), ag(kK)] =0 (6.127)

forall k € R®. These commutators are essentially the same as in the case of the scalar
field, except for the index «. The field operator can now be written in the form

2 Bk

ER/ V2003

where h.c. stands for the Hermitian conjugation of the preceding term.
The Hamiltonian expressed by the operators a,, and &I, has the form

A7) = 2. [e—i'%‘fﬂ"?*"au(/%) + h.c.] , (6.128)

Z/d3k |l<:| fz'&a+aaa )

At this point we can recognize the same mathematical structures as in the case of
the real scalar field. Therefore we repeat the steps from there. The Hamiltonian is
changed to the normally ordered one,

2
A= Z/d% k| al (B)ao (k). (6.129)

and the Hilbert space is spanned by the basis states
10), |ka) = al(k)[0), ... . (6.130)
The vacuum state |0) is defined by the condition
a4, (F)|0) = 0 (6.131)
for all 12 € R? and a = 1, 2. We see that the states of this quantum field can be
regarded as states of particles, called photons, with the two polarizations correspond-

ing to & = 1, 2. These polarizations are called transverse because the corresponding
polarization vectors ea(k) are perpendicular to k. The single particle basis state |ka)
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is an eigenstate of the Hamiltonian (6.129), with energy equal to Ilz| which coin-
cides with the energy of a free relativistic particle with vanishing rest mass. Thus,
photons are massless. They do not interact with each other, because all multiparticle
eigenstates of the Hamiltonian have eigenvalues equal to the sum of the energies
of the participating photons. The single photon wave function in the momentum
representation ¢! (¢, k) obeys the Schroedinger equation

1084, F) = K| 6}t B,
which follows from the general Schroedinger equation

i010) = H|9),

if we restrict |¢) to the single photon sector, where
2
0= [ @r oy ko).
a=1

The operators &3(%) commute with each other. Therefore the n-photon basis

states |kjay, krao, ..., kya,), as well as the corresponding n-photon wave func-
tion ¢, (kLal, kyao, ..., kyay), 1s symmetric with respect to permutations of the

variables k;c;, kjcj. Thus, the free photons are massless bosons.

Exercises

6.1 We have shown in the text that relations (6.17) follow from the canonical com-
mutation relations (6.20). Prove also that the converse is true: (6.20) follows from
(6.17).

6.2 Show that Hamiltonian (6.5) can be written in the form (6.31) if (;; is given by
solution (6.16).

Hints: 1. Obtain é(}) and 7(X) in the Schroedinger picture by putting ¢ = 0 in the
pertinent formulas in the Heisenberg picture.

2. Use the integrals

/d3x DT — (238 £ K, /d3k Kak)a(—k) = 0.

6.3 Prove that the operators
A B
Lk = zekrsM 37
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where M"* are given by formula (6.47), obey the commutation relations

[LF, L] =iep,L?,
characteristic for quantum angular momentum.

6.4 Find the wave functional Wy[¢] for the vacuum state |0) € Hp of the free real
scalar field.

Hints: 1. Use formula (6.19) with t = 0 and (6.7) in order to find the Schroedinger
representation of the operators a(k ).

2. Find a Gaussian type functional that obeys the equation a(k‘ YWol¢] = 0, where
ke R3.

6.5 Check that Lagrangian (6.64) and the current j* = t)y"1) are real, that is that
L* = Land (j*)* = j*.
Hint: Matrices y* in the Dirac representation have the following property

P =70

6.6 Using relation (6.104) prove that the state zﬁ|¢) has total U(1) charge equal to
Q — e if the state |¢) has charge Q.

6.7 The canonical momentum conjugate to A’ is given by the following formula
7 = O0L/O(OyA") = OyA’, where L is given by (6.118). Using (6.128) obtain the
equal time commutation relation

~. A . . 68
[A'(t,x), m;(t, ] =i (51'_;' A )6(x - ).

Check that the non-canonical form of the r.h.s. is consistent with the Coulomb gauge
condition.

Hint: Use the Fourier representation of the Dirac delta. For example, A~ (X —y) =
—@m)7 [ &k K72 exp(ik(E — 7).



Chapter 7
Perturbative Expansion in the qbﬁ Model

Abstract Problems with an exact construction of the quantum ¢} model. The inter-
action picture. The Gell-Mann—Low formula for Greeen’s functions. The generat-
ing functional for Green’s functions. The exponential Wick formula. The Feynman
free propagator. Regularized Feynman diagrams in four-momentum space. Normal
ordered interactions. Cancelation of vacuum bubbles.

We have seen three examples of quantum fields. On the one hand they are extremely
important because they show the main features of quantum fields, for example, the
appearance of quantum particles. On the other hand, we have obtained only noninter-
acting particles, and this fact obviously reduces the relevance of the discussed fields
for a description of physical phenomena. It is necessary to find quantum field theories
(in the literature, rather modestly called ‘models’) which give interacting particles.
Unfortunately, it turns out that this is not an easy task. The level of completeness of
the analysis of the quantum fields presented in the previous chapter remains as yet an
unreachable ideal in the case of models with interactions. Generally speaking, one
is forced either to consider very special models, often of little physical relevance, or
to resort to a perturbative expansion. This latter possibility is widely used in most
applications of quantum field theory. It is neither simple nor satisfactory from a the-
oretical viewpoint: it leads to rather cuambersome calculations, and the perturbative
series has rather bad convergence properties. Nevertheless, the perturbative approach
is a very popular and important tool with many spectacular applications in particle
physics and statistical mechanics.

In this chapter we present a derivation of the standard perturbative expansion in
powers of interaction. On the basis of a set of assumptions we shall obtain concrete,
sensible, approximate formulas for Green’s functions. The rules for constructing such
perturbative formulas are quite precise. The main ideas of the perturbative expansion
are presented here in the example of the ¢j model, that is a real scalar field ¢ in the
four-dimensional space-time with a self interaction term of the form ¢*. We have
chosen this relatively simple model in order to get rid of “kinematical” complications
which appear when there are several fields or several coupling constants.

© Springer International Publishing AG 2017 151
H. Arodz and L. Hadasz, Lectures on Classical and Quantum Theory of Fields,
Graduate Texts in Physics, DOI 10.1007/978-3-319-55619-2_7



152 7 Perturbative Expansion in the qﬁﬁ Model

7.1 The Gell-Mann-Low Formula

We consider a relatively simple model, which, on the classical level is defined by the
Lagrangian
Ao

a ot (7.1)

1 m m % 2
L=30,00"6 -0
Here m% and )¢ are finite, positive constants. In principle, they can be determined
experimentally, by measuring certain physical quantities which are calculable in the
model and therefore depend on these constants.
Let us first try the same steps as in the case of the free fields. The energy corre-
sponding to (7.1) is given by the formula

1 1 m? Ao
E = /d3x (58()(;5 Do + 58,-¢ b + 7%52 + Z¢4) ) (7.2)

The canonical momentum conjugate to ¢ is defined, as always, as

(t, %) oc (7.3)
T, X)) = ———_. .
¢ o(t, X)
In the present case it is equal to
7(t, X) = Opp(t, X). (7.4)

With the same motivation as for the free real scalar field (Sect. 6.1), we introduce the
Hermitian operators ¢(¢, X) and 7 (¢, X) in the Heisenberg picture, and postulate the
equal-time canonical commutation relations

0.9, 70, 9)] = 15 - )1,
669,60, 5) ] =0 = [7. 5. 7. ], (7.5)
as well as the quantum Hamiltonian
2
A= /d3x Bﬁz(t, ¥+ %a,é(t, $)0:p(t, %) + %aﬁ(n X+ %qﬁ“(n ;)] .
' (7.6)

The Heisenberg evolution equation’

8,0() =i [H @(z)] (1.7)

'We assume here that the considered operators do not depend on time in the Schroedinger picture.
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gives
,0(t, %) = i[H, d(t, )], 8,71, %) =ilH, 7, X)) (7.8)

Because the Hamiltonian is constant in time, the time ¢ on the r.h.s. of formula (7.6)
can be chosen arbitrarily. Therefore, we can compute the commutators on the r.h.s.
of (7.8) using the equal time commutators (7.5). We obtain

Orp(t, ) = 7(1, %),

and N
O (1, %) = Ad(t, ¥) — mdd(t, ) — 3—?a33<t, )

where A denotes the three-dimensional Laplacian. It follows from these equations
that the operator ¢(¢, X) obeys the equation

(0 — A+ md)d@t, %) + %a}%t, X) =0. (7.9)

Notice that this equation has the same form as the classical equation (3.25), except
that instead of the classical field ¢(z, X) there is the field operator gg(t, X).

We have seen in Sect. 6.1 that in the case of the free scalar field it was necessary
to replace the ‘naive’ Hamiltonian (6.5) by the correct one (6.34). Nevertheless,
Hamiltonian (6.5) gave the correct evolution equation (6.14). One should expect that
also in the present case the ‘naive’ Hamiltonian (7.6), as well as evolution equation
(7.9), do not have a mathematical meaning. The reason is that they involve products
of the type

~ ~

(b(xl) o (b(xn)'xl:...:x,,ZXa

Whgre n = 2,3, 4. Here we have used the four-dimensional notation x; = (t;, X;).
If ¢(x) is a generalized function of x, as suggested by the example of the free
quantum scalar field, such products are not defined in general. Yet another difficulty
is the nonlinearity of (7.9)—because of it, we would not be able to find its general
solution, even if we managed to define the q£3 (x) term.

Because we do not know how to define and solve the Heisenberg evolution equa-
tion (7.9), we may try to use the interaction picture in which time evolution is split
between states and operators in such a way that the operators evolve as in the free
field model. Let us quote the main formulas—their derivations can be found in text-
books on quantum mechanics. The Hamiltonian H does not depend on time, hence
it has the same form in both the Schroedinger and Heisenberg pictures. Let us split it
into the free part Hys and the interaction part Vs, both taken here in the Schroedinger
picture marked by the subscript S:

H = ﬁos-i— ‘7s,
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where

~ 1 A A A
s = 5 [ &5 [+ 0.5006G) + mid )] Vs = o [ i,

Similarly as in the case of free fields, the question of the powers of the field operator
will be addressed later. In general, these operators separately depend on time in the
Heisenberg picture, while H= Ho(t) +V (t) is constant. For brevity, the Heisenberg
picture is denoted just by the presence of the time argument.
Time evolution of states in the interaction picture is given by the unitary operator
Ui(t, 1),
[t)r = U;(t, to)lto)1,

where . . .
U, (1, ty) = ' Host g=HH(1=10) g=iHosto (7.10)

Operator o s from the Schroedinger picture is represented in the interaction picture
by the operator
O, (t) = e'Host Oge=iHost | (7.11)
and in the Heisenberg picture by
O(t) = e Oge 11, (7.12)
Comparing the last two formulas we obtain the relation

O;(t) = Us(t,0)O)U; (0, 1). (7.13)

The operator U, (¢, tp) can also be written in the Dyson form

Uj(t, 1) = T exp(—i / dr’ V,(t)). (7.14)

to

The r.h.s. of this formula is understood as the series

! X i\ t R n
T exp(—i / i’ Vi) =1 +Z(n? T( / dr’ V1(t/)) ,
1y n=1 . I

where T denotes the chronological, or time ordering. It is defined as follows:

T(/ dr’ V,(r’)) :/dtl.../dtnT (Vl(tl)Vl(tz)...Vl(tn)),
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where

T (‘7101)‘71 (t)...V (ln))

=> 0@, —1:)0, —t,) ... 0@, , — t)Vit)Vilt,) ... Vi)
P

The sum is over the set of all permutations (1, t2, ..., t,) = (4, ti,, ..., t;,), and ©
denotes the step function.
The operator O (t) obeys the following evolution equation

dO (1)

= i[Hos, O; (1)),

obtained from definition (7.11) by differentiation with respect to time. In particular,

doi(t.%) _

- ie"™s[Hyg, gs(X)]e™ s = 7,1, %),

and

da(t, X e A A n
% = ie'"™s[Hyg, 75(X)]e "5 = A (t,X) — mdy(t, X).

These two equations imply that g?) 1(t, X) obeys the following equation

2
(% — A+ mg) or(t, %) = 0. (7.15)

It coincides with the operator Klein—Gordon equation, known from Chap.6. As
shown there, its general solution has the form

A - A’k
10,3 = / —_
v/ 22m)3w(k)

where k0 = w(k).

Canonical commutation relations do not change their form under similarity trans-
formations, hence ggl(t, X) and 7 (¢, X) have equal-time commutation relations of
the form (7.51. Similarly as in the case of the free scalar field, one can show that
aj (12) and &j(k’) have the following commutation relations

e %G, (k) + h.c.) , (7.16)

[a, ®), a,*(l?)] =6k — NI, [a,(li), a,(l?)] —0. (7.17)
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The form of solution (7.16), as well as commutation relations (7.17), are the same as
in the case of the free scalar field. Therefore, it is quite natural to consider the Fock
space with the basis

- 1 - -
10,), @] (k)]0,), ﬁ&}(k)&;(k’)loz), (7.18)

where the state |0;) is defined by the condition
a;(0)10;) =0

forall k € R3.

In the next step, we insert into the Hamiltonian I:IO ; the solution (7.16) for gg 1, and
d q@ 1/dt for ;. Then, the Hamiltonian is expressed by the ‘creation’ and ‘annihilation’
operators &; (k) and a; (k). In order to obtain a well-defined operator Hy; in the Fock
space we apply the normal ordering : :, as discussed in the previous chapter.

The problem with the definition of the interaction operator V; is more severe. It
is not to be solved merely by normal ordering—a more drastic modification of the
interaction, in the literature called a regularization, is needed in order to convert it
into a well-defined operator in the Fock space spanned by the basis vectors (7.18). We
shall denote such a regularized interaction by Vv, ¢ in the interaction picture, and by
Vgg in the Schroedinger picture (in order to obtain the Schroedinger picture operator
it is sufficient to put # = 0 in the interaction or Heisenberg picture operators). The
problem is generated by the integral [ d 3x over the infinite space. It turns out that
the normal ordered monomial : é‘} (t =0, %) : is a generalized function of X, see,
e.g., Chapt. 8, Sect. 4.A in [8]. Therefore, it may be integrated with a test function
g(X), and

%o

Vsy =1,

/fxma:&azojy

is a well-defined operator, while )\ f dx : A‘}(l =0, X) : /4! is not because the
constant function equal to 1 is not a test function. For Hermiticity of Vs, the function
g(X) has to be real-valued (Exercise 7.1).

We do not want to ascribe to the regularizing function g(X) any physical meaning.
Therefore, we should remove it by taking the limit

g(x¥) — 1.

There is a hope that such a limit, called the removal of the regularization, can be
considered in a mathematically rigorous manner, at least on the level of the measur-
able quantities, like scattering cross-sections or energies of bound states, and that
the results obtained in that limit do not contradict the basic physical requirements,
such as the unitarity of the time evolution in the quantum theory or Poincaré invari-
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ance. Particularly difficult is the problem of recovering Poincaré invariance, because
the presence of the fixed test function g(X) almost surely breaks that invariance, and
therefore it has to reappear ‘from nowhere’ in that limit. A concrete realization of such
a programme in the case of interacting fields in four-dimensional space-time does
not yet exist. Anyway, in the following considerations we shall use the regularized
interaction Hamiltonian in order to avoid mathematically meaningless formulas.

Note that the states (7.18) are not eigenstates of the full regularized Hamiltonian
H =: Hys : + \759. Therefore, there is little hope that they will become the eigen-
states after the regularization is removed. This casts a shadow on the physical mean-
ing of these states. In particular, they can hardly be regarded as particle states with
definite numbers of particles, and k is not equal to the momentum of any particle.
Needless to say, the exact eigenvalues and eigenstates of the Hamiltonian H are not
known.

To summarize, an explicit construction of the quantum ¢ model is beyond our
reach. This model is not exceptional in this respect. In fact, we do not know the
explicit construction of any physically important model with (self)coupled quantum
fields defined in four-dimensional space—time.2 On the other hand, one can construct
so called perturbative quantum field theories which are well-defined at every finite
order of an expansion with respect to a pertinent interaction Hamiltonian. It turns
out that such surrogate quantum field theories can yield predictions which agree
with experimental data amazingly well. Principles applied in the construction of the
perturbative quantum field theories turn out to be very fruitful. There is no doubt that
perturbative expansion is the indispensable tool for applications of quantum field
theory. On the other hand, many physically interesting quantities cannot be reliably
calculated within the perturbative approach.

We will not present the full perturbative ¢ model. We shall concentrate on the so
called Green’s functions, often also called the correlation functions,
G"™(xy,x2, ..., X,), where n is a natural number and x;, i = 1,2, ..., n, are points
in Minkowski space-time. The Green’s functions are defined as the vacuum expecta-
tion value of time ordered products of the quantum fields in the Heisenberg picture,

G (132 5) = (O (d@ndee) - b)) 101 (7.19)

Here T denotes the time ordering, and |0) is the vacuum state in the model, that is
the normalized eigenstate of H with the lowest eigenvalue Eo—we assume that such
an eigenvalue exists. By shifting the Hamiltonian, H — H — Eyl, the eigenvalue is
shifted to 0. Then, the vector |0) does not depend on time because i 0, |0) = H |0) = 0.
From now on we assume that

H10) = 0.

2In the case of fields defined in two- or three-dimensional space-time the situation is a little bit
better.
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The Green’s functions play a very important role in applications of quantum field
theory, in particular in calculations of scattering amplitudes of particles. On the
mathematical side, Green’s functions are generalized functions of n independent
four-vectors x;. Therefore, in general it does not make sense to ask for the value
of such a function at fixed values of all x;, see the Appendix. Also, one cannot
construct a well-defined generalized function of a smaller number of variables, say
X2, X3, ..., Xy, just by putting, for example, x; = x,. The resulting object is not,
in general, a generalized function of x;, x3, ..., x,. This is analogous to putting
x =y in the product &§(x)§(y)—the resulting object (5(x))? is not a generalized
function of x.

The Gell-Mann-Low formula gives G™ in terms of the interaction picture field
él and the state |0;). In the first step in the derivation of this formula we express
qB by (51 and perform the time ordering. Let (i1, i», ..., i,) be the permutation of
(1,2,...,n) such thatx{ > x) > ... > x{. Then,

G™(x1,x2, ..., x) = (01(xi) . .. d(x;,)]0).

Next, we apply the following formulas, which are obtained from (7.13):

D) = U (0, 0)d; () U (22, 0),

and
U9, 0U;' (. 0) = U (x9, ).

The result has the form

G™(x1,x2, ..., Xp) = (7.20)
01U (), 001 (i) Ur (xf), )by (xiy) ... 1 (x;, ) Us (x)), 0)]0).

In the second step we eliminate the vacuum state |0) in favor of |0;). The reason is
that we know how the operator ¢; acts on |0;), while the state |0) is in fact completely
unknown. First, we prove the formula

lim (vl |x) = (©(0)(0]x). (7.21)

t—=+o0

where |1) and |y) are vectors from the Hilbert space of the model.
We assume that we have the following completeness relation

|0)<0|+/ dE " |E.a)(a. E| =1,
E a

1

where E denotes the eigenvalues of the Hamiltonian, E;| > 0 is the lowest energy
eigenvalue above the vacuum energy Ey = 0. The index a denotes a set of other
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quantum numbers (which are eigenvalues of observables commuting with the Hamil-
tonian). Let us insert this completeness relation on the Lh.s. of formula (7.21). We
obtain

Tim (wle™x) = (10} + Tim / dE ¥ f(E),
o0 —>T00 E,

t

where

F(E) =" ($|E.a)(a. E|x).

a

The completeness relation implies that

/E dE f(E) = (¢Ix) — (¥10)(0]x) < oo,

hence the function f(FE) is integrable. Here we use the fact that the states |¢)) and
|x) have finite scalar products with any vector belonging to the Hilbert space.
The integral
/ dE ¢'F' f(E)
E

1

vanishes in the limits # — =00 under certain assumptions about f (E). The proof is

based on theorems about the asymptotic behavior of Fourier transforms, but we shall

not go into the mathematical details of it. Roughly, the integral vanishes because the

integrand is the product of f(E) with functions of E, namely cos(Et) and sin(E?),

which oscillate very quickly in the limit # — =£o0. In the end, the integral is a sum

of positive and negative contributions which in that limit cancel each other out.
Formula (7.21) implies that

lim (U0, =T)[0;) = _lim (¥le™"710;) = (10)(00;).
T— 400 T—4o00
Here we have used the fact that I:IO |0;) = 0. Let us choose?

Wl = I (d0x1)... A

We obtain

G™(x1, %2, ..., %) = lim OIT ($ex) - $0) Ur O, =T")101)

Jim 00, (7.22)

3Here we are simplifying things a little bit. In order to be sure that the state [t/) belongs to the

Hilbert space one should integrate T (gb(xl) (X )) with a test function A (xy, x2, ..., Xx,). We
are assuming that such a ‘technical’ step is done implicitly.
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Similarly,
Jim (0T, 0)lx) = _lim (07]e™""""|x) = (0;]0)(0lx)-
T"—+o0 T"—+o00

Taking
_ T(@0n) - () U1 (0, =T1)101)

[x) 0107) ,

we obtain the following formula

G™(xy,x2, ..., %) = lim QAT OT (o) ... 6))Ur O, =T )|01>.
A T (0710)¢010;)
(7.23)

‘We have seen in the derivation of formula (7.20) that
7 (d0r)- b))
= U (0, 00y (i) U (x2, x2) by (x) - .oy (xi YU (32, 0).

Therefore, the numerator on the r.h.s. of formula (7.23) contains the time ordered
product of operators which can be written as

T(dr(x1) ... 61 (x)U; (00, —00)).

The denominator in formula (7.23) is equal to (0;|U; (oo, —00)|0;), as follows from
formulas (7.10) and (7.21). Thus, we have derived the following remarkable formula,
first obtained by Gell-Mann and Low in 1954,

(01T (¢r(x1) - . . Gr(x) U (00, —00))|07)
(071U (00, —00)|0;)

G (x1, %2, ..., x,) = . (124)

where

400
Uj(oo, —00) = T exp (—i/ dt \7lg(t))

o0

A o -
= Texp (—i4—(;/d4x g(x) : (b‘,‘(t, X) :) .

Formula (7.24) is the starting point for the construction of the perturbative expansion
for the Green’s functions.

The employed regularization involves only the space coordinates x. It turns out
that the integral over the infinite time interval also needs regularization. Therefore,
specifically for the purpose of the perturbative approach we will use a more symmetric
regularization. The point is, that in the context of the perturbative calculations of the
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Green’s functions, it suffices to regularize the expression for U; (0o, —o0) because
we shall need only the Gell-Mann-Low formula. The new, symmetric regularization
utilizes a real-valued test function g(x;, x2, x3, x4) which is symmetric with respect
to permutations of the four-dimensional variables x;, j = 1,2, 3, 4. Each x; denotes
a point in Minkowski space-time. As always with test functions, it is also assumed
that this function is smooth and that it vanishes quickly (e.g., exponentially) when
one or more coordinates x!" — 0o. The symmetrically regularized U; (0o, —00) has
the form

Ur(oe, —00) = T exp (~iVy1411) . (7.25)

where now
AN N [ . . . .
Viglérl = 4—(,) /H d*x; g(x1, x2, %3, X4) b1 (x1) 1 (x2) 1 (x3) D1 (xa).  (7.26)
’ i=1

With this regularization we do not need to introduce the normal ordering. Notice
that the operator V;, is Hermitian, because the function g is real and symmetric with
respect to permutations of the four-vectors x;.

7.2 The Generating Functional for Green’s Functions

The generating functional Z[j] for the Green’s functions is defined as follows:

Z[j1 = (0|T exp (i /d4x j(X)sg(X)) 0), (7.27)

where j(x) is a real valued, smooth function, which vanishes quickly at infinity
(again a test function), sometimes called the external source. Equivalently, we may
also write

& in
Z[j1 =1+Z;/d4x1 cdtx, je) o) G xa, L xy). (7.28)

n=1

This last formula is obtained from the definition (7.27) by writing the exponential
function as a series and using the definition (7.19) of G™. Let us use the Gell-Mann—
Low formula (7.24) in each term of the sum in (7.28) and reintroduce the exponential
function. In this way we obtain yet another formula for Z[j]:

/1T (exp (i [ d*x j()b1() Ui(o0, —00)) 101)

Zljil =
Ll (071U (00, —00)[07)

(7.29)
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It is clear from formula (7.28) that

0"Z[j]

o = ()
G"(x1,....x,) = (=) §j(x1)...0j(xn)

(7.30)

j=0

In the qﬁj model the regularized evolution operator Uy is given by formulas (7.25),
(7.26). The numerator in formula (7.29), from now on denoted by Z;[j], can be
written in the form

1)

Zi[jl=-exp (—ing [_'ED Zolj], (7.31)

where
Zolj1 = (01T exp(i /d4x J ()1 (x))0y), (7.32)

and
51 Ao [r &4
_._ —_— 4 . —_—

Vlg|: léj] =1 /Ed x; g(x1, X2, X3, X4) NI (7.33)

Here we have used the fact that each derivative §/0j(x) gives i (;31 (x) inside the
T-ordered product. The denominator in (7.29) is equal to Z;[j = 0].

The functional Zy[j] can be explicitly calculated. The most helpful formula in
this task is Wick’s formula, which has the form

T exp (z’ / d'x j(x)«?s,(x)) = (7.34)
exp (—%/d4xd4x/ JOOAR(x —x/)j(x/)) : exp (i/d4x j(x)i)[(x)) :,
where

Ap(x —x') =

/ e L R (1.35)

2m* pr—m2+i0,

Because the expectation value of the normal ordered exponential function on the
r.h.s. of formula (7.34) in the state |0;) is equal to 1, we immediately obtain

Zolj] = exp (—%/d4xd4x/ JOO)AF(x — x/)j(x’)) . (7.36)
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The (generalized) function A is called the Feynman, or the causal, free propagator.
By taking the derivatives 62/9j(x)dj(x’) of both sides of the Wick formula and
putting j = O we find that

Ap(x =) = O/ (31041 (x)) 101): (7.37)

It follows from this formula that A is the 2-point Green’s function of the free scalar
field.

In order to prove Wick’s formula (7.34), we use the technique of the auxiliary
differential equation. Let us introduce the operator

W(t) = T exp (z/ dx"* /d3x’ j(x’)q@l(x/)) ,

vzhere x' = (x9, %"). The Lh.s. of the Wick formula is equal to W(—i—oo). The operator
W (t) obeys the following differential equation

dW(t R
—i dt() =/d3x J(t, x)pr(t, X)W (1), (7.38)
and the condition
lim W) =1.
——00

Equation (7.38) can be written in the form

_idW(t)

= (A(t) + A*(r)) W),

where
Af(r) = / Ex j, 5671, %), Aw) = / &x jt, 6, 3).
Here

N T
¢5 ) e ikx Cll(k)

. 3k
(t.%) = / —_—
V2@m)3w(k)

is the positive frequency part of the field g% ;- The negative frequency part is given by
q%_)(t, X) = (qg(lﬂ (t,%))". The operators AT(t) with different values of + commute
with each other. This fact is crucial for checking that another operator X (1), defined
by the formula
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X(t) = a(OW(@),

&(r) = exp (—i / dt’ AT(/)) ,

obeys the following equation

where

= &AM (1) X@). (7.39)

—1

dX (1)
dt

The operators AT (t") and A(l) have a special property: their commutator is propor-
tional to the identity operator,

[AAT([,), A"(t//)] — i/d3x/d3x// j(f/, 2 /)j(t//, )_C' //) A(—)(t/ _ I//, )—C' o }—é //)I,
(7.40)
where

] &Bp o
A (x/ _ x//) _ l . / 57 PUCE=)S
22m)° J w(p)

The r.h.s. of (7.39) can be sjmpliﬁed with the help of the following formula, which
is valid for operators B and C

A

B € =B +][C, B]+—[C [C, B]]+—[C [C 06, BN +.... (141)

In order to prove (7.41), let us cor151der B(s) = exp(sC)B exp(— sC) where s is a
real parameter. Of course, B(O) B and B(l) coincides with the 1.h.s. of formula
(7.41). It is obvious that

R -
dB(s) B d*B(s)

——=IC, o =[C,[C, B, etc. (7.42)

On the other hand, the Taylor expansion of B(s) around s = 0 has the form
N ~ N s2 N
B(s) = B(0) +sB'(0) + EBN(O) +....

Formula (7.41) follows from this expansion when we replace the derivatives B® )
by the commutators in accordance with formulas (7.42), and put s = 1.

Inourcase B = A(t) and C = —i fioo dr A (t"). Because of the special property
mentioned above, only the first two terms on the r.h.s. of formula (7.41) do not vanish.
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Therefore,

AX(O) (a2 Y o
—1 T =(A(t)—z/_ dt’ [A (t),A(t)])X(t), (7.43)

where the commutator on the r.h.s. is given by formula (7.40). Equation (7.43) has
the following solution

X(t) = exp (i / dr A(r’)) exp( / dr” / dt’ [A*(t’),A(r”)]),

which obgys the condition lim,_, _, X (t) = I. Now we can compute W(t) from the
formula W (t) = &~'(t)X (¢). In particular, in the limit t — +o0

W (c0) = exp (i / d*x j(x)g?ag)(x)) exp (i / d*x’ j(x’)<$§+>(x’))
exp |:i / d*x'd*x" 01" —1) j(x)jxHAD ' —x" } (7.44)

where x’ = (t/,x"), x" =", X").
The product of the first two exponentials on the r.h.s. of this formula, is just the
normal ordered exponent that is present on the r.h.s. of the Wick formula:

exp (z’ / d'x j(x)éﬂx)) exp (z‘ / d*x j(x)éy"” (x’))
=:exp (i / d*x j(x)q%,(x)) . (7.45)
Therefore, it remains to show that
1 4 7 4 1 e I\ s / "
—5 [dx [ X jEDJEDAFK —xT) =
i / d*x'd*x" O — 1) j(x)j(xYAT (' —x"). (7.46)

Let us start from formula (7.35) for Ar in which d*p = d*>p dp°®, and x — x’ is
replaced by x’ — x”. The integral over p° can be calculated with the help of contour
integration in the plane of complex p°. First, we replace i0, by ie, where € > 0—the
original expression is recovered in the limit ¢ — 0, which we shall take at the very

end of the calculation. The integrand has simple poles at p} = +,/m3 + p2 — ie.

The real line (Im p° = 0) is completed to a closed contour by including the upper
half-circle at infinity if (x’ — x”)° < 0, or the lower half-circle if (x' — x”)? > 0. In
each case only one pole contributes to the integral. We obtain
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Ap(x/ -
d3p ’ 11\ON —ip(x'—x") " Oy ip(x'—x")
= | s [O( = ¥)"e + O — )]

22m)3w(p)
(7.47)

where now in the exponentials p® = w(p). In the second term we have changed the
integration variable p — — p. The r.h.s. of formula (7.47) can be rewritten with the
A function introduced in Sect. 1.3, namely

Ap(x' —x")y =i [0@ =AD" —x)+ 01" —H AT ' —x")] (7.48)
(t' = x'°, " = x"°). Formula (7.46) is obtained by multiplying both sides of formula
(7.48) by j(x") j(x"),integrating over d*x’, d*x”, and changing the integration vari-

ables, x’ — x”, x” — x/,in the first term on the r.h.s. This completes the derivation
of Wick formula (7.34).

7.3 Feynman Diagrams in Momentum Space

We shall consider the Fourier transform of the n-point Green’s function,

G (ki ko, k) =
@m=" / d*xy ... d'x, ettt GO (k) x LX), (7.49)
Comparison with formula (7.30) for G™ suggests that it would be useful to compute

the Fourier transform of the functional derivative /5 (x). This can be done as
follows. The Fourier transform of the external source j (x) is defined by the formula

- 1 .
i) = 5 / d*y e j(y)

(note the minus sign in the exponent). Therefore,

5j(q) e
§jx)  @m?

The inverse Fourier transform of the external source has the form

/ d*k ¢ j (k).



http://dx.doi.org/10.1007/978-3-319-55619-2_1

7.3 Feynman Diagrams in Momentum Space 167
A functional F[j] with j(x) expressed by f(k) becomes a functional F [f]:
Flj1= FIjl.

Therefore,

1 W OFL 1 8j(q) 6F[]]
d4 ikx /d4 /d4 - -
(27r>2/ TS T @ 151 55

_ 1 /d4x eikx/d4q e—iqx5F[J] /d4 5(q k)5F[J] _ 51:[]'].
dj(q) dj(q)  djk)

The inverse Fourier transform gives

SF[j] 1 / v i OFL]]
= d"k —_—.
Sj(x) — (2m)? TS

Perturbative computations of the Green’s functions could be based on formulas
(7.29), (7.30) in which

Z1J]

Z[j1 =
(/] Z:10]

, (7.50)

where Z;[j] is given by formula (7.31) and Z;[0] = Z;[j = 0]. However, it turns
out that it is more convenient to use another, equivalent, formula. First, we pass to
the Fourier transforms. Then,

I 6" ZiJ]
211016 (k1) ... 0] ka) |5

G (ki kay ... ky) = (=i)" (7.51)

The functional Z I [f'] is given by the formula Z;[j] = VA I [f]. Formula (7.31), written
in terms of the Fourier transforms has the form

- o~ - ) -~
Z/1j1 = exp (—ivzg [—i;]) Zolj1, (7.52)
J
where
v N D
lg 1 J~ — Vg lé]
)\ B o4
2 [ dtq .. d*qs §(ars @20 @35 @a) ————,  (1.53)

T4 0j(q1)...0j(qa)
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and

J (k1) j(k2)

Zolj1 = Zolj] = exp |:—z/d4k d*ks 5(ky + ko )Tm
1 0 +

} . (154

Formula (7.53) contains the Fourier transform of the regularizing function g,

9(q1. q2. g3, q4) = /d4x1 codtxy eTTTTIEN G (g x| X3, Xy).

1
@2m?

Note that g(q1, - . ., g4) is symmetric with respect to permutations of g, . . ., g4. The
unregularized interaction

A Ao
V=7 [ dx di)

is obtained when
g(x1, X2, X3, X4) = /d4x 0(x) —x)0(x2 — x)6(x3 — x)d (x4 — x),

or equivalently

9(q1, 2,93, 94) = ——=0(q1 +q2 + q3 + q4). (7.55)

(2 )4
Of course, such a g is not allowed here because the integral of a product of §’s is
not a test function. The return to the unregularized interaction will be possible when
we modify our perturbative model in a special way. The procedure for this is called
renormalization. It is described in the next chapter.

In the next step toward the perturbative expansion, we replace the variational
derivatives —id/d j by 3, and jby —id /55 where ﬂ(q) is a new test function [10].
This is done with the help of the following trick

i _ 8l
0jk) ... 6] (ka) sy 87 Ck1) .0 f(ka) |

( ol—i —]6—7 exp (_i‘N/Ig[_iij]) e"fd4”§(")f("))
08 6j(kr)...0j(ky) ] j=0=

(Zo _,_6 (Bek .. B(kn)exp(—imﬁn))

i [ aB @@ ‘
p=0

)

B=0

where

VilBl = /d g1 -..d*qs 3(q1, @2, 43, g0 B B(g2) B(q3) B(gs),  (71.56)
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and
N 1) 1 1) 1)
Zol—i=1|= — [ d*pid*py 8(py + —A _ )
o[ 155] exp (2/ p1d” p2 0(py Pz)(w(pl) F(Pl)(w(pz)
1 1)
= (P)—= ) (7.57)
(2 55@) ST
with )
l
AP = (7.58)

Ar(p) is called the free or Feynman propagator of the real scalar field in four-
momentum space. Thus, finally

Z(n)
G (ki ko, k) = =g (7.59)
Z;
where
z = (Zo [—z—] (At B(kn)exp(—im[é]))) (7.60)
op =0
In the case n = 0 the factors B(k,-) are absent.
Note that formulas (7.59), (7.60) imply that
G" =0 (7.61)

for any odd n.
The N-th order perturbative approximation for G with even 7 is obtained by
truncating the series

oo

~ ~ — l ~
exp(—i 7[00 = > EL 0 1 (7.62)

—~ I

to the first N + 1 terms. It is clear that the perturbative computation of G involves
the following three steps. First, evaluation of the indicated functional derivatives.
Next, computation of the integrals over the four-momenta. Finally, removal of the
regularization. The latter step will be discussed in the next chapter. Now we shall
show how one can facilitate the differentiation using a graphical notation, the famous
Feynman diagrams.

We begin by defining a graphical representation of the terms that are present
in formula (7.60) for Z;’” . The factors /3’ k1), ..., B(kn) are represented by small
crosses
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ki ko ky (7.63)

They are called the external vertices, and k; the external four-momenta. The func-
tional V;4[/3] is called the internal vertex, and it is depicted as

>< (7.64)

The small crosses at the ends of the lines denote the factors B(q). The lines emanating
from the vertex dot are sometimes called ‘legs’.
The exponent in Zy[—i %], formula (7.57), is depicted as a dumb-bell

Ar(p)

(7.65)

O—CO = %/d“p

The circles denote the functional derivatives & /55. Thus, formula (7.57) can be
presented as

53(p) 53(=p)

- ) 1
Zo [—15—5} = Z ﬁ(Q—o)k. (7.66)

k=0

Non vanishing contributions to Z;") appear only if the number of derivatives
exactly matches the number of factors /3, which is equal to n + 4/ in the /-th order.
The [-th order means that we consider contributions which come from the (I + 1)-
th term in the series (7.62) (the term with /[ = 0 is the first term). Therefore, k =
2] 4+ n/2 dumb-bells are needed. Now let us consider the differentiation in more
detail. According to the Leibniz rule each derivative 6/ B acts on each factor B , and

05@) _
3B(p)

Pictorially, the differentiation removes the circles from the dumb-bells and the crosses
from the external or internal vertices. The lines from the dumb-bells either connect
two vertices or form a loop at one internal vertex, see, e.g., Figs.7.1 and 7.2. The
remaining expressions f d* p Arp(p) from the dumb-bells (7.65) we associate with
the lines.

The factor 1/2 can actually be omitted for the following reason. Let us consider
the two derivatives from one dumb-bell. Acting on a certain pair of B, say the
product B(q) B(k), they give

d(q — p)-
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1 1
E/d“p d(g — p)o(k + p)Ar(p) + E/d“p 0(q + p)otk — p)Ar(p)

_ /d4p 5(q — p)3k + p)Ar(p).

because in the second term we may change the integration variable p — —p, and
Ar(p) = Ap(—p). Graphically,

O— 0O g xb = q = §

where

g ¥k = / d*p 5(q + p)s(k — p)Ar(p). (7.67)

The line is called ‘external’ if it is attached to at least one external vertex, or
‘internal’ if both its ends are attached to one or two internal vertices. If B(q) (or B(k))
comes from one of the internal vertices, the corresponding Dirac delta from (7.67)
‘eats’ the integral over g (or k) present in VI!,, see formula (7.56). In consequence,
all integrals over qy, ..., g4 from Vlg disappear, and therefore each internal vertex
only contributes a factor

—i)N
4!

J(p1, P2, P3, Pa),

where p; denote the four-momenta from the lines attached to the internal vertex with
their signs chosen in accordance with the following rule: the four-momentum p from
a line enters the two functions g in the two vertices adjacent to that line with opposite
signs: + p in one vertex and — p in the other. Because of invariance of the dumb-bell
with respect to the change p — —p, it does not matter in which of the two vertices
we take +p.

If B comes from one of the external vertices, the Dirac delta produced by its
differentiation is utilized in order to remove the integral d* p present in (7.67). Thus,
if the line (7.67) is attached to one or two external vertices there is no integral coming
from it. In the case of two external vertices, the contribution has the form

ki~ ka = &k +k)Arpky). (7.68)

Also, note that we have in total (2/ 4+ n/2)! contributions obtained by permuting
the dumb-bells—the Leibniz rule yields all these terms. Such contributions are equal
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12k1.Q.k2 + 3k e—ok, @

Fig. 7.1 The first order contributions to Z ;2). The numerical coefficients in front of graphs (12 and
31in this example) are called the combinatorial factors

to each other, therefore it is sufficient to take one of them and multiply it by the
factor (21 + n/2)!. This factor exactly cancels the factor 1/(2/ + n/2)! which appears
because we pick only the k = (2/ 4 n/2)-th power of the dumb-bell. All other terms
in (7.66) give vanishing contributions, either because they have too many or too
few derivatives. Therefore, we can forget about the factor 1/(2/ 4+ n/2)! and about
permuting the dumb-bells.

The factor 1/1! present in formula (7.62) has to be included as a prefactor in front
of each perturbative contribution in the /-th order.

Let us have a look at the perturbative contributions to Zﬁz). All of them have
two external vertices (7.63). In the zeroth order the only non vanishing contribution
comes from the kK = 1 term in (7.66), and it is given by formula (7.68). In the first
order (/ = 1) we have one internal vertex (7.64) and three dumb-bells. The resulting
contribution has the form presented in Fig. 7.1 (Exercise 7.3).

The closed lines present in Fig.7.1 appear when a single dumb-bell ‘eats’ two
crosses from one internal vertex. The second term in Fig. 7.1 is the product of terms
corresponding to the two subdiagrams: the one given by formula (7.67), and the other
given by the two circles. This latter one has the form

—Ii\
C() = ;,0 / d*pd'q §(p, —p. 4. ~DAF(P)AF().  (7:69)

Note that the expression on the r.h.s. would become meaningless if g was replaced
with the Dirac delta (7.35). Apart from the factor §(0), the square of the divergent
integral [d*pAr(p), would be present. This integral is an example of the so called
ultraviolet divergences (UV), to be discussed in the next chapter.

In the second order, we have two internal vertices (I = 2), and five dumb—bell§—
we have to compute the tenth order functional derivative of the product of ten 3’s.
The corresponding Feynman diagrams have the form presented in Fig.7.2.

In order to obtain the second order contribution to Z;Z), this result has to be
multiplied by 1/2!.

It is clear that the number of diagrams rapidly increases with the order /. A certain
reduction of this number occurs when we use the normal ordered interaction : Vy, :
instead of \71_,]. Let us compute the derivatives (—i)*6*/8j (x1)...dj(x4) of both
sides of Wick’s formula (7.34) and put j = 0 afterwards. We obtain
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OO w2 7 (X0

ky ky ki k

+24 e +72 »Q C}C)
kl k2 k] k2

1288 »@«w% +192 %
k, k, k k

kl k2 1 2

9

Fig. 7.2 The graphs giving the second order contributions to 252). The factor 1/2! is not included

T (GBI(Xl) e él(m)) = hr(x1) ... dr(xa)  F AR — x2) 1 Dy (x3)hy (xg) :

AR = X3) 1 1 ()P (xa) e Ay — xg) P (x1) s (x2) :
+[AFp(x —x2)Ap(x3 — x4) + Ap(x1 — x3)Ap(x2 — Xx4)
+ Ap(x; —x4)Ap(xa — x3)] 1. (7.70)

Analogously, fori # j
T (él(xi)qgl(xj)) = le(xi)él(xj) ARG —x))I. (7.71)

It follows from these formulas that

P i) = T (S 1)) = Aprn — )T (B1(x3)1 (x0))

— Ap(x1 —x3)T (él(xz)qgl(x@) — .= Ap(z —x)T (QASI (X1)<$1(X2))
+[AF(x1 —x2)Ap(x3 — x4) + Ap(x) — x3)Ap(x2 — Xx4)
+ Ap(x) — x4)Ap(xy — x3)] 1. (7.72)

Therefore, the modification

T (¢A>1(x1) e 51()64)) =1y (x1) ... Pr(xa)
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is represented on the level of the generating functional Z[j] by

o4 &4 5
A — )
TR T T T T IR TS YT
5?2 5?2
A o T S A R SIS TP

+ Ap(x1 — x2)Ap(x3 — x4) + Ap(x1 — x3) Ap(x2 — X4)
+ Ar(x; —x4)Ap(x2 — x3).  (7.73)

After introducing the B’s we finally obtain

- - A . -
Vi lB] = 4—(,) [/d“ql cdbq Gqr, .. a0 B(q) - .. B(gs)
—6/d4p/d4q1d4qz Ar(P)§(p, =P, a1, 42)3(q1)B(q2)

+3/d4pd4q Ar(p)Ar(q)g(p, —p,q,—q)]~
(7.74)

The third term on the r.h.s. of this formula does not depend on [3 . Therefore, it cancels
out in the quotient Z;") / 7\ and we may omit it. The change to the normal ordered
interaction V,g —: V,g : is graphically presented in Fig.7.3.

Thus, in the case of the normal ordered interaction we have two internal vertices,
namely

I GO

which appear in the combination shown in Fig.7.3. Due to the presence of the 2-
leg internal vertex, we now have new Feynman diagrams, in addition to the former
ones with the 4-leg internal vertex. It turns out that the new diagrams exactly cancel
all diagrams which have one or more internal lines starting and ending at the same
internal vertex. To summarize, in the case of the normal ordered interaction, again
only the vertices (7.63), (7.64) are used to construct the diagrams, but there is the

>< —»>< —6 xQx+3OQ

Fig. 7.3 The change to the normal ordered interaction

(7.75)
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additional rule that each internal line connects two different 4-leg vertices. It is clear
that the net number of Feynman diagrams which have to be taken into account is
significantly smaller in the case of the normal ordered interaction. From now on we
use the normal ordered interaction unless explicitly stated otherwise.

Another simplification is due to the denominator V4 50) in formula (7.59): it turns
out that it cancels all the so called ‘vacuum bubbles’ in the perturbative expansion
of the numerator Z;") . By vacuum bubbles we mean (sub)diagrams which do not
contain any external vertices. Examples can be seen in the first two lines of Fig.7.2.
The first graph in the second line of Fig.7.2 contains a vacuum bubble which is
present also when we take the normal ordering of the interaction. Let us consider a
graph I with n external and / internal vertices which does not contain any vacuum
bubbles among its subdiagrams. Such a graph is a contribution of the /-th order to
Z;”), that is, a contribution to

(—i)! uts [ ~ = NP
(,,(2,—+§). ©G—0) [ﬁ(kl) Btk (2 Vg l912) D

In the orders [ 4+ m, where m > 0, the graph I will appear as a subgraph of the
larger graphs. Let us consider only such graphs in which I'" is multiplied by vacuum
bubbles. These larger graphs are contributions to

(—i)l+m (O_O)Zl-'rzm"r% B . . . I+m
T+ ml@+ 2m 5! [ﬂ("‘)"'ﬂ(k”) (: Viul1:) ]

#=0

(7.76)

£5=0

In order to form the subgraph I', we have to pick 2/ 4 n /2 dumb-bells from the full set,
which contains 2/ + 2m + n/2 of them. This gives (2 +2m + n/2)!/2m)!(2] +
n/2)! possibilities. Similarly, we have to choose [ internal vertices for the subgraph

I" out of [ 4+ m vertices—there are (I + m)!/l!m! possibilities. Therefore, that part
of the expression (7.76) which contains I" as a subgraph is equal to

1 2m (_i)m Y7 oam

Next, notice that

1 C OZm(_i)m," M
((Zm)!( ) oy G Vig ) )320

- ) —)m -
=(zo[—i£]( iy :)'")

(7.77)

B=0

m!

£5=0
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because the powers of the dumb-bell other than 2m give vanishing contributions.
Thus, the sum of all contributions of order / + m to Z;”) such that they contain the
subgraph I multiplied by vacuum bubbles is equal to

m!

r (z L0 "y )m)‘ (7.78)
0 55 Vgt . . .

Finally, we sum such contributions from all orders [ 4+ m, where [ is fixed and m =
1,2, .... We also add the initial graph I" without any accompanying vacuum bubbles
by including the m = 0 term in the sum. The result is equal to

rz9. (7.79)

The factor Z ;0) cancels with the denominator in formula (7.59). Thus, we have proven
that when computing the perturbative contributions to G™ from formula (7.59), we
may abandon the denominator Z;O), as well as the vacuum bubbles in the expansion
of the numerator Z".

Perturbative contributions of the /-th order to the four-point Green’s function
GW (ky, ko, k3, ks) involve four external vertices (7.63), [ internal vertices (7.64),
and 2/ + 2 dumb-bells. In the zeroth order we have the Feynman diagrams presented
in Fig.7.4. Analytically, this contribution has the form (Exercise 7.4)

Ok + ka)S (ks + ka) Ap (k) Ap(ks) + 6(ky + k3)o (ko + ka) A p (ki) Ap (ko)
+ 0kt 4 ka)o (ko + k3) Ap (k1) Ap (k). (7.80)

In the first order there is just one diagram, see Fig. 7.5. The corresponding contribution
to G¥ is equal to

4
— iXogky, ko, ks, ka) [ | Ar(k)). (7.81)
j=1

The diagrammatic representation of the second order contribution to G™ is shown
in Fig.7.6.

All of the second order contributions presented in Figs.7.2, 7.6 would contain
divergent integrals if g were replaced with the Dirac delta (7.55).

Fig. 7.4 The zeroth order k, k, k, k, k, ky
contributions to G — — -—
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ky kK
o X O
kl k4 L — ]

Fig.7.5 The firstorder contributions to G® . The second graph is eliminated by the normal ordering
prescription
k, ky ky k, k, ky
o (O 0 )
k, k, k, k, k, ky

ky ky k, k, ky ky
+ 192( S + S + S
k, k, k, k, k, k,

k, k, k, ky k, k,
+ E 3 + E 3 + E 3 )
ky ky k, k, ky k,

Fig. 7.6 The graphs giving the second order contributions to G®. The factor 1/2! is not included
Exercises

7.1 Check that the operator Vs, = 2 [dx g(x) : ¢}t =0,%) : is Hermitian.
Here g(X) is a real-valued test functlon . A
Hint: Write ngI (x) in the form ¢1 (x) = ¢(+) (x) + gb;_)(x), where ¢§+) (x) contains

the a; part of qS.

7.2 Find a general formula for the function f(E) introduced in Sect. 7.1 in the case
of the free, real scalar field discussed in Chap. 6. Here
14) = ol0) + 302, [ dky ... dhy (K, - K

i ...,
) = X0l0) + X2, [dhki ... dPky (ki - Ky) K

kn)
kn)' | EI

As an example, compute f(E) in the case
Yy = Xn = 5n1¢1(%1)a

where 1 (k) = exp(—ak ), a > 0 is a constant.
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Answer:

f(E)= Z/d3k1 Py O(E = wlk) Yrkr, k) K.
n=I i=1

where w(k) = Jmi+ k2.
In the example, this formula gives

f(E) = 47 O(E —mg) E /fmg exp (—2a(E* —mp)),

where © is the step function.

7.3 Check the combinatorial coefficients shown in front of the diagrams in Figs. 7.1
and 7.2.

7.4 Check that the zeroth and first order contributions to G™ in the considered
model are indeed given by formulas (7.80), (7.81).

7.5 Consider the real scalar field (3) ; with a regularized interaction of the form

A A A A A
Vi, = 3—(,) d*xid xd*xs g, x2, x3) 1 G161 () o (x3) ¢,

where g(x, x3, x3) is areal-valued, symmetric test function, and \y # Oisacoupling
constant.

(a) Construct Feynman diagrams in this model.

(b) Find all diagrams contributing to G® in the third order and their combinatorial
coefficients.

7.6 In quantum spinor electrodynamics (QED for short), defined by the Lagrangian

1 - -
L= _ZF;WFMV + 1/J(l’7‘ 6;1 - m0)1/1 - eoqﬁV”AMﬁ
the generating functional for the Green’s functions has the form

Z°%. 7. 1 =
(OI7 exp (i [t (7R + i 00 + %(x)n“(x))) 0).

Here A u(x) and 121“ (x), 1_% (x) are the electromagnetic and Dirac field operators in
the Heisenberg picture. The Green’s functions are the vacuum expectation values
of time ordered products of these field operators. J#(x) is a classical, commuting
source function, while 7”(x), n“(x) are independent, anticommuting (Grassmann)
elements.
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(a) Express the Green’s functions through functional derivatives of Z[n, n, J];
remember, that similarly as Grassmann elements the Grassmann functional deriva-
tives anticommute, for instance

{ 1) § ] . { 1) 6 } .
o) o’y ) Lonr @) et |
(b) Repeating the steps which led to (7.29), derive the Gell-Mann-Low formula

AN UNTAES

(O exp (i [ (1 Ar + 7o+ bran”) ) Ur(0o, =00)[01)
(011U (00, =09)[01)

’

where
U (o0, —00)
— Texp (—ieo / dx zf;,(wa,/,,(x)@z?,(x)) = Texp (—iV,QED[¢, D, A]) .

7.7 Derive the Wick formula for the spinor fields
T exp (i [t (oieo + fp(x)n(x)))

= exp (— / d*x / d*x' 7(x)Sp(x — x’)n(x’))
L exp (i / d'x (b + z@(x)n(x))) :

where

N d*k k- KA mo _ 0 .
Spx—x) =i [S=se B0 = O (Brdi) oo

7.8 Prove that

T exp (i /d4x J”(x)AIH(x))
= exp (—% / d*x / d*x' J"(x)Dp(x — x’)WJ"(x/))
:exp((i / d*x J“’(x)Am(x)) :
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where

d4k efik(x’fx”)

Qm) m = (0T (Am(x)Aly(x’)) 10,).

Dr(x — x/);w = _imw/

7.9 The numerator appearing in the Gell-Mann-Low formula in QED,

0,7, J1 = (01T exp (i Jata (v i + @m)) U (o0, —00)0y),

can be rewritten as

e (16 16 10T\ e -
Z3[n, 1, J]:exp(—lVQED [;%,—;%,Z—E]) Z3 I, 1, J1,

where

Zy"n, 0, J1

= (0/IT exp (i [t (7@ dnw + oo + «%(x)n(x))) 01),

and

1 16 196 ) é )
VP - — o — —— =i€0/d4x ——" .
ion ion idJ on(x) © on(x) dJH(x)
Using the results of problems 7.7 and 7.8 derive the formula for the momentum space

Green’s functions in QED, analogous to formula (7.60).

7.10 Find (without calculating the involved integrals over the internal momenta)
the perturbative expression for the QED Green’s function

GEED([)) — /d4x eiP(X—.V) (0|T (@b(x)q/_)(y)) |0)

up to the terms of the order eg.

7.11 Discuss what simplification occurs (i.e., which Feynman diagrams are absent)
when we replace the interaction V[, ¢, A] with its normal ordered form.



Chapter 8
Renormalization

Abstract General description of ultraviolet divergences in the (bi model. Loop and
one-particle irreducible (1PI) diagrams. The superficial degree of divergence. Renor-
malization of the one-loop contribution to the four-point Green’s function (the sunset
diagram). The BPHZ subtraction scheme. Lorentz invariant renormalization of the
two-point Green’s function. The renormalization constants Z, Z3, dm? and the mul-
tiplicative renormalization.

The perturbative contributions to the Green’s functions, discussed in the preceding
chapter, contain the regularizing function g or its Fourier transform g. Its presence is
necessary in order to obtain mathematically meaningful formulas. This is generally
true not only for the :¢: model, but also for other models of quantum field theory.
Apart from mathematical correctness, one would also like to have a physical moti-
vation for the presence and the form of such a function. In some cases this can be
provided, and in these cases the regularizing function has a concrete form, and it is
called a formfactor. It has a definite physical interpretation. Usually it encodes the
fact that the considered quantum particles are not point-like when, for example, they
are bound states of more fundamental objects, like nucleons which are bound states
of quarks and gluons.

Much more difficult is the case when such a physical justification is not available.
This happens when the corresponding quantum particles seem to be truly elemen-
tary objects, like, for example, the fundamental particles of the Standard Model—so
far, there is no compelling experimental evidence for the existence of some internal
structure of quarks, leptons, or gauge vector bosons. In this case the regularizing
function should be removed from the theory. The problem is that this cannot be
done in a straightforward manner because then we would get mathematically mean-
ingless expressions. The procedure which allows for the removal of the regularizing
function g is called renormalization. Renormalization of the perturbative expansion is
certainly among the most intricate constructions in theoretical physics. Its main parts
were known by 1955, but important contributions were also made around 1970in
connection with the Standard Model.
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In this chapter, we outline renormalization in the example of the : qﬁ : model. In
Sect. 8.1 we carry out a reconnaissance into the problem of ultraviolet (UV) diver-
gences, which would appear if g was replaced by the Dirac delta (7.55). In the
subsequent sections these divergences are analyzed in more detail, and finally the
problem is solved by adding to the initial interaction so called counterterms.

8.1 Ultraviolet Divergences

We have seen in the preceding chapter that the perturbative contribution to a Green’s
function, represented by a given graph I', contains integrals over the four-momenta
associated with the internal lines of the graph. The integrand essentially has the form
of a product of the propagators Ay and of the § functions.! Let us suppose for a
while that we substitute for g in the integrand its limiting form (7.55). It is clear that
due to the presence of Dirac deltas, a certain number of the integrals can be trivially
calculated. Let us eliminate in this manner as many integrations as possible. It can
happen that no integrals are left. The corresponding graphs are called tree graphs.
Examples are given in Fig. 8.1.

Graphs where some integrals remain present after using all the Dirac deltas are
called loop graphs. By definition, the number of independent loops L in the graph
I' is equal to the number of the remaining four-dimensional integrals over the four-
momenta, and the four-momenta, over which we still have to integrate are called the
loop momenta. Thus, only the graphs with L # 0 can have the UV divergences—that
is the integrals over the loop four-momenta which become divergent when we extend
the integration range? to the infinite one. The presence of the UV divergences is of
course a consequence of the fact that without the regularizing function g the model
is mathematically incorrect.

Fig. 8.1 Examples of tree graphs in the : ¢* : model

In the rather general discussion below, we neglect numerical factors which are present in the
perturbative contributions, because they are not important in the qualitative analysis of the UV
divergences.

2L et us recall that in calculus, the integrals of the type fjoooo
M| — —00, Mp; — +0o0.

are defined as the limit of || 13141 > when
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Fig. 8.2 Example of a non
planar graph. The horizontal
line is continuous in spite of
the drawing—it just runs
behind the vertical one. This
graph has 3 independent
loops

It is clear that the calculation of the number of independent loops L can be done
separately for each connected component of the graph I'. Here we use the term
‘connected’ in the sense known from topology for subsets of R3. Each connected
component is a diagram in its own right, disconnected from the remaining part of the
graph I'. The perturbative contribution corresponding to I' is equal to the product of
the contributions from all of its connected subgraphs. Therefore, from now on we
consider only connected graphs.

An explanation is in order as to why we have referred to the topology of figures in
R3, while so far all graphs have been drawn in the plane R?. There exist graphs which
are better presented as figures in the space R>. If drawn in the plane they would contain
superfluous crossings which are not internal vertices (7.64). The graph is called non
planar if it is not possible to draw it in the plane without superfluous crossings of
lines, under the assumptions that all its lines are continuous and all external lines
extend to the infinity.> A simple example is given in Fig. 8.2.

Let us consider a connected graph I" with [ internal vertices. We assume that the
graph is nontrivial, that is that / > 0. It turns out that the Dirac deltas can always be
combined to produce at least one delta which does not contain any four-momentum
associated with an internal line: that is 6(3_"_, k;), where k; are the external four-
momenta for the graph. The perturbative contribution of each connected graph I" is
proportional to such 4. In order to show this, let us pick an internal vertex A of I'—it
will serve as the starting point for the following procedure. In the first step we choose
one internal line, let us denote it as I, attached to that vertex. The four-momentum
associated with it is denoted as p. The line /; ends at another internal vertex B. Both
vertices have their §’s. The four-momentum p appears in both of them, with opposite
signs. Thus, we have a product of the form

3 3
5D qai + P a5 — p),

i=1 j=1

where g4; and gp; are the four-momenta associated with the other three lines ema-
nating from A and B, respectively. One of the §’s is used to perform the integral
[ d*p related to the internal line /;, and to eliminate p from the other § yielding
) (Z;: 194 + Zj: 1 98j)- We may imagine that the two vertices are dragged to each
other along the line /; and merged, thus producing a six-leg ‘vertex” A B proportional

31f this assumption is abandoned the graphs can be drawn in the plane, see Exercise 8.1.
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to o (Z?zl qaj + Zi:l qgj)- In the second step, we pick another internal vertex C
connected to A B by at least one internal line, and we repeat the reasoning from step
1, thus obtaining an effective ‘vertex” ABC with 8 legs. We continue this proce-
dure until all / internal vertices of I" are merged into one ‘vertex” which has 2/ + 2
legs. The lines emanating from such an effective ‘vertex’ can form loops of the type
shown in Fig. 7.1—to this kind of ‘vertex’ the normal ordering prescription does not
apply of course—and there are n lines that end at the external vertices. Therefore,
the resulting final 6 will be just (3"}, k;) because the two ends of any line forming
the loop introduce the zero four-momentum, g — g = 0.

The number of loops in the final effective ‘vertex’ is equal to (21 + 2 — n)/2
because only the n external lines are not looped. This number is equal to the number
of independent loops L in the graph I', hence

L=I1+1-"~
= 5
On the other hand, counting the ends of the n external and / internal lines of the
graph I we obtain the following relation

n+21 =4l 8.1)

Note that it implies that n is even. Elimination of n with the help of the latter formula
gives
L=1-1+1. 8.2)

This formula has a simple heuristic justification: each internal line brings in one four-
dimensional integral a4 p, and each internal vertex one §. One can combine these §’s
to produce one that contains only the external momenta, and the remaining [ — 1 §’s
can be used to eliminate integrals. After doing this, the number of remaining four
dimensional integrations is equal to [ — [ + 1.

When investigating the UV divergences one may focus on the so called one-
particle irreducible (1PI) graphs. By definition, such a graph is connected and, more-
over, it is not possible to split it into disconnected parts by cutting one internal line.
Furthermore, the Feynman propagators A are removed from all the external lines.
This latter property is marked by removing the dots from the ends of the external
lines. Examples of such graphs are given in Fig. 8.3, while Fig. 8.4 shows graphs
which are not of the 1PI type.

We may restrict considerations of the UV divergences to the 1PI graphs for the
following reasons. First, the external lines of graphs do not introduce any integrations.
Moreover, the same is true for each internal line which is the only link between two

Fig. 8.3 Examples of 1PI
graphs
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Fig. 8.4 Examples of
one-particle reducible graphs

Fig. 8.5 The boxes denote k. k.,
subgraphs of the one particle k. Neeeeee ﬁk
reducible graph T ./_1%‘ } P % g
T ] |
| [
ko At L
k, k

parts of a non-1PI graph I (cutting it would break the graph into disconnected parts).
The four-momentum p associated with this line appears in two §’s:

J n J n
S ki —p) (D ki+p) =08 ki —p) 6 ki),

i=1 i=j+1 i=1 i=1

see Fig. 8.5. The first § on the r.h.s. of this formula eliminates the integral [ d”
associated with the internal line.

Let us have a look at the L four-momentum integrals (in a certain 1PI graph I')
which are left after using all Dirac §’s (we still imagine that g is replaced by the Dirac
0 according to (7.55)). If all components of the loop four-momenta p;, i = 1,...L,
are restricted to an interval [— M, M] there are no UV divergences.4 Let us introduce
a 4L-component vector w: its first four components are equal to p;, the next four
to p», and so on. The integration measure HiL=1 d*p; can be written as d**w. The
restrictions —M < p! < M mean that we integrate over the hypercube of size 2M
with its center located at the origin in the 4L-dimensional space R*" of vectors w.
As far as the limit M — oo is concerned, we may replace the hypercube by the
4L-dimensional ball of radius M in that space. In spherical coordinates on the R**
space

d*w = w* ' dw dQ,

where d2 is the solid angle element in that space and w denotes the modulus of w,
0 < w < M. The integral over the solid angle does not generate any UV divergences
by definition—the range of integration over each spherical angle is finite. On the
other hand, for large w the integrand behaves like

“4The integrals may still be divergent for specific values of the external momenta, because the
denominators of some propagators can be equal to zero. In order to avoid such divergences, we may
replace {04 in the denominators by i€, where € > 0. The limit e — 0. is taken after we perform
the integrations over loop momenta. G™ (k1, ko, ..., k) is not a smooth function of the external
momenta—rather, it is a generalized function of them. Singularities of these functions usually have
certain physical meaning. We shall not discuss them because their presence does not jeopardize the
existence of the perturbative contributions.
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Fig. 8.6 The example of 1PI graph I' such that w(I') = —4 < 0, while w(y) = 0 for its 1PI
subgraph v shown inside the box

w4L—l U)_ZI,

where the second factor comes from the propagators of the [ internal lines of I". Let
us introduce the superficial degree of divergence w(I"). It is defined for a 1PI graph
I" with L independent loops and [ internal lines by the formula

w([) =4L —21I. (8.3)

Itis clear that the integral over w is divergent in the limit M — oo whenw(I") > 0. In
particular, in the case w(I") = 0 we have a logarithmic divergence.’ Using formulas
(8.1), (8.2) we obtain

w) =4 —n. (8.4)

Thus, in our model the superficial degree of divergence is nonnegative only for 1PI
graphs with 2 or 4 external lines.

It turns out that w(I") < 0 does not mean that the integral is necessarily convergent.
The point is that in the reasoning presented above, we have assumed that the loop
four-momenta p; become infinite in the synchronized manner implied by the limit
w — o0. Actually, we expect that the loop integrals are finite, independently of
the way the infinite four-momenta limit is taken. In particular, we may repeat the
reasoning presented above for each 1PI subgraph v of I". If w(y) > O for one or
more such subgraphs we again encounter a UV divergence. An example of such a
subgraph is presented in Fig. 8.6. One can prove that the 1PI graph I' does not have
any UV divergences if the superficial degrees of divergence of it and of all its 1PI
subgraphs are negative.

To summarize, our preliminary analysis has shown that in the :¢}: model it suffices
to remove the UV divergences from 2- and 4-point 1PI graphs with loops. Such
graphs directly appear in the perturbative contributions to G® and G®, and also as
subgraphs of graphs with 6 or more external lines. The limit

9(q1, 92, q3, q4) — 0(q1 +q2 + g3+ q4) (8.5)

2m)*

5In some rather special cases the integral can be finite even if w > 0, because the integral over the
solid angle €2 can vanish. We shall not consider such exceptions.
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will exist if we replace all such potentially UV divergent parts by certain UV con-
vergent terms. The model :gbj: belongs to the class of so called perturbatively renor-
malizable field theories. A model is perturbatively renormalizable if the number of
external lines n in superficially divergent graphs (1PI graphs with w(I") > 0) is
bounded from above by a finite number np—in the case of the :gbi: model ng = 4. In
certain models w(I") > 0 only for a finite number of graphs. Such models are called
superrenormalizable. Of course, the :qﬁjz model is not superrenormalizable.

In nonrenormalizable models the number of external lines in superficially diver-
gent graphs is not bounded from above. We shall see by the end of Sect.8.4, that
the renormalized perturbative expansion in such models contains an arbitrarily large
number of constants, whose values are not predicted by the theory—they have to
be determined experimentally. It is believed that such models have little predictive
power, and therefore they are not popular.

One should note here that Einstein’s theory of gravity is nonrenormalizable when
quantized in a straightforward, canonical manner. This is one of several obstacles in
obtaining a quantum theory of the gravitational field. For that matter, it is not at all
obvious that Einstein’s theory of gravity should be quantized—it can happen that it
is merely an effective theory, that is, an approximate description of effects which in
fact are described much better by another, perhaps more general theory which has a
satisfactory quantum version. Many theorists are investigating so called superstring
models with precisely that goal in mind. At the moment such a deeper theory has
not been established, mainly because as yet there are no experimental data to test
various proposals.

The (non)renormalizability of a model has a certain connection with the dimen-
sionality of pertinent coupling constants. This can be clearly seen in the example of
:(;53: models, where d is the dimension of space-time. The action functional has the
form

1 1 A
S = / déx (Eauww - §m6¢2 - 4—f¢4) . (8.6)

In the units ¢ = 1 = h the action S is dimensionless by assumption, [S] = cm?.

Let us take d = 3. Then, [¢] = cm~"/? and [\¢] = cm~!. In the /-th order of
the perturbative expansion, the graphs are proportional to )\6 and this constant has
the dimension cm™. In order to have the dimension of the contribution of the whole
graph equal to the dimension of G™ = cm®"/2, negative powers of three-momentum
are needed because [p] = cm™'. This suggests better and better convergence of the
integrals over the three-momenta as / increases, and therefore superrenormalizability
of the model. Indeed, the superficial degree of divergence is equal to

n
w=3L—-2=3—1—~
2

(we have used formulas (8.1), (8.2) and the fact that this space-time has three dimen-
sions). It is clear that there is only one case in which we have w > 0:n =2, [ = 2:
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it is the second graph in Fig. 8.3. Note that this graph can appear as a divergent sub-
graph in other 1PI graphs with w < 0. Therefore the total number of UV divergent
graphs is infinite. The case n = 2, [ = 1 is excluded by the normal ordering. The
:¢3: model is superrenormalizable.

Let us now take d = 4. Then [\g] = cm’, and the analogous reasoning suggests
that the appearance of UV divergences is not related to the order / of the perturbative
expansion, apart from the trivial condition / > 1. Indeed, we already know that
w=4—n.

Adding still one space-time dimension, d = 5, gives [A\g] = cm!. In this case we
need positive powers of five-momenta in order to have the right dimension of the
perturbative contributions (now [¢] = cm™/2 and [G™] = cm”"/?). This suggests
that UV divergent graphs will appear for any n if [ is large enough. Indeed, the
formula for the superficial degree of divergence

3
w:SL—2I=5+l—§n,

shows that w > 0 for an arbitrarily large number of external lines n, if we take
sufficiently large order of the perturbative expansion. Hence, the model :¢‘5‘: is non-
renormalizable. In general, increasing the dimensionality of space-time worsens the
situation as far as the UV divergences are concerned. Satisfactory models from the
perturbative point of view are still possible, but they require very special sets of fields,
as well as Lagrangians with symmetries which lead to mutual cancelations of the
UV divergent contributions. Examples of such cancelations are given in Chap. 13,
where we discuss so called supersymmetric models.

8.2 An Example

The goal of renormalization is to define the limit (8.5) term by term in the perturbative
expansion. We already know that this cannot be done in a straightforward manner
just by replacing g by the r.h.s. of formula (8.5), because then we would get UV
divergent integrals over some loop four-momenta. Below we consider in detail the
graph presented in Fig. 8.7. Using this graph, we introduce the main ingredient of
renormalization, which is called the subtractions.

Fig. 8.7 The 1PI graph A k,

renormalized in this section ><)<
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We will use the following one-parameter family of regularizing functions

- 1 4 m% — M? H

G 020 43.94) = 550 42+ 45 + ) H (m) SENEN))
where N is a natural number and € > 0. We shall take the limit ¢ — 0, later, when
there will be no risk of vanishing denominators. This choice of g is called the Pauli—
Villars (P-V) regularization. The limit (8.5) corresponds to M — oo. It should be
noted that the function § given by (8.7) does not belong to the space S(R*) of test
functions. Rather, it is a generalized function. Nevertheless, it vanishes sufficiently
quickly when g; — o0, so that the loop integrals are finite, see below. This function
g has the advantage that it is invariant with respect to Lorentz transformations of the
four-momenta. Moreover, it has a simple algebraic form which harmonizes with the
form of the free propagator Ap(q).

Because each internal vertex has four legs enumerated by the four-momenta ¢;,
we may ascribe the P-V factors

2 2 N/2
mg— M
q} — M? +ic
to the legs. Therefore, one may formulate the P-V regularization in an equivalent

way, by saying that the internal vertex has the form as if the limit M — oo was
already taken, that is

>< = 4,(/;—(;)4 g1 + g2 + g3 + q4), 05

but the free propagators A, formula (7.58), associated with each internal line are
replaced by the PV regularized propagator Ap_y,

(8.9)

Ar(p) = Dpoy(p) = —— i MY
e Povip Cp2—mdtie \p?— M2 +ic
(each internal line has two P—V factors coming from the two legs of the adjacent
internal vertices). Actually, this latter formulation of the PV regularization is the
original one. Note that A p_y with N = 1 may also be written in the following forms

Ap_v(p) i i '/MZ dA (8.10)
_ = — = —1 _—. .
p-vip p2—md+ie p?—M?*+ie m (p? — A+ie)?

Formula (8.7), and the substitution (8.9), imply that the factors [(m(z) —M?%/ (ql.2 —
M? +ie)]N/? appear also on the external lines of graphs. Because such lines do not
play any role as far as the UV divergences are concerned, we may take the limit
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M — oo for each external line right now. Therefore, the external lines do not
introduce any factors in the P-V regularized 1PI graphs (Ag’s have already been
removed).

The Pauli—Villars regularization is sufficient for rendering all 1PI graphs UV
finite: the superficial degree of divergence of P-V regularized 1PI graphs is negative.
Computation of w for such a graph, denoted by I',.,, differs from the one presented
in the preceding section only on one point: now the contribution of each internal line
behaves like (p*)~V~!. Therefore,

W(reg) =4L —2(N + 1) =4 — 41+ 2I(1 — N).

It is negative for all / > 1, even if we take the lowest possible N = 1. When ! = 1
we would have to take a larger N, e.g., N = 2, but luckily the perturbative expansion
does not contain any 1PI graphs with /[ = 1 because of the normal ordering. It
turns out that expressions which require the P-V regularization with N = 2 appear
when applying the BPHZ subtraction scheme to the 2-point Green’s function, see
Sect. 8.4. In the following considerations, we use the regularization with N = 1
unless explicitly stated otherwise.
The regularized formula represented by the graph A; has the form®

A k2M _ )\(2) d4
M) == e | 4P

M2 MZ 1
dX dA ,
/mg : / 20— M ik + p)? = g +iel?

where k = k| + k. Next, we use the identity

1 _/1 . 6z(1 — 2)
a’h?>  Jy  la(l —z) +bz]*
which is obtained from the simpler identity
1 /1 dz
ab  Jo la(l —2)+ bz]?

by differentiation with respect to a and b. The latter identity can easily be checked
by elementary calculation of the integral over z. Thus,

SWe denote the graph and the formula corresponding to it by the same letter. The presence of P-V
regularization is marked by adding the argument M.
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5 Mm? M?
Al(k ;M) (4')2(2 )8/ /m d/\1 - d)\z

/1 6z(1 — 2) @.10)
o IR —n il -2+ (k+p)? — X+ io* )

Let us shift the integration variable p:
p=p —kz, d'p=d'p.
The reason for this shift is that the denominator in formula (8.11) depends on p’ only
through p2,
[..]=p?+kz2(1 —2) — M(1 —2) — Mz +ie. (8.12)

The expression (8.12) vanishes when

po=tV(B )+ MU —2) + Mz — K2z(1 — 2) —ie.

At these points (in the complex p( plane) the integrand in the formula (8.11) has
poles. Because A\j , > m(z), € > 0, and z € [0, 1], when

2 e (o0, 4m}) (8.13)

the poles lie close to the real axis, see Fig. 8.8. In this case the integral over p;, along
the contour presented in Fig. 8.8 vanishes. The integrals along the two arcs of the
circle vanish when the radius of the circle increases to infinity. Therefore, the integral
along the real axis is equal to the integral along the imaginary axis. The integration
over imaginary p; is equivalent to the integration over real variable py, introduced
by the formula

Po = ipa,

Fig. 8.8 The integration Im pg
contour in the complex pj,

plane. The position of the Y
poles is marked by the small

crosses

Y X Rep,
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P4 € (=00, +00), and
dpyd®p’ = idpsd®p’, p?=—p;—p .
Therefore,

2 )\(% 3 " e
mg m

2
0

! 6z(1 — 2)
Az N vl
o [=pi—p*+kz(l —2) = A1 —2)— Xz+ie]

(8.14)

where we have omitted’ in the integration variable p. The transition from formula

(8.11) to (8.14) is called the Wick rotation.

The integration variables p and p, together form a Euclidean four-momentum
pe = (P, pa), d*pp = dpsd®p. The integrand in (8.14) depends only on p% =
p% +p 2 Therefore, we introduce the four-dimensional spherical angles ®, ©,, ©3:

sin @ sin ©, sin O3
sin ®; sin ®, cos O3
sin ®; cos ©,

cos O

PE = |PEl

where 0 < ®;, ®, < 7mand 0 < ®3 < 2. Then,
d*pp = |pel’d|psldQ,
where the four-dimensional solid angle element has the form
d2 = sin® O sin ©,d©,dO,dO5.

The full solid angle is equal to 272, that is

/dsz =272

Therefore,

2 2
A (K% M) =—2i N ood| | MdA Md)\
=TT Ay ans o PR N e O
0

2
0

/ldz 62(1 —2) |pel®
o Upel?—kK2z(1 —2) + M(1 — 2) + Aoz —ie]*’

(8.15)
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Because of assumption (8.13) the real part of the expression in the bracket in the
denominator does not vanish. Therefore, we may now take the limit ¢ — 0. The
integralsover | pg|, A and )\, are elementary. We finally obtain the following formula

A (k% M) = iﬂz)\—%/ldz
' @H22m?s Jy

(m M? —k?z(1 —z) T M?z +mi(1 —z) — k*z(1 —z))
M2(1 —2) + mlz — k*z(1 — 2) mg — k>z(1 — z) .

In the limit M — o0
2

M
In — + (terms finite in the limit M — 00).

Ak M) = —2im? — 0
M) = =2 et M g

The logarithmic divergence in the limit M — oo is the expected one, because the
superficial degree of divergence of graph A, is equal to O.
The divergent term does not depend on k2. Therefore, the difference

0)
AL(k3 M) — A1 (k)% M),

0
where k is a fixed four-vector, also remains finite when we remove the regularization.
The renormalized contribution of graph A is defined as follows

A 2 tim (A1 (K2 M) — AR M)) . (8.16)

Note that this definition trivially implies that
0
A" (k ) =0. (8.17)
This identity is called the renormalization condition.
)
The four-vector k is called the subtraction point. In the :¢%: model the subtraction

. . ©
point is usually given in terms of four four-vectors k;, i = 1,2, 3, 4, such that

S0 o, , OO 1, L
D k=0 (k)= kikj=3p* for i# ] (8.18)
i=1

. . . . . . . (O
where p is a positive parameter with the dimension of mass. This choice for k; is

called the symmetric subtraction point. For an example of it, see Exercise 8.3. In
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(U] )
the case of graph A; we have k = k| + k», therefore we take k= k; + k2. In

consequence,
©0) 4

(k)= —§u2~

It follows from definition (8.16) that

)\2 1 2 k2 1—
Aqe"(iﬂ):mz%/ dzin 20— -2 (8.19)
@H=@2m?® Jo mg + 3p2z(1 = z2)

Let us recall that this formula is obtained under assumption (8.13). We do not present
a calculation of A in the case this assumption is not satisfied.

Formula (8.19) for the renormalized contribution of graph A, takes a particularly
simple form when m} =0 :

N 3k?
ren (1,2 — ;2 0 -
A E o =17 Gy ln( 4u2)'

In this case, the restriction (8.13) has the form k> < 0.

The subtraction of A;(— ‘3—‘ 1%, M) can equivalently be regarded as an ad hoc mod-
ification of the interaction by adding to it a new term, called a counterterm. It is
chosen in such a way, that the difference

4
A (k3 M) — Al(—guz; M)

appears automatically when calculating the full second order contribution to G®.
The second order contribution in the original model, i.e. without the counterterm, is
presented in Fig. 7.6. In order to implement the subtraction we introduce a second
internal vertex with four legs, c.f. the vertex (7.64), with a suitably adjusted coeffi-
cient. In Fig. 7.6 there are three graphs of the form A, which differ from each other
only by the external momenta. We need a counterterm for each of them. Because the
subtraction is done at the symmetric point, the subtracted terms are identical. There-
fore, it is sufficient to add a coefficient of 3in front of the counterterm for graph A;.
It is convenient to introduce a constant C; such that

G

—iWCI. (8.20)

4 5
Al(—Zpu"s M) =
3
In the limit M — o0
I/
C, =277 In —.
mo

In order to implement the subtractions, it suffices to replace V; g (3] given by formula
(7.56) by Vi4[8] + 61 Vi4[3], where
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N6
16214

51 Vi,0] /d4qld4qzd4q3d4q4 3(q1, 42, 43, 4 B(q) 5(q2)B3(q3) 5(gs).

(8.21)
Here §; \719[@] is the total counterterm for the three graphs from the first line

of Fig. 7.6. Note that such a modification of the interaction is equivalent to changing

the coupling constant
3¢, ,
Ao = Ao+ —=—A;- 8.22
0 o+ 30n 270 ( )
In the second order of the perturbative expansion, we also have the second graph
from Fig. 8.3. This graph has two independent loops which share one internal line.
In this case the subtractions are more complicated. We shall apply the general BPHZ
prescription which is described in the next section.

8.3 BPHZ Subtractions

Let I be a 1PI graph in the regularized :¢)}: model with n external four-momenta
ki, ka, ..., k,. The analytical expression corresponding to it has the form

Ar = 5(Zki) /d4pl o d*pr I (prs o pLi K - K1 M,
im1

where L is the number of independent loops in the graph. Ar is finite due to the
presence of the regularization, but the existence of the limit M — oo requires the
subtractions. The integrand Iy is the product of the Pauli—Villars regularized propa-
gators A p_y, and of numerical factors. The four-momentum k,, has been eliminated
from it because k, = — 31~ k;.

The graph I" can have subgraphs: parts which are graphs of the :(bﬁ: model in their
own right. The subgraphs are denoted by ~y, v C I'. Subgraph + is called a proper
one if v 7 I', and the proper subgraph v C T' is called a renormalization part of I" if
it is 1PT and w(y) > 0. Two renormalization parts ; and 7, of I" are disconnected,
v1 Ny, = @, if they do not have any common vertices.

The BPHZ subtractions are defined in terms of Taylor expansions with respect to

the external momenta. Let f(ky, ..., k,—;) be a function of the external momenta
ki,...,k,—1, which is smooth in a vicinity of certain fixed four-momenta
(V] ©)
ki, ..., kn—1. Itis convenient to use the following notation
af . © ©) O\" of
Toftky, ko) = flhkisooos k) + ki — ki )
aki k-—(i)-
J— Ry

9
)
kj=kj

1 (0) Hiy ) Hiyy au)
+— ki, — ki, ol ki, — ki, " " ! "
w! Ok, OkL> .. Ok!"™
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where w is a nonnegative integer. Thus, 7, f denotes the first w + 1 terms of the

. (N .
Taylor series for f around k;, i = 1,...,n — 1. In the case w = 0 it is just

(0) (0) ) ) )
f(ki, ..., kn—1).In the considerations below n = 2 or n = 4, because in the model

:¢%: all 1PI graphs with n > 4 external lines have w(T") < 0. The Taylor expansions
are made around the four-momenta from the symmetric point (8.18).

According to the prescription worked out by N.N. Bogoljubov and O.S. Parasiuk,
with later contributions by K. Hepp and W. Zimmermann (hence the acronym BPHZ),
the subtractions should be done in the following manner. The integrand /- should be
replaced by R which is defined as follows

— 11,"Y if w(F) < ()’
fr= [ 155 — Ty 155 if w(I) > 0, (8.23)
where
N
Ili-s- =Ir+ Z 11“/{%.% H Ty ,,)1 (8.24)

(s =9} i=l1

The sum in the last formula is over all families of disconnected renormalization parts
of the graph I'. One such family is denoted by {7 ... vs : 7 Ny = ¥}. The symbol
It /4,..~s) denotes that part of the integrand /It which does not belong to any of the
subgraphs 7 .. .~s from the given family. The superscript ** stands for ‘internal
subtractions’. The internal subtractions are defined recursively, by application of
formula (8.24) to ;. The graph I does not require internal subtractions only if it
does not contain any renormalization part. If w(I") > 0, such a 1PI graph I" is called
primitively divergent.
The renormalized contribution of the graph I is defined as follows

AR = 5(Zki) A}i_l)lloo/d4pl co.d*pL Re(pr, .o prikis o kaors M).
- (8.25)

The main theorem about BPHZ subtractions says that the limit M — oo exists,
and that A[*" is a generalized function of the external four-momenta. Moreover, the
limit M — oo commutes with the integrals, that is it can already be taken in the
whole integrand R before the integration. Therefore, in principle, the regularization
is not necessary inasmuch as we only consider Feynman diagrams with subtractions.
However, investigation of A" without a regularization is much harder, because only
the convergence of the integral of Rr is guaranteed, and not of the integrals of the
separate contributions to R, given by the terms in the sums present in formulas
(8.23), (8.24). For this reason, it is convenient to introduce the regularization and to
take the limit M — oo after the integration over the loop four-momenta. Such an
auxiliary regularization is often referred to as the intermediate one.

The fact that the subtractions improve the convergence of the integrals over loop
four-momenta has a simple intuitive explanation. All the terms in the Taylor expan-



8.3 BPHZ Subtractions 197

sion of It have the same dimensionality. Therefore, the positive dimension intro-
duced by the powers of the external momenta standing in front of the derivatives
has to be compensated for by the negative dimension of the derivatives. This means
that the terms with derivatives of sufficiently high order necessarily have a negative
superficial degree of divergence. Therefore, one may expect that the integrals over
the loop four-momenta will remain finite in the limit M — oo, except for the first
w(I') + 1 terms of the Taylor expansion. These terms are specifically removed by
the subtractions.’

Note that formulas (8.23), (8.24), (8.25) can be applied directly to an arbitrary
1PI graph T', in any order of the perturbative expansion. We do not need to consider
graphs from the lower orders except for the renormalization parts of T".

In a particular case where w(I") < 0 and all renormalization parts ~; of ' are
disconnected and primitively divergent, the BPHZ prescription is reduced to inde-
pendent subtractions for each ;. For example, if I" has only two renormalization
parts y; and ,, which are disconnected, then we have three families of disconnected
renormalization parts {7}, {72}, {71, 72}, and in consequence

Rp = Ir = Irpy, (Togny1y) = Irpr, (Toen 1) + Ir/nm0) Ty 1) (Ton) 1,)
= Ir/{’hﬂ’z}([ﬁ’l - Tw(”/])l’w)(l’n - Tw(’)z)l"/z)'

See also Exercise 8.4.

It can happen that all the renormalization parts are nested, that is they form the
ordered sequence of subgraphs v; D v D ... D <s. Then, we have just S one-
element families of disconnected renormalization parts, but now the internal subtrac-
tions are needed. The BPHZ prescription gives the nested sequence of subtractions.
For example, let w(I") < 0 and S = 2. Then,

Rp = Ir — Ivy, TW(“/l)I;}s' = Ir/y, Loy I, s

where
I:,}S' =1L, — Ly Toen L, -

Using the identities
Ir = Ivjy Iy, Ivpy, = Irp Dy,

we find that . '
RF = IF/’)’] (I;IS — Tw(/\“)l,;'ls') .

In the next section we consider the graph shown in Fig.8.9. In that case, the
renormalization parts are neither disconnected or nested—they overlap—and it is not
obvious what is the correct way of making the subtractions. One of the advantages
of the BPHZ prescription is that it can be easily applied in such less obvious cases.

7One may remove more terms than necessary. Such an operation is called an oversubtraction.
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Fig. 8.9 The first nontrivial 1PI graph contributing to G@. Its 1PI part, obtained by removing A ¢
from the external lines, is denoted as A;. The meaning of the small arrows is explained in the text

8.4 Renormalization of the 2-Point Green’s Function

In the second order of the perturbative expansion for G? we have the 1PI graph A;
presented in Fig. 8.9. When ascribing the four-momenta to the lines of this graph
we have taken into account the fact that in the limit (8.5), or even before taking
that limit if we use the Pauli—Villars regularization (8.7), the four-momenta are not
independent due to the Dirac deltas at the internal vertices. Moreover, we have put
arrows on the lines in order to indicate at which end of the line the four-momentum
ascribed to the line is taken with a plus sign: the rule is that it is the end the arrow
points to. At the other end of the line it is taken with a minus sign. One may imagine
that the four-momentum flows along the line, from a source at one end to a sink at
the other end—the four-momentum flowing into the sink is counted with the plus
sign. In the model :¢}: we can put an arrow on a given line as we wish because A
and d* p are not sensitive to the change p — —p.

The nonrenormalized, Pauli—Villars regularized contribution to G® (ky, ko; M),
corresponding to this graph, has the form

96 A p (k1) Ap(k)d(ky + ko) Ao,

where
As =/d4pd4q Ia,(p, q; ks M),
and
Mo\
In,(p,q; ki; M) = a0 Ap_v(g — p)Ap_v(p)Ap_y(ki —q).

The external lines are not regularized.

The graph A; has two independent loops. We expect that it is quadratically diver-
gent in the limit M — oo because w(A;) = 2. The BPHZ prescription can remove
the UV divergences from the graph, but it turns out that it violates Lorentz invari-
ance. Therefore, we shall modify the prescription in such a way that the renormalized
perturbative contributions to G® will be manifestly Lorentz invariant.
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Fig. 8.10 The three
renormalization parts of the 4@
graph Aj

T 1> 13

The graph A, contains three renormalization parts ~v;, i = 1,2,3, shown in
Fig.8.10. In the limit M — oo they are logarithmically divergent, w(y;) = 0. We
can form three families of disconnected renormalization parts, each family has just
one element: {7}, {72}, {73}. According to formula (8.24)

I,f{;' =1a, —Ap_v(qg—p)Toly, — Ap_y (ki —q@)Toly, — Ap_v(p)Tol,,. (8.26)

As the external four-momenta for subgraph v; we may take k; = p; and —(q¢ —
p) = p, (the four-momenta flowing into the internal vertex on the 1.h.s. of the graph).
Therefore,

Mo\
L, ={—— ) Ap_ — Ap_
" (4!(27r)4) p—v(p1—q) Ap_v(p2+q),
and

Mo\ ©) ©)
TOI’YI = m AP—V(kl _q) AP—V(k2+q)’

(V) . . .
where k; are the four-momenta of the symmetric subtraction point (8.18). For sub-
graph v,, we may take as the external four-momenta k; = p;, ¢ — ki = p», hence

Ao\’ © O
Tol, = PR Ap_y(ki+ k2= p) Ap_v(p).

In the case of 3 the external four-momenta are ky = p, —p = p», and

Ao\ © ©
Tol, = A Ap_v(ki—q) Ap_v(ka+q).

The renormalized contribution of graph A; is given by the formulas
A" = lim / d*pd*q Ru(p.q:ki: M), (8.27)
— 00

where
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Ra,(p,q; ki; M) =

‘ 4 o O
L (pygs ks M) = 132 (pa s ks M) — (ky — k! T 0
1

oI (p. g3 ki M) ‘
ki=ki

(8.28)
0)

O, PL(p.qi ki M)'
ki=ki

Lk = %k = %
p T R Okt Ok

Inspection of integral (8.27) shows that it can be calculated term by term if we use
the Pauli—Villars regularization with N = 2. One can also check that

i < / d'pd'q I (p.q: ki M)

©) (0)
depends on the Lorentz scalar k7 when k7 < 0, and also on  kj k> = p*/3 and

©) 0)
(k1)* = (k2)* = —p®. When k? > 0, a dependence on sign(k) may also appear,
because the sign of k(l’ is Lorentz invariant for time- and light-like k;.

0
The subtracted terms in formula (8.28) explicitly contain the fixed four-vector k.

One may worry that this is not compatible with the Lorentz invariance. The point
is that, as we shall see in Chap. 10, if the model is Lorentz invariant then G (k)
introduced by the formula

GP (ky, ky) = 6(ky + ka) G (ky), (8.29)

has the property _ 5
G(Lky) = G (ki) (8.30)

for arbitrary proper, orthochronous Lorentz transformations (L € Ll). In the per-
turbative expansion, this property should hold separately for the total contribution
in each order (that is for the sum of the contributions from all graphs in the given
order). Graph A, is the only second order graph contributing to G®. Therefore, it
should give a Lorentz invariant expression. It turns out that this is not the case. Let
us assume that k7 < 0. Then, TT}; depends only on k{, and

o (kis M )
T

O 81'[’;;;(k2; M; 1)
o Ok

ki=ki

kj=—p2
OPI (kT; M o)
Ok Ok

)
1=k

O (ki M o)
A(kp)

O © O (kis M 1)

2 v L N N N
T ki kv =5 002)

kf=—ps2 kp=—ps2
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where 7, are components of the Minkowski metric tensor. Therefore,

/fm%RM@4mum=ng@%Mm—nzeﬁmmm

@) onis (ks M; ) " (2) 22 oMM (ks M )
—( 47 — =2k k1 + )T :
ok} B OUDIKD) o _ o

(0)
The last term is not compatible with Lorentz invariance because in general (Lk| )k #
0
kiki.

Fortunately, the harmful term may be omitted, because it is not necessary for
the removal of the UV divergences. One can easily see that by taking a particular

subtraction point, namely such that y> = 0 and (](c))] = 0. Then that term simply
vanishes, so the UV divergences are removed despite its absence. One can also give
another argument. The two derivatives with respect to k7 lower the dimension by 4,
hence that term has a superficial degree of divergence equal to —2. Therefore, it is
finite in the limit M — oo, and in consequence it is irrelevant for the removal of
UV divergences.

In order to preserve the Lorentz invariance we have to modify the subtraction
procedure for the 2-point Green’s function: after introducing the intermediate regu-
larization we first compute 1'[’;457 (k2; M; 1), and next we subtract the first two terms
of the Taylor series with respect to k7 at k7 = — 2,

Mk = Jim (115G M3 g0
O (kis M p)

—I0 (=% M ) — (K + 1) s
1

). (8.31)

kj=—p?

Note that such IT(" (k?; 11) obeys the following identities (the renormalization con-
ditions)
Hren ( k2’ /J/)

—0. (8.32)
a(kf)

" (—p? ) =0

ki =—p?

Similarly as in the case of graph A, the subtractions (8.31) can be interpreted as
the result of adding to the interaction V;4[3] the counterterm

2

12(2 )8

5 Vi,l31 = /d4 1d*q 5(q1 + g2)B(q)B(q2) [Bi + Ba(qi + 1]

(8.33)
where
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. OTIE (k35 M5 1)
By = (=4 M ), By = ——5——

oK) kij=—p?
This corresponds to adding the term
i 4 2\ 42 .
0SS =— ¢ /d X [(Bl + Bopi") " (x) + B20,p(x)0’ ng(x)] (8.34)

to the action functional (8.6). The internal subtractions are implemented by the coun-
terterm (8.21).

The counterterms §; \719 and 9, \719 remove all UV divergences in the order A2. In
the next order the divergences reappear, and new counterterms have to be included.
They also have the general form (8.21), (8.33), because there are no other types of
divergent graphs than the ones already considered: quadratically divergent 1PI graphs
with 2 legs and logarithmically divergent 1PI graphs with 4 legs. The constants C, B,
and B, will have new values. Thus, in spite of the ad hoc modifications (the inclusion
of the counterterms), the action functional preserves its original form (8.6). Generally,
the action functional in perturbatively renormalizable models may change its form,
but after a finite number of such changes it reaches its stable form, in which only
coefficients are changed when we go to still higher orders.

Note that as far as the removal of the UV divergences is concerned, the constants
By, B, and C; may be changed by adding to them finite constants by, b, and c¢; of
appropriate dimensionality which are independent of M. Then, the renormalization
conditions change their form, e.g., instead of (8.32) we have

DT (k2 1)

= —b,.
(k) ?

I (= p) = —by,

kj=—p2

The new Hﬁfz" (k%: ) differs from the one given by formula (8.31) by the term —b; —
(k% + ,uz)bz. Such freedom in the concrete form of subtracted terms implies that
actually the renormalized perturbative expansion contains arbitrary finite constants.
Their number is equal to the number of renormalization conditions, and is finite in
renormalizable models. On the other hand, in nonrenormalizable models the number
of such constants increases indefinitely with the increasing order of the perturbative
expansion—this fact greatly diminishes the predictive power of these models.
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8.5 The Multiplicative Renormalization

We have seen how to renormalize separate graphs. Now we will look at the effect of
renormalization on the whole Green’s functions, which are given by an infinite series
of graphs.® The theory is regularized in order to avoid mathematically meaningless
expressions that correspond to the 1PI graphs with loops. We use the version of the
Pauli—Villars regularization with N = 2, described at the beginning of Sect.8.2.
The existence of the limit M — oo is secured by adding the counterterms to the
interaction \719[6] given by formula (7.56). Their general form reads

6‘7151 = 51 V]g + 62‘71;]’

where
. X [ - .
0 Vig=(Zi - 1)4—?/Hd46]5 91, 42, g3, q4) 5(q1)B(q2)5(q3)5(qa),  (8.35)
=l

and

&V = %/d4CI1d4CI2 5(q1 + 2)B(q)B(q2) [(1 = Z3)(qf — my) + om* Z3] .
(8.36)
The constants Z;, Z3 and dm? are adjusted order by order in the perturbative expan-
sion. Because these constants are divergent in the limit M — oo, they are called
infinite renormalization constants.
For example, a comparison with the results of Sects.8.2, 8.4 for the graphs A,
and A, gives

3X0Ci 2B, 5 A3Bi + Nj(mj + 1) By
AN A 4° = - ) m- =
202m)* 6(2m)3 6(2m)3

Zi=1+ 3=

3

where we have neglected all terms which give higher than second powers of )\ in
the perturbative expansion for the Green’s functions.

Let us denote by G (p1, pa, - .., pu; Mo, m3, 11, M) the Fourier transform of the
n-point Green’s function, calculated by means of the regularized perturbative series
with the BPHZ subtractions. Here the subscript s refers to the subtractions, M to
the Pauli—Villars regularization with N = 2, and p to the subtraction point. The

8 This series is likely not convergent. Typically, one expects that perturbative expansions in quantum
field theory yield a so called asymptotic series which form a special class of divergent series. In
most applications of the perturbative expansions, the series is either cut to a finite sum of graphs
(then the problem of convergence disappears), or it is restricted to an infinite subclass of graphs
which are distinguished by their particularly simple analytical contributions (and then sometimes
one can compute the sum).
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subtractions are implemented by the counterterms (8.35), (8.36). The limit M — oo
of this function exists, and it is called the renormalized Green’s function,

Glon(pr P2y - pui Mosmi ) = lim G (pr pa. oo pui Do, mig, 1, M).
(8.37)
There exists a certain, very important relation between G (p;; Ao, m2, u1, M), and
the corresponding regularized Green’s function without any subtractions denoted by
é(”)(pl, P2y -y Prs Ao, m(z), M). The relation has the following form

G (p1, pas- -y Pus Nosmd, p, M) = Z3 G (py, pas - - oy Pus Ay, mi, M),
(8.38)
where
Ny = NZ1Zy%, mi = m}+ om?. (8.39)

Relation (8.38) shows that the subtractions are equivalent to a shift of the mass
parameter m3 — m2, and to a rescaling of the Green’s function by the factor Z;"/>
and of the coupling constant A, by the factor Z;/ Z%. It is often called the formula of
multiplicative renormalization. The constants A, m% are called the bare coupling
constant and the bare mass parameter, respectively.

In order to prove relation (8.38), we just calculate the effects of the counterterms
01 \7,9 and (52\719 on a graph I' constructed in the regularized model without the
counterterms. Let us start with ¢, ‘71,,. The graphs are generated from formulas (7.59),

(7.60), but now Vlg is replaced by
MNZ [
~ ~ I . ~ ~ ~ ~
Vig+01Vig = —— / [14*a 31, a2, a3, 94) Ba)B(a2)3(q3)5(qs).-
’ i=1

Therefore, the net effect of the counterterm 8, V; ¢ 1s that Ag is replaced by A\pZ; in
all internal vertices.
The counterterm 9, V;, contributes to the functional Z;") the factor

exp(—i / d*x 5, V131 =

exp (%/d4‘I1d4‘12 [(Zs = D(g7 — mg) — dm*Z5] 8(q1 + ‘12)5(41)5@2)) '

It yields a new internal vertex with two legs and the factor fy = i(Z; — 1)(‘112 —
m(2)) — i6m?Z5 associated with it.” With the new internal vertex available, each line
of a given graph I" can be ‘decorated’ by putting the new vertex on it arbitrarily many
times. We consider here graphs for Green’s functions that contain external vertices

9The factor 1/2 is canceled by the combinatorial factor 2, which appears because the vertex can be
connected to two lines in two ways.
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as well as propagators Ay on the external lines. Any two neighbouring vertices are
connected by a line which represents A, and the four-leg internal vertices (7.64)
contain the regularizing function (8.7). Summing all graphs obtained from I' by
decorating all its lines with the new internal vertex, we effectively obtain the graph
I' again, but each line of it now represents the whole sum

Ar(p) + Ar(P) foAr(p) + Ap(P)(foAr(p) + ...

1 1 [
F(p)l — foAr(p)  Zs p> — (m§ + 6m?) 40,

Thus, the inclusion of the counterterm &, \719 is equivalent to multiplying each line
by 1/Z; and shifting the mass parameter mg by dm?.

In the last step in the derivation of formula (8.38), we collect the factors 1/Z3
from all lines of the graph: this gives an overall factor (1/ Z3)'*". Formula (8.1)
implies that I 4+ n = 2I 4+ n/2. Hence, the overall factor can be written in the form
(Zy 2! Zsy "/ 2, which shows that we may ascribe the factor Z3 2 to each internal vertex
(there are [ of them), and Z; 172 to each external vertex. In other words, the factor
1/Z5 on each line of the graph is written as (1/+/Z3)? and each 1/+/Z3 is moved to
the internal or external vertices adjacent to the line. In this way 1/Z3 disappears from
all lines. The net result of the inclusion of the counterterms is that each internal vertex
(7.64) is multiplied by Z; Z?, the mass parameter m is replaced by m2 + dm?, and
the graph is multiplied by Z; "2 This holds for each graph I' in the perturbative
expansion for G™(p1, pav- ..\ Pui Aos mé, M).

One particle irreducible (1PI) Green’s functions I'™, often also called proper
vertices, are obtained from the perturbative expansion for G® by throwing away
all graphs that are not 1PI and removing the propagators Ar from the external
lines. Calculation of the effects of the inclusion of the counterterms differs only
slightly from the one presented above. Because the external lines are absent now,
we miss the factors 1/4/Z3 needed for obtaining ), for the internal vertices adjacent
to the external lines. We introduce these factors by multiplying the graph by 1 =
(v Z3/+/Z3)". Therefore, in the present case we have a factor /Z3 for each external
vertex instead of 1/+/Z3 obtained in the case of Green’s functions. Thus, the formula
for the proper vertices analogous to (8.38) has the form

T (p1, pas - pus Moy mg, i, M) = Z3T (pi, pa, - pus Ao, miy, M).
(8.40)
In the limit M — oo the Lh.s. of this formula gives the renormalized 1PI Green’s
function,

T (p1y Py vy Pui Mo m, 1) = Jim T (p1, pas ..o\ Pus Moy mg, ju, M).
(8.41)
Formulas (8.38), (8.40) lose mathematical meaning in the limit M — oo because
then Zs, Ay, and m,% are divergent. Of course, these divergences cancel each other
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Fig. 8.11 The graph I’

and produce a finite limit—the renormalized Green’s functions or the proper vertices,
respectively—but the renormalized functions do not have the forms given on the
r.h.s.’s of formulas (8.38), (8.40) with meaningful constants Z3, \, and mi.

Exercises

8.1 Show that a graph equivalent to the one presented in Fig. 8.2 can be drawn on a
plane (without the intersections of lines) if the external lines have a finite length.

8.2 Check the renormalizability of the models )\ : ¢/ :, where n > 2 is a natural
number and d > 2 is the dimension of space-time, by computing:

(a) the dimension of the coupling constant Ag,

(b) the superficial degree of divergence.

8.3 Construct an explicit example of the symmetric subtraction point.
Hint. Assume that

© 0 )
k1 =1(0,0,0,1), ko =1(0,0,c,0), k3 =1(0,x,y,2),

(0) (0)
and choose «, 3, x, y, z in order to obey conditions (8.18). Check that k4 = — k| —

©) (0)
k2 — k3 obeys these conditions automatically.

8.4 Graph I' has the form presented in Fig. 8.11. The dashed boxes mark its renor-

malization parts 7, and 7. They are not disconnected. Prove that

Ao
Rp = (m) Ry R,,.
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8.5 Prove that the superficial degree of divergence of the QED graph I' in four-
dimensional space-time with n,, external photon lines and n, external fermion (elec-
tron or positron) lines is equal to

3
w@) =4-— Ene —np.

What would the formula for w(I") look like had we considered QED in D-dimensio-
nal space-time?
The rules for Feynman diagrams in QED can be found in, e.g., [5, 9, 11].

8.6 Derive the general form of Feynman’s parametric representation:

n

! r() /1 é d [T 2!
— = = d ; 5 1 _ : i i —
E AT T I T Jo 1} ' ( g‘x) [0 %]

8.7 Prove the formula:

d’k F(n—2%2
iyt )

2 2y2-n
(k*> +2k - Q — M? +i04)" I'(n) (Q°+ M

where for all D—vectors the scalar productis a - b = a®h° — a - b.

Hint. Deform the contour of integration over k° onto the imaginary axis in the complex
k° plane and perform the resulting integral by rewriting it in the spherical coordi-
nates of D-dimensional Euclidean space. The value of the integral over the angular
variables can be obtained by comparing the results of calculating the D-dimensional
Gaussian integral

X D

ID = / Hka eizf:'(xk)z

oo k=1

in Cartesian and spherical coordinates; the integral over the radial direction can be
performed with the help of an integral representation of the Euler beta function and
its relation to the gamma function.

8.8 Graph (a) in Fig. 8.12 represents the one-loop, momentum space contribution
to the electron self-energy.

(a) Write down its integral representation and denote it by —i Q2m)*xT, @, mo).

(b) In 4-dimensional space-time the integral appearing in —i (27)* X (¢, my) is diver-
gent, with a superficial degree of divergence equal to 1 (compare with Problem 8.5).
Regularize it by assuming that the number of space-time dimensions D is sufficiently
small and then evaluate it using Feynman’s parametric representation to combine the
denominators and using the formula derived in the problem 8.7.
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Fig. 8.12 One-loop
contributions to the

(a) (b)
two-point, 1PI, QED Green’s
functions
P _ p
u g v u v

Hint. Since the index p of the Dirac matrices takes D values in D-dimensional
space-time, we have the following useful formulae

Y= Dly,  vpy'=Q2—-D)p

(derive them).
Answer:

2
€
87T2+e

1
1, mo) = F(e)/ dx ((2—s)m0—(1—e)(1—x)y) (xm2 —x(1 —x)p?) ™
0

where D = 4 — 2¢.

(c) The divergence of X (f#, mg) in four-dimensional space-time reveals itself as
a pole of the gamma function for ¢ — 0. To obtain the renormalized one-loop
contribution to the electron self-energy apply the subtraction procedure (with the
subtraction point p = 0), i.e. calculate

ren . 182 >, M )
=1 (f. mo) = lim (mz, mo) — 10, my) — pr ) p:O) :

op*
(d) Prove that the one-loop corrected, renormalized electron propagator is given by
the formula

Sk (f, mo) = (2'7)4(;; —mg — TG, mo) +i04) " + O (el) .

8.9 Denote by I1,,(p) = —i2m* (p/,,py — pzn,,,,) m1(p?) the 1PI contribution to
the photon propagator (the so called vacuum polarization tensor) specified by graph
(b) in Fig. 8.12.

(a) Calculate it using the same strategy as in Exercise 8.8.

Hint. Check that in D-dimensional space-time

D [Pk, ) = [dPki g

where f (k?) is some function and, using the result of Exercise 8.7, derive the formula
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2k1k1/_ wkz -
/ "k W I i, T (md - x(1 - x)p?)
(k2 —mj+x(1— x)pz)
Answer:
m(p?) = — % () ldxx(l—x) (m2 —x(1 —x)p?) "
1p7) = 2r2te 0 0 p ’

(b) Compute the renormalized, one-loop contribution to the photon propagator choos-

. R ) N () 8 )
ing the subtraction point at P with (P)” = —pu”.

Answer: 5

1 2 1— 2
ﬂ_}l’en(pZ) — %A dx x(l —X) logw

mi+x(1 —x)pu?’

(c) Choose the free photon propagator in the so called transverse form

v i p'p” 1
Dﬂ — | .
o () 2m)* ( (. P? +i0+) p*+i0;

Prove that the one-loop corrected, renormalized photon propagator is given by the
formula

w i p'p” 1 4
D' — 4 + 0O .
P = G ( Ty i0+) TG Ty T O

8.10 Start with the QED Lagrangian with the physical quantities (field operators 1)
and A, electron mass mq and electric charge eg) replaced by the “bare” quantities
Yy, Apy, mp and ey, :

- — .
Ly, = _ZFlﬁl Fy o + o [i9, (90" + i€y A}) = my] .

Relate the bare and physical (renormalized) quantities through the renormalization
constants

1/1 = Z;l/zwb’ Al = Z;I/zAlbl’ €0 = Z;/zebv my = myp + Am.

The fact that the electromagnetic field renormalization constant is equal to the inverse
of the electric charge renormalization constant is a peculiarity of QED related to the
gauge invariance of this theory.

(a) Determine the form of

L=Ly—L
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where L is of the same form as £, with the bare quantities replaced by the physical
ones, i.e.:

1 _
L= —ZF””FW + p [, (0" + iegA™) — mo] 1.

(b) Treating —dL as an additional contribution to the interaction Hamiltonian (the
counterterms) derive the form of the additional Feynman diagram vertices which
appear thanks to its presence.

(c) Calculate the values of Z,, Z3 and Am which result in the contribution to the
electron and photon propagators equivalent to the subtractions applied in Exercises
8.8 and 8.9.

Answer:

2
871-24—6

&2 1 .
Sﬂgsr(e) /0 dx (1+ (1 —e)x) (x*mg) ",

Z, =1

1
a- g)r(g)/ dx (1 —x) (x*m})"",
0

Am = my

1
62 _
Zy=1- ?;EF(s)/dx x(1=x) (md+x(1—x)p?) .
0



Chapter 9
The Renormalization Group

Abstract The relation between the subtracted Green’s functions with different
choices of subtraction point in the ¢ model. The running coupling constant. Func-
tional equations of the renormalization group. Differential renormalization group
equations of the Gell-Mann-Low and the Callan—-Symanzik type. The (3 function.
Reliability of the perturbative approximations. The phenomenon of dimensional
transmutation in renormalized quantum field theory.

The precise form of the perturbatively calculated and renormalized contributions to
the Green’s functions depends on the adopted scheme of subtractions. In particular,
with the subtraction at the symmetric point (8.18) the dependence on the parame-
ter p appears. The choice of the subtraction point is not dictated by any concrete
physical phenomena. On the contrary, the motivation for introducing it has been
purely mathematical: the subtractions secure the existence of the limit M — oo (the
removal of the regularization), and the mathematical formalism itself does not point
to any specific value of p. Therefore, it is desirable to investigate the dependence
of the renormalized Green’s functions on p in more detail. Another arbitrariness,
also present in the renormalized perturbative expansion, has the form of the finite
constants which can be included in the BPHZ subtractions, as discussed at the end
of Sect. 8.4—it should be controlled too.

9.1 Renormalization Group Equations

Renormalization group equations for the renormalized Green’s functions (in the
:qﬁj: model) follow essentially from formula (8.38). That formula implies a relation
between the Green’s functions G§">, obtained with two choices, v and p/, of the
symmetric subtraction point, because on the r.h.s. there is the Green’s function in it
without any subtractions. Simple calculation shows that

G (p1, pas .-y Puiho, mi, 1, M) =
3G (p1, pay oy pas Nozy ' 23, mE — AmP, i, M), (9.1)
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where 7 -
=2, 71 ==, Am?=oém? — m>.
Z3 Z
In this chapter we regard py, . . ., pa, Ao > 0, m3 > 0, u> > 0, M? > O as variables.

Taking the limit M — oo on both sides of formula (9.1), we obtain a relation between
the renormalized Green’s functions with two choices for the subtraction point. Below
we prove that the constants 71, z3, Am? remain finite in that limit. Their asymptotic
values (at M — oo) depend on p, 1/, m(z), Ao-

The constants z; and z3 are dimensionless. Therefore, they may be regarded as
functions of the following three independent dimensionless variables: '/, m(z) /12,

)\02
’ 2 ’ 2

m
a=ul, — A0, 23 =, —2, Ao)-
wop wop

The asymptotic value of Am? is written in the form

2 2
m
Am* =m} |15 m(“, 0 \o) 9.2)
T

where m is a dimensionless function of the indicated variables. Let us also introduce
the running coupling constant (often called the effective coupling constant)

m
(“ 70 a0y £ nozp 23, 9.3)

Of course, for 1/ = 1 the two subtraction points and the corresponding counterterms
coincide, hence z; = 1, z3 =1, m = 1 and A = ).

The relation between the renormalized Green’s functions that follows from (9.1)
in the limit M — oo can be written in the form

2oy m(z)
G;(«gzq(pls p21 '-'7pn’ )‘07 m()v M) = ZZ(‘LL 9, E,)\O)

2 i 2

2
uw o m I wom

GO (pry p2e e pat A=, =2 N0), m3—m(=, =2, ), 1) (9.4)
nop 2

/

Thus, if the change of the subtraction point ;1 — 1 is accompanied by the substitu-
tions

2 %) ;o2
pwom / peoopom
M= N =AM =2 ), m = m? = mism(—, =2, ). (9.5)
oo 1Y o
and by multiplication by z;' , We recover Gf'e',)l (P1, P2y -+ s Pus Aoy m%, ). Formulas

(9.5) can be regarded as a one-parameter family of transformations parameterized by
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t = 1’/ p. This parameter has values in the infinite interval (0, 0o0), and 7 = 1 gives
the identity transformation. One may consider the pair (Ao, m%) as coordinates on
a plane. Then transformations (9.5), considered for a continuous range of ¢ around
t = 1, give the curve

m2 m2
(A, /TZO No), mit’m(t, #—;’ o))

in that plane. Such a curve is called the renormalization group trajectory (or r.g.
flow) passing through the point (), mé). The family of transformations (9.4) and
(9.5) parameterized but ¢ € (0, 00) is called the renormalization group.

The formula for the proper vertices analogous to (9.4) has the form

T (p1, P2y Pui Ao M3, 1)

n / 2 2 ’ 2

= 2 T 1 pa s p ACS T ), m3 om0 ), ). 96)
B Iz Bop

This formula follows, in the limit M — oo, from a relation between the proper

vertices analogous to (9.1).

Note that formulas (9.4) and (9.6) may easily be generalized to cases where the
two subtraction schemes differ by much more than merely the concrete values of .
The renormalization constants Z;, Z3, ém? and VANVAS om?, which are divergent
in the limit M — oo may correspond to any two renormalization schemes that can
differ by the choice of regularization, as well as by the method of subtracting the
divergent terms. Still, we define z; = Z|/Z, etc., as above, and obtain formulas
that relate the renormalized Green’s functions calculated in the two renormalization
schemes.

Formulas (9.4) and (9.6) provide a convenient starting point for the calculation
of z1, z3 and Am?, or equivalently z3, A and m. We shall use the continuity of the
renormalized 1PI Feynman graphs contributing to I'?) and ') with respect to the
parameter 4/, see below. The perturbative contributions are generalized functions
of the external momenta, and therefore they can be singular at some momenta. For
example, A1 (k?) given by formula (8.19) is singular at k> = 0 in the case m§ = 0.

However, one can prove' that the renormalized contributions to G (p, ..., p),
after dropping the 6(3_"_, p;) factor and eliminating p, (because p, = — Z;’z_ll Di),
become smooth functions of the external four-momenta py, ..., p,—; in the space-

like domain defined by the inequalities pl.2 <0, pipk <0,wherei,k=1,...n—1.
In fact, this is the reason why the four-momenta of the symmetric subtraction point
are space-like.

0 (0)
Let us consider formula (9.6) withn = 4 and p; =p; ('), where p; (1) are the
four-momenta from the symmetric point (8.18) with p replaced by /. Due to the
subtractions, the contributions of all the graphs with one or more loops to

IThe proof can be found in, e.g., [8].
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Fig. 9.1 The graph
representing the first order
contribution to '

~ oy (O ©) Woomk w? o oml
TPy (1), Pa () A=, =2, X), mG—m(—, =, o), 1),
[T H B

vanish, c.f. the renormalization condition (8.17). The only nonvanishing contribution,
equal to —i \/(2m)*, comes from the tree graph shown in Fig. 9.1. Therefore, just for
these particular external four-momenta, relation (9.6) can be written in the form

Fu s 60 B 600, B ot = 2B oo
s s 5 A0, Mgy, = —1 = - s .
4(P 1 (p 2 (H 3 ()5 Ao, Mg, [ (27T)4z§ )z

where Ty is defined by the formula

4
Son(P1 P2y pas pa o mg, 1) = 5 pi) Ta(pr, pa, p3i Ao, m, ).

i=1

P&

The 1.h.s. of formula (9.7) is a nontrivial sum of 1PI graphs unless ;' = p. In the
latter case it is equal to —i \o/(27)* # 0. Also, because of continuity with respect to
1/, it does not vanish for i/ # p, at least when p’ is sufficiently close to u. Therefore,
formula (9.7) implies that for such p/’

71 #0, z1 < o0.

The functions z3 and m can be determined from formula (9.4), in which we put
(V]
n =2and p; =p; (1'). The Green’s function on the r.h.s. is given by the zeroth
order contribution. Therefore formula (9.4) can be written in the form
i1’z

’ 2
e (u2 +mgm(L, /\o))

G(—p?; Xy md, ) = — , (9.8)

where the function G is defined by (8.29) and is represented by a nontrivial sum
of graphs. The r.h.s. is given by the tree graph (7.68). Contributions from all other
graphs vanish due to the subtractions, c.f. the renormalization conditions (8.32).
The subtractions for the 1PI graphs with two external lines contain two terms, see
formula (8.31). The presence of the term with the derivative implies the second
renormalization condition (8.32), which leads to the formula
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itz

’ 2 2’
:U/4 (MZ + m(z) ﬂ(%, %a AO))

G (=% Ny md, 1) = — (9.9)

where _
G (p*; Xo, m3, 1)
a(p?)

G (=% Moy m3, ) =

2— 2
pP=—

w
The notation in (9.8) and (9.9) takes into account the fact that G(p) is actually a
function of gz when the four-momentum p; is space-like. This function of p? is
denoted by G( p%). Relations (9.8) and (9.9) give

/ 2 c 2 / 2 2 ~

G G

Z3(%1 ’;t;)’ )\0) = lé ) m(%» ’;lgs >\0) = ’uz ( /ZG - 1)7 (910)
/ m /,lz /

where for brevity we have omitted the arguments of G and G’. We conclude that z3
and m are finite, at least for i sufficiently close to .

Apart from proving the finiteness of z;, z3 and m, formulas (9.7) and (9.10) show
also that these functions are uniquely determined by the renormalized Green’s func-
tions. Thus, we may say that formula (9.4) determines ), z3 and m uniquely at least
for 1 close enough to y. This fact is crucial for the derivation of the renormalization
group equations presented below.

In the first step we derive a set of functional equations for \, z3 and m. Letus add
a third subtraction point £”. Formula (9.4) relates the corresponding renormalized
Green'’s functions

2
G™ (pi; o, mo, 1)
7 2 " 7" 2

2y mg n poom M poom p
=23 (—. —. M) G (pis A(—, =2, M), my—m(—., —2, Xo), p”). (9.11)
poop B I oo

On the other hand,

G (pi; N,m?, u’)
M// m’2

i

” m’2 , "2
(pis A 2 0y m 2B

/ (n)
X) G o

ren

ILL,Z ) NJ M ) )\/)7 //1///)9

9.12)

/

where \" and m'? are defined in formulas (9.5). Inserting formula (9.12) on the r.h.s.
of (9.4), we obtain the relation
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2 " 2
s om nou” m
GineZ,(Pi; A0, m%, IDES 232 (z, ’u—g, o) Z32 (?, ?, X)

! "

2M I

w?

MN 2
G (pis M(— N),m? —=m(—
1

2
ren R mrz ’ )‘/)v MN)~ (913)
1 1

Because of the above mentioned uniqueness of )\, z3 and m, and by comparing
relations (9.11) and (9.13), we conclude that \, z3 and m obey the following functional
equations?

" mz " m2 l m2 / m2
A= ) =A(“— TamC 2 00 AC Ao>), 9.14)
pop T AT o

m2 ’ m2 m2 l m2 l m2
m(“—,—g,xo)=m<ﬁ,—°,mm(“ —°m<ﬁ,—§,Ao>,A(i,—§,Ao>),
wop pop wop J15)

/-// m2 /.t/ m2 M m / m2 M m2
B M) = 3 A a | (— 2220, A 3 M)
Hop B poop? I pop?
(9.16)
The functional equations obtained above can be used in order to generate various
differential equations (or rather identities). Equations of the Gell-Mann-Low type
are obtained by differentiating both sides of the functional equations with respect to
1", and putting p”” = 1/ afterwards. In the case of (9.14) we obtain

(Ot mE /1 M) _

mg
5 = ( 2_<r T 0 A Z,Ao» (9.17)

where
t='/p,

and the Gell-Mann-Low function 3(m?/u?, \) is defined as follows:

m* _ap ONx,m*/u?, \)

ﬁ(?’ A) = R (9.18)

x=I

Here x just denotes the first argument of the function A\. Here it does not matter which
letter we use, because we finally put x = 1. From (9.15), we analogously obtain

| rom2 2\ 2 2
t@ nm(t, my/ P, Ao) = Yo mo (t )\0), A, n&’ X)), (9.19)
ot w2 w

2In the presented approach to the renormalization group they are just identities which follow from
the definitions of A, m and z3. Nevertheless, we shall call them equations as in most textbooks.
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where s 5 22y
m af Om(x,m”/ )
(o & R 2 (9.20)
/’L 6x x=1
Finally, (9.16) gives
91 £ m2 2, A 2 2 2
SO 20 (76,0 T g a0 ). @21
ot 112 112 112
where 5 5
A
(m Ny df 0z3(x, m /1%, ) 9.22)
/U‘ Ox x=1
These differential equations are supplemented with the ‘initial conditions’
2 2 2
Al %’,Ao) = o, m(1, :%),)\0) =1, ud, %’,Ao) —1. 9.23)

Note that in order to calculate the functions (3, ~,, and + it is sufficient to know the
functions A, m and z3 for all 7 from an arbitrarily small open interval containing
t = 1. The differential equations (9.17), (9.19) and (9.21) can be used in order to
calculate these functions for 7 outside that arbitrarily small interval.

Another set of differential equations, called the Callan—-Symanzik equations, is
obtained by differentiation of the functional equations (9.14)—(9.16) with respect to
1/, next putting p/ = p, and finally changing the notation p” — p/. The derivatives
of the Lh.s.’s of the functional equations vanish, while on the r.h.s.’s we obtain
derivatives with respect to all three arguments. For example, (9.14) gives the Callan—
Symanzik equation for the running coupling constant:

N2 ) N /i )
ot 2 G =50 o/;ﬂ)
DNt m3 /1, Mo)

=0. 9.24
Do 9.24)

— B( 2,)\0)

The differentiation with respect to 1’ and subsequent substitution 4" = 1 applied to
formula (9.4) gives the Callan-Symanzik equation for G :

ren

G(n) 3G(n>
8"6‘]1 +6( 27)\0) ren

6G<">
+m0[7m( Ao)+2] ren o~ 7(—,>\0)G§'e'3,=0. (9.25)

The Callan—Symanzik equation for ') has a similar form. It can readily be obtained
from relation (9.6).
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9.2 The Running Coupling Constant

The running coupling constant plays an important role in assessing the reliability
of the perturbative approximation. Let us introduce a dimensionless function g
(which should not be confused with the regularizing function g considered in the
previous chapters) such that

2
n ~ Di m
G™ (pi: Mo mi, 1) = m® g"”(;; Ao, M—;’), (9.26)

ren

where dy = —3n is the dimension of G in units of mass.> We have assumed
that my # 0. The perturbative contributions to the renormalized Green’s function
can always be written in the form (9.26). One can see this from the formulas for
the BPHZ subtractions and for the free propagator A (k): all external and internal
four-momenta k; are written as k; = p k; /1, where p1 > 0, and the factors y are

extracted, e.g.,

i o i
K _mlti0, " R —mdfR 0y

The factors 1 can also be extracted from the four-momenta (g)i which appear in the
symmetric subtraction point (8.18), from the cutoff parameter M (M? = p>M?/1?),
as well as from the four-momenta in 63> p;). Finally, we write u = mq p/mq and
collect all factors mg. This gives the overall factor mgo. The definition (9.26), used
on both sides of relation (9.4), gives

2 7\ o
~(n) P m 1% poomg
9()(;;/\0, _/;):(E) mf‘o/%u MS,AO)
2 ’

; ’ m2 . pi m m2
220 gy g (—,;A(“, 70 o, 20 (i,—g’,m). 9.27)
pop w2 pop

Let us take particular four-momenta p;,

!/

pi="p, 9.28)
i

where the momenta p, are fixed. Then, the four-vectors p;/u, p;/p present in
formula (9.27) can be v written as

3In the natural units (5 = 1, ¢ = 1) the field ¢(x) has the dimension cm~!, and the vacuum state
vector |0) is dimensionless, hence [G™] = cm™. The Fourier transform changes the dimension
by +4n. Therefore, [G™] =em™ = [mg]~".
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& == & — é
Iz peooow
where t = /. Therefore,
~ny ., Pi m% do. doj2n/2 ~ny (L m%
grE=3 X0, —) =1m T gV = A —m 9.29)
I I Y

where m, z3 and ) are functions of ¢, m(z)/u2 and )¢ as shown in (9.27). Using the
definition (9.26) again, we see that

G (tp.i oy m, 1) = 102G, (p s A mym, o). (9.30)

On both sides of this relation we have the renormalized Green’s functions with the
same subtraction point .

Relation (9.30) shows that the renormalized Green’s functions calculated at the
four-momenta ¢ P, in the model with coupling constant )\, are related to the Green’s
functions calculated at the four-momenta P, in the model with the coupling constant
A. It is essentially a consequence of stralghtforward dimensional analysis applied to
relation (9.4).

Suppose that there exists ¢, such that A(z, m(z) / uz, o) — Owhent — #,. Because
A is the actual coupling constant on the r.h.s. of formula (9.30), one may hope
that for p; ~ fop, one can obtain a good approximation to GE”EL (tp;; Ao, m3, 1)
by taking into account only the first few terms in the perturbative expansion for
G on the r.h.s. of formula (9.30). On the other hand, if A diverges at a certain
t = too, i€, A, m3/u?, N\g) — 00 when t — fo, the perturbative approximation
is not trustworthy at the four-momenta p; =~ fo P, A more precise meaning of
these statements is as follows. Suppose that we have calculated the perturbative
approximation for G,(”ezl (p;; Ao, m3, 1) up to a certain finite order in )\ at certain
four-momenta P, Relation (9.30) says that when we use such a perturbative formula
with the rescaled four-momenta ¢ P, instead of P,» we may take as the four-momenta
again P, but the coupling constant Ao should then be replaced by A (of course one

should also include the prefactors t""z , and m). It is clear that we can trust the
perturbative formula with the four- momenta equalto? P, when A < )y, and we should
be concerned about its usefulness if A > A\g. At 1o our approximation completely
breaks down. In practice, such considerations yield information about the reliability
of the perturbative approximation only for very small or very large four-momenta,
because working with the perturbative approximations for A one usually finds that
to and 7., are either equal to O or very large. Also note that all components of all
four-momenta in formula (9.30) are rescaled by the same factor ¢. It remains an open
question what happens if we keep finite, e.g., the momenta p; and rescale only the
components p? (the energies).

We have just seen that the behavior of the running coupling constant as a function
of ¢ is crucial for checking in which asymptotic region we may trust the perturbative
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approximation. In order to investigate the behavior of A we use the Gell-Mann-Low
equation (9.17), which has to be considered together with (9.19) for m. The functions
[ and 7, can be computed from their definitions (9.18) and (9.20). To this end, we
only need to know A and m for r & 1. For this we may use formulas (9.7) and (9.10)
in which I’y and G are calculated perturbatively.

As an example, let us find the form of equations (9.17) and (9.19) in the 1-loop
approximation, in which only graph A, (Fig. 8.7) is present, apart from the zeroth
order graphs. The self-energy graph A, Fig. 8.9, has two independent loops, therefore
it is discarded. Thus,

3X0Cy

e 2=1 om* = 0.

Zi=14+—

It follows that L, )
m _ m Mo _ K
Z - 17 m (_7 ) )\0) - 5
’ p'op? w2
where the superscript () denotes the 1-loop approximation. Definition (9.20) gives
7D = —2.In order to find 3V we use the one-loop approximation for Iy,

O(A ), (9.31)

L i) 3iN3 /ld | 3m3/p? + 42z(1 — z)

T T 2nt T 82ne 3m2/u? + 4z(1 — z)
where we have used result (8.19) together with the combinatorial factor (41)? shown
in the first line of Fig.7.6. The factor 3 in front of the integral appears because there
are three 1PI graphs (the first line in Fig. 7.6) which contribute to I'y—because
the subtraction point is the symmetric one they give identical contributions. Since
2" = 1, formulas (9.3), (9.7), (9.18), and (9.31) give

3 ! 4z(1 —2)
Y] _
B ( /\) = 2/ dz4z(1—z)+3mg/u2' (9.32)

Therefore, the Gell-Mann—Low equation (9.17) in the 1-loop order has the form

oA 3N /'d 4z(1 —2)

= . 9.33
‘ 4z(1 — 2) + 3m§/ (u2t?) 039

2= =
ot 1672

The integral over z is elementary, but it gives a rather complicated function of .
Result (9.33) holds in the renormalization scheme used in Chap. 8.

One can simplify the approximate form of the ( function by adopting a special
renormalization scheme. Especially attractive in this respect is the so called mass
independent (MI) renormalization scheme in which one puts 7 = 0 in the constants
Z, and Zj3, but of course not in the original Feynman graphs. It turns out that such
subtractions are sufficient for the removal of the UV divergences.
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For example, let us reconsider the graph A; from Sect. 8.2. In the MI scheme we
replace definition (8.16) of the renormalized contribution by

df

AL T (A0 M) — AR M)lm), 934

where in the first term on the r.h.s. we still keep the original value my > 0. With this
new definition, formula (8.19) for A|*" is replaced by

M _ 2 A /1 il 3m§ — 3k*z(1 — 2)
= 2 8 2 :
@H2@2m)8 Jo 4prz(1 — 2)

It is clear that A{” T does not obey the renormalization condition (8.17).

The MI renormalization scheme has the same types of counterterms as discussed
in Sect. 8.5, only the concrete values of the constants Z;, Z3 and om? are different.
Therefore, the multiplicative renormalization formulas (8.38) and (8.40) are still
valid.

Let us calculate the 3 function in the MI scheme in the 1-loop approximation.
Because Z; and Z3 do not depend on m%, the same is true for z1, z3 and, in conse-
quence, for )\ defined by formula (9.3). Therefore, the dimensional analysis applied
to A in the MI scheme implies that it is a function of t = '/ and Ao,

A= M@, \).

Definition (9.18) implies that 3 in (9.17) depends only on \. Hence, in the MI scheme,
the Gell-Mann-Low equation (9.17) decouples from the equation for m,

MI
(220 gt 1 ), (9.35)
ot

In order to calculate 3/ we need AM/ for t ~ 1. The perturbative approximation for
it can be directly found from definition (9.3), and the definitions of z; and z3 given
at the beginning of Sect.9.1. For example, if we calculate 3"/ in the 1-loop order,
we may put z3 = 1 as before. The counterterm giving Z; is essentially defined by
formula (9.34). Including appropriate numerical factors and taking the limit M — oo
we find that

Z' 3\
MI _ q: 1 _ 0 2
A= fim =1 e I+ OO0
Therefore,
MI 3)‘(2) 3
A =X+ —=Int + O\, (9.36)

= 1672
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and finally in the 1-loop approximation

32
ME(\g) = —%. 37
B o) = 125 (9.37)
Let us insert formula (9.37) on the r.h.s. of (9.35),
ONML (2, \o) 3
= = MM, M)
ot 1672 A7 20)
The solution of this equation with the ‘initial condition’
AM(L, No) = No
has the form \
(2, 20) = ————. (9.38)
1— W}\O Int

Comparing (9.38) with formula (9.36), we see that the first two terms in the expan-
sions in powers of )\ coincide, but (9.38) contains terms of an arbitrarily high order.
Formula (9.38) is often called the renormalization group improved version of (9.36).
Of course, formula (9.38) is not the exact formula for the running coupling constant,
because we have used the approximate form of the 3 function.

Formula (9.38) implies that

1672
")~ (7.25 x 10221/

th =0, t =exp( N

Thus, we may expect that when the four-momenta become large, the quality of the
perturbative approximation will worsen.

In the model A :gbg:, which involves the real scalar field in a six-dimensional
space-time with the (self)interaction )\ :¢:, one finds that the first non-vanishing
contribution to the 3 function has the form

B o) = —ar1 X,
where a; is a positive constant. In this case, the Gell-Mann-Low equation (9.35)
gives
S

M, N = —0 .
AT do) 1+2a1)\(2)1nt

Hence, in this model

1
fh = 00, lyp =exp(————=) < 1.
0 o0 p( 261])\(2))
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Now the accuracy of the perturbative approximation is better at the large four-
momenta ¢ pt > 1, and worse at the four-momenta ¢ p;s t < 1. Models in which

A — 0ast — oo are called asymptotically free. The :¢;: model is renormalizable,
but it is not very interesting because of the large dimensionality of the space-time,
and also because the corresponding quantum Hamiltonian is likely not bounded from
below. A much more interesting asymptotically free theory is provided by the quan-
tum Yang-Mills fields. This theory is the main ingredient of modern theories of
interactions of particles. It is discussed in Chap. 12.

9.3 Dimensional Transmutation

Dimensional transmutation is the phenomenon of an emerging physical mass scale
in superficially massless quantum field models. For example, the classical theory of
the Yang—Mills fields contains a dimensionless coupling constant g and no explicit
mass parameter (m( = 0). On the other hand, there are many indications of particles
called glueballs with a non-zero rest mass in the quantum version of that theory. It
is a puzzle as to how a non-zero rest mass can be obtained in a theory, in which
no dimensional parameter is available. In fact, it cannot be obtained in the classical
theory, but the quantum theory of the Yang—Mills field actually contains a dimen-
sional parameter, namely the subtraction parameter u, or equivalent parameters in
other renormalization schemes. This answer is not fully satisfactory because p has
no physical meaning—it can have arbitrary positive values. However, it turns out that
by using . one can construct a parameter of the dimension of mass which is constant
on the renormalization group trajectory, hence that parameter belongs to the set of
physical characteristics of the model.

A physically meaningful quantity F (Ao, m3, 11), defined within the perturbative
approach, should be constant on the trajectories (9.5) of the renormalization group
transformations—in other words, F should be invariant under the renormalization
group transformations,

/ m2 2 ’ m2 )
F(\o, mg, 1) = F(A(%, ;TS o), m%%m(%, ;TS o), u)~ (9.39)

The differential form of this condition is obtained by differentiation with respect to
1/ and putting 1/ = p,

OF (Mo, m2. 11)
=%
1

2 OF (N, m2, OF (No, mg,
+ﬁ(nig’)\0) (Omoﬂ)+ (Omoﬂ):
1% 5‘/\0

0.
am(z)

2 mg
mg [2 + ’Ym(F, 20)]
(9.40)
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It is the Callan—Symanzik equation for F'. Note that the renormalized Green’s func-
tions Gﬁ’gl do not obey condition (9.39)—they are not invariant with respect to the
renormalization group transformations (9.5).

In the massless case (my = 0) (9.40) reduces to

OF (o, 1)
T

5'F(>\0, 1)

+ B(No) =0. 9.41)

It is clear that F'(\g, 1) = p does not obey this condition. On the other hand, let us
take

Ao aN
F(o, ) = A(Ao, p) = Nexp( ﬁ(X))’ (9.42)

where a is a constant. Simple calculation shows that A (\g, i) obeys condition (9.40),
hence it is a renormalization group invariant. It provides the physically meaningful
mass scale. Of course, Ay and the constant a should be chosen in such a way that the
integral in the exponent exists.

Exercises

9.1 Compute A(\g, p) for the massless :(bi: and :¢g: models using the results of
Sect.9.2. Analyze the behavior of A when \g — 0.

9.2 Using the value of the Z3 renormalization constant, calculated for the subtraction

. © o, 5. .
point P such that (P )~ = —p” in Exercise 8.10,

2

1
0 8Iﬁ(&?)/dx x(1—x) (m% +x(1 _x)‘uz)fs ’
0

[4
Zy=Zi(w) =1- Py

and the relation e(u) = /Z3(u) ep, find the form of the one-loop beta function in
QED in the case u > my.
Answer:

3
Bl = S +0 (5.
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Chapter 10
Relativistic Invariance and the Spectral
Decomposition of G?

Abstract Therequirements for arelativistically invariant quantum field theory. Gen-
erators of the unitary representations of the universal covering group of the Poincaré
group, and their commutation relations. The spectral decomposition of the two-point
function G in the quantum theory of the real scalar field. The contribution of the
single particle states. The pole of G® at the physical value of p? of the single particle.
Finite mass corrections to the renormalized two-point function.

We have seen how one can perturbatively compute Green’s functions in the :¢j:
model. For purely mathematical reasons, we have had to introduce the regularizing
function g, which does not have any physical meaning. Next, we have shown that
one can redefine the model (by including the subtractions) in such a way that the
regularizing function can be removed. This is done graph by graph, and the sum of
all such renormalized graphs up to a certain finite order defines the renormalized,
perturbative Green’s functions. Computations of infinite sums of graphs are possible
only in rather special cases, because calculations of contributions represented by
graphs with a large number of loops in general are prohibitively complicated.

In the presence of the regularizing function, the model, and in particular the
interaction Hamiltonian \71g, is well-defined in the Fock space spanned by the basis
states |0y), aj(ié)|o,), .... We expect that the perturbatively calculated renormal-
ized Green’s functions are approximations of Green’s functions of a certain rela-
tivistic model which can be called the exact :¢j: model. We have already mentioned
in Chap.7 that we do not know how to construct such an exact model. Neverthe-
less, accepting a number of reasonable assumptions about its properties, we can
derive a certain formula for the exact Green’s function G®, known as the spectral
decomposition. The assumptions include the relativistic invariance and the particle
interpretation. Next, by comparing the spectral decomposition with the perturbative,
renormalized Green’s function G2, we shall see that if the latter is to be an approxi-
mation to the exact Green’s function, the mass parameter m3 of the initial Lagrangian
(7.1) has to be chosen in a special way. Only in the zeroth order is this parameter
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equal to m?, that is to the square of the rest mass of the scalar particle associated
with the field ¢(x). In general, mi=m?> (1 +a)\]+a3;)\) +...), where az, as, . ...
are dimensionless functions of m? /. They can be calculated within the framework
of the renormalized perturbative expansion.

10.1 Relativistic Invariance in QF T

Similarly as in Sect. 3.1, we consider the proper orthochronous Lorentz transforma-
tions, which form the group L1, and the translations in Minkowski space-time (the
group Ty). Together they form the Poincaré group P,

P={(L,a):LelLl, aeTy.

In the present context of relativistic invariance we adopt the so called passive inter-
pretation of the Poincaré transformations

x* = LM x" +a", (10.1)

where [ = (L*,)), a = (a") do not depend on x*. Namely, formula (10.1) is
regarded as a change of Cartesian coordinates in Minkowski space-time M. Thus,
x* and x"* are coordinates of the same point in M. The alternative (so called active)
interpretation assumes that we use one Cartesian coordinate system in M and (10.1)
defines a transformation of the points in M: the point x with the coordinates x* is
moved to the point x” with the coordinates x*.

Thus, the Poincaré transformation (10.1) now represents a change of inertial ref-
erence frame in which we investigate the fields. The fundamental assumption is that
such frames are equivalent in the sense that all physical laws, which in particular say
which phenomena are possible and which are not, are identical in all of them. !

The group multiplication in P has the form

(Lo, an) (L, ar) = (LaLy, Loa + a2). (10.2)
The Poincaré group is the most important group of symmetries of Minkowski space-

time. Its unitary irreducible representations (UIR’s) appear in the definition of the
relativistically invariant quantum field theory (QFT) given below.

IThis does not have to be true if one generalizes Poincaré transformations (10.1). For example,
often one performs a Lorentz transformation to the rest frame of an accelerated particle. Such a
Lorentz transformation is time-dependent, because the particle changes its velocity. The rest frame
is non-inertial, and the transformation is not a symmetry. The physics in the rest frame is different
from that of the inertial laboratory frame, because in the former case any physical object (particles
or fields) is affected by special forces like the centrifugal one. In the rest frame they are real forces,
which in quantum field theory may lead, e.g., to creation of particle-antiparticle pairs. Such forces
are absent in the inertial laboratory frame.
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The theory of the symmetry of quantum systems was developed mainly by
E.P. Wigner. It belongs among the most beautiful pieces of theoretical physics. Below
we briefly outline the main points of that theory.

Let us begin from the observation that physical states” of the quantum system are
represented by (that is, they are in one-to-one correspondence with) rays in a Hilbert
space H, and not with vectors in H. The ray [¢/] is the set of all vectors in H obtained
from a single vector |¢)) by multiplying it by an arbitrary complex number different
from 0. Thus,

[v] = {c|y) : c € C, c # 0}. (10.3)

Any concrete vector belonging to the given ray is called a representative of that
ray. Actually, it is sufficient to consider normalized rays, obtained by adding the
restrictions

lel=1, (YlY) = 1.

In the following we use only the normalized rays. The space of physical pure states
can be identified with the space of all normalized rays in H. We will denote it by
Ry.

As we know from quantum mechanics, physical predictions are obtained by cal-
culating scalar products of vectors from H. More precisely, the physically relevant
quantity is

@11 IxD < 1lol.

It does not depend on the choice of the representatives of the rays, as opposed to the
scalar product. Expectation values of an observable A, given by the formula (/| Aw),
also do not depend on the choice of representative c|v) of the normalized ray [«/].

Let us consider a certain Poincaré transformation of the states of a quantum
system. It is represented by an operator Uy in the space Ry;. Thus, Uy transforms
each normalized ray into a normalized ray. Both [v/] and Ug[%] represent states of
the field with respect to the reference frame (x*). We may look at the field in the
state [¢] also from a reference frame (x'*) defined by (10.1). Then we shall see
the field in a state represented by [¢)']. The operator Uy is defined by the formula
[¢'] = Ug[®]. Thus, the state Ug[v)] of the field seen from reference frame (x#"), and
the state [¢/] seen from reference frame (x""), look the same. If the transformation
is to be a symmetry of the system, it should leave invariant both the space of states
and the product ([¢'] | [x]), that is

@) UrRr = Ry, (i1) (WUrlP I UrIxD = (91 [xD

2For brevity, we discuss here only pure states. The most general space of states includes mixed states,
represented by density operators. However, such mixed states can be regarded as being composed of
several pure states, therefore one may introduce the notion of symmetry using only the pure states.
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forall [¢], [x] € Ry. The meaning of condition (7) is that the full space Ry of states
of the quantum field in reference frame (x*) coincides with the full space of states
Ug Ry of that field in reference frame (x'*). Condition (i) says that the probability
of finding the state [¢/] in the state [x], both states given with respect to reference
frame (x*), does not change if we look at these states from reference frame (x').
Conditions (i) and (ii) give the precise formulation of the equivalence of the two
inertial reference frames.

E.P. Wigner has shown that every symmetry transformation Uy can be represented
in the Hilbert space H by an operator U such that:

(Ia) UH="H

and

(Ib) (UPIUY) = ()

for all |¢)) from H. Moreover,

(Ic) U(I)+Ix) = Ul)+Ulx)

for all |¢)) and |x) from H, and either

(Id) Ulcly)) =cUly)
or
(Ie) Ulcly)) = c* Uly),

where c is an arbitrary complex number with ¢* its complex conjugation. It is clear
that U transforms rays into rays, and precisely this transformation of rays coincides
with U R-

In the case (Id) the operator U is unitary, while in the case (/e) it is called
antiunitary. Properties (/b — I¢) allow us to compute (U |U x) also when ¥ # x
because

1 1
(Y1lha) = 1(1/11 + Yol + 1) — 1(1/)1 — Pl — o)
i i
- 1(2/11 + 2l +ivh) + Z(?ZH — 2|1 — ith).
The r.h.s. of this formula contains only the norms of vectors |¢,) = |¢,) and |¢;) +
i|1,), to which we may apply (/b). Using that formula for |¢;) = U|¥) and |¢,) =
Ulx) we find that in the unitary case (Id)

(UIUX) = (PIx)-
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In the antiunitary case U|y) £iU|x) = U(|v) F i|x)) and therefore

(UlUx) = (xI¥).

In the relativistically invariant QFT we demand that each Poincaré transformation
be a symmetry. Hence, for each element (I:, a) from P we have an operator U (I:, a)
in H, which has the properties (/a)—(Ic), and also (/d).

We choose (/d) and not (/ e) for the following reason. The Poincaré group includes
the trivial transformation (/4, 0). It is natural to demand that it be represented by the
unit operator / in H

U(l4,0) =1, (10.4)

and this operator is of course unitary. Another natural assumption is that the operator
U (L a) depends on L and a in a continuous manner. In particular, U (Ln, a,) —> 1
if the sequence (L,l, ay) is convergent to the trivial element (I4, 0) when n — oo.
Now, suppose that the operators U (f,n, a,) are antiunitary. Then, for any |¢) € 'H

U(Ly, an)(i190)) = —iU(Ly, ap)|t).

Because of the continuity the Lh.s. is convergent to i) while the r.h.s. to —i|Y),
and we obtain a contradiction. Thus, all operators U (f,, a) have to be unitary.

Yet another requirement imposed on the operators U (L, a) stems from the fact that
two consecutive Poincaré transformations, first g = (il ,ar)andthen g, = (122, a),
are equivalent to the product transformation g,g; = (ﬁzl:l, izal + ay). It is natural
to demand that the same holds for the corresponding transformations of the rays in
‘H, that is that

Ur(La, an)Ug(Ly, ay) = Up(LaLy, Lyay + ay). (10.5)

On the level of the operators in the Hilbert space H property (10.5) is represented
by the formula

U(g2)U(g1) = exp(iw(g2, &1)) U(g281), (10.6)

where w(g>, g1) is a real-valued function of the indicated variables. The phase factor
exp(iw) is called the cocycle. We assume that it is a continuous function of g; and
g>. The set of all unitary operators U (g) in the given Hilbert space H, where g € P,
is called a unitary, projective representation of the Poincaré group if all U (g) obey
conditions (10.4) and (10.6), and also the condition of continuity with respect to g.
‘Projective’ refers to the presence of the cocycle—in the case w(g», g1) = 1 for all
g1, &2 € P we just say ‘unitary representation’.

The presence of the cocycle is a characteristic feature of symmetries of quantum
systems. For many groups, e.g., SU (N) groups, it can be removed just by redefining
the representation operators U (g). In the case of rotations (the SO(3) group), as
well as for the Lorentz and Poincaré groups which contain SO (3) as a subgroup, the
cocycle cannot be completely removed. Wigner has proved that all unitary projective
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representations of P can be divided into two classes. In the first class, relevant for
bosonic fields and integer spin particles, the cocycle can be completely removed just
by redefining U (g). In the second class, related to fermionic fields and particles of
half-integer spin, the cocycle can be removed only if we introduce a double-valued
unitary representation: for any given g € P we have two operators U (g). It is
a well-known fact that in the theory of continuous multivalued complex functions
of a complex variable z € C one can remove the multivaluedness by extending the
domain of the z variable from C to an appropriate Riemann surface. In the case of
representations of the Poincaré group, there exists an analogous construction: each
double-valued unitary representation U of P in H is equivalent to a single-valued
unitary representation (also in H) of a group P larger than P. That new group
is called the universal covering group. It consists of all pairs of the form (A, a),
where a is an arbitrary translation as before, while A is an arbitrary element of the
SL(2,C) group. Let us recall that the SL(2, C) group consists of all the 2 by 2
complex matrices with the determinant equal to +1. Such a set of matrices forms
the group with respect to the matrix product. The relation between SL(2, C) and Ll
was discussed in Sect. 5.1, see formulas (5.22) and (5.23). We recall it in Sect. 10.3
below. Because A and —A give the same Le LL, SL(2, C) covers P twice. The
group product in P has the form (A1, a1)(Ar, ar) = (A1 Ay, i(Al)az + ay), where
L(A,) is the Lorentz transformation corresponding to A ;. The unit element has the
form (o, 0). Thus,
U(A, a)H = H,

({UA, a)|U (A, a)x) = (]x)
for all |¢), |x) € H, and
U(A1,a)U(Ay, az) = U(A Ay, L(ADay + ay).

The correspondence between SL(2, C) and Ll becomes an isomorphism if we
take A’s from a certain not-too-large vicinity of the 2 by 2 unit matrix (. Such
A’s can be smoothly parameterized by the 6 real parameters known from Sect. 3.1:
w2, B, W3 WO W02 O3 Thus, in that vicinity of the unit element of 75, we may
use w and a as the parameters: g = (A (w), a), where w denotes the six real parameters
specified above. It is clear that A (w = 0) = 0y.

It turns out that in the case of continuous unitary representations of P which
appear in QFT, the operators U (A(w), a) can be written as an infinite series with
respect to w”’s and a’’s:

U(AW).a) = I +ia"P, + %wﬂ”]&l,w T (10.7)

where by definition

A~ A

M;w = _er
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This last condition is related to the fact that w"” = —w"*. The factor 1/2 is introduced
in order to cancel the factor 2 from

3
wWMW = 2(2600[]‘;101‘ + WMy + WP Mo + w31M31).
i=1

Because U (g) are unitary operators, the operators [A’# and M v are Hermitian—this
is the reason for extracting the factors i in the second and third term on the r.h.s. of
formula (10.7). ﬁu and M v are called the generators of the representation U in the
chosen parametrization (w, a).

The group structure of P implies commutation relations for }3/,, and M - In order
to derive them we first notice that

5 UMW), a) s 00w,
P;L = —1 aa# i M;LV - aw#,, (108)
w=0, a=0 w=0, a=0
Now, consider the following identity
U(oo, 1) U(0v, az) = U (00, a1 + az) = U(00, a2) U(oo, a1).
The derivative with respect to a| taken at a; = 0 gives
. U (oo, - .
iP,0 (00, az) = % — iU (00, an) P, (10.9)
a

This formulaimplies that the operators ﬁﬂ are invariant with respect to translations,
that is that } o R
U~ (00, a2) P,U (09, a2) = P,. (10.10)

The Lh.s. of this formula is, by definition, the transformation of the operator 13
corresponding to the symmetry represented by U.ltisa general postulate of quantum
theory that the action of a unitary symmetry transformation U(g) on an operator 0
in the Hilbert space H has the form

00— 0 LU ()00 (10.11)

Let us take the derivative of both sides of formula (10.9) with respect to aj at
a, = 0. The result can be written as

[P/J,v P,1=0. (1012)

We see that the generators of space-time translations commute with each other. In a
relativistically invariant theory, the generator of time translations P° coincides with
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the quantum Hamiltonian of the considered field, and P' coincide with components
of the operator of the total momentum of the field.

The first part of formula (10.9), namely

oU (09, a2)

iP,U(00,a7) = .
2

can actually be regarded as a set of differential equa}tions for U (00, a>). Because 1311
commute, the solution which obeys the condition U (o, 0) = I has the form
U (09, ay) = exp(idy P,). (10.13)
Acting with —id/0a' on both sides of another identity, namely
U(A,0) Uy, a) = Uy, L(A)a) U(A, 0), (10.14)

and setting a = 0, we obtain

U(A,0)P, = P,L(A)",U(A,0). (10.15)

This formula can be written in the form
U~Y(A,0)P*U(A, 0) = L(A)* P, (10.16)

(as always, we raise the indices using n/”: pPv = nt 13,,). Formula (10.16) says that
the operators P transform under Lorentz transformations as components of a four-
vector. Formula (10.15) implies the commutation relation between ﬁu and M oAl WE
take the derivative of both sides of it with respect to w”* and we put w = 0. Because
L(A)Y, = 0! +w", + Ow?), we have

AL(A),

AP = 0,Mux = OxTlup»

w=0

and therefore

A~ A

M/))\P/L = _i(ﬁpnu)\ - ﬁ)\nup) + ﬁuMp)n

or
[M/))\v Pu] = i(’?prA - nu)\Pp)~ (10.17)

Finally, let us consider the identity

U~ (AW),0) U(Aw),0) U(AW),0) = UA (W) A(w)Aw), 0),
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where A~ (w) = (A(w))™". Its derivative with respect to wy,,, atw; = 0 gives
U~'(A, 0)M"™ U (A, 0) = L(A)",L(A)” M, (10.18)

where A = A(w) (Exercise 10.1). This formula shows that the operators M" trans-
form as components of a second rank tensor.

Note that formula (10.14) implies that the operators M,, also have a nontrivial
transformation law with respect to translations:

0_1 (Uo, a)M(rpf](Um Cl) = Map + 0_1(007 a)(apﬁg - aa'ﬁp)s

(Exercise 10.2).
Taking the derivative of both sides of formula (10.18) with respect to w,g at
w = 0, and lowering the indices, we find that

[Maﬁv Mm/] = i(nauM@V - n(yI/MSu + nﬁl/Mau - nﬁuMuV)~ (10.19)

We have emphasized in Chap. 2 that a symmetry transformation in classical field
theory transforms solutions of the pertinent field equations into solutions of the same
equations. Similarly as in Chap.2, we will use the general notation u;(x) for the
classical fields. Their relativistic transformation law can be written in the general
form as

u(x) = Vie(Lyup(L™" (x — a)). (10.20)

In particular, V,-k(I:) = J;x when u;(x) is a set of scalar fields, V,-k(I:) = L", fora
vector field u;(x) = W”(x), or V(L) = S(L) if {u;} = 1 is the Dirac field. The
corresponding quantum fields in the Heisenberg picture are denoted by #; (x). By
definition, their transformation law has the form (10.11), that is

i;(x) LO'A, ) i (x) U(A, a). (10.21)

The quantum field is called a scalar, vector, bispinor, etc., if the definition (10.21)
implies that

(n () = Vi (L(A)) i (L7 (A) (x —a)), (10.22)
where V; (i(A)) has the same form as in the classical case (10.20).
In particular, the quantum field ¢(x) is called a relativistic scalar field if it obeys

the condition

(1) UM A, a)dp(x)T (A, a) = (L (A)(x —a)) (10.23)
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for all (A, a) € P. Differentiation of this formula with respect to a* and w*” gives,
after setting a = 0 and w = 0, the conditions

A ~

P ¢ = _iauﬁg(x)v (10.24)

(M, p(x)] = —i (x,0, — x,0,) (). (10.25)

Actually, one can prove that they are equivalent to (10.23).

To summarize, the first requirement for a relativistically invariant quantum field
theory is that in the Hilbert space of the model there exists a unitary representation
U of the group P. The second requirement concerns the quantum fields: we demand
that the transformed quantum field i (x), which is defined by formula (10.21), be
a solution of the Heisenberg equation of motion together with #;(x), and that the
quantum field #; (x) obeys condition (10.22).

It turns out that in order to obtain the representation U it is sufficient to know
the operators P and M#,, obeying commutation relations (10.12), (10.17), (10.19),
(10.24) and (10.25). The proof of this theorem is based on the fact that any element
of the group P can be written as a product of sufficiently many elements from
a small vicinity of the unit element (0, 0). The same is true for representation
operators U . For each factor in that product we may use expansion (10.7), in which the
terms denoted by dots may be neglected. Therefore, in practice one rarely explicitly
introduces the unitary operators U—it is sufficient to consider the generators ﬁu and
M,,.

The third group of requirements for a relativistically invariant quantum field theory
isrelated to its particle interpretation. Such an interpretation means that in the Hilbert
space of the model there exists a basis which consists of states with definite numbers
of particles, including a single state without any particles’: the vacuum state |0). A
generic state is a superposition of these basis states—it can have components with
various numbers of particles. In general, such basis states are not eigenstates of the
Hamiltonian of the quantum field, because of interactions between particles which
can lead to the creation or annihilation of them, while the eigenstates can change in
time only by a phase factor, hence their particle content is constant in time. In the free
field models discussed in Chap. 6 such interactions are absent, and in consequence
the basis states in the Fock space can be chosen in such a way that they are eigenstates
of the pertinent Hamiltonians and particle number operators.

In the theory with the particle interpretation, physical characteristics of a given
state of the field can be regarded as contributions from the particles present in that
state. For example, the total energy of the field in a certain state with a definite number
of particles, that is the expectation value of the Hamiltonian in that state, has the form
of the sum of the kinetic energies of the particles and energies of interactions between

31f in the classical system spontaneous symmetry breaking is present, one has to pick one of the
several classical ground states in order to construct the corresponding quantum model, and then the
quantum vacuum state corresponds to that chosen classical ground state. The remaining classical
ground states are not incorporated into such quantum theory.
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them, weighted by appropriate probability densities. The vacuum state |0) does not
contain any particles. Hence, there is no kinetic or interaction energy involved, and
such a state should be the eigenstate of the quantum Hamiltonian of the field with
vanishing eigenvalue, E = 0:

H|0) = 0. (10.26)

For the same reason, it is assumed that E = 0 is the smallest eigenvalue of H—when
particles are present the energy is larger because of the relativistic kinetic energies
/P2 + m?2, where m is the rest mass of the particle.* Furthermore, the state without
any particles should have vanishing total momentum,

P0) = 0. (10.27)

Now we are ready to state the third group of requirements for relativistic invariance
in QFT. In accordance with conditions (10.26) and (10.27), we demand that the
vacuum be invariant under space-time translations:

(I11a) U(co, a)|0) = |0).
(10.28)
One more requirement is that the vacuum state should look identical to all
observers related to each other by the Lorentz transformations:

U(A,0)[0) = X™0),

where ¢/X() is a phase factor, which can depend on A € SL(2, C). This phase factor

has the property
XA pix(A2) — Lix(A1A2)

for all Ay, Ay € SL(2, C), which is obtained by applying both sides of the iden-
tity U(A1,0)U (A2, 0) = U(A{ A, 0) to the vacuum state. One can show that the
mapping SL(2, C) > A — ¢’X is a one dimensional unitary representation of the
SL(2,C) group. On the other hand, it is known that all unitary representations of
this group are infinite dimensional, except for the trivial one for which /X" = 1,
Thus, the phase factors are equal to 1, and

(I11b) U(A,0)[0) = |0)
(10.29)
forall A € SL(2,C).
In the classical theory the energy can always be shifted by a constant. In the
relativistically invariant quantum field theory this is no longer true. The structure of

“Notice that this means that we hope that the particles and the vacuum state can be defined in such
a manner that the interaction energies cannot render the total energy of the states with particles
negative.
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such a theory is so tight, that such freedom is not allowed. To see this, let us suppose
that the vacuum state has non vanishing energy or momentum,

P110) = plg,[0).

Applying both sides of formula (10.16) to the vacuum state and using (10.29) we
find that

Ploy = LN, Pl

forall L from the Li group. This is possible only if p = 0. Thus, the vacuum has to
have vanishing energy and momentum if the quantum model is to be relativistically
invariant. Another consequence of the lack of freedom of adding a constant to the
energy is that the energy of a single free particle of momentum p, which is equal to
V' P2+ m? as we have found when discussing the free quantum field models, also
cannot be shifted by a constant.

Apart from the presence of the vacuum state, we also assume that there are states
of the quantum field which contain just a single stable particle. In general, a quantum
field theoretic model can predict the existence of several species of stable particles.
We shall label them with the index K = a, b, . .. . In order to simplify the discussion
we assume that all these particles are massive, that is that their rest masses mg are
strictly positive. States of K-th particle are represented by rays in a subspace H(KI)
of the full Hilbert space H. Such single particle states have the special property that
they evolve in time as states of a free relativistic particle, because, by assumption, in
these states there are no other particles with which the given particle could interact.
As a basis in H(KI) we may take the normalized eigenstates of the total momentum

P, and of a certain component of the spin operator. In particular,
Pl1p, X K) = p'lp, A K),

where )\ stands for the projection of spin of the K -th particle on, e.g., the x3-axis.
In a single particle subspace, p is of course equal to the momentum of the particle.
The energy eigenvalue is a function of the momentum,

P\p, A\ K) = Ex(P)Ip, A, K), (10.30)

Ex(p)=/p2+mg. (10.31)

Note that formula (10.31) contains the square of mg, which is insensitive to the
sign of mg. It is merely a convention that non-vanishing masses of particles in
relativistically invariant theories are positive.

Let us stress that the masses m g should not be confused with the mass parameters
present in classical Lagrangians, e.g., with m( present in Lagrangian (7.1) in the
case of the :(bj: model, see Sect. 10.4 for a detailed discussion. Only in special cases,

where
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like the free quantum fields, or models with special symmetries, is the rest mass of
the particle (mg) equal to the corresponding mass parameter (n1¢) in the pertinent

classical Lagrangian.
A general vector 1) from the Hilbert space H(Kl) has the form

= Z/cﬁp APIIB A K), (10.32)
A

where

(WPlp) = Z/cﬁp DA(PIYA(p) < o0.
A

All vectors of the form (10.32) are eigenvectors of the operator 13“13# =

(Py)? — (P)%. In fact,
Pl ) = Z/cﬁp AP )P P, A, K)
A

—Z/d3p NP IER (D) — p DIP, A, K) = m%|¢).

Because they have finite norm, they are true eigenvectors of the operator pr ﬁl, For
a comparison consider the two-particle sector of the free scalar field, see Sect.6.1.
The vectors |k1, kz) are eigenvectors of P“P in the sense that

f’“f’ullzh ky) = M2 (ky, ko) Ky, ko),

where

2
M2GE), K) = (Jkﬁ +md+ B2 + mg) — (4 K2

= 20m3 + &2 + m3RZ +m3 — i),

but there is the crucial difference that in the latter case the eigenvalues of P* P, form
a continuous set, hence the corresponding eigenvectors do not have a finite norm.
Therefore, they do not belong to the Hilbert space H. The vectors (10.32) have finite

norm, they belong to the Hilbert space, and the eigenvalues m?% are a part of the

discrete spectrum of P FA’!
Each space Hg), K = a,b,..., is invariant under the representation U of f’,
that is
U, a)p) e HY if  |p) e HY.
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This mathematical fact has an obvious physical meaning—the type of the particle
does not change if we look at the particle from another inertial reference frame. In
particular, all states U (A, a)|1)) belong to the same eigenspace of the operator pr 13/1.
This follows from formulas (10.10) and (10.16):

PYPU(A, @)|) = UA, a)U~ (A, a) PPU (A, @)U~ (A, a) B,U (A, a)|)
=U(A,a)L(A)," P, LA PO |yp) = U(A, a) P, P?|y)) = my U (A, a)|)).

Moreover, if the space Hg) could be split into two or more nontrivial® subspaces

Hg(la) and Hgb), etc., each of them being invariant under the representation U , We
would rather regard the states from these subspaces as states of different particles, K,
and K, etc. In such a case, we accordingly redefine the particle label K in (10.30),
so that finally the spaces Hg) do not contain any nontrivial invariant subspaces. In
mathematical language, the unitary representation U restricted to such a subspace is
irreducible. Mathematical investigations of unitary irreducible representations of the
group P have shown that in the case m?% > 0 the basis states in Hz) are labelled by
the momentum p, and the projection of spin A = —s, —s +1,...,s — 1, s, where
the spin s has one value chosen from the set of numbers 0, 1/2, 1, .. .. The value s of
the spin is included in the particle label K. It does not change when we look at the
particle from various inertial reference frames, i.e., it is invariant with respect to the
Poincaré transformations, in contrary to the spin projection which can be changed,
for example, by a rotation.

The particle label K also includes the rest mass m g, as well as other characteristics
of the particle such as its electric charge, various parities, strangeness, etc. Each of
them is invariant with respect to the Poincaré transformations.

Let us summarize:
The pure states of the quantum field that contain only

a single particle of type K are represented by rays in the
(I1Ic) subspace Hg) of the full Hilbert space H. The representation U

restricted to this subspace is irreducible. In

particular, P B, |1b) = m% |¢) for all [¢) € H\. Such [¢))

are normalizable.

Note that with such a definition of a relativistic quantum particle—as a subclass
of the states of the quantum field—a stable bound state of two or more particles is a
particle too. Of course, such a particle should not be called an elementary one.

Let us return to the real scalar quantum field. In the case of the free field, the
operators f’o =A , ISi, Mik and MOi constructed in Sect. 6.1 obey the commutation
relations (10.12), (10.17) and (10.19). Therefore, we have the representation U of the
group P in the Fock space H . Also the commutation relations (10.24) and (10.25)
are satisfied. Hence, this field is indeed a relativistic scalar quantum field. The vacuum
state |0) has the properties (10.28) and (10.29). The vectors |l€), which form a basis
of the single particle subspace do not have any additional label A. This suggests

SThat is, larger than the trivial space consisting of the single zero vector.
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that the particle is spinless, s = 0. In order to check that, one should rotate the
basis vector with momentum equal to zero. This actually means acting with U(u, 0),
where u € SU(2) C SL(2, C), on the vector |6 ).% In the case of a spinless particle,
this state should be invariant with respect to all rotations. It is sufficient to check this
for infinitesimal rotations, when we may use formula (10.7) witha = 0, w% =0,
and with omission of the terms denoted by dots. Using formula (6.47), we find that
My |6) = 0, hence indeed U (u, 0)|6) = |6). The rest mass of the particle coincides
with the mass parameter m in the Lagrangian (6.1).

In the case of the :¢}: model,” we are not able to provide even the Hilbert space
H, not to mention the representation U. We hope that at least for small Ao, such a
quantum model exists, and that its properties do not differ drastically from those of
the free real scalar field (which is obtained when )y = 0). In particular, we expect that
there exists a single vacuum state |0), which is invariant under the Poincaré group,
and a sector H" describing a single spinless particle with rest mass m > 0. Such
expectations are to some extent supported by the fact that using the renormalized
perturbative expansion in )\, one can construct approximate generators ﬁu and M ™)
in the interaction picture Fock space, introduced in Sect.7.1. They obey the required
commutation relations up to the considered order of the perturbative expansion.
The problem with the renormalized perturbative expansion is that we do not know
whether it really approximates (in the sense of the theory of asymptotic series) that
hypothetical exact theory.

10.2 The Spectral Decomposition of G

In this Section we derive a very important formula for the Green’s function G,
known as the spectral decomposition. It follows from the postulates of relativistic
invariance, and from the assumptions about the particle interpretation of the quantum
field. For the sake of simplicity we will again discuss the real scalar quantum field
only.

Let us first introduce the 2-point Wightman’s function W Itis defined as follows

WP (x1, x2) = (016(x1)(x2)]0), (10.33)

where q@(x) is the quantum field operator in the Heisenberg picture, and x; and x;
are points in Minkowski space-time. W® (x;, x») is a generalized function of x; and
x. The Green’s function G® is defined by the formula

%The subgroup SU (2) of SL(2, C) consists of all 2 by 2 matrices which are unitary W =uh
and unimodular (det # = 1). It is the universal covering group of the SO (3) subgroup of Ll.
7We mean here a model without the regularizing function g.
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GO (x1,x2) = (01T ($(x1)h(x2))[0)
= 00 — xD(01()H(2)[0) + O — x)(01d(x)d(x)]0).  (10.34)

Therefore,
GP(x1, %) = O — xDWP (x1, x0) + O —xHWP (x2, x1).  (10.35)
Formula (10.23) with A = 09, a = x, and formula (10.13) give
b(x) = exp(i P.x")$(0) exp(—i P,x"). (10.36)

Using this formula and the property (10.28) of the vacuum state, we obtain the
following expression for Wightman’s function

W (x1, x2) = (01(0) exp[—i P, (x; — x2)"16:(0)]0). (10.37)

Thus, the translational invariance of the quantum field theory implies that W®
depends only on x; — x;. In consequence, also GP(x, xy)isa generalized function
of x; — x, only.

Invariance with respect to Lorentz transformations implies that

o(x) = U (A, 00d(L(A)X)T(A,0), T(A,0)[0) = |0). (10.38)

Therefore, A .
WP (Lxy, Lxy) = WP (x1, x2) (10.39)

forall L € L.
In the next step we use the completeness relation in the full Hilbert space H of
the model

10)(0] +/d3p 1P )P | +/Z lo){a| =1, (10.40)

where {|0), |p ), |«)} is a basis in H. The vectors |«) form a basis in the part of
the Hilbert space orthogonal to the vacuum and the single particle subspaces—these
vectors are enumerated by a set of quantum numbers denoted here by a.. The symbol
J>"., is used in order to denote that among these quantum numbers there can be
continuous as well as discrete ones. The basis is chosen in such a way that each
vector |« is an eigenstate of the total four-momentum of the field,

PMa) = p¥la). (10.41)

Of course, . X
PM0) =0, P"|p)=p"|p), (10.42)
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where

PP=EG)=Vp?+m?,

and m is the rest mass of the particle. Inserting (10.40) on the r.h.s. of formula (10.37),
and using (10.41) and (10.42), we obtain

WP (x1, x2) = [(0]¢(0)]0)>+ / d>p 10160 p ) * exp(—ip(xi — x2))

+ / > 101300} > exp(—ipa(xr — x2).  (10.43)

In the contribution from the single particle sector, given by the last term in the first
line, we have p = (p°, p), where p° = E(p) = /p 2 + m2.
In the next section we prove that

m

—(0]4(0)[0 )], 10.44
E(p)|< [¢(0)]0)] ( )

1{016(0)| 5 )I? =

where |6 ) is the basis vector in the single particle sector with momentum equal to
zero. Therefore, the contribution of the single particle states can be written in the
form

/ d*p 1(016(0)| 5 )1 exp(—ip(x) — x2)) = coW. P (x1, x2), (10.45)
where | 7
P .
W) = 5o [ fbsexnipt —x), (1040
and . .
co = 2(2m)°m|(0]¢(0)[0 ). (10.47)

Note that ¢y > 0.

W@ (x1, x2) is the 2-point Wightman’s function for the free scalar field with mass
parameter equal to m. This fact can easily be checked with the help of formula (6.16)
for the free scalar field. The W (x, x) function is of course Lorentz invariant: for
all L e L1

WP (Lxy, Lxy) = W2 (x1, x2), (10.48)

because the theory of the free scalar field constructed in Sect. 6.1 is Lorentz invariant.
Formula (10.48) can also be obtained directly by rewriting the integral in formula
(10.46) in the Lorentz invariant form,

WP (x1, xy) = / d*p ©(po)d(p* — m®) exp(—ip(x; — x2)).  (10.49)

(2m)?
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In the case of the free scalar field, formula (6.16), simple calculation gives ¢y = 1.
Therefore, we expect that ¢ is also strictly positive, ¢y > 0, for a sufficiently small
)\() > 0.

Now let us consider the contribution of the multi-particle states. It is given by the

last term on the r.h.s. of formula (10.43). It is convenient to introduce the generalized
function

p(g) = 27)° /2 1(016(0)|c) *6*(g = pa).- (10.50)

Then, formula (10.43) can be rewritten in the form
W (x1, x2) = ((01¢(0)[0))?

+ oW P (x1, x2) + 2m) 3 / d*q p(q) exp(—i(x; — x2)q). (10.51)

The function p(q) is positive, p(g) > 0, in the sense that

/d4q p(@)x(g) =0

for any non-negative test function x(q). This property of p(q) follows directly from
its definition:

/ d*q p(@)x(q) = 2m)° /Z (016(0)|e) X (pa) = 0.
Comparing formulas (10.39), (10.48) and (10.51) we obtain the equality
[ @) expi—iqt — ) = [ da @) exp-ig(En — Ex)
for any Le LL The r.h.s. of this formula is equal to

/d4q p(Lq) exp(—ig(x) — x2)),

because the scalar product in the exponent as well as the four-dimensional volume
element d*q are Lorentz invariant. The Fourier transformation in the space of gen-
eralized functions is invertible. Therefore,

p(Lg) = p(q) forall LelLl, (10.52)
that is, p(g) is Lorentz invariant.

Another important property of p(g) is that it vanishes when g° < 0. The reason
for this is that the energies p° of the multiparticle states are positive because, for
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the assumed small value of the coupling constant ), attractive interactions between
particles are not strong enough to form bound states with negative total energy. Taking
into account property (10.52), we may write p(g) in the standard form

p(q) = O(g")a(g?), (10.53)

where ¢(g?) is called the multiparticle spectral function. Furthermore, we expect
that if )\ is small enough, so that no bound states of particles can be formed, then

a(g>) =0 for ¢* < 4m?,

because the smallest value of p is obtained for two particles with total momentum
qg= 0 (then ¢° = 2m, and g?> = 4m?). In the case of the free scalar field o(¢*) = 0,
because the states |«) contain at least two particles, while in the free field operator
there is only one annihilation operator.

Formula (10.51) can now be written in the form

WP (x1, x2) = ((016(0)|0)? 4 coW,? (x1, x2) (10.54)

1
+ 3/ a1 o08) [ dq 0¢")3" M) exp(—igln — x2)
@ Joe

= ((016(O)[0)? + coW.P (x1, x2) + / dM? o (M)W (x1, x2),

4m?

where W}Elz) (x1, x2) denotes the 2-point Wightman’s function of the free scalar field
with mass parameter M. The integration variable is M?. Formula (10.54) is called
the spectral decomposition of Wightman’s function.

The spectral decomposition for G is obtained by inserting (10.54) on the r.h.s.
of formula (10.35):

o0
G? (x1, x2) = [{(01$(0)[0) > + coG? (x1, x2) + / dM? a(MH)GY) (x1, x2).

m?
! (10.55)
Here G2 and Gﬁ) denote Green’s functions of the free scalar field with mass para-
meters equal to m and M > 2m, respectively.
The Fourier transform of formula (10.55), (see the definition (7.49) with n = 2)
has the form G® (ky, ky) = 6(k; + k»)G (k;), where

G(ky) = 2m)*[(0](0)[0)[>5* (k1)
iC()
ki —m? +i04

i

——————.1%6
— M?+i0, ( )

+/ dM? o(M?)
4m?

It is clear that G(kl) obeys property (8.30).
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The spectral decomposition (10.56) shows that G (k1) has a simple pole at k% =m?
with residue icy where ¢y > 0. The perturbative results for G(k;), discussed in
Chaps. 7 and 8, have to be reconsidered in this respect. This will be done in Sect. 10.4.

10.3 The Contribution of the Single Particle Sector

This section is devoted to the derivation of formula (10.44). We shall see how powerful
the requirement of relativistic invariance is: it implies that all basis states | p ) can be
obtained from, e.g., the state |6 ), by applying the representation operators U.

We shall use so called Hermitian boosts: the Hermitian, positive definite matrices

H, € SL(2, C) determined from the condition
me2 = poao + pia,-, (10.57)

where o; are Pauli matrices, p = (p°, p') is a given four-momentum such that
p'p, =m?*and p°® > 0, m > 0. Simple calculation shows that

o (p° 4+ m)oy + pFox

T am(pO+m)

We know from Chap. 5 that

A (AT = LA 0"
for any A € SL(2, C), or equivalently
Ao'AT = LA™Y 0" = 0" L(A), 1. (10.58)
It is convenient to introduce the matrix
~df m I
a=a,o" =a'o,.
Multiplying both sides of formula (10.58) by a,, and summing over u we obtain

AGANT =a'o,, (10.59)

where
at = L(A" a”. (10.60)

Comparing (10.57) with (10.59) and (10.60) we see that I:(Hp) is a Lorentz trans-
formation which transforms the 4-vector (m, 0, 0, 0) into ( pO, D).
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Note that instead of H), we may take H,, = H,u, with arbitrary u € SU(2). The
corresponding Lorentz transformation I:(H 1’7) = i(H p)I:(u) contains i(u), which

is a spatial rotation because it does not change the 4-vector (m, 0, 0, 0): umoy ut =

maoy. The boost H ]; is not Hermitian in general. One can prove that an arbitrary matrix
A € SL(2, C) can be written in the form A = H,u, where H), is the Hermitian boost
andu € SUQ2).

Now, let us consider the vector U (A, 0)|g ) from the space HD . Formula (10.16)
implies that it is an eigenvector of pr

PHU(A,0)1g ) = U(A, 00U (A, 0PT(A,0))
=U(A, OL(N,PIG) = L(8)",q"TU(A, 0)]).
We see that the eigenvalues are equal to L(A)* g, where ¢° = E(G) = /g 2 + m>.
Because the operators P, i=1,2,3, form the complete set of commuting observ-

ables in H(", the vector U (A, 0)|g) has to be proportional to |Lg), where Lg denotes
the spatial part of the 4-vector L(A)g, i.e., (Lq)' = L' JE(q )+ L', g*. Thus,

U(A,0)7) = N(A,G)|Lg), (10.61)

where the coefficient N can depend on A and g.
In order to calculate the coefficient N, we use the normalization condition for the
basis vectors,

G1q)y=0G—q).
Because
(@13") = (G107 (A, 0)U(A, 01§ ) = N(A, G )IN(A, §){Lqg|Lq"),
we have the condition
0*G —3) = N(A, DN (A, §)8 (Lg — Lg).

Next, on the r.h.s. of this condition we use the formula

>

E(q)
E(Lq)

F(Lg—Lq) = G -3 (10.62)

which is proved at the end of this section. It follows that

_ E(Lq)

N(A, §))? ey
IN(A, q) EG)
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Thus,
E(Lg)
E@)

N(A, )= exp(ix(A, §)),

where exp(iy) is a phase factor.
Let us now take ¢ = 0 and A = H,,. Then

6
N(H,,0) = ’(5) exp(ix(H,, 0)),
and formula (10.61) says that
By R E(p R
U (H,, 0)[0) = ;”) explix(A, G)IP ),
or
- m . o~ -
)=,/ EG) exp(—ix(A,q))U(H)p, 0)[0). (10.63)

Formula (10.44) follows immediately from (10.63), (10.23) and (10.29):

0100312 = —_1(0|6(O) T (H,,. 0)[0 )2
016015 = £ 10O T (Hy, 010)]
= (0T (H,, 00T~ (H,.0)(0)T (H,.0)|0 )| =

m ~ -
—1{0]&(0)]0 }|?.
EG) E(p)|< 1$(0)]0 )]

It remains to prove formula (10.62). Let us regard ¢’ as a fixed vector and g as a
variable. We shall use the general formula

F(F@G)) = 3G — Go), (10.64)

|detM (o)
where gy is the vector such that F(go) = 0, and the Jacobi matrix
i [OF
=3

is nonsingular. It is assumed that apart from ¢go there are no other vectors g for
which F(g ) = 0. In our case

G=qo

F(g)=Lg—Lq',

that is ‘ ‘ ‘ ' '
F'(@)=L\E(@@)+L g —L(E(q)—L"q",
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where

EG)=+vG2+m? E@G)=+G?2+m- (10.65)

Let us first prove that F(§ ) = O only for § = g /. These two vectors are momenta of
the particle of rest mass m. The corresponding energies have the form (10.65). The
energies corresponding to the momenta Lqg and Lg’ are given by formulas

E(Lq) = (Lg)? +m? =L E@G)+ L%,
E(Lg) =/ (Lg)* +m?> = L’ E@G) + L%q".

Therefore, the equation F q)= 0 is equivalent to the equality of the 4-momenta

E(Lg)\ _ ( E(Lg)
Lq Lg' )
Acting on both sides of this equality with the inverse Lorentz transformation L~ we
obtain the equivalent equation

(E@))z(E@v>
q q/ 9
which has g = ¢’ as the only solution. X
The elements M', of the Jacobi matrix M at the point gy = ¢’ have the form
L 04 *

M@ =L+ —=—.
k k E(q/)

In order to compute detM we use the following trick. Let us introduce another matrix
A = [AK ], where

Lk L0
AkS:LkS_ 00 s
LO

3

and consider the matrix B = M AT, where T denotes matrix transposition. Using
the following properties of the Lorentz transformations

L' L', =L L+ 5, (10.66)

L' L’ =L",L°, (10.67)
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we find that ‘ o ‘
B', =M (A"), = M' A", =6, +cd,,

: 1 B SN
ci:Ll()v di’:_-» Lrsqs_o—osq .
E(q") LY,

Straightforward calculation gives

where

LiOLisq’s B LiOLiOLOSCI’s

detB=1+cd=1+ - -
E(q") E(q)L°,

The r.h.s. of this formula can be simplified with the help of another identity satisfied
by the Lorentz matrices, namely

LigL'y=L%L" — 1.

On the other hand, R . N
detB = detM detA.

Because, as we show below,

A 1
L 0

we obtain / _
L°q*  E(Lg)
E(q) E@q)

Thus, indeed formula (10.6f1) gives (10.62). .
In order to compute detA we use the fact that det. = 1. Because

A L0|L° e
1=detL=det( 0 ,"):Loodet L’
L% |L L'y|L",

=1°% detA,

detM = L, +

we see that formula (10.68) is indeed true.
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10.4 The Pole of the Perturbative G ®

The perturbative approach to the Green’s functions in the :¢: model has been dis-

cussed in Chap.7. We have seen that GV = 0, that is that (0]|¢(x)|0) = 0. For this
reason, the first term in the spectral decompositions (10.54) and (10.56) vanishes.

The renormalized perturbative contribution to the G (k) function is schematically
depicted in Fig. 10.1. The lines represent

Apth)= —
r®) K2 —m2 +i0,

while the dark circles, denoted by I1"*", stand for the sum of all 1-particle irreducible
renormalized graphs contributing to the 2-point function. Analytically, G (k) is given
by the geometric series

G(k) = Ap(k) + Ap(k) T Ap(k) + Ap(R)(TT7" Ap(k)* + ...
 Ap(b)
N N

Therefore, in the perturbative approach

X i
Gk) = : 10.69
0= mg — iTlren 40, (1069

On the other hand, formula (10.56) shows that G (k) is a regular function of k? for
k* < 4m?, apart from the simple pole at k> = m? (remember that (0]¢(0)|0) = 0):

lim (k2 —m?) Gk) = icy. (10.70)

k2—>m?

Moreover, 1/ G(k) is a smooth function of k% in a vicinity of k% = m?. Therefore,
for k* < 4m? the perturbatively calculated I1"*" should also be only a function of k2,
which is smooth in a vicinity of k* = m?. Renormalization schemes have to respect
these conditions.

Inserting (10.69) on the L.h.s. of formula (10.70), we obtain the condition

k2 _ m2
lim 5 - - =
K—m? k> —mg — i1 (k?) +i04

o, (10.71)

H}’en Hren Hl’en

2 +k.k+ k.k.k +...

Fig. 10.1 The schematic picture of the perturbative contributions to G (k)
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where ¢y > 0. Therefore, the denominator has to vanish at k> = m?:

m* —md — il (k* = m*) = 0. (10.72)

This condition determines the mass parameter m2 present in the Lagrangian (7.1).
The value of m? is provided by measuring the rest mass of the particle.®
Let us analyze condition (10.72) order by order. In the lowest order, ~ A0 there

are no 1-particle irreducible graphs contributing to G. Hence, IT{§ (k*) = 0 and

mi = m?. (10.73)

Thus, in the zeroth order, the mass parameter m(z) is equal to the rest mass squared
of the scalar particle. Comparing (10.69) with (10.56) we also find that in the zeroth

order
Q(O) =0, C(()O) =1.

The first non vanishing contribution to I1"¢"(k?) appears in the )\(2) order. It is
represented by the graph from Fig. 8.9. Let us denote it by IT(5} (k?). Now formula
(10.72) has the form

mg =m* — iTI5) (k> = m?). (10.74)

Hfg;’ (m?) contains m% in the free propagators A (k), hence (10.74) is actually an
equation for m(z). However, because IT{5]' is already proportional to A2, we may replace

m(z) by m? in the free propagators—this does not change the term proportional to /\(2).
Thus, in the second order

my=m’—i N K =m>| , . (10.75)

mg=m?
The mass parameter m(z), which in the zeroth order was equal to m?, now has to be

corrected in accordance with formula (10.75). The term —m%(bz /2 in the Lagrangian
can be written in the form

1 242 i ren (1,2 2
—zmqﬁ +§H(2)(k =m")

2
mi=m? ¢ '

The term % Hf;;l (k* = m?) , ¢? is called the finite mass counterterm. It is finite
1710 =m
ren

because it is calculated from the renormalized H(z) (k?). Also in higher orders, finite

8The coupling constant \q is also determined, at least in principle, by comparison with the the results
of measurements of, e.g., a scattering cross section with a perturbatively calculated theoretical
prediction. However, it is clear that such Ao depends on the subtraction point y which is present in
the perturbative formulas. Hence, in fact it should be regarded as the running coupling constant at
that value of .
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counterterms of this type are necessary. Without them, the perturbative :¢j: model
would not be compatible with relativistic invariance and the particle interpretation.

Exercises

10.1 Derive formula (10.18).
Hint: A:l (WA(WDAW) = A (@), where @ is determined from the formula
L N (w)L(w)L(w) = L(&).

10.2 Obtain the transformation law of M w With respect to translations in space-time.
Hint: Compute derivatives of both sides of formula (10.14) with respect to w"”
assuming that A = A(w) and next putw = 0.

10.3 Check that the free real scalar field obeys the relation (10.24).
10.4 Starting from formula (10.71) prove that

1
T (k2 = mZ)’

€o

where ’ denotes the derivative with respect to k2.
Hint: Apply I’Hospital’s rule known from calculus.



Chapter 11
Path Integrals in QFT

Abstract The path integral formulas for the evolution operator in quantum mechan-
ics. The path integral formula for the generating functional Z[j] in the quantum
theory of the real scalar field. Rederivation of the perturbative expansion for the qu
model. Integration over Grassmann variables. Path integral formula for the generating
functional in the theory of the quantum Dirac field.

The time evolution of the states of an isolated quantum system is described by a
unitary operator U in a Hilbert space. Path integrals are used in order to write matrix
elements of U in a form which makes the connection with a certain classical theory
explicit, hence path integrals facilitate the study of the classical limit of the quantum
theory. In many cases in field theory we are not able to construct the quantum theory
explicitly. Then path integrals can be used as a heuristic tool, with which we can
guess many features of the sought after quantum theory. An outstanding example of
such ‘reversed’ use of path integrals is provided by non-Abelian gauge fields, to be
discussed in the next chapter.

We start our introduction to the formalism of path integrals with a very simple
example, namely that of a single, spinless, one-dimensional particle where the quan-
tum theory is well-known. Next, we pass to the relativistic quantum scalar field for
which we already know the perturbative expansion for the Green’s functions. Finally,
we introduce path integrals for fermionic fields—in this case anticommuting classical
fields appear.

11.1 Path Integrals in Quantum Mechanics

In this section we show how the path integrals are derived in the framework of the
operator formalism of quantum mechanics. We consider a spinless, nonrelativistic
particle of mass m. It can move only along a straight line, which we call the x axis, and
it is subject to forces described by a smooth classical potential V (x). The quantum
Hamiltonian for such a particle has the form

© Springer International Publishing AG 2017 253
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H=T(@) + V@), (1L.1)
where X and p = —ihd/dx are the position and momentum operators in the
Schroedinger picture, and

52

N p
T = —
(p) =

is the kinetic energy operator. In the present section we write the Planck constant
h explicitely because natural units are very rarely used in quantum mechanics. The
Hamiltonian A does not depend on time, therefore the evolution operator is given
by the formula

U@’ 1) = exp [—%1{7(;” - ﬂ)} . (11.2)

This operator is fully described by its matrix elements (x”|U (t”, ¢')|x’) in the basis
of eigenstates |x) of the position operator X

Xlx) =x |x).

The matrix elements (x”|U(¢”,1")|x") can be expressed by an integral over a
certain set of trajectories in the phase space of the particle. Let us divide the interval
[¢”, '] into N subintervals [#;_1, t;], where

tt=t'+ei, i=0,...,N, e=(@"—1t")/N,
withtg = ¢/, ty =t”. Then
"M@, x"y = x"\U@" ty=r) Ulty—i, tn=a) ... U1, t')|x). (11.3)

Next, we insert N identity operators of the form

+00
I=/ dp | p){pl,

[ee]

where | p) is the eigenstate of the momentum operator

plp) = plp).

and also N — 1 identity operators of the form
+o00
1= / dx |x){x|.
—00

For the sake of clarity, the integration variables x and p in all identity operators are
appropriately numbered. We obtain the following formula
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+00 +00
U, Hlx') = / - / dpydpy-1dxy_1 ...dpidx(x"|pn)
—00 —00

(pnle” m M lxy_1) el py—1) (pr—1le™ " [xy o) (xn—2| py—2)

(prn—ale”m M xy 3) (xn-slpys) ... (pile "M |x). (11.4)
The scalar products of the form (x|p) are normalized plane waves

1
(x|p) = \/ﬁew' (11.5)

We are interested in the limit ¢ — 0. Therefore, € is small and the matrix elements
of the exponentials in formula (11.4) can be rewritten as follows

(Prsrle” 7 |xy)
- [1 e (T(Pk+1) + w%)) + 0@)} e hp
=e —Le(T (pra)+V (AL e~ T PRk + 0(62) (11.6)

Using formulas (11.5), (11.6) we transform (11.4) into the following form

400 d ~+00 +oo N d d
wiwa o= [ [ [ e
oo 27h e 27h

. N-—1
exp(' ¢ [Pk+1Xk+1 — T(prsr) — V(%ﬂ) (1 + O@E)).
1

k=

(11.7)

Note that the number of integrals over the momenta is larger by 1 than over the
positions. We expect that in the limit ¢ — O the terms marked as O(¢?) can be
neglected. Unfortunately, precise control of these terms turns out to be very difficult.
It is a major obstacle in obtaining a mathematically rigorous definition of the path
integrals.

The action functional for the path (x(¢), p(¢)) in the phase space of the particle
has the form

S[X(t),p(t)]Z/ dt [x()p(t) — H(p(1), x(1))].

Let us take a path (p()(f), x(v)(¢)) in the phase space such that p(y)(t) is constant
in each interval (#, tx41] introduced above—the value of p(y)(f) in that interval is
denoted as pyy (herek =0, 1, N — 1), see Fig. 11.1. Moreover, the function xy)(?)
is linear in each time interval, namely
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—
I

—n

I | I

i | i

| | |

| | | Iy Iy
i 1

% 7 1, } } !
I I
I I
— Dy

Fig. 11.1 The function p(y)(t)

X1 — Xk
xny () = x, + (£ — tk)f

if 1€ [t til,
see Fig. 11.2. Note that the momentum part of the phase space path is not continuous
in general, while the position part is always continuous. The velocity x(¢) is constant
during the introduced time intervals and equal to (x;+; — xr)/€. It is not correlated
at all with the values p;4; of the momentum in these time intervals. In particular,
the relation pyy;/m = (xy+1 — xx)/€, which would correspond to p(¢)/m = x(t),
is not true in general—this relation holds only for the paths which are the physical
trajectories of the particle, that is for solutions of the classical Hamilton equations,
while here we consider arbitrary paths. In the limite — 0, equivalentto the limit N —
0o, the functions xy) () remain continuous, but in general they are not differentiable
on the whole interval (¢/, t").

The value of the action functional § for the path (pv)(¢), xv)(¢)), denoted by
Sn, 1s calculated as follows:

/58]

N—1
SN:Z/ dt (px — H)
k=0

N-1

Xkl — X X+ X
=D [pkHM — T(prsr) — V(%)} (1+0(),
k=0 €
where we have used the following approximation
/28]
/ 1 V(xn) = eV(%) + 0.
73
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X

Fig. 11.2 The function x(y)(t)

Therefore, formula (11.7) can be written in the form

(U, )x’)

+00 de +00 +oo N dpde1 i 5
— Lsv)+0@). @18
/_Do 27h / 27h eXp(h N)( +0(). ALY

In the cases where the O(€?) terms do not give any contribution to the limit N — oo
we may write

o dpy [t e dpd
@U@, )’y = lim 21’2 / / H P xle ( SN)
N—o0 e

(11.9)

Formula (11.9) gives a representation of the matrix elements (x”|U (¢”, t')|x’) in
terms of integration over the set of paths in the phase space—for each concrete choice
of values of the integration variables xi,...,xy_1, p1, ..., py We have the paths
(xn (1), pn(2)) in the phase space. That formula is often written in a concise form as

(x”|U(t",t’)|x')=/X<t,)=x, I1 dp)dx() exp(%S[p,x]), (11.10)

2mh
x(t) =x" te(,t”)

or, in an even more concise form,

dpd '
WU ) z/[ 2’;;] exp (%S[p,x]). (11.11)
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These short forms can be misleading: one does not see from them that the numbers
of integrals over p and x are different, and that the functions p(#) are not continu-
ous. Moreover, the paths x(f) have fixed ends, while p(¢) do not. One should also
remember that x (7) is not related to p(t).

The integrals over momenta can be calculated, because T'(p) = p*/(2m) and
these integrals have the Gaussian form. Using

+00 T bZ
/ dp exp(—ap® +bp) = /= exp(—),
—00 a 4a

we obtain

oo ' Pk+1
dpi1 exp h D1 (X1 — X)) — €—=— >
oo m
[2mhm im ( )
— €X' — (X — X
ie P 2he kel k

In consequence,

+00 +oo N1
" U t//’ t/ 7 d
WU Ok = (5o / A [Tax

N—1 .
exp(Z[%(ka—xk) %GV(”‘%M‘)])(HO(?)). (11.12)

On the other hand, the action functional for a path x (¢) in the configuration space of
the particle has the form

”

Slx(®)] =/ dt L(x(1), x(1)),

where
m .,
L= Ex — Vx(@)).

Therefore,

N Ti+1
STy (1)] = Z / di L(xy (1), iy (1))

N—1

Z |:m(xk+1 — xp)? . V(xk+12+ xk)] (1 + @(62)) . (11.13)
k=
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and

<_x”|U([”, t/)lx/)

m % 400 400 f/N-1 ;
27Tihe) /_OO /_Oo de, exp(i—iS[xN(t)]), (11.14)

if the O(¢?) terms do not give any contribution in the N — oo limit. This formula
is written in a concise form as

= lim (
N—o00

U@ ) :N/x(r’>=x’ [dx(t)]exp (%S[x(t)]) . (11.15)

x(")y=x

Formula (11.14) gives the matrix elements of the time evolution operator in terms
of the integral over a set of paths x(¢) in the classical configuration space of the parti-
cle. The paths have fixed ends, they are continuous, but in general not differentiable.
Note that the paths do not go back in time—it is clear from Fig. 11.2 that for such
paths there would be three or more integration variables at given time #;, while in
our derivation we have introduced just one.

Quantum mechanical Green’s functions have the form of matrix elements of time-
ordered products of the position operator Xy (¢) in the Heisenberg picture,

fu(t) = exp(;—itI:I))E exp(—%tﬁ), (11.16)

namely

G (t1, 1, ..., 1) = (bIT (R (t)E (1) ... Ru(ty)) la), (11.17)

where |a) and |b) are certain states. Using formula (11.16) and performing the time
ordering we obtain

G(n)(t]7 t27 MR tn)

A~

— (b|exp (;—_Lt,-“H) FUW .t )R . Ut t;) & exp (;—_Lt,-lf[) la), (11.18)

where t;, >, | > ...t;, > t; is the time ordered sequence obtained by permuting
t1, b, ..., t,. In order to obtain the path integral formula for the Green’s functions we
substitute for each operator X in formula (11.18) its spectral representation, namely

)?=/ dx |x) x {x]. (11.19)

(o]
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We distinguish the integration variables in formula (11.19) for n operators X in
(11.18) by denoting them as x(#;,) withk = 1,2, ..., n, namely x(#;, ) is used in the
spectral representation of that operator X in formula (11.18) which has #;, on both
sides. Moreover, we insert two identity operators of the form

I=/ dxy lxp)(xyl, I=/ dx; |x;)(xil,

o0 —00

and the exponentials exp(:l:%Tfﬁ) and exp(:I:%T,-ﬁ), where Ty > t;, > t;, > T;.
After all these steps, the r.h.s. of formula (11.18) has the following form

o0 oo l R
/ .. / dxpdx;dx(t;)...dx(t;,) (b|exp (—TfH) [x7)
—0 —o0 h
(xplUTy, i )Nx (@) x(4,) (x @)U, b, D lx @, D) x (@&, ) -
i oA

(X ENU (s 1) |x (5)) x (6 (x @)U (@), To)lxg) (x| exp (_ﬁTiH) la).
For each matrix element (x(t; )|U (¢;,, t;,_,)|x(,_,)) we use formula (11.15), which
involves paths connecting the points x(#;, ) and x (¢, ,). These paths from consecutive

time intervals are combined to form long paths connecting the points x, and x;.
Therefore, the path integral representation of the Green’s function has the form

G (11, tay ..., 1)
:/v/ dx pdx; (b|exp (%Tfﬁ) lxf) (x| exp (—;—_LTH) la)
/X(T,-):xi [dx()] x(t)x(t) ... x(t,) exp (%S[x(t)]) . (11.20)

,\‘(Tf) =xf

In the particular case of |a) and |b) being eigenstates of H with eigenvalues E,
and Ej, respectively,

G(n)(th t25 MR tn)

= N/ dx pdx; VY (xp)ha(x;) exp (%[TfEb - TiEu])

/x(T,-):x,- [dx ()] x(t1)x(t2) ... x(t,) exp (%S[x(t)]) ,  (11.21)

wIp=xp

where ¥, (x;) = (x;|a) and ¥, (x ) = (xf|a) are the wave functions corresponding
to the states |a) and |b).

The main attractive feature of the path integral representation of time evolution in
the quantum theory is the explicit appearance of the classical action, see for example
formula (11.15). This fact facilitates a derivation of the classical limit of the quantum
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theory. The topic of the classical limit of quantum theory lies outside the scope of our
considerations, but it is so important that we cannot leave it without a comment. Note
that the classical action has appeared in formula (11.15), which has been obtained
as a result of a computation in which we have assumed that we know the quantum
Hamiltonian (11.1). Thus, the form of the classical action is dictated by the quantum
theory, and not vice versa. Furthermore, the path integral formulation of quantum
mechanics gives a rather simple explanation of the otherwise rather strange fact, that
equations of motion for a classical particle often have the form of the Euler-Lagrange
equations obtained from the stationary action principle: this principle follows from
a certain quantum theory in the path integral formulation by taking the limit 7 — 0.
One may say that the existence of the Lagrangian form of the classical equation of
motion points to the fact that the classical theory is just a classical limit of a certain
underlying quantum theory.

The path integral representation can also be used as an heuristic tool to help us
construct a quantum theory which would correspond to a previously known classi-
cal theory. An example of such a use of the path integral is presented in the next
chapter, where we construct a renormalizable perturbative expansion for quantized
non-Abelian gauge fields. Let us give here another example.

It is a well-known fact in classical mechanics that the Lagrange functions L(x, xX)
and L' = L + x f'(x), where f is a differentiable function and f’ = df/dx, are
equivalent in the sense that they give the same Euler—Lagrange equation. For sim-
plicity we consider a particle in the one-dimensional space R'. Let us insert the
action

T
§ - / "ar (L + @) = S+ f(T)) = F(x(T))
T;

in formula (11.21) instead of S. Because x(7;) = x; and x(7y) = x, the net result
of such a change of the action is equivalent to changing the wave functions ¢, and
1, by a phase factor exp(—if/h),

Yap(x) — exp (— %f(x)) V().

Thus, we see that the two quantum theories obtained from the actions S and §’,
respectively, are equivalent in the sense that there exists a (unitary) transformation
from one to the other—it consists in the multiplication of all wave functions by the
same x-dependent phase factor exp(—if/h). The field theoretic version of this fact
was used in Sect. 6.2 in order to facilitate the quantization of the Dirac field.

Yet another application of path integrals is based on the fact that various matrix
elements, originally given in terms of states and operators in the Hilbert space, can
be expressed by path integrals, which subsequently can be computed with the help
of efficient numerical approximation techniques.
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11.2 The Path Integral for Bosonic Fields

The path integral formula for Green’s functions in the case of bosonic fields is
obtained essentially by repeating the steps described in the previous section. For
brevity, we will discuss just one real, scalar field with the Lagrangian

1 1
L= 30,00"¢ — mid” = V (@), (11.22)
and the canonical momentum and Hamiltonian
1, 1 I 5,
T =00p, H= Ew + §8i¢6i¢+ Emoqﬁ + V(). (11.23)

We again use the natural units. The time variable is denoted by x° or 7, as convenient.
The counterpart of the position operator x in the Schroedinger representation is
the time-independent field operator ¢5(X). Because

6s(®)ds(F) — ds(Mds(@) =0 forall %3 e R,
there exist eigenstates of the field operator, denoted as |¢):

ds(X)|p) = ¢(X)|p) forall ¥ e R.

Thus, the eigenstates are labeled by the functions ¢(¥) defined on the space R>. The
identity operator and the spectral representation of ¢ have the following form

1 =/(d¢) 6}l ds(¥) = /(d¢) |9)p(¥) (4, (11.24)

where
dg) =[] do(.

yeR?

Of course, this last formula for the integration measure (d¢) should not be taken
literally—rather it is to be understood as a limit in which a discrete and finite set of
points X from the space R? is becoming larger and denser, asymptotically approaching
the whole R>. A mathematically rigorous discussion of such a limit is not necessary
for our purposes.

The operators 75(X) and 75(¥) also commute with each other, therefore there
exist eigenstates |7) such that

1 =/(d7f) )], A5 (X) =/(d7r) |y (X) (], (11.25)
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where

(dm) =[] dn(3.

yeR3

The evolution operator has the form (11.2), where now

o1, a1 . .
H= §7r2 + 501909+ Em%(bz + V().

Here we assume that the operator expressions are suitably regularized if necessary.
Repeating the steps leading to formula (11.10), we obtain

(@U@, 1)) = / o) ey 1dTd 0] &5, (11.26)
o, %) =¢" @)
where dr(x. 3) do(:.
m(x”, xX) do(x”, x)
drnd¢) =
lardgl="[] ] 5
XVt 1) XeR?

and

NES ¢]=/ d3x/ dx® [n(x°, ¥)0p(x°, %) — L].
R3

t

The integration in formula (11.26) is over paths in the phase space of the field. Because
Hamiltonian (11.23) is quadratic in the canonical momentum, we can integrate over
it. This gives the analog of formula (11.15),

(@U@, Hl¢) =N [dple'st, (11.27)

o', 5) = ¢/ @)
o(".%) =" @)

where

S[¢]=/ d%/ dx® L(p(x°, X), 0, p(x°, ¥)).
R3

1

The Green’s functions are given by a formula analogous to (11.21)—instead of
the Xy (¢) operator, we now take the scalar field operator in the Heisenberg picture.
If both states |a) and |b) are the vacuum state |0), then E, = E;, = 0, and

OIT (91 6(x)) 10)
[d] ¢(x1) ... dlxn)e ™),

(11.28)

=Nﬂwmw%mw%W]

O(T;, %) = ¢/ ()
#(Tp. ) =¢" (@)
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where Wo[¢] = (¢|0) is the wave functional of the vacuum state. The time 7 is later
and 7; earlier than any of the times x,?.
Unfortunately, in the most interesting cases the wave functional Wy[¢] is not

known. We circumvent this problem with the help of formula

—iT Hp (4 7 iT H
O (Bx) .. x)i0) = tim IO ) )

Ty—oo —i(Ty=TH)H
ey (xle )

, (11.29)

which appeared in Chap. 7, in the derivation of the Gell-Mann—Low formula precisely
in order to get rid of the vacuum state |0). Next, we use the field theoretic version of
formula (11.20) with

jay =€), (b = (xle™ .

Because the exponentials with 7y and 7; on the r.h.s. cancel out, the numerator in
(11.29) can be written as

Ode™ AT ($0x1) - B ) e )

=N [wenid) 1o 1o (461 6(x1) .. D),

H(T;. %) = ¢ (X)
o(Tp, %) = ¢ (%)

(11.30)
where x[¢"] = (¢"|x) and n[¢'] = (¢'In).
For the denominator we have
(xle ™" T ) = N7 / (d¢")(dd) X"[¢"nl¢] / PIC L K
o(T/I»:E) =¢ (%)
(11.31)

The path integral representation of the generating functional for the Green’s func-
tions

Z1j1= (0|T exp (i / d'x j(x)&(x)) 10)
follows from the formulas (11.29)—(11.31):

Z[j] = ==,
(/] Z10]

(11.32)

where
Zj1 = [@e@s) 1 [ gl eSO,

$(00, %) = ¢ (¥)

(11.33)
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Here Ty and T; have been replaced by oo and —oo, respectively.

Let us show how one can recover formulas (7.50) and (7.31), on which the deriva-
tion of the perturbative expansion was based, starting from the path integral (11.33).
In the first step we put

1 - -
nlel = x[¢] = exp (—5 /d3x P(X) \/mf— A ¢>(X)) .

These wave functionals correspond to the choice |) = |x) = |0;) made in Sect. 7.1,
see Exercise 6.6. Next, we use the following identity [9]

/ d’x [aﬁ’(%) m3 — A ¢ (X) + ¢ (X)/md — A ¢”(i>}

= lim [e /d4x e_flxolqb(xo, )y /mE — A p(x°, X)),

e—04

where ¢(x°, X) can be any function such that the integral on the r.h.s. exists and,
moreover,

lim ¢(",%) = ¢"(®), lim ¢(", %) =¢(¥).

In order to check this identity, first we change the integration variable from x° to ex?,
next we split the integration range into subintervals (—oo, 0] and [0, +00), then we
take the limit e — O separately in each subinterval, and note that
Jo dx® exp(—x®) = 1.

In the next step we insert that identity on the r.h.s. of (11.33), and note that

Jasae [ el = [ua....

@(00,X) = ¢"(X)

where [do] =[], ey d9(x). In the last path integral there are no restrictions on the
ends of the paths. The resulting formula

Z1j1 = tin [ 1461exp(isio)
+i/d4xj(x)¢(x) - %e/d“x el mE— A gy (11.34)

contains the integration over all of the paths in the configuration space of the field,
without any restriction on the ends of the paths.
Finally, we use the correspondence ¢(x) <> —id/dj(x) in order to write

Z[j]1=exp [—iv (—i 5 (x))} Zolj1, (11.35)
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where
Zolj1=
Elin&/[dgb] exp (i Sol¢] +i/d4x jo— %e/d“x e*elx("qs\/mqs),
(11.36)
and

1
Solel = 5 / d*x (0,00"¢ — myp?).

As we know from Chap. 6, expressions of the form §%/(8j (x))* are ill-defined. The
cure lies in introducing a regularization in the form of an integration with a test
function g, see formula (7.33) in the case of V = \o¢*/4!. Henceforth we replace V
in formula (11.35) by its regularized form V.

The functional Z[ Jj] can be calculated explicitly. To this end, we write it in the
form of the Gaussian integral,

Zolj)= lim /[d¢] exp (—% / d*xd*y p(x) Oc(x, )o(y) +i / d4xj<x)¢(x)),
e—>04

where

OP6(x — y)
Oc(x,y) = " oxdy,

1 1
— Eiee%‘yol,/m(z) —Ad(x—y)— Eiﬁeff‘xo‘,/mé —Ad(x —y),

and change the integration variable ¢ in the path integral to ¢;(x) = ¢(x) —
[d*z 07" (x,2)j(z), where 07! (x, z) is defined by the following equations:

+m3o(x — y)

/d4z Oc(x,2)0 (2, y) = 6(x — y), /d4z 07 (x,2)0(z,y) = 5(x — y).
(11.37)
Such a shift of the integration variable does not change the ‘volume element’,

[do] = [dp,], because dop(x) = d¢;(x) for each fixed x, as follows from the fact
that ['d*z O j does not depend on ¢;. Therefore,

Zolj1= lim [ [d¢1] exp (—%/d4xd4y ¢1(x)0€(x,y)¢1(y))

e—04

exp (%/d4zd4yj(z)0:l(z,y)j(Y))-
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The path integral gives a non-vanishing constant A, which does not depend on ;.
It cancels out in formula (11.32), because the same constant is also present in the
denominator.

It remains to compute O !. Because O.(x,y) = O.(y, x), O '(x,y) is also
symmetric in x and y, and then it is sufficient to consider only one of Egs. (11.37),
for instance the first. Moreover, we may take the limit ¢ — 04 in two steps: in the
first one we put el = ¢=Pl = 1 in O.(x, y), but we keep the €’s in front of the
exponentials. Let us seek O_! in the Fourier form

0 '@y =2m™ / d*kid*ky MY 07 (ky k),

and substitute the Fourier representation of O, (x, z) into the first equation (11.37),

O.(x,2) = (277)_4/5146] MO (— g+ mf—ie/mi+q?).

Simple calculations give

O(ky + k2)

k% —m%—i—ie,/m% +/}'12

O (ky, ko) =

Thus, finally

= .. i = ok + ko) -
Zolj1= Noexp [—5 / d*kid*k; J(kl)m](kz)] . (1139
where J is the Fourier transform of ;.

Comparing our present results for the scalar field with formula (7.54), obtained
in Chap. 7, we see that Zo[j] = Zo[j] up to the constant A. Furthermore, Z[j] =
Z[j] if we take V = A0¢4/4!, compare formula (7.31). Thus, we have recovered
the results for the generating functional obtained in Chap. 7 in the framework of the
operator approach. This gives us a certain confidence in the path integral formulation,
in spite of it lacking some mathematical rigor.

11.3 The Path Integral for Fermionic Fields

Field theoretical models of fundamental importance for physics, e.g., the standard
model of particle physics, usually involve several kinds of fields, among them are
fermionic ones. For this reason it is desirable to also have a path integral formulation
for the quantum theory of fermionic fields, similar to the one presented above for
the scalar field. This would provide a unified theoretical framework for investigating
such models, complementary to the operator formulation.
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Our main objective is a path integral formula for the Green’s functions of the
fermionic field, analogous to (11.28), or equivalently, for the pertinent generating
functional. For concreteness we consider the Dirac field 1/ (x). The Green’s functions
are defined as the vacuum expectation values of time ordered products of the field
operators in the Heisenberg picture. There is an innocent looking difference in the
definition of the time ordered product (7 -product) in bosonic and fermionic cases:
in the latter any interchange of two factors results in the change of the sign of the
T-product, i.e., the T-product is antisymmetric. For example,

OIT (... %7 .. )]0y = —(OIT (... .. )]0).

The T -product of anticommuting operators 1ﬁ(t,-) is defined as follows

T (b))
=D sign(P) Ot;, — 1,)0(t, — 1) ... O;,_, — 1, )(ti)D(8,) ... D(8;,),
P
(11.39)

where we have omitted the bispinor indices and vectors X;. The sum is over the set
of all permutations (t1, tp, ..., t,) = (ti, t;,, ..., t;,), and sign(P) is equal to +1 for
even permutations, and —1 for odd permutations. The presence of the factor sign(P)
is related to the fact that the components of the quantized Dirac field taken at spatially
separated points anticommute. Without it we would get a contradiction. Let us take,
for example, #; > 1,

T (Band() = by #0.

On the other hand, if the T -product does not contain the sign factor, and 1[)(1‘1), 1/3(t2)
anticommute, then

T (@) = T (=deb@) = =i,

in contradiction with the previous result for 7' (1/3(t1 )1[)(1‘2)).

We would like to have a formula similar to (11.28). Because the 7' -product present
on the Lh.s. is antisymmetric, the classical fields in the product preceding the expo-
nential on the r.h.s. have to anticommute with each other. Thus, we need a path
integral over a set of anticommuting classical fields. Let us begin from integrals over
a finite set of independent anticommuting elements 61, . .. 6y, where

0,‘91' +0j9i =0.
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Because in particular 9? = 0, the set of expressions one can construct from these ele-
ments is rather small. There are 2¥ — 1 independent products, including the elements
themselves, and the most general expression has the form

f(01,02,...08) =co+c101 +---+enOn +ci20102+ -+ cro.n0102... 0N,

(11.40)
where ¢y, ¢;, c12, . . . are numbers. The set of all such expressions is called the Grass-
mann algebra, and 0y, ... 0y are its generating elements. In the present case its

dimension is finite, equal to 2V. The integral we are seeking is a linear mapping
which ascribes a number to each expression of the form (11.40) (by integral we
mean here a definite one). Let us consider the integral of f over 6, traditionally
denoted as [ df; f. There are only two kinds of terms we have to deal with: terms
which contain 8; and terms which do not. As the value of the integral f do, 0, we
may take an arbitrary number different from 0—it is just a normalization of the
integral. Therefore, we assume that

/d0161=1,/d0202=1, ...,/d0N0N=1. (11.41)

Apart from the linearity, we also assume that the integral is invariant under transla-
tions in the following sense: [ d6; f (01 + g, 02, ...0y) = [db; f(01,0,, ..., 0n),
where g can be any expression which does not contain the element 6;. This require-
ment corresponds to the identity [* dx f(x +a) = [ dx f(x) for the ordinary
definite integral over the whole real axis. The invariance under translations is achieved
by assuming that

/d@k FC. %..)=0 (11.42)

for any expression f that does not contain 6. In particular, [ d6; =0 (in this
case f = 1). Formulas (11.41) would lead to contradictions if not supplemented
by another rule: the integration symbol [ d6y should be anticommuted with the gen-
erating elements until it is just in front of §;—only then may we apply (11.41).
In order to see the contradiction, consider, for example, f df, 6,60, = 6,. On the
other hand, if we abandon the rule, [ d6, 0,0, = — [ d6, 6,0, = —6,. With the rule
adopted, we have — [ d6; 6,0, = 6, [ df; 6; = 6, as it should be.

Let us now take another Grassmann algebra, such that it can be regarded as a finite
dimensional analogue of the Grassmann algebra that will appear when we come to the
Dirac field. Now there are 4N independent generating elements denoted as follows
DU YN by, by, b BN By, ..., by Tt turns out that

N
/ [Tav/dd; exp (EkAk,zpf i b+ iEkz/J") = det A exp (be(A~)b).
j=1

(11.43)
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Here, the N by N matrix A= [A! ] 1s nonsingular and its matrix elements Al ¢ are
numbers. Derivation of formula (11.43) is left as Exercise 11.2(a).

Now let us turn to the Dirac field. The quantum theory of the free Dirac field has
been constructed in Sect.6.2. In the case of an interacting Dirac field we proceed
analogously as in Sects. 7.1 and 7.2 for the real scalar field. Let us consider a model
with a Lagrangian of the form

L= Lo@, ) — Vb, ).

Here L is the free field part of the Lagrangian. It has the same form as the Lagrangian
(6.64) of the free Dirac field. V is the interaction term. We do not need to specify its
form. The generating functional for Green’s functions is defined as follows

4 A
Z[n. 7] = (OIT exp (i / d'x Y @00 +Ean“)) 0), (11.44)
a=1

where the external sources n and 7} are generating elements of a certain Grassmann

algebra, 1/3 and 1) are the Dirac field and its conjugate in the Heisenberg picture, and
|0) is the vacuum state. The Green’s functions are obtained by taking variational
derivatives of Z with respect to n and 77 and putting n =7 = 0 afterwards. For
example,

8z

OIT @7 (x) Py (3))]0) = 00

n=n=0

The Gell-Mann-Low formula for the generating functional in the present case has
the form

Z[n. 7
(/1T (exp i [d'x S, @t +ran® | exp(—i [d*x Vi@, 61) 10)
(0417 exp(—i [d*x Vi (W, ¥1))I0r) '

(11.45)

This formula is used in order to express Z by the generating functional Z, for the
Green’s functions of the free Dirac field:

Zln, 71 = 2141 (11.46)

B ZI[Ov O]’

where

5 B
Zi[n,m] =exp —i/d4x Vili—, —i—) Zoln, 7l (11.47)
on oM
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and

4 A
Zoln, 71 = (0T (expli / d*x D @] + D ranDI0N). (11.48)
a=1

Thus, it suffices to provide the path integral representation for the generating func-
tional Z.

The generating functional Z, can be calculated with the help of the free Dirac
field version of Wick’s formula. Such a formula can be obtained by repeating the
calculations of Sect.7.2 with the scalar field replaced by the free Dirac field, see
Exercise 7.7. The result has the form

Zoln, 7l = exp (—i / d*xd*y7,(x)SE 5(x — )0’ (). (11.49)

where

— 7]
Sp s = y) = =0T (W7 ()Y 15()N07) = (¥

prie imly) GAF(x — ).

Sr is the inverse of the Dirac operator iy*0,, — m1,, that is

0
/ dty (7' 5 = mL) 8 = )83 5y = 2) = 836(x —2).

Therefore, the path integral representation for Zj is obtained from formula (11.43) by
the following substitutions: A~! — —iSp, b* — 1°(y), by — 7,,(x), W& — ¥ (y)
and 1); — 1), (x). The discrete indices i and k are replaced by multi-indices (v, x)
and ([, y). Instead of Aik we now have (—"9/0x" —imlI4)?,6(x — y), and

Z()[na ﬁ]

=N! /[dﬂlda] exp [i /d4x (EO(E’ ) +ﬁa(X)77/1a(x) +Ea(x)7]a(x))],
(11.50)

where 9
— (At
Lo = (i Ee mly)i.

The constant A/ is determined from the condition Zy[0, 0] = 1:
N = [idvdiy e [t £ 0).

Finally, by inserting (11.50) for Z, in formula (11.47), we find the path integral
representation for the model with interactions: the generating functional is given by
formula (11.46), where
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Zin,m=N" /[dwdi]
exp [i / d*x (Lo, ¥) = Vb, 1) + 7, ()" (x) + P, ()" (x))].  (11.51)

Note that the coefficient A/~! cancels out in formula (11.46).

Comparing the derivations of the path integral representation for the real scalar
field, for the spinless particle, and for the Dirac field, we see that in the fermionic
case it is indirect, in the sense that it has been obtained by rewriting the known
formula (11.49) as the path integral, formula (11.50). There has been no reference to
a Hilbert space, basis states like |¢), or wave functionals. For a derivation analogous
to the ones presented in Sects. 11.1 and 11.2 we would need a Grassmann analogue of
the particle considered in Sect. 11.1 and its quantum mechanics. Such a Grassmann
analogue should have trajectories in a space with anticommuting coordinates instead
of x'. It turns out that it can be constructed [9], and proceeding in full analogy with
the bosonic case one can first obtain the path integral in the quantum mechanics
of such a particle, and next its field theoretic generalization. Such a direct approach
turns out to be rather complicated. Moreover, it is rather artificial because Grassmann
analogues of ordinary particles have not been observed in Nature—one should not
confuse such a Grassmann analogue with a real fermionic particle, e.g., an electron,
which has an ordinary configuration space with commuting coordinates x*.

Exercises

11.1 Compute the r.h.s. of formula (11.14) in the case of a one dimensional, non

relativistic particle with the action S[x(¢)] = f [/”dt mx2(t) /2. Compare the result
with the formula

m m(x// _ x/)2
//Ut//’t/ Ny — _—y s
WU O = sy ol iy |

known from textbooks on quantum mechanics.

Hints: Consider the Fourier transform ffooodx” e**" R where R denotes the r.h.s. of
formula (11.14). The Fourier transform of convolution of functions is equal to the
product of the Fourier transforms of these functions.

11.2 (a) Prove formula (11.43).

Hints: 1. Using the translational invariance of the integral, replace Pk by Yk 4+
i(A~Yk,b' and 9y by ¢y +ib;(A™")’, in order to simplify the exponent on the
Lh.s. of formula (11.43).

2. Check that
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N o . 1 N o - N .
/ [Tav/dd; exp (¢kAkl¢1) - / [Tav/dv, <¢kAkl¢’) — det A.
1) 1

j=1

(b) The Grassmann elements 0,, 6;, where k,l = 1,2, ... N, are related by the for-
mula 0, = Ay, 6;. The matrix A= (Ay;) is nonsingular, its matrix elements are num-
bers. The integrals over ; and 6, are defined by formulas (11.41) and (11.42). Check
that the relation

do)...do, = (detA)"'do; ...d0y

is consistent with these definitions.

Hint: Start from [ d0]...d00) ...0; = 1.



Chapter 12
The Perturbative Expansion for Non-Abelian
Gauge Fields

Abstract The invariant volume element in the SU(N) group (the Haar measure).
The Faddeev—Popov—DeWitt determinant for a given gauge condition. The Faddeev—
Popov ghost fields. The correct path integral representation of the Green’s functions
of local gauge-invariant operators. Feynman diagrams for the pure non-Abelian gauge
field theory. The essential role of the gauge fixing term in the classical effective action.
BRST invariance of the effective action and of the measure in the path integral. The
Slavnov—Taylor identity for the generating functional of Green’s functions.

‘We have considered in Chap. 4 the classical non-Abelian gauge fields. However, from
a physical viewpoint, the quantum theory of these fields is much more important. As
we know from the case of the renormalizable :¢>j: model, it is possible to develop,
with some effort, a sensible perturbative expansion for the Green’s functions. On the
other hand, it is still practically impossible to construct an exact quantum version
of the model. The same is true for the non-Abelian gauge fields, but here even the
perturbative expansion is rather intricate. Its construction, completed around 1970,
is regarded as one of the most outstanding achievements of theoretical physics in the
second half of the 20th century. It clearly shows the sophisticated beauty of the non-
Abelian gauge fields. In the present chapter, we construct the perturbative expansion
and obtain the very important Slavnov—Taylor identities for the Green’s functions of
the quantized non-Abelian gauge fields. As the main tool we use the path integrals.

Because of the utmost importance of the quantized non-Abelian gauge fields for
particle physics, an enormous effort has been put into non perturbative approaches to
their theory. Many important results have been obtained in this direction, nevertheless
it is clear that a lot of work and new ideas are still needed in order to get closer to
the exact version of the quantum theory of these fields. Particularly hard is the most
important problem, that of finding the particle spectrum. It is known as the problem
of the confinement of gluons, and of quarks, when an interaction with quark fields
is included. We do not touch these fascinating topics here.
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12.1 The Faddeev—Popov-DeWitt Determinant

Trajectories of the classical non-Abelian gauge field of the SU(N) type are repre-
sented by the matrix valued functions A (x) on Minkowski space-time M. For each
xeMandp=0,1,2,3, Au(x) isan N x N Hermitian, traceless matrix. Note that
here the hat just denotes the matrix, not a quantum operator in a Hilbert space—in
the present chapter such operators will be denoted by the boldface A#. The gauge
fields related by the gauge transformation (4.23) are physically equivalent, that is
they give identical values of all observables. It is quite natural to expect that in the
path integral in the quantum theory of such fields just one gauge field from each
class of the equivalent fields should appear, not all fields. To achieve this, we first

introduce a gauge condition .
F(A,) =0, (12.1)

so that in each class of physically equivalent fields there is exactly one gauge field
that satisfies it. In other words, the condition

F(A%) =0,

regarded as an equation for the SU(N) matrix-valued gauge function w(x), has
exactly one solution for every fixed gauge field A - The elements of the SU (N) group
in a vicinity of the unit matrix Iy can be parameterized by N> — 1 real parameters,
let us denote them by t“,a =1, ..., N 2 _ 1, which form a local coordinate system
on the group. Therefore, the SU(N) valued function w(x) is equivalent to N — 1
real valued functions #“(x). The gauge condition (12.1) should uniquely determine
all these functions, hence it should be equivalent to N> — 1 independent equations
for them. We shall write these equations as F¢ (Ajj)(x) =0.

We will use integration over the SU (N) group regarded as a certain n-dimensional
space, n = N? — 1. In the mathematical theory of Lie groups, such as the SU(N)
group, it is shown that one can introduce a volume element on the group, which in
mathematics is called the Haar measure. We denote it as d V (w), where w € SU (N).
When the group elements are parameterized by ¢, such an infinitesimal volume

element has the form AV (W) = v di' .. dr", (12.2)

where v(¢%) is a certain positive function of the parameters. Furthermore, this volume
element is invariant under the so called translations on the group, that is transfor-
mations of the form w(t%) — wow (%) (the left translations), and w(t%) — w(*)wy
(the right translations), where wy € SU(N). The coordinates of the group element
wow(t®) are denoted as 7“, hence wow(t*) = w(t”). Similarly, w(t“)wy = w(t*).
The invariance of the volume element means that

dV(ww) =dV(w) =dV(wwy),

or
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—a —1 -n a 1 n __ a 1 n
v(tT)dt ...dt" =v@)dt ... dt" =v(")dt ...dt".

We shall not need the detailed form of the invariant volume element.
One way to eliminate the gauge equivalent fields from the path integral is to
include in its integrand a functional Dirac delta of the form!

SIF(A)] =[] 6(F“(A,(x)).

but then the result of the integration would in general depend on the choice of the
gauge condition. This would not be satisfactory, because the choice of the gauge
condition should not affect the expectation values of observables represented by
gauge invariant operators. According to Faddeev and Popov, the functional Dirac
delta should be inserted in the path integral indirectly, namely one should hide itin a
numerical factor equal to 1, which certainly does not change the integral. Moreover,
it obviously does not depend on the choice of the gauge condition. The factor 1 is
constructed from the Dirac delta as follows

1 = M[A] /[dw] S[F(A®)]. (12.3)

Here [dw] = [], dV (w(x)) is the measure (the infinitesimal volume element) in the
space of the gauge functions w(x). Thus, with each point x € M we associate the
invariant volume element in the SU(N) group. A“ denotes the gauge transformed
field, i.e.,

A2(x) = w@) A, (0w (x) + iauw(x) w (). (12.4)
g

In the present chapter we use the rescaled gauge field introduced in Sect. 4.2 (below
formula (4.33)) and denoted there as lA?#. M[A] is a functional of the gauge field
defined by formula (12.3). It is called the Faddeev—Popov—-DeWitt determinant. Of
course it depends on the choice of F, but it is gauge invariant, that is

M[A] = M[A]

for any gauge function wy (x). This follows from the invariance of the measure dV (w),
namely

1= M[AWO] /[dw] 5[F((AAw0)w)] — M[Awo] /[d(wow)] 5[F(Awow)]

M[A“0]
MIA]

Wzt gt e / [do'] S[F(A“)] =

"'We will often omit the space-time index z of A u in order to keep formulas transparent.
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In the case of Au obeying the gauge condition (12.1), the integral in (12.3) is
determined by the form of the integrand in an arbitrarily small vicinity of the constant
w = Iy. Let us parameterize w(x) in such a vicinity as follows:

wx) = Iy +ige"(x) T, + O,

where the matrices YA},, witha = 1, ..., N> — 1, have been introduced in Sect.4.2.

Then, the volume element has the form dV (w) = v(e*)d" e, where we may replace

v(e*) by v(0), and normalize the SU (N) volume element by putting v(0) = 1. Thus,

as the measure [dw] in (12.3) we take [dw] = erM d"e(x) = [de]. This expression

should be treated in the same spirit as the measures that appear in the path integrals.
Formula (12.3) also contains F (A“'). For w in the vicinity of Iy

A2(x) = Ay (x) — 9,6(x) +iglé(x), A, (x)] + OE?)
= T (AL (x) = 0, (x) — g fup€" () AL() + OED).  (12.5)

The structure constants f,., are antisymmetric in all indices, see Exercise 4.2.
Let us expand F(A“) with respect to € (x):

R . c(Aw J AAW b
FC(A'“‘)(x):F“(A)(x)+/d4yd4 oF fA )(x) A" e (2)+0(E?),
SADP W) |, 0@ |

where F*¢ (A)(x) = 0 because A“ obeys condition (12.1). Using formula (12.5) we
obtain

%)(bz()y) = —M%é(y —2) = &facb AL, (O (y — 2).
Therefore,
FO(A%)(x) = / d*y Mea(x, )€ (y) + O@), (12.6)
where .
Mea(x, y) = (m% - gfadbA;‘,,(y)) % (12.7)

Formula (12.6) can be written in a concise form as
F(AY) = Me + O(),

where the operator M has the matrix elements M.y = Mq(x, y). Our assumption
about the uniqueness of the solution of the equation F(A¥) = 0 implies that M is
nonsingular (i.e., M —! exists).
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After these preparations we can compute M. Definition (12.3) gives
1 = M[A] /[de] S[Me+ O@EH] = M[A] (detM)™".
Thus, for the gauge fields obeying gauge condition (12.1)
MIA] = detM.

It is of course not clear how to actually compute the determinant of M. Luckily, one
can evade this problem by using the infinite dimensional version of formula (11.43),

detM = N / [dedc] exp (—i / d*xd*y C,(x)M(x, y)cb(y)) , (12.8)

where ¢, (x) and ¢’ (y) are independent Grassmann fields, called antighost or ghost,
respectively. The factor —i in the exponent in (12.8) has been introduced for later
convenience. The factor NV is not important as it will not appear in the final formula
for the generating functional for the Green’s functions. The expression

SenlA, c,c] = — / d*xd*y ¢, (x)Mup(x, y)cb (y)

is often called the Faddeev—Popov—DeWitt action.
As an example, let us consider the Lorentz gauge condition

9, A (x) = 0. (12.9)

In this case

OF (A _ 5;,.85“ )

SAL(y) Ox,,
O*6(x —y) do(x —y)
Ma s = _661 P — a Ad —a_
(X, ) " Ox,0x" + 8faan A}, () o,
and
Sen = /d4x (Ea(x)auﬁ“c“(x) — gf,,cha(x)(‘?“(AZ(x)cb(x))) . (12.10)

Introducing the covariant derivative of the ghost field,

(D) (x) = 0, (x) = gfuch AL, (X)c" (x),
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we may write S,, in the concise form

Seh = /d4x Ca(x) 0"[(Duc)* (). (12.11)

Note that the (anti-)ghost fields do not bear any spinor indices—they would yield
spinless particles if regarded as relativistic quantum fields. A spin zero fermionic
field violates the spin-statistics theorem, hence it cannot be regarded as a physical
field. In our considerations it has appeared only as an auxiliary mathematical variable
to be integrated over in formula (12.8).

The Lorentz gauge condition is used in applications of the non-Abelian gauge
fields in particle physics. It should be noted that this condition is not perfect because
among fields obeying it one can find gauge equivalent ones.” This is the so called
Gribov problem with the gauge condition. It is also present for other choices of gauge
condition. The gauge equivalent solutions of a gauge condition are called Gribov
copies. The question of whether their presence has an influence on the physical
predictions obtained within the perturbative approach to the quantized non-Abelian
gauge fields, remains an open question. In the considerations below, in which we
use the Lorentz condition, the Gribov copies are automatically included in the path
integral because we sum over all the gauge fields that obey that condition.

12.2 The Generating Functional for Green’s Functions

The Faddeev—Popov—-DeWitt determinant is needed for the construction of the correct
generating functional for Green’s functions in the non-Abelian gauge theory with
the classical action (4.33)

Syml[Al = —}1 / d*x Fj,F".
Let us begin by writing an analogous to (11.28) path integral formula for the vacuum
expectation value (correlation function) of the time ordered product of local gauge
invariant operators O[A](x}), ..., O,[A](x,) (in the Heisenberg picture). Operator
O[A](x) islocal if itis constructed from the non-Abelian gauge field operators AZ (x)
and their derivatives at the point x.*> Thus, we begin with

2Let us recall that we assume that w(x) — Iy when |X¥| — oo. This condition excludes, for
example, w independent of x and different from /.

3For brevity, we write A instead of A if there is no risk of confusion.
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(OIT (O [A](x1) - - - Oy [A](x2))|0)

=N / (dA")(dA") WA 1¥H[A'] ﬁ gy AdAY e [ToitA1x).
A(T;r):A” i=1
(12.12)

Here Wy[A] is the wave functional of the vacuum state of the gauge field. It is
defined on the configuration space of the field, and A’, A” denote points in that
infinite dimensional space. The single point A is represented by the set of functions
Af, (X), where ¥ € R>. The trajectory of the field may be denoted as A (¢)—it is the set
of functions A7 (z, X). Note that it is the trajectory that is customarily adopted as the
mathematical representation of the non-Abelian gauge field, and not A = A, (xX)—
the field as such is a physical object. (d A) denotes the measure (the volume element)
in the configuration space, (dA) = [];ps Hg’:l Hi:o d Af(¥).

Formula (12.12) is not satisfactory because it contains the integral over all of
the gauge fields, including the ones related by a gauge transformation. In order to
improve it, we multiply the r.h.s. of (12.12) by 1 in the form (12.3), and change
the order of the functional integrations by shifting the integral over w(x) to the left.
Next we change the integration variable from A to B = A“. The action Sy, the
expressions O;[A](x;), and M[A] are gauge invariant, hence we may simply replace
A by B.

The measure [d A] is also invariant, [d A] = [d B]. To see this, first notice that the
gauge transformation does not change the space-time arguments or Lorentz indices
of the field. Therefore, we need only to show the invariance of the N 2_ 1 dimensional
volume element, that is the equality

N2—1 N2—1

[T a8l = [] dasw).
a=1 a=1

Let us spht the gauge transformation into the shift A,, - A ut lal,ww and the

‘rotation’ Au - C = wA,lw . Neither of them changes the volume element. In
the case of the shift, this follows from the fact that 9,ww™" does not depend on Af.
The ‘rotation’ does not change the volume element because it leaves the lengths and
angles unchanged. This can be seen from the invariance of the scalar product:

X9X4 = 2tr(X, Xp) = 2tr(Y, ¥y) = YOYE,

where X; = wY;w™!
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After these steps formula (12.12) acquires the following form
OIT(OL[AI(x)) - - O, [AT(6,))[0) = A / [dw] / (dA")(dA) WA TW[A]

/m,. ot [dBI MBI S[F(B)] &%) TTO[B](xi).

B(Tf):A//W_l i=1
Now we change the integration variables A’ — B’ = A“ ' and A” — B" = A",
The measures (dA’) and (dA”) are invariant for exactly the same reasons as [d A].
The wave functional W, is assumed to be invariant up to multiplication by a phase
factor* which can depend on w. Such a phase factor cancels out in the product W  W.
Thus, the gauge function w has been removed from all terms on the r.h.s. of the path
integral formula. In consequence, the integral [[dw] has a constant integrand. This
integral yields a constant (the total volume of the gauge group) which is canceled by
an appropriate coefficient in the normalization factor N. Thus, writing A instead of
B everywhere, we finally have

(OIT (O1[A](x1) - - - Ou[A](x2))[0) = N/(dA”)(dA/) WA W[A"]

/m _ /[dAI MIA] SIF(A)] &5 TT OilAlG).  (12.13)

ATp)=A i=1

The normalization factor N is determined from the condition (0|0) = 1, which
corresponds to taking n = 1 and O[A] = I. Formula (12.13) explicitly incorporates
the gauge condition (12.1). It is clear from its derivation that the r.h.s. of it does not
depend on the form of F, in spite of its appearance.

In order to construct the perturbative expansion we have to write the integrand in
(12.13) in exponential form, from which we can read off the kinetic and interaction
parts. For M we use formula (12.8) with the ghosts. The functional Dirac delta is dealt
with by making use of the lack of dependence of the correlation function on the form
of F. Let us replace the condition (12.1) by an auxiliary gauge condition of the form
F(A)(x) — \(x) = 0 with certain functions \%(x). Because 6/\”/5Az =0, we see
from formula (12.7) that M ,and in consequence M, do not depend on these functions.
On the r.h.s. of formula (12.13) they are present only in the factor J[F(A) — Al
Next, we multiply both sides of formula (12.13) by exp(—i fd“x A ()M (x)/2a),
and functionally integrate over \“. The real parameter « is often called the gauge
parameter. On the r.h.s. we have the integral

/[d/\] O[F(A) — A] exp (—i /d4x )\“(x))\“(x)) = exp(iSyr[AD,

“This is an assumption because we are not able to compute W, nor to prove that there exists exactly
one vacuum state.
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where !
SerlAl = =5~ / d*x F*(A)(x)F*(A)(x).

On the L.h.s. we obtain a constant factor. We divide by it and include it in the factor
N. Thus, we have obtained, from (12.13), the following formula

(OIT (O1[A](x1) - - - Ou[A](x,))10) =

N / (dA")(dA") UG[A 1 W[A'] ldAlldede] &S4<9 TT oAl

ATy = A
A(Tp)=A i=1
(12.14)
where
SIA, ¢, @] = Syw[A] + Selc, 1 + Ser[Al. (12.15)

Ser[A] is called the gauge fixing term, and S[A, c, ¢] the classical effective action.
Now it should be clear that we may take as the generating functional

Z[j. &€

= , 12.16
Z[0,0,0] ( )

Z[J’ 5’ g] =
where

Z1j.6.8 = / (dA")(dA) WA W[ A]

[dA][dcdc) eiSlAsccl+i Jd*x (i () A% (0)+Ca ()€ (X)+E, () ) (12.17)

AT = A
A(Ty) = A"

Suitable combinations of the derivatives —id/d j, (x) acting on Z will give, after

putting j; = 0, = 0 and £, = 0, formulas for the vacuum expectation values
of the time ordered products of the components of the gauge field. Formula (12.17)
also contains Grassmann type external sources &% and £, for the ghost fields. They
anticommute with the ghost fields, and with themselves. The derivatives —id/ 550
and i5/0&* will give Green’s functions in which the ghost fields are also present.
Such more general Green’s functions are in principle not needed, because the ghost
fields are not physical fields, but auxiliary variables introduced in order to write the
Faddeev—Popov-DeWitt determinant in an exponential form. Nevertheless, corre-
sponding to them internal vertices and internal lines will appear in the perturbative
expansion anyway, and they have to be taken into account when discussing, e.g., the
renormalizability of the model. Therefore, it is useful to consider graphs in which
the ghosts appear as external lines.

Note that formula (12.17) can also be applied in the case of the free electromag-
netic field: one should put f,,. = 0 and restrict the values of the Latin indices to
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just 1. Then AL can be identified with the electromagnetic field. The ghost fields

are needed only if detM depends on the gauge field, because in the opposite case
it is a constant that does not matter. Formula (12.7) with f,,. = O shows that the
dependence on the Abelian gauge field is possible only if /'(A) is not linearin A, for
example, F(A)(x) = (0, — A, (x))A*(x) (Exercise 12.1). In electrodynamics such
gauge conditions are not used in practice, because then even the quantum theory of
the free field would become quite complicated. The most popular gauge conditions:
Lorentz (9, A" = 0), Coulomb (0; A" = 0) and temporal (A° = 0), are all linear in
AF.

The considerations presented above that have forced us to introduce the ghost
fields, can be regarded as a spectacular example of the usefulness of the path integrals
in field theory. There had been some earlier suggestions about the presence of ghost
fields in the quantum theory of gauge fields, but only with the use of the path integrals
came a clear recognition of this fact.

12.3 Feynman Diagrams

The derivation of Feynman diagrams for the non-Abelian gauge fields is based on the
formulas (12.16) and (12.17) for the generating functional. The ghost part is taken
in the form (12.11)—we adopt the Lorentz gauge condition (12.9). We divide the
action § into the free and the interaction parts, and formally expand Z in powers
of the interaction. The calculations are very similar to those presented in detail in
Sect. 11.2 (below formula (11.33)) in the case of the scalar field. Therefore, we will
skip details of calculations and present only the main points.

The functional Wy[A] is replaced by the wave functional of the vacuum state of
the free non-Abelian gauge field’

®o[A] = N exp (—%/de A=A A‘”). (12.18)

The same trick as in Sect. (11.2) gives

Zlj, &€l = 11%1 / [dAlldedc]exp [iS[A, c,c]

— % d*x e PIAY TN A 4 /d4x (LA™ 42,6 +&,eM]. (12.19)

5By the free non-Abelian gauge field we mean the field A¢ with the action that does not contain the
self-interactions present in the full Yang—Mills action. Such self-interactions are switched off by
equating the structure constants with zero, f;5. = 0. The resulting model contains the collection
of N? — 1 independent free gauge fields of the Abelian type, and it is not invariant under the full
SU(N) gauge group.
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By definition, the interaction part S;,; of the action S contains all the terms that are
proportional to g or g2. Thus,

SiulA,c,cl = / d*x (gfubc0u AL AP A
gz
= 5 fave faae AL AS AN AT — gfueh €0, (P AM)). (12.20)

pty

In this part of the action we replace the fields with the appropriate functional deriv-
atives with respect to the external currents:

a . J a 0 C 0
A= Tty ST T YT Sewy
Then we may write
7[]’ 575] sz/[—l*,— 675 as] (ZO[]] ZO[&»Z]) , (12.21)

where
Zolj1 = lim / [dA] exp(i / d*x jiA™) exp (’z / d*x [0, A% O"A“"
e—=04
1 . .
—0, A5 A — =0, A% A + ice~ A% A A‘”]) ,
(6%

and

Zol€, €1 = / [dcdc] exp (i / d*x (cp0"9,c” +¢€ + Ec)) )

The Gaussian path integrals on the r.h.s.’s of these formulas can be calculated in
the same way as shown in Chap. 11. The formula for Zy[j] can be rewritten in the
form

Zolj1= lim / [dA] exp (’5 / dxd’y A7 ()0, (x, ) A()

+i /d4x jfj(x)A““(x)),
where
L, 0?6(x — y) 1 0%6(x —y)
g — _ 1 -
Ol (x.,y) = dap [ B ol Ul O

—iem" — 5" e~ /A §(x —y) 1.
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The substitution A = A’ — O~ j (all indices suppressed) transforms the integral into
a pure Gaussian integral which yields a constant independent of j. It turns out that
in the limit e — 04

Zolj1=Nexp [% / d*xd'y ji(x) (O™ (x = y) jf(y)} : (12.22)
where

. (;a e—ik(x—y) klk?
O H(x—y) = —ﬁ /d4k 0. |:77W -1 - a)m] , (12.23)
+ +

and N is a constant. It follows from formula (12.23), that the free propagator of the
gauge field has the following form

i “E

ngy(k) = abm [=n"" + (1 — Oé)m] (12.24)
+ +

In Feynman diagrams it is represented by a wavy line, see Fig. 12.1. The exponent in
formula (12.22) is symmetric with respect to the interchange (x, a, ) < (v, b, v)
(in particular because D', (k) = D"} (—k)), therefore we do not have to put an arrow
on such lines.

Note that the presence of the gauge fixing term is crucial for the existence of O~
The absence of this term in the action S would correspond to the limit & — oo,
but then formula (12.23) becomes meaningless. The choice o = 0 is called the
Landau gauge. It makes sense once we decide to work only within the perturbative
approach—on the level of the action we may take « arbitrarily close to 0, but not
equal to. In the Landau gauge the propagator is transverse, that is

k, D" (k) = 0.

The choice o = 1 is called the Feynman gauge.
In the case of the functional Z[&, £] similar calculations give

Zol€, €1 = Ny exp [i /d4xd4y E.(0) (O HE(x —y) fb(y)] , (12.25)
where 5 o
~la¢, .y _ _ Yab 4 e ey

O (x —y) = 2 / d*p o (12.26)

As the free propagator of the ghost fields we take

Aap(p) = ba (12.27)

i
bP2+i0+'



12.3 Feynman Diagrams 287

a P b k
- —— = NN
Aab(p) au b v
Dlay (k)
Fig. 12.1 The ghost and the gauge field propagators
kyva ke k,pe kAd qb pa
N e
‘\E N
ke, ub kub k,ve kud

Fig. 12.2 The internal vertices of the SU (N ) non-Abelian gauge theory

It is represented graphically by the dashed line with an arrow, see Fig. 12.1. The
arrow points to that end at which there was the external source £. Thus, such an
arrow does not show the flow of four-momentum as it was the case in Fig. 8.9.

The S;,; part of the action gives the internal vertices of the Feynman diagrams,
see Fig. 12.2. The first vertex in that figure corresponds to the first term on the
r.h.s. of formula (12.20). All three legs of this vertex bear indices of the same kind,
therefore when connecting such a vertex with the rest of the diagram we can do it in
6 ways (if it were a scalar field instead of A . this would give the combinatorial factor
3!). Summing all 6 possibilities we obtain the full, symmetric 3-leg vertex with a
contribution of the form

(2 )2 8 Fupe (ki + ka4 k3) [y — k)" 0™ + (ks — k) 1 + (ky — k) 1. (12.28)

The linear dependence on the four-momenta k; reflects the presence of the derivative
0,A% in the pertinent term in (12.20).

In the case of the 4-leg vertex, there are 24 ways to connect it with the rest of the
diagram. Summing them all we obtain the full, symmetric 4-leg vertex

2

(2g )4 5(](1 + k2 + k3 + k4) [fabc fade(np/\ P 77“/)77AV)

+ facefadh(nﬂpny)\ - nltljn}\p) + fahefadc(n#/\ v — 77!“/77/\’))]- (1229)

The third vertex in Fig. 12.2 corresponds to the ghost term in S;,,;. The analytical
expression associated with it has the form

(2 )2 ——= faar 0(k + p — q) p". (12.30)
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The linear dependence on p* reflects the presence of the derivative 0, in the ghost
term in (12.20).

All the coupling constants in the action (12.20) are dimensionless. This fact sug-
gests that the perturbative expansion in powers of S;,,, is renormalizable. Such expec-
tation is corroborated by a calculation of the superficial degree of divergence of 1PI
graphs. Let V3, V4 and Vg, denote the numbers of internal vertices shown in Fig. 12.2
(starting from the left), n and I the number of, respectively, external and internal lines
corresponding to the gauge field propagator D'} (the wavy lines), and ngj, (Io,)—the
number of external (internal) ghost lines. Then,

3Vs +4V4+Vgh =21 +n, 2Vgh =2Igh + ngn.

The number of independent loops and the superficial degree of divergence are given
by the formulas

L=I+Igh—V3—V4—Vgh+1, w=4L+V3+Vgh—2]—21gh

(each vertex with three legs introduces one power of a four-momentum, see formulas
(12.28) and (12.30)). It follows from these formulas that

w=4—n—ng,. (12.31)

Thus, w depends only on the number of external legs, similarly as in the case of the
renormalizable )\ogbi model.

Note that according to formula (12.31), the diagrams thathave n = O and ng;, = 4
are logarithmically divergent. The corresponding counterterm would have the general
form (c¢c)?. Because there is no term of this kind in the action (12.20), the presence of
this counterterm in the effective action would pose a problem—it would signal that the
deep analysis carried out in the Sects. 12.1 and 12.2 was not precise enough. Luckily,
this is not the case. Two of the external lines in all diagrams with n = 0, ng, = 4
have arrows pointing outward from the diagrams. Therefore, the two internal vertices
from which these two external lines start are proportional to the fixed external four-
momenta, c.f. formula (12.30) and the last vertex in Fig. 12.2. It follows that the
superficial degree of divergence is in fact smaller by 2, i.e., it is equal to —1, and the
controversial counterterm is not needed.

12.4 BRST Invariance and the Slavnov-Taylor Identities

The classical effective action S[A, ¢, c], formula (12.15), is not gauge invariant by
its construction—it was precisely our goal in Sect.12.1 to eliminate the freedom
of performing the gauge transformations. However, in 1975 C. Becchi, A. Rouet,
R. Stora, and independently 1. V. Tyutin, discovered that this action is invariant with
respect to rather special transformations, which are usually written in the following
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form:

A(x) = AL(x) + 6AL(x), “(x) = c“(x) + 0" (x), T, (x) = Calx) + 0C4(x),
(12.32)
where

1 — a
§AS(x) = af (Do) (x), 6c(x) = Eag@ fuvac®c?, 8¢, (x) = 0 0,A".

Here 6 is a Grassmann element. By assumption, it anticommutes with the ghost fields.
Because % = 0, the above form of the transformations is the exact one, in spite of the
notation which might suggest that, e.g., § Af, is an infinitesimal contribution (which
itin fact is not). It turns out that these transformations leave invariant the Lagrangian
that corresponds to the action S,

1 a papv 1 a av , — a
E = _ZFHVF e _ %81“4 #81,14 =+ Ca(x) 6#[(D#C) (x)] (1233)

Actually £ is not the simplest BRST invariant object. There exist other invariants:

Lyy = —Fj, F" /4, as well as

I(x) = agfupac” ()’ (x)/2, L' = a(D"c)"(x)

(Exercise 12.3). Their presence facilitates checking the invariance of L.
The measure [d A][dcdc] is also invariant with respect to the BRST transforma-
tions. In order to demonstrate this, it is sufficient to consider the products

N2—1 N?—1 N?—1
[T 2450 [T devo) [T de )
a=1 b=1 d=1
with an arbitrary fixed x € M, u =0, 1, 2, 3. Because 6 is a constant,

N2—1

N2—1
[T dci0) = ] desx).
b=1 b=1

Next,
N2—1 N2—1
[T dc@) = deth)™" T de’ ).
d=1 d=1

where the matrix elements of the N> — 1 by N2 — 1 matrix J have the form
Jop = Oap + gl fad;,cd (x). In the derivation of this formula the antisymmetry of
faap Was used. Because 82 = 0, detJ = 1 + agf fuqac®(x) = 1. Furthermore,
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N2—1 N2—1 N2—1

H dA(x) H dc(x) = detJ (detJ)™! HdA (x) H dcd (x)

N?—1 N?—1

=[] dase) [ de ).
a=1 d=1

The BRST invariance of the Lagrangian, and of the measure, implies certain iden-
tities for the Green’s functions, called the Slavnow—Taylor identities. It is convenient
to first obtain the Slavnov—Taylor identity for a certain generating functional. The
Green’s functions will be considered next. Let us introduce an extended generating
functional Z, B B .

2.6 T H K = 288 K (12.34)
Z[0]

where

Z[j, 6,6 H, K]l = lim [[dA][dedc]exp [iS[A, ¢,

e—04
_ % / d*x e“’"‘U'A“"«/—AA‘”] exp [i / d*x (j4 A% (x) + 2, (0)E ()
FE,(0)c () + Ha(0) I8 (x) + fs(x)lfﬂ) ] (12.35)

Here_ H,(x) and fﬁ: (x) are new external sources. ?s is of Grassmann type like &¢
and &,. The expression

N[A,c,¢] =

exp i /d4x (it DA @) + T (@) + Eg (e () = % e*“x()'A“"«/—AA“") |
which is a part of formula (12.35), is not invariant under the transformations (12.32):

NIA', ¢ €)= NIA, .7 +i0 lim /d4x 15,

+ &9, A — € I + 3 L e (1§ = AAY + A" — AL ] N[A, ¢, c].

The last term on the r.h.s. vanishes in the limit € — 0. Note that /' (x), Ifﬂ (x), and
A% (x) can be replaced by the variational derivatives —id/dH,(x), —id/ 5?5 (x),
and —i6/d j; (x), respectively.

The Slavnov-Taylor identity for Z follows from the fact that in the path integral
giving this functional, formula (12.35), we may perform a nonsingular change of the

integration variables, in particular the change given by formulas (12.32). Because
of the invariance of the integration measure, and of the whole integrand except
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N[A, c, c], we have the following identity

Z1j, &6 H, K1 =2[j,¢ ¢ H, K]

§Z 62 - 6Z

+9/d4x['““(x) i e ]

s T i T

From here, dividing by Z[0], we obtain the Slavnov—Taylor identity for the generating
functional Z:

(12.36)

o (s OZ 2 6Z
/ a'x (i s T ) =

The identities for Green’s functions are generated from (12.36) by taking varia-
tional derivatives with respect to /i, {* and £, and putting zero for all of the external

sources, including H, and ?g. Note that such identities involve Green’s functions,
which are the vacuum expectation values of the time ordered products of not only
the fields AZ (x), €“(c), €4(x), but also the composite fields I (x) and I ().

The Slavnov—Taylor identities encode, on the level of Green’s functions, the fact
that the Lagrangian (12.33) has a very specific form. This form of the Lagrangian is
the consequence of the gauge invariance of the original Yang—Mills Lagrangian Ly .
Therefore, violation of these identities would imply violation of gauge invariance.®

It is also clear from the remarks above that the renormalized Green’s functions
should obey the Slavnov—Taylor identities. In order to achieve this, the various coun-
terterms which are introduced in the process of removing the UV divergences have to
be interrelated in the appropriate manner. With such restrictions on the counterterms,
the renormalization of non-Abelian gauge theories is quite nontrivial. The proof of the
renormalizability of these theories, provided by G. 't Hooft and M. Veltman around
1970, requires in particular a rather special regularization, called the dimensional
regularization.

The quantum non-Abelian gauge field is asymptotically free— the Gell-Mann—
Low [ function turns out to be negative, at least for small values of the coupling
constant g. Therefore the perturbative results are trustworthy only at very large four-
momenta. Unfortunately, nuclear phenomena and the structure of hadrons belong to
the realm of (relatively) low four-momenta physics, where the perturbative results
are not reliable.

50ne should distinguish between gauge invariance and gauge independence. This last term, often
used in literature, refers to the lack of dependence on the concrete choice of a gauge condition
(12.1).
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Exercises

12.1 Find the form of the Faddeev—Popov-DeWitt action in the case of the free
Abelian gauge field with the 't Hooft—Veltman non-linear gauge condition
(0, — AYAH =0.

Hint: 0F (x)/0A,(y) = O*d(x — y) — 2A*(x)6(x — y)

12.2 The gauge condition n"Af (x) = 0, wheren = (n") is aconstant non-vanishing
four-vector, encompasses the Coulomb, the temporal (Aj = 0) and other popular
gauge conditions. Show that with this gauge condition one can obtain formula (12.14)
in which the ghost fields are absent.

Hint: Notice that M., (x, y) contains the expression n/‘AZ(y), which is equal to
A (y) when we consider the auxiliary gauge condition F%(A)(x) = \(x) used in
the derivation of formula (12.14). Therefore, the factor M[A] in formula (12.13),
in which we now have 0[F(A) — A] instead of d[F(A)], can be replaced by
M [A] |nae=xa. This factor does not depend on A¢, hence it can be omitted (in fact it
is canceled by a factor in V).

12.3 Check that Ly, I}, and Iﬁ’u are invariant with respect to the BRST transfor-
mations.

Hint: In the case of Ly, first prove that 51:”/“, = iagh [I:],,,,, ¢], where & = T,c“.
Next, write Fj, F" [4 as tr([j“/wﬁ"")/Z and check that tr((51:",“,1:"“") =0.



Chapter 13
The Simplest Supersymmetric Models

Abstract The generating elements and their (anti-)commutation relations in the
N =1 superalgebra. Multiplets of quantum states generated by elements of the
superalgebra. An example of a supersymmetric Lagrangian with free fields. The
notions of superspace, superfield, and chiral superfield. The Wess—Zumino model
and the Feynman diagrams for it. Examples of the mutual cancellation of ultraviolet
divergences. The supersymmetric gauge theory. The N = 2 extended supersymme-
try. A glossary of formulas used in the analysis of supersymmetric models.

The BRST invariance of the classical effective action for the non-Abelian gauge fields
is an example of a symmetry with the parameters of the transformation belonging
to the Grassmann algebra. Such symmetries, called supersymmetries, have become
increasingly popular in field theory in their own right. Below we present three exam-
ples of supersymmetric models: a free field model, the so called Wess—Zumino model
and (with less details) supersymmetric models with gauge fields.

13.1 The Superalgebra

A superalgebra includes, besides the bosonic generators of the Poincaré group P, at
least one spinor generator Q with two components. We will discuss in this chapter
only four-dimensional Minkowski space-time so that the simplest possibility is to
take Q to be the right-handed Weyl spinor Q.. «=1,2, of the Grassmann type
(see Chap.5). This will lead us to the so called N = 1 supersymmetry. Our goal will
be thus: to determine the allowed form of the superalgebra containing—besides the

generators of P—the generator Qu and its conjugate Q% (notice that—to conform
with most of the literature on supersymmetry—we have changed the notation for the
conjugate spinor from a ‘star’ to a ‘bar’).
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Consider first the commutator [13“, Qa]. It is a spinor quantity, so let us assume

that!:

(A", 0,] = cazﬁé’g (13.1)

with some complex constant c. Consequently, upon conjugation of both sides
[P, Q7] = —c*5" 11, (13.2)
Using (13.1), (13.2), the Jacobi identity
(" [PY, Qull +[PY, [Qu, M1+ 100, [P*, P'T1=0  (13.3)
and the relation [ﬁ", 13"] =0, we get
le]? (6"6" + o¥6") = 0,
so that ¢ = 0, and we have
(A", Oa1 =[P", 0] = 0. (13.4)

In the spinor representation (see (5.19)) the Dirac matrices read

0 o o 0
L — HoAV] =
’Y _<5_u O)’ [’Y ’7]_(0 5.;},1/)'

Itthen follows from (5.17) that under a Lorentz transformation with an antisymmetric,
infinitesimal w),,,, the generator Q, transforms as

A oA A
QZ! = (1 + %wlﬂ’alw)uﬂ Q/3 = Qa + Ew#l/ I:MW ) Qa] 9

so that L .
[, 0.] = =i0"),” s (13.5)

A similar derivation gives
[¥17, 0°] = =i, 0. (13.6)

Consider now the anticommutator { Qm Qﬂ}. It is clearly a bosonic object and the
transformation properties of Q, under Poincaré transformations constrain it to be
proportional to (au,,)aﬂ MH™ _ In view of (13.4)

I'See Sect. 13.7 for the notation and conventions.
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[P7.(0.. 0% ] =0

while [P*, M"P) # 0 (see Sect. 10.1), so that the proportionality constant must vanish
and we have

(0. 0"} = {Qs. 0"} = 0. (13.7)

A

Finally, {Qa, 05} x O'Z 5 IS},,. The proportionality constant can be adjusted at will by
appropriately rescaling the generators, and we take

(0. 03) = 20", B, (13.8)
This relation has very interesting consequences. Since
ola” =n'" I + 20"
and o"" are traceless, we have
tr(oa”) = 29",
From (13.8) we thus get
{0, 03} = 210(5"0") B, = 4P".
Taking v = 0 we have for any state [¢)) # 0
(AR = 1010101+ 0203+ 0101 + G30010)
= %w@a@a)* + (0" Qaly) 2 0. (13.9)
Here we have taken into account the fact that the Grassmann conjugation of the Weyl
spinors can finally be reduced to Hermitian conjugation. Thus in any supersymmetric
theory . .
(0[P]0) =0 & 0,]0)=0 (13.10)

and all states have non-negative energy.

13.2 Supersymmetry Multiplets

Let us have a look at the consequences of the superalgebra restricted to the subspace
of single particle states. The spatial components of the operator M, , generators of
the rotations in the three dimensional space, are often denoted as
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My =-Msy=1J", My =—M;3=J?, My =—My = J°,

or equivalently J P = leij kM jk- It follows from the commutation relation satisfied
by the operators . and MW, see (10.12), (10.17), and (10.19), that Pr, J% and

J? commute with each other if restricted to the subspace of states with vanishing
momentum P'. As a basis in this subspace we take the states |O s, s3) such that

PM0, 5, 53) = m&}10, s, 53),

J210, 5, 53) = s(s + 1|0, 5, 53),
J310, s, 53) = 5310, 5, 53), (13.11)

where m > 0 is the mass of the particle, which is assumed to be positive. Now define
rescaled generators,

A

o =

Q il = —— Q.. (13.12)

i

In the particle’s rest frame, their algebra (with the form which follows from (13.7)
and (13.8)) is isomorphic to the algebra of two fermionic creation and annihilation
operators,

{da. a}) = oL, {aa, a5} = {a},aly = 0. (13.13)

We can construct their representation on the space spanned by the vectors |6, S, §3)

as follows. Suppose that |6, s’, s4) is an eigenstate of Pr, J 2 and J3. Then either
4110, 5', s5) = 0 or, thanks to (13.4), (13.5), |0, 5, s3) = a;0, 5', s}) is also an eigen-
state of these operators (although corresponding to different eigenvalues of the latter
two). Moreover, from the relation a al 3 144y, a1} = 0 it follows that

ai0,s,s3) =0

An analogous argument for @, shows that we can always choose |6, s, s3) to be anni-
hilated by d,,, o = 1,ﬂ2. We shall denote the state satysfying (13.11) and annihilated
by a,, o = 1,2, by |0, s, 53)0-

From each of the states |6, s, $3)0 we then construct three more states with the
same mass,

~TATI0

&ZAO’S? S3)O’ a,a |0 S, S3)0

Equation (13.6) implies that

[J,d) = ~(o'a")
,a'l=—=(c'a'),
@ 2
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from which it follows that

J3al10,5,53) = (53 + Daf[0,5,53),  J3a](0,5,53) = (53 — 1[0, 5, 53),
(13.14)
and
J3alal|0, s, s3) = ssalal|0, s, s3). (13.15)

Notice also that

U'—id?a1=a3, [J'+id%ad)=a), '+iltal=0"-iJ% a1 =0
(13.16)

From the relations above one may show that in general, starting with a 2s + 1 com-
ponent multiplet with spin s, and acting on it with @ we generate a spin (s + %)
multiplet, a spin (s — %) multiplet and one more spin s multiplet. Thus a general
massive representation has 4(2s + 1) basis states, half of which are bosonic and half
fermionic. In particular, starting from the scalar |6, 0,0)p we getan s = % doublet

1
In the s = 5 case we get

S G L] 1

af10. 5, 1o =10.1,1), a0, 5. 4o = —= (01,0 +10.0.0))
- _ o 1
a300, 3, =3 =10, 1, -1), ailo, 3, -4 = ﬁ(w 1,0) — 10,0, 0>)
aya{10, 3, 1o = 10, 4. 1" a3af10, 1, 1y = 10, 5, -4y

13.3 Representation of Supersymmetry in a Space of Fields

An important feature of the superalgebra is that it can be realized in a field theory and
its generators may be represented in terms of integrals of conserved, local currents,

0. =/ x jo), 9l (x) = 0.

The currents may in turn be expressed as local products of fields (for an example see
Exercise 13.2).
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Let £€* and 5@ denote Grassmann (anticommuting) parameters, satisfying
{6, 7y = {6, &) = {da, €3) = 0,

which are supposed to anticommute with the supersymmetry generators, and to
commute with the generators of the Poincaré group,

(€2, 0} = (€2, Q7) = [€°, PF] = [£*, ™) = 0,
(€4 0p) = {€a, 0% = [€4, PM"] = [E4, MM™] = 0. (13.17)

Using them, and another set of constant Grassmann parameters n“ and 7, we can
rewrite the superalgebra using only commutators,

[P, €01 = [P, €01 =0, )
(W1, 60) = —i gm0, (1,601 = —i €50, (13.18)
[€0,n01 = [£0,701 =0, [£0,70]=2(")P,,

>

where, in the adopted conventions, §Q = f“Qm £0 =E£,0%etec.

As was already discussed in Chap. 10, any quantum field in the Heisenberg picture
ii(x) transforms under a symmetry transformation, represented by a unitary operator
U, as

a'(x) =Ua(x)U.
For a supersymmetry transformation parameterized by & and &
U=UC(CE, f_) — ei(ﬁQA-&-éE),

and, up to the terms linear in £ and g,

Seli(x) = i (x) — di(x) = —i[£Q + £Q. ii(x)]. (13.19)
The form of d¢# (x) must be consistent with the algebra (13.18). In particular, for
two subsequent SUSY transformations, (13.19) and the Jacobi identity for commu-
tators
[A,[B,Cl1+[B,[C, Al +[C,[A, B]] =0

give

(6, Geli(x) = (60 = dcb)ii(x) = = [[90 +70. €0 + Q1. ()]
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Using (13.18), we thus get
[6,, 0clii(x) = 2(E0™i] — ot E)[ Py, i1 (x)]. (13.20)
Moreover, if i (x) is scalar under translations, then (see Chap. 10, (10.24))
[P, i(x)] = —id,i(x), (13.21)
and we arrive at the condition
[0, 0elii(x) = 2i (no”'& — o), i (x). (13.22)

This is in fact a sufficient condition for the consistency of (13.19) with (13.18).

Equation (13.22) was derived for the quantum field & (x), but its right hand side
also makes perfect sense when u(x) is a classical field. Our goal now will be to find
the simplest possible set of classical fields u; (x), and to define their supersymmetric
variations d¢u; (x) so that (13.22) is satisfied. Moreover, we shall require the classical
action functional for the fields u;(x) to be invariant when we replace u;(x) with
i (x) + deu; (x).

As we have learned in the previous Section, the simplest supersymmetric multiplet
(obtained by starting from the state |6, 0, 0)) contains two states with total spins = 0,
and a doublet of states with the total spin s = % and its two possible s3 components.
Thus, we may try to construct its field theoretic realization in a model containing a
classical Weyl spinor field ¢ and a complex scalar field . Let us start by postulating—
guided by the dimensional analysis—a transformation law for the scalar field o (x).
The form of the action functionals for the scalar and Weyl fields show that (in the
system of units 4z = ¢ = 1) their dimensions read

[e(x)] =cm™", [)(x)] = [{(x)] = cm 2.

A

Now, [P,] = cm™! so that equation (13.8) gives

I—

(0] =[0] = cm™

and (since & Q and & é have to be dimensionless for U (£) to make sense)

Because an infinitesimal transformation is linear in the transformation parameters
and [0¢] = [], it must therefore be of the form

Sep = a&ip + bl (13.23)

where a and b are complex constants to be determined from (13.22), and 1/_) = (P)*.
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Since d¢1) also has the dimension cm~2 and we assume that o and 9 are the only
fields in the constructed model, the only choice for d¢¢) is

Octha = coysE" O (13.24)
with a constant ¢, and consequently

8¢ = % (6¢tba)" = —c* (") €50, (13.25)

where the formula ) )
Bo Pé 1 =p\BB
"o, = (0")

was used. Equations (13.23), (13.24), and (13.25) give
8,0 = ac(€aiB,p + be* (1")d, 0",
and the consistency condition
[3,. Oclip(x) = 2i (o€ — €0 D,p(x)

holds if
ac = —2i, b=0. (13.26)

Furthermore (for § being a constant spinor, introduced here to avoid explicitly writing
down the indices)

0ybc ) = ca (Oo"€) (n@,tw),
and, using (13.26) with an appropriate Fierz identity (see Exercise 13.5), we get
8,66 (00) = 2i (0" E)(00,)) — i (0, €) (05" 5" D,1)). (13.27)
The consistency condition
(6, Oelu(x) = 2i(no*'€ — o™i B,u(x)
is satisfied for u(x) = v (and, by complex conjugation, for u(x) = v) if and only

if the second term on the r.h.s. of (13.27) vanishes, or, equivalently, 1) obeys the
equation of the motion of a free, massless Weyl field,

59,1 = 0. (13.28)

The consistency of field variations with the SUSY algebra is just a necessary
condition for the SUSY invariance of a given field theoretic model. We also need to
check whether the pertinent action functional is invariant. In view of (13.28), we shall
discuss the theory of a non—interacting Weyl spinor and a massless, free, complex
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scalar with a Lagrangian of the form
i, - -
LY = Oup™ 0o + 3 (1/10“(%1/} - @ﬂ/)a"w) . (13.29)
Using (13.23), (13.24), (13.25), and taking into account (13.26) we get

6§£(1) = (a +ic*)EDM) O™ + (a* —ic)edypot

+ %(‘)ﬂ [ (296710, + ED! p) + * (260" Dy p* — & oMe")].  (13.30)

Thus, the Lagrangian itself is invariant if, and only if, @ = ¢ = 0, but then the super-
symmetry transformations are trivial. Fortunately, the presence of a total derivative
in §¢L™) does not spoil the invariance of the action functional. Therefore we take
a = —ic*. Equation (13.26) then gives |c|?> = 2, and choosing the phase factor con-

veniently we finally get
a = —«/E, Cc = l\/z

S = / d*x £

with the Lagrangian given by (13.29) is thus invariant under SUSY transformations
of the form

The action

Sep(x) = —V2E(x), Setp(x) = iv/20"€ 0, 0(x), (13.31)

and (13.31) ‘close on shell’, that is, the consistency conditions (13.22) are satisfied
provided the spinor field obeys the equation (13.28).

Let us count the number of (functional) degrees of freedom of the fields involved.
If we do not take into account the equations of motion (i.e. “off shell”), we have two
(real) bosonic and four fermionic degrees of freedom (remember that ¢ and v, are
complex). If we now impose the equations of motion, then—since the e.o.m. for ¢, the
massless Klein-Gordon equation, is of second order and its solutions are determined
by two arbitrary functions, say (¢, 5c')| 1o and Oy (t, X) | ,—o» While to determine a
solution of the first order Dirac equation one only needs to specify 1, (¢, X) | —g—We
have two bosonic and two fermionic d.o.f. To match the degrees of freedom in the
off shell case we have to introduce another complex scalar field, whose equation of
motion is trivial,

F(x)=0,

in order not to spoil the counting of the degrees of freedom on shell. The modified
Lagrangian thus reads

i

L = 0,0 0"p + 5 (5" 0,3 — Duap5") + F*F. (13.32)
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Consequently, [F] = cm~2, and we can modify the transformation law of the spinor
field to be B
Seib(x) = iv20"€8,0(x) + d EF (x) (13.33)

with some constant d, and postulate (matching the dimensions of fields)
S F(x) = g€6" 0np(x), (13.34)
where g is yet another constant. Thus, we have
8,0¢ (0) = =2i(00"E)(0,)) + dg(75" 0,1)) (0€)
= 2i(n0"€)(09,1) — i(0,€) (00" 5" 9,)) + %gd(fayﬁ) (005" 8,1).
where we used the Fierz identity (13.96) and (13.88). Therefore,

[57)7 55](91/))
- 1
= 2i (no"'€ — £o'n) (00,1) + 5 (9d +20) (o011 = n0,€) (0" 5"8,1)).

Consequently, if
gd = —2i, (13.35)

then we get B
[671’ 55]1% =2i (770'”5 - é‘o-/lﬁ) auwa

without using the equations of motion. Similarly,
6,0¢F = gc 6" 0”11 0,0, + 2i na*'€ 0, F = gc &7 9,0"p + 2i not'€ O, F,

where (13.35) was employed, so that, without using the equations of motion, we get
the closure of the supersymmetry algebra on the auxiliary field F:

(8, 0¢1F = 2i(nat'é — o)) O, F.
Finally,
0L = 0LV + gE51D, F* — g* €t D) F
+ % [¢0" 0,10 F — €0 0,F | + % (€640, F* — &6 0, F*]

= 6LD + (g% — id)eo") O, F — (g + id")EG") 0, F*
+0,[(g+5) &V F* = (¢* = ) Eotd F.
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/d4x£

g=—id". (13.36)

The action

is thus invariant provided

The final form of the SUSY variations, keeping the action with the Lagrangian (13.32)
invariant and satisfying the classical counterpart of the consistency condition (13.22),
reads

Jep(x) = —V2EP(x),
Sep(x) = iv201E€D,p(x) — V2EF (x), (13.37)
0 F(x) = iv2E6"0,1(x).

13.4 The Superspace

The field ©(x) can be viewed as an operator ¢(0) translated from O to an arbitrary
space-time point x,
O(x) = e Pup(0)e =" P (13.38)

The presence of the generators, 0 and é, allows us to define a more general object:
the superfield

3'()(, 9, é) — ei(X“Pu+t9“Q<‘+Qs.9“)(ﬁ(o)e—i(x“f’u-&-ﬁ“Qa+Qs.9“) (13.39)

(do not confuse it with the action functional), where #“ and 0% are Grassmann
variables. The set of variables (x, 6, 9) defines a structure called the superspace.

Definition (13.39) allows us to find the form of a translation (parameterized by
the commuting variable a and the Grassmann numbers ¢ and €) on the superspace.
We have

§(x’, o, é/) — ei(ﬂ“ﬁu+£“Qn+Q:,'y5{”) S‘(x’ 0, 9_) e—i(ﬂ“ﬁ/ﬁﬁ”éa-‘-éh@). (13.40)
The Baker—Campbell-Hausdorff formula

1
oAeB — pATBFIIABI
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with A and B such that [A, [A, B]] = [B, [A, B]] = 0, then gives

exp (i(a" B, + € 0+ 0a€™) exp (1B, +0°0u + 040 ) =
exp (i [0 + @ i€ 0, B — 1071, 8 By + (00 + €1 0n + 02 (0% +E))
so that

X =x4a+ifol—ilok,
0 =6+¢, (13.41)
0 =0+¢.
By definition, the superfield which transforms as a scalar with respect to the transla-
tion (13.41) satisfies . B . B
S'(x',0,0") = S(x,0,0). (13.42)
From (13.40)
3/()(’ 0, 9‘) _ e#(a*‘éﬁ&“éﬁé@@) 3’(x’, 9, 9‘/) ei(a"ﬁws"éﬁéaé“)’
and, using (13.42), we have, up to the terms linear in a, &, 5_
§(x.0.0) = e @ B 008 §(y 0. Gy ¢l @ Purte” 0t 028
= 30,0,0) — ia" [ B $x,0.0)] (13.43)
—i[6"0u. S, 0.0)] i [ 04", $x,0.0)].
From (13.41) and (13.42) we also have
§'(x,0,0)=S(x —a — i£o0 +i00E,0 — &, 0 — &)
. - _ 9 . _ o . _
=8(x,0,0) — (a" + i€o" — i00"<) MS(X’ 0,0) — g“%su, 0, 0)
. 0 A _
—£4—8(x,0,0).
§ 55 (
Comparing this result with (13.43) we get

i [13”, S(x. 0, é)] = %S(x, 0.0), (13.44)
X

i[ﬁ“Qa,S(x,G, 9‘)] — ¢ (%Jr o ai) $(x,0,0) = €0,5x,6,0),

i [édéd7 S(X 0, 9)] = 5 (i +i0” 5(168/ ) S(x, 0, é) = ngdg(x’ 0, 6_)1
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where

0
060

A T (13.45)

Q(Y aéa ot 8)6”

_. 0
. ;4.9(1
+10,, ETR

are differential operators generating supersymmetric transformations on the space
of scalar superfields.

We can expand the superfield S(x,0,0) in a power series in # and 6. Since the
square of a Grassmann variable is zero, this expansion terminates after a few terms

$(x,0,0) = $(x) + 0D(x) + Gib(x) + 00F (x) + 606 (x) (13.46)
+ (0008, (x) + B OACx) + 00 OAx) + 00 80 D (x).
The SUSY variations of the component fields ¢, 1/3 ..., D can now be computed by
comparing the formula
0eS(x, 0, 0) = G:p(x) + 06 (x) + 05:b(x) + 005 F (x) + 005:G (x)
+ (0070)5¢0,(x) + 08 05 A(x) + 00 B5N(x) + 0008 6, D(x)

with (see (13.43) and (13.44))

5e8(x, 0.0) = —i [g“ 0., 8(x. 0, 9‘)] —i [édéd, $(x. 0, 9‘)]
= —(£"Qn + 04 S8(x, 6, 0), (13.47)

where Q, and Qy in the last line are given by (13.45). In particular,
5eD(x) = P9 (faf'i(x) - i(x)aﬂé) (13.48)
2 OxH

—the supersymmetric variation of the 60 66 term of the superfield (which is custom-
arily named the D-term) is a total derivative.

The general superfield S contains four scalar, four Weyl, and one vector field. One
can construct superfields with a smaller number of components, transforming into
each other under the SUSY transformations. To this end, we may use a supersym-
metric covariant derivative Dy, a first order (in 0) differential operator such that its
action on a superfield does not change its transformation properties, i.e.

6:D5S(x,0,0) = —(€° Q4 + 0s€MD3S(x, 0, 0)
= —Ds(E"Qu + 0aEN)S(x,0,0) = DsocS(x,0,0),
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which is equivalent to requiring

{Qa. Ds} = {Qa. Dy} = 0.
An operator satisfying these conditions is of the form

8 S 1) _A;f 8

Similarly, a first order differential operator in #%, anticommuting with Q,, and Q,
has the form
0 18 0

_ 9 i
Y 0 T8 gxn”

D, (13.50)

The chiral superfield (an object important enough to deserve a separate ‘name’
®) is a superfield satisfying o B
D‘A;,@(x, 0,60)=0.

Let _
yH = x" — ié)“afid(‘)“.
We have
N . MU -nB v 9 " . 9 a P pi cnB UV S T e
Dyyt = —if Thpgt lﬁG 0oa0" = —i870,50), +10%0,,0% =0
and B o _
DB@O‘ =0, DQQQ = 53

Changing variables and defining

b(x,0,0) = By, 6, 0).

Consequently, the chiral superfield is an arbitrary function of # and y,

b(x,0.0) = (y.0).
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Writing it as a power series in 6 we get

B(y.0) = 3(y) + V20D (y) + 070, F(y). (1351)
and further
P(x — i05"0) = H(x) — i(00"0),P(x) — %(ea“é)(ea”é)aua@(x)
= H(x) — i(00"0)9,p(x) — % 00 000,0" $(x),
V2600 (x — i000) = V200 (x) — iV260%(05"8) 0,10 (x) (13.52)

= V20 () + =

ﬁee 0, (x)50,

00F (x —i05"0) = 0OF (x).

Using (13.47) with & substituted for S, we see that the SUSY transformations of the
fields ¢, 1 and F, obtained in this section have forms coinciding with (13.37).

13.5 The Wess—Zumino Model

Let us define the classical, chiral superfield
D (x,0,0) = p(y) + V20U () + 00, F(y), (13.53)

where ¢ and F are classical, complex scalar fields and ¥ is a classical (Grassmann
type) Weyl field. As in the previous section y* = x* — ifc#6 is a formal argument,
and the fields ¢(x), ¥(x) and F (x) may be obtained as in (13.52).

Since the covariant derivative satisfies the Leibniz rule, the product of chiral
superfields is again a chiral superfield,

Di®; =0,i=1,2 = Dyd ;) =0. (13.54)

The SUSY variation of the 66 coefficient (the F-term) in the expansion of a chiral
field is a total derivative (see (13.52), (13.51) and (13.37)). We can thus construct
a SUSY invariant expression by integrating over the space-time expressions of the
form

a1®|,, + |, + a;PPPD|,, + ...

with |gg denoting the 80 component and with constant a;. As we shall see in a moment,
this gives the mass and the interaction terms in the action functional; to obtain the
kinetic term more work is needed.
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It follows from definitions (13.49), (13.50), that the covariant derivatives satisfy
an algebra of the form

{Da, Dg} = {Ds, Dy} =0,

_ )
{Dq, Dy} = —2ic"

JQB@7 (1355)

and consequently D4(DD) = 0. We may now use an antichiral field, i.e.,
d(x,0,0) = 0" (x +i000) + V200(x + i000) + 60 F*(x + ifcf), (13.56)
satisfying D,® = 0, to construct a chiral field
Dy = %@(Db)cb (13.57)

which will finally yield the kinetic term in a SUSY invariant action functional.
It is customary to replace the |gg operation with an integration over the Grassmann
variables 6. Let us define

/dzﬂz/dﬁldez, /d29'=/d9'2d(§1,

/d20 00 = /d2é 06 = 2. (13.58)

hence

From (13.52) we see that
_ 1 _
/d4x ®(x,0,0)|,, = 3 /d4xd29 @(x, 6, 0).

Let us notice that the difference between D, and 9/00% is an ordinary space-time
derivative multiplied by a coefficient which does not depend on 6. Since the rules of
Grassmann integration make it equivalent to the differentiation,

9
/dnf(n) = a—nf(n),

we have

/d4xd20 ®(DD)P = /d4xd29 DD(®d) = /d4xd29 %%@é

1 S
= z/d4xd29d29 OO,
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The integral appearing on the L.h.s. of this identity is SUSY invariant, thanks to the
chirality of ® (D D)®. On the other hand, even if ®® is no longer a chiral superfield,
the SUSY invariance of the integral on the r.h.s. can be inferred from (13.48).

Before we finally construct an action functional containing only the fields which
build up the chiral field ® and its conjugate @, it is useful to perform a dimensional
analysis. We have already seen that 6 and 6 carry the dimensions cm? 2,  and 1) have
dimensions cm~! and cm %, respectively, so that the whole superfield ® has the
dimension cm~'. From (13.58) it then follows that the measures d?6 and d?0 have
the dimensions cm~! each, the dimension of the measure d*xd?6 is thus cm? and
the dimension of d*xd?0d*@ is equal to cm?.

In order to construct a (perturbatively) renormalizable theory, we have to build
a dimensionless action which contains no coupling constants with positive length
dimensions. The only possibility (the so-called Wess—Zumino action) with the super-

kinetic term quadratic in the fields is

1 | | 1
Swz = 3 /d4xd29 (Ech%D + quﬂ + §g¢3) +c.c.

1 1
=3 /d4xd29d20 D + — 5 /d4xd20 (quﬂ + §g®3) +cc. (13.59)
with the coupling constants: m having dimension cm ™~ (or, equivalently, mass dimen-

sion +1) and dimensionless g. In terms of the component, scalar fields ¢(x), F(x)
and v, (x) we have

Swz = /d4x Lyz,
where

Lyz = 00" 0"p + 10500 + F*F + m(Fp + F*¢") = (1) + 0h)
+9 (Fop + Fro*o" — oynp — o)) + (4—div).  (13.60)

It is slightly more convenient to rewrite (13.60) in terms of the Majorana spinor

e(2)

Since in the spinor representation
L 0
75 - ( 0 _12) )

1- -
Yy = E‘I’M(1 +v5) W, Y = —‘I’M(l —75) W,

we have
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and (13.60) takes the form

1-
Lwz =00 0o +m(Fo+ F*o") + E\IJM(Z'@— m)Wy + F*F

9 (Fop+ F'¢'") = SoUu(1 4990 — 0" 01 =19y (136D)
The equations of motion for the F" and F* fields are purely algebraic

F = —mg* — g9,
F* = —mg — g¢°. (13.62)

Inserting (13.62) back into (13.61) we arrive at the Wess—Zumino model Lagrangian
expressed entirely in terms of the fields p(x), Wy, (x) and their conjugates,

1-
Lyz = 0,0* @ —m*o* o + E\IJM(I'@ —m)Wy
— (1 +79)Wn — 50" T (1 =75V (13.63)
—mg (00" + ()0) — (¢,

The price one pays for this simplification is—as we already know—that the
obtained action is SUSY invariant only on shell, i.e. only when the equations of
motion for the spinor field are taken into account.

Let us now sketch the Feynman rules of the theory which is obtained upon quan-
tization of the Wess—Zumino model. The first line of (13.63) defines the free action,

and consequently in the interaction picture the operators ¢(x) and Uy (x), together
with their Hermitian conjugates, satisfy the Klein—-Gordon and Dirac equations

8,0"p(x) +m*$(x) = 0,
(i@ — m)Wy(x) = 0.

One can then show, analogously as in Chap. 6 for the real scalar field, that the complex
scalar field operator ((x) can be represented as

(e—“‘xa(/E) + e“‘%*(l?)) :

. d*k
70 = / V2Qm)3w(k)
where k% = w(k) = Vk2 + m? and

[atk), a" (@] = [b(k), b' (@1 = ok — ),  [ak), b@]=lawk),b' (@)1 =0.
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This gives the ¢ field propagator
i
k2 — m2 + lO+ ’
(13.64)

(/1T (B)E" (1) 107) = Ap(x — >=/—"4" ek
1 px)eLy 1 F y )

The operator Uy, (x) can be constructed with the help of the formulae (5.@8) and
(5.69) by ‘promoting’ the generating elements of the Grassmann algebra cj(k) to be
operators, acting in the appropriate Hilbert space and satisfying the usual anticom-
mutation relations. Calculating the propagator for the Majorana field we get

d*k e_ik(x_y) l(k +m)
) K2 —m? +i0,
(13.65)

01T (B b)) 1) = Setx =) = |

Graphically, we shall denote the scalar field propagator with a wavy line, directed
from the ¢ to the ¢ field and the Majorana field propagator by a solid line. In the
latter case the arrow just points in the direction in which momentum flows (Fig. 13.1).

The second and the third line of (13.63) allow us to read off the interaction vertices.
Up to the factor (27)* and the four-momentum conservation Dirac delta, they are
specified in Fig. 13.2.

Let us end this section by presenting two examples of a phenomenon which makes
supersymmetric models especially interesting—the cancellation of some divergences
appearing in the Green’s functions due to the opposite signs of contributions from

Fig. 13.1 Propagators in the N VYaVCaVaVUal A (p)
Wess—Zumino model
»- Sp )
Fig. 13.2 Vertices in the
Wess—Zumino model 1. 1.
—5ig(1+%) —7ig(1-%)
—img —img
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k
k
(a) (b) (c) x
’%ig(lﬂ@ ’%ig(l’%) p -ig’ p —img p+k -img

Fig. 13.3 The one-loop graphs contributing to the scalar field self-energy

the bosonic and fermionic fields. Our first example is the one-loop correction to the
scalar field self-energy, given by the contributions from the graphs in the Fig. 13.3.
The superficial degree of divergence of the first two graphs is equal (in the four-
dimensional space-time) to two—if we try to calculate the integrals by restricting
the modulus of the integration momentum by a cut-off A, they diverge like A%. In
the dimensional regularization the contribution from the first graph is’

e 9 [ p, Tt =) E+m)(1 +5) K+ p+m)
la(p) = 2( 1)4/‘1 k(k2—m2+i0+)((k+p)2—m2+i0+)

k(k
k2 —m?+i0,) ((k +p)r—m?+ 10+)

while the second graph yields

1
I, =4¢ [dP%k ——
b g/ K2 —m?+ 0,

Consequently,

plk+ p) —m?
(k2 —m2+i0y) ((k+ p)? —m? +i04)

L(p)+ 1 = 4¢° [k

Using Feynman’s formula

i_ ! dx
ab_/o [ax + b(1 — x)]?

in order to combine the denominators we get

1 k )
Ia(P)+Ib=4gz/dx/de Pt p) —m ;
0 ((k +xp)* + x(1 — x)p* — m?)

1 D
:492/ dx ((1—x)p2—m2)/ d’q
0

[+ x(1 = x)p = m?]"

2Notice the additional symmetry factor 2 which appears for the Majorana spinors and would not be
present for the Dirac spinor fields.
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~Lig+y)

k+g

Fig. 13.4 The one-loop graphs contributing to the fermion-scalar interaction vertex

where in the last line we have changed the integration variable k — ¢ = k — xp and
neglected the term which is odd in g. The resulting integral diverges for large |g| = A
only as log A—the quadratic divergences of Fig. 13.3a, b have canceled each other.

The contribution to the scalar field self-energy depicted by the graph (c) in Fig. 13.3
is already only logarithmically divergent and reads

1
(k2 —m? +i0) ((k + p)> —m? +i0,)

2o ! 2 d’q
=4g°m dx (1 —x)p 5
0 [¢> + x(1 — x)p? — m?]

I.(p) = 492m2 /de

The quantity
dPq
— x)pz — m2]2

1
L(p) + I + I.(p) = 4gzp2/ dx(1 —x)/
0 [¢> +x(1

calculated at zero external momentum, p = 0, gives the one-loop correction to the
scalar field mass. From this formula follows the remarkable result, that in the Wess—
Zumino model this correction actually vanishes.

A similar mechanism in the minimal supersymmetric extension of the Standard
Model (MSSM) allows one to solve the so called hierarchy problem: it ‘protects’ the
mass of the Higgs particle from receiving large, physically unacceptable perturbative
corrections.

Our second example is the one-loop correction to the ¢W,, Wy, interaction vertex.
Two of the four contributions are depicted in Fig. 13.4 (we encourage the reader to
draw and analyze the remaining two contributions).

We have

A+ (+d+mA+y5)K+m) —7s)
L(p.q) = 3/de
(r.¢)=y9 ((k —p)2— mz) ((k +¢)% — m2) (kZ _ mZ)

_ 3 [ b (1 +5)k
=4 /d &= =) (k+a) —m) (@ —m?)
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and
ol (L+95)(# = 4+ m)(1 = 75)
Iolp- ) =2mg /d == ) (92 —m?) (=)
T (1 +99)(F =P
The sum

(1+)p
((k = p)* —m?) ((k + ¢)* — m?) (k* — m?)

L(p,q) + Iy(p, q) = 4mg’ /de

is finite for D = 4.

13.6 More Advanced Topics

Supersymmetric models with gauge fields

The Wess—Zumino model, even if providing illustration of important features of
supersymmetric field models, does not contain gauge fields. Such a field appears as
a component of the real superfield V (x, 6, 0),

V(x,0,0) = (V(x,0,0), (13.66)

which contains, among others, the term
] v, (x)
with v, (x) being a real four-vector. Under the transformation
V—>V+d+ 0F, (13.67)

where & is a chiral superfield, this component transforms as v, — v, + 9,(2Im¢).
Theory which contains the real superfield and is invariant under transformation
(13.67) is therefore a supersymmetric version of an Abelian gauge theory.

A specific choice of the chiral superfield in (13.67) (the Wess—Zumino gauge)
allows to reduce the real superfield to the form

_ __ __ 1 -
Vi = 0010 v,(x) + i000N(x) — i000A(x) + 56660 (x).

Physical components of “vector supermultiplet” are thus: the real scalar D (which
turns out to be an auxiliary field and can be eliminated from the action by solving
algebraic equations of motion), the Weyl fermion X and the real vector field v,,.
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To construct a kinetic term for the vector field v, we need to act on V with some
covariant derivatives. A suitable choice of the superfield which yields such a kinetic
term turns out to be

Using the anticommutation relations satisfied by covariant derivatives and definition
of (anti)chiral superfield it is immediate to check that W, is invariant under the gen-
eralized gauge transformation (13.67). To calculate its components one can therefore
work in any gauge, in particular in the Wess—Zumino one. Moreover, since W, is a
chiral field, the SUSY invariant Lagrangian can be constructed as a d>6 integral of
some of its power. The reader is encouraged to check that

i

1 _
/d29 WeW, = _Ef;wf”” + 2i A" O\ + Zewpafwfpm

where f,,, = 0,v, — 0,v,. Thelast, imaginary term has the form of four-dimensional
divergence,

1
Edwljafuz/fpa = au (GMWJUUprg) s

but it contains also derivatives of the gauge field. Therefore, in general it should not
be omitted.

In order to construct a supersymmetric version of non-Abelian gauge theory we
replace a single real superfield V with a matrix superfield

V(x,0,0) = V,(x,0,0)T*

where T¢ are generators of the desired gauge group in the adjoint representation.
The non-Abelian analog of the W, superfield reads

Wo =~ DD (e D, ")

where g is the gauge coupling constant. Under non-Abelian gauge transformation

e2g\/ N ezA e2gV671A

with a chiral superfield A = A,T%, W, transforms covariantly, that is
W, — elh W, e i,

If we now combine the coupling constant g with a real parameter ® (the so called
“theta angle”) into the complex coupling constant
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® n 4i
27 g2’

then the Lagrangian for the non-Abelian gauge field can be written as

1 «
Lope = EIm (T /d20 tr W Wa) . (13.68)
Since W, is a chiral field, this Lagrangian is manifestly invariant under supersym-
metry transformations. The r.h.s. of (13.68), after expanding in components and
evaluating the Grassmannian integral, reproduces the Yang-Mills Lagragian supple-
mented with the Lagrangian of the spinor A, covariantly coupled to the gauge field
vy, as well as the term

®gz LV po

32_7761 P7 tr Fupro’.

As in the Abelian case this last term can be written as a four-divergence.
The non-linear sigma model

When we do not require theory to be renormalizable (e.g. we are discussing an
effective theory which emerges from a quantum renormalizable one as a certain
approximation to it) the potential containing the chiral superfield need not to be
at most cubic polynomial. The most general, real, supersymmetric Lagrangian for
chiral superfields ®¢ and their conjugate anti-chiral fields ®¢ which contains at most
first order space-time derivatives has then the form

L, =/d29d2ék(q>“,ci>ﬁ)+/d29 W(@”)Jr/dzéW(&ﬁ). (13.69)

Here K (®“, CTDd) with a,a =1, ..., n must be a real superfield which is the case
provided that the function K (z¢, z%) with arguments being complex numbers satisfies

K@@, 7% = K@%, 9.

After expanding K (®“, %) in powers of 6 and # and dropping terms being four-
dimensional divergences we obtain among others the term

K
Z DOt

a,a

0,9 0" " (13.70)

0,0=0

Notice that if we view (¢”, gz_b“) as complex coordinates on some “internal space”,
then the line element on such a space would have the form



13.6 More Advanced Topics 317

ds* = Gaadd'dd".

a,a

Allowing for a dependence of (gb“, gi_ya) on space-time variable x* we get

ds*> = Z Gaaﬁugb“(?,,gi_)&dx”dx”.

a,a

Comparing the last expression with (13.70) we see that it is legitimate to consider

Gua = ()gjgv _as ametric on this space. This is a special kind of a metric, since
700" 19,6=0

the metric tensor G,; is obtained by differentiating a single function K. It is called

Kihler metric, and the function K ((;5“, d)“) is addressed to as a Kéhler potential. The

role of G,; as a metric is even more transparent when we explicitly write down all

the terms of the Lagrangian (13.69) which contain derivatives. They can be presented

in the form:
L((yl) — Ga[z (auqﬁaaﬂq_sé + %DM’(/)HO'/%L& _ %wao_/l,D/ﬂL&) ;

where

D) = 9,4 + T5.0,0 0"
is a covariant derivative with I'; . being the Christoffel symbol of the metric G ;.
Extended supersymmetry

New, interesting theories appear when we add to the algebra discussed in Sect. 13.1

a second pair of fermionic generators Qa, Q7 thus constructing an N = 2 extended
supersymmetry. Commutation relations of the second pair of supersymmetry gen-
erators with the operators of momentum and angular momentum are of the same

form as the commutators of the first pair, while for the anticommutators of Q(Iy, QJ 3,
I, J = 1,2 we postulate

AT AT 1 i p
{00, 03} =20"a) P,
{01, 0%} =z eup,
{0}, 0} =7"" ey (13.71)
where €/’ = —¢’! and Z, called the central charge, is an operator which commutes

with all elements of the N = 2 algebra.
To obtain representation of this algebra we must allow all the fields composing
the chiral and the real multiplet to transform into each other, creating in this way an
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N = 2 “vector multiplet” which contains, besides the auxiliary fields, a vector field,
two spinor fields and a complex scalar field.3

Given a gauge grup, the gauge invariant, renormalizable Lagrangian for such a
multiplet can be constructed in a unique way and it reads:

1 _
L£h=2 — o im <T /d20 Tr W° Wa) + /d20d29 Tr &’ @, (13.72)

where ® = ®“T“. The possibility of chiral fields transforming in the representation
of the gauge group different that the adjoint one is excluded by the fact that the chiral
and the gauge fields transform into each other under the transformations generated
by Q.

There is no way to distinguish in an invariant way between the generators Q !
and Qi It is reflected by the fact that the N =2 SUSY algebra is invariant under
“rotation”

0, —-U", 0]

where U is a 2 x 2 unitary, unimodular matrix. This SU(2)gr symmetry must be
therefore respected by the Lagrangian (13.72). This requirement fixes the relative
coefficient between the two terms appearing in (13.72) and does not allow for any
terms of the form

/d29 W (D).

In literature one can find an avalanche of nontrivial results concerning effective,
low energy actions for supersymmetric models with a variety of gauge groups and
fields, as well as relations of supersymmetric models with matrix models, topolog-
ical field theories, and geometry of both Riemann surfaces and higher dimensional
complex manifolds. It is a very interesting branch of mathematical physics.

13.7 Notation and Conventions

The notation traditionally used in the modern analysis of supersymmetric models
can be somewhat cumbersome. In this section we have gathered the main definitions
with the hope that such a glossary will be helpful.

For the antisymmetric symbol with two indices we choose

€ =€js = 1, P R | (13.73)

3There is a second possibility: one can obtain a representation of N = 2 algebra on fields composing
two chiral multiplets, creating in this way the so called hypermultiplet, but we shall not discuss it
here.
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which gives
ez, = 62 (13.74)

The e symbol is used to raise and lower the spinor indices:
Y=y, 3=y, (13.75)

and consequently .
Yo = €apt?s  Xa = esX (13.76)

Let 0” be a constant spinor (of the Grassmann type). By definition, we have

0

W@“ =03 (13.77)
which gives
%% = em%m = €43- (13.78)
Similarly
8%39“ =0, eaﬂa%e = —%. (13.79)

Analogous formulae hold for the conjugated spinors (with dotted indices).
We have chosen the ‘NW-SE’ (north west—south east) convention for the product
of the spinors,

PX =Y Xa = —Xa¥" = X"V = XV, (13.80)
and the ‘SW-NE’ convention for the product of the conjugated spinors
UX = X" = =X = Xat" = X0 (13.81)
Conjugation is defined as follows
(Wa)* = e, (" =x" (13.82)
It reverses the order in products,
@) = @"x)" = Xt = X0, (13.83)
and changes a complex number into its complex conjugate.

The three Pauli matrices o/ = —o; and the 2 x 2 identity matrix I, can be assem-
bled into two “matrix four-vectors”

(0") = (I, "), (") = (I, —0') = (0,,) . (13.84)
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Thus, 0® = I,. Let us also define

v

ot = ot

- (ot6” — a"c"), s

= % (cto” —a"c"). (13.85)
These matrices have the following structure of indices:

@05, @Y, @ @Y, (13.86)
Yoty = 1/)‘*02 B)ZS is a vector under the Poincaré transformations, ¢)o*"y is an (anti-

symmetric) tensor, etc.
With (13.73) and the definitions (13.84), it is also immediate to check the identity

~ucee __ _af ad /1
o =€ T (13.87)
which also gives
Yo'y = Yok, X = P zohe dff”;z[; (13.88)

3 -
= — ot s = =X s = —XE.

The form of the Pauli matrices implies that under conjugation

()" = ol (13.89)
so that ' B )
Wo")" = (vl X)) = x"af 0" = xo. (13.90)
Similarly,
(QZJJ“(}”)()* _ < m,’i gawa _ >—<5,u Lu_)’
W x)* = X&”’%ﬁ = —X&""1, (13.91)

(R6"D)" = X0 = —x0" .

Finally, let W, = (1_"’) be an arbitrary Dirac spinor. In the spinor representation its

charge conjugate is of the form V¢, = (i") The Majorana condition Wy, = Wy, thus

gives 1) = Yy, so that in the spinor representation the Majorana spinor has the form

Wy = (Zg) . (13.92)
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Exercises

13.1 In Sect. 13.2 we have discussed the representation of the superalgebra on the
one-particle, massive states. We want to repeat this analysis for massless states. They
can be chosen to satisfy

P p,\) = pFlp, A, WHp, A) = A p"|p, \)

where (p") = (E, 0,0, E), W* is the Pauli-Lubanski four-vector,
T 1 VoA DAY
wWH = Ee“ P2 P, M

and \ = %(f . ﬁ) is the helicity. Show that one can always choose the state |p, \)

so that Qa|p, AN=0, a=1,2, éi |p, A) = 0, and that the only other state in the

supersymmetric multiplet is
1 2

s p, A).
\/ﬁQﬂP )

What is the helicity of this state?

13.2 Find the form of a conserved current which exists thanks to an invariance of
the action functional defined by the Lagrangian (13.32) under the transformations
(13.37).

13.3 Check the validity of the relations
000 = e, = Lo,
o 0405 = %6“"99:)/97 = %e‘”} 00,
af [af v mroo
o e aw-j—(a) .
Using them prove the identities

(05"0)(00"0) = 100001,  05"000,1(x) = —1600 0,1 (x)0"0.

13.4 Taking into account that o* form a basis of a (complex) vector space of 2 x 2
matrices, show the basic Fierz identity:

o 1 AL
5{;’5; = zazéw. (13.93)

13.5 Contracting both sides of (13.93) with f‘”wgf@f]‘; show that

1 1
ED ) = —5 "M (XGY) = 5 (Ea"N (W X). (13.94)
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Fig. 13.5 The tadpole k k
diagrams in the
Wess—Zumino model

. ~Lig(1+7)
—img

13.6 Contracting both sides of (13.93) with agﬁ,nwﬁeﬂé show that

= 1 = 1 - -
() (05"E) = —E(noué)(9ﬂ“5”¢) = —5(770”5)(91#) — (0o, ) (0" )
- 1 _
=~ O OP) + 5 10,8) (9075 ). (13.95)
13.7 Similarly as in Exercise 13.6, demonstrate that
1 1
(O @5") = =5 (713,6) (05" 5"0) = =S (73" (0) — (73,6 (95" 1)
1
= —(@6")(OV) + 5 (15, (00"5"1). (13.96)

13.8 Show that in the Wess—Zumino model the sum of the contributions from the
‘tadpole’ diagrams plotted in Fig. 13.5 vanishes.



Chapter 14
Anomalies

Abstract The splitting of the massless (1 + 1)-dimensional Dirac field into right-
and left-handed components. The quantization of the right- and left-handed fields.
Construction of the Hamiltonian and of the U(1) current operator. The non-
conservation of the U (1) current in the presence of an external Abelian gauge field.
Derivation of the U (1) anomaly equation. Cancelation of anomalies. Non-invariance
of the fermionic path integral measure under the axial U (1) transformations. Deriva-
tion of the U (1) anomaly equation in the path integral formulation of the quantum
theory of the massless Dirac Dirac field in four-dimensional Euclidean space. The
index of the Dirac operator.

The term ‘anomaly’ in quantum field theory refers to a case where a conservation
law is lost on the way between classical and quantum versions of the theory. This
phenomenon was discovered in 1969 (S. Adler, W. A. Bardeen, J.S. Bell, R. Jackiw),
and it came as a surprise. Now it is rather well understood. Heuristically, the presence
of an anomaly is a direct consequence of the fact that in order to obtain quantum
observables it does not suffice just to replace classical fields by their quantum counter-
parts in the pertinent formulas. A careful approach to defining quantum observables
involves a regularization, appropriate subtractions and removal of the regularization.
Moreover, all this should be done in a physically relevant Hilbert space. Such a pro-
cedure can give surprising results. The phenomenon of anomalies is a very important
example of that.

14.1 A Simple Example of an Anomaly

The model that we analyze below is distinguished by its mathematical simplicity.'
It is related to a model first considered by J. Schwinger (see, e.g., Sect. 11.3 in [8]),
but is significantly simpler, because we include only external gauge fields which by
assumption have a fixed form.

't is certainly simple when compared with other models, nonetheless we consider a system that
has an infinite number of degrees of freedom. Simplicity is a relative notion.
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We consider a massless Dirac field (¢, x) in a one-dimensional space, x € R'.
The time variable has the usual range, t € R ! hence the variables (¢, x) can be
regarded as coordinates on the plane R”. This plane is pseudoeuclidean because
the metric tensor has the Minkowski form: nj; = n; =0, ng = 1, 111 = —1. The
field ¢ has two complex components,

o= ()

We use the c-number version of the classical Dirac field. In the case of (1 + 1)-
dimensional space-time we have two Dirac matrices 7°, 4!, and 75 = 7%+'. We take
the following representation for them

Y =01, 7' = —ioy, 5 =03, (14.1)
where o; are Pauli matrices. The Dirac matrices and s have the usual properties:

VA A =2 G, sy s =0, 3 =D, Y=

As the Lagrangian for the free, massless, classical Dirac field we take
i — _
Ly = z(i/J’Y”aui/J - 5WV”¢)» (14.2)

where ¢ = 140, The Dirac equation, that follows from this Lagrangian as the Euler—
Lagrange equation, has the form

Vi1 = 0. (14.3)

In the absence of the mass term mgi1), the Lagrangian £y can be split into two
independent parts, Ly = L1 + L, where

L= % (W Bty + 1% Dty — Bt by — DY by, (14.4)

i
L, = 7 (WL Oop— — P Orp— — Qb Y- + O~ o). (14.5)
The Dirac equation (14.3) is equivalent to the following simple equations
0oty + 01y =0, (14.6)

Oop— — O = 0. (14.7)
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The general solutions of (14.6), (14.7) have the form ¢ (¢, x) = f(t — x) and
Y_(t,x) = h(t + x), where fand h are arbitrary differentiable functions. For this
reason 1), is called the right-mover field, and 1 _ the left-mover field.

We see that the fields v, and ¢/_ are independent of each other. The split of ¢ into
1 and 1_ is analogous to the decomposition of the (3+1)-dimensional Dirac field
into right- and left-handed components ¥ » and 1, as discussed in Chap.5. Such a
decomposition is Poincaré invariant. This can be seen from the formulas

1 1
(d();_) = E ([2 +’}/5)w, (’l/?) = 5 (12 - ’75)'(/):

and the fact that ~ys is invariant with respect to proper Lorentz transformations in
(1 + 1)-dimensional space-time (Exercise 14.1). From now on we will consider ¢,
and 1)_ separately, so we have two models: one with 1, and the other with )_. We
shall return to the Dirac field at the end of this section.

Let us generalize our two models by including interactions with classical external
gauge fields: B, (¢, x) in the case of the right-mover field 1, and C,(t, x) in the
case of 1)_. We apply the minimal coupling rule, i.e., the only change in the pertinent
Lagrangian is

8}Lw+ — Dy(B)Y4 = 5u¢+ — By, a;ﬂ/]f —> D, (O =0p- —iCpip_.
(14.8)
Here B, and C,, are arbitrary, but fixed—there is no evolution equation for them.
Models which differ only by the form of the external field should in general be
regarded as different (an exception to this is discussed below). Thus, we are led to
consider two independent classes of models: one class with Lagrangians of the form

L= 5107 Do(BYs + v Di(B)y — (Do(BYs) s = (Di(B)hy) 1]
(14.9)
and the Euler-Lagrange equations

Do(B)y+ + Di(B)y, =0, (14.10)

and the other class with

Lo = SIU% Do(C)b — % Di(C)e = (Do(C)p-) - + (Dy(C)ho) ]
(14.11)
and the Euler-Lagrange equations

Do(C)— — Di(C)yp— = 0. (14.12)

The models within one such class differ by the form of the external field.
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The Lagrangian £ is invariant with respect to the U, (1) group of transformations
of the form

Yy(t, x) = X (2, x), (14.13)

where y is areal parameter. As a consequence of this symmetry we have the conserved
current density

jlx) = (%)v" (%*) (14.14)

that obeys the continuity equation
aﬂjf(tv x) =0,

provided that ¢, obeys (14.10). Formula (14.14) gives the two-vector of the form

iy wi¢+)
Uy = (¢i¢+ . (14.15)

Similarly, £_ is invariant with respect to the transformations
p_(t, x) — MP_(t, x) (14.16)

with arbitrary real 7). These transformations form the group U_(1). The components
of the corresponding conserved current density are given by the formula

rao =) ()

or in the two-vector form i
(" = (_%j/’d; ) (14.17)

Similarly as in the previous case,
d,jl @, x) =0,

provided that y_ obeys (14.12).

Because B, and C,, are fixed functions and not dynamical fields, there is no
gauge invariance of the type discussed in Chap. 4. Nevertheless, the particular form
of the coupling implies that models with various choices of these functions can be
equivalent to each other. Specifically, the model (14.9) with the external field B,, and
the field v, is equivalent to the model with the external field B;l and the field ¢/, , if

B, (1,x) = B,(t,x) + 9ux(t, %), ¥, (t,x) =X (t,x),  (14.18)
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where x (¢, x) is an arbitrary differentiable function that vanishes together with its
derivatives in the limit |x| — oo. The conserved current j and all the other physical
quantities have exactly the same values in all equivalent models. The equivalence
transformation in the models of the type (14.11) has the form

Cl(t,x) = Cy(t,x) + Oum(t, x), P (1,x) = ""Dp_(2,x), (14.19)

where 7)(¢, x) has the same properties as the function x(z, x) above. Of course,
these equivalence transformations are akin to the gauge transformations of the type
U (1) ¢ of the classical Schwinger model, in which B, and C,, are also dynamical
fields. The Lagrangian of the Schwinger model contains the standard kinetic terms
for these fields, i.e.,

—‘]—‘FW(B)F“”(B) - %F#,,(C)F“”(C),

where F,,,(B) = 0,B, — 0,B,, F,,(C)=0,C, — 0,C,. Because of that relation-

ship, we will use the more popular name ‘gauge transformations’ also for the transfor-

mations (14.18), (14.19), instead of the more precise ‘equivalence transformations’.
Using gauge transformations (14.18), (14.19) we can eliminate By, Cy:

By=0, Cyp=0.

These conditions, called the temporal gauge conditions, do not eliminate the gauge
transformations, but restrict them to the functions y and 7 that do not depend on ¢,
x = x(x) and n = n(x). In all our considerations below, we assume that the external
fields have been transformed to the temporal gauge.

Now let us construct quantum versions of our models. By analogy with the previ-
ously discussed (in Sect. 6.2) free Dirac field on the space R?, we postulate the equal
time anticommutation relations for the fields ¥, namely

[r0. bean) =0, [flen, du ) =6 —xh1 (1420
and

{i_(z,x), ﬁ_(t,x/)} —0, {qﬂ_(z,x), z&_(r,x’)} —5(x—x)I. (1421
Note that at this point it is not possible to specify the (anti-)commutation relations

between the fields 1/Az+ and 1/3, because they act in different Hilbert spaces.
The classical energy density obtained from the Lagrangian £ has the form

Too = %(D1(3)¢+)*¢+ - %¢i Dy (B)yy.
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Therefore, as the quantum Hamiltonian, we would like to take the operator2
I ~ N
: / dx (D (BYd (1, %)), (4. 1) + hec. (14.22)

Unfortunately, such an expression is not well-defined. First, we expect that 1[4 (t,x)is
an operator-valued generalized function of (7, x), and we know that expressions like
(1/3+(t, x))*z@ (t, x) should be avoided. In fact, the second relation (14.20) suggests
that indeed, such a product is ill-defined. Second, assuming that we can ‘repair’
the products of the generalized functions, the integrand in our candidate formula
will be another generalized function, and as such it can only be integrated with a
test function. Such a test function is missing from our formula. Therefore, we first
consider the well-defined operator
i

A.Bi] = ‘5/‘”‘ F@) DL x + € Wie; Bl Di(B)h (1. x) + he. . (14.23)

where € > 0, and f(x) is a test function (real-valued). The operator I-}F[Bl] is the
regularized form of operator (14.22). .
Similarly, the regularized two-current density j (¢, x) has the form (14.15) with

j¥ =%y, = j| replaced by
N 1A N ~
J . x) = Ewia, x+6 Wle Bl (t,x) + he. = jL (t,x).  (14.24)

The factor e
Wle; B1] = exp (l/ dx' B (t, x/)) (14.25)

is the parallel transporter from the point (¢, x) to the point (7, x + €) along the rec-
tilinear segment connecting these points. It is analogous to the one considered in
Chap. 4. We have included it in order to ensure that I-AIE[BI] is gauge invariant. The
gauge transformation corresponding to (14.18) in the quantum model (with x inde-
pendent of 7) has the form (Exercise 14.2)

U™ [x, 1194 (1, %) Ulx. 1] = explix(x)) {4 (2, %), (14.26)

where

Ulx, t] =exp (i /dx X(x)fﬁ(t, x)) . (14.27)

2L et us recall that a term denoted as ‘h.c.” is obtained by the Hermitian conjugation of the preceding
term or terms.
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Here fﬂ (t, x) is the quantum counterpart of the classical charge density jf: (t, x)—it
will be obtained below from fﬂ’é. Because ]AJ? (, x) is a generalized function of x,
the function y(x) should be a test function. Note that as far as transformation law
(14.26) is concerned, we may add to JAf: certain terms proportional to the identity
operator—they will cancel out in the product on the L.h.s. of formula (14.26). The
gauge invariance of the operator H,[B;] means that

U~'[x, 1] H[Bi + dix] Ulx, 11 = H[B].

The regularization employed in formula (14.23) for I-AIE[B 1] consists of two steps.
The first step, that is the introduction of € and W{e; B,] is called the gauge invariant
point splitting. It is applied in order to ‘repair’ the product of generalized functions
without spoiling the gauge invariance. The second step consists in introducing the
test function f in order to secure the convergence of the integral over x. This step
is sometimes called the regularization in the infrared (because the problem lies at
large values of x), while the first step is the regularization in the ultraviolet. After the
calculation of FAL[BI] we shall attempt to take the limit ¢ — 0, f(x) — 1. It turns
out that such a limit exists if we abandon some terms proportional to the identity
operator /. Of course, in the case of the current density only the first step—the gauge
invariant point splitting—is needed because there is no integration.

Analogously, in the case of the left-mover field 1@, we consider the operators

H[Ci] = %/a’x F) Pt x 4+ €) Wle; C11 D1(C)_(t, x) + he.,  (14.28)
and
JO.(t.x) = %1[[(:, X+ Wle Cild_(t,x) +he. = —j1 (t,x).  (14.29)

The change of sign in I-AIE[CI], as compared with I-AIE[BI], is due to the difference
in the signs of the terms containing D (B)1; and D;(C)v_ in Lagrangians (14.9),
(14.11). A .

The Heisenberg equations of motion for the fields ¢, and _ have the form

Aoty + Di(B)Ys =0, (14.30)

doth— — D1(C)h_ = 0. (14.31)
They can easily be solved if B and C; do not depend on x, i.e., when

By = B(t), C;=C(@). (14.32)

In this case
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Py (t, x) = e hd B rs / dp P70 &4 (p), (14.33)
i

. N | ,

V_(t, x) = e~ hdr'C) s / dp "5t ¢_(p). (14.34)
YIS

The anticommutation relations (14.20), (14.21) are satisfied if
{er(p). ex(PH} =0, {&L(p). Ex(p)} =d(p — pPHI, (14.35)

{e-(p). e-(PH =0, {&L(p), e-(phy=0(p—pHl. (14.36)
Let us construct the quantum Hamiltonian for the right-mover field. Note that the

integration in the parallel transporters is now trivial, W[e; Bi] = ¢/“B®, Inserting
solution (14.33) in formula (14.23) and integrating over x we obtain

He[B] =

pl€B@) , ., (o' —p)—ip! R R
y /dp /dpf(p—p)e’ P=PTE (p— By ¢l (p") é4(p) +he.,

where

Fo —p) = / dx PP f(x),

and B = B(t). Thelimit f (x) — 1 corresponds to f(p' = p) = 278(p’ — p). Note
also that f*(p’ — p) = f(p — p'). The limite — 0, f(x) — 1 gives the operator

A

AolB] = / dp (p — B) &5(p) &4(p),

which is well-defined in the Fock space generated by the operators 61 (p) acting on
the vacuum state |0) such that ¢, (p)|0) = Oforall p € R.Itis clear that this operator
is not bounded from below. It is the same problem as that encountered in Sect. 6.2
in the case of the free massive Dirac field. We are going to use essentially the same
solution, that is, we will use the Dirac vacuum |0) p instead of |0), and transform the
negative energy sector into the sector of antiparticles with positive energy.

Unfortunately, in the case of the massless Dirac field we have to pay more attention
to the mathematical side of the theory. The reason is that the positive and negative
energy sectors are not well-separated—in fact they touch each other at p = B. This
has a rather unexpected consequence in that the integral [dp (...) in general cannot be
simply written as fiod p(.)+ go dp(...)! Thisintegral is already present in formula
(14.33). Because of the presence of the Dirac delta on the r.h.s. of anticommutation
relation (14.35) ¢, (p) is an operator-valued generalized function of p. As explained
in the Appendix, for the safe approach to the decomposition of the integral, one
should introduce a smooth function 6, (p) that represents a smoothed step function
®(p). Then,


http://dx.doi.org/10.1007/978-3-319-55619-2_6

14.1 A Simple Example of an Anomaly 331

/dP (.)= /dp 0x(p — B)(..) + /dP (1 —=0.(p — B)IC...).

We shall use a function 6, (p) of the form

1 when pP>K
0.(p) = 3 a(p) when —k < p < kK
0 when p<-—x,

where a(p) is a smooth monotonic function that interpolates between 0 and 1, and
k > 0 is a constant. For simplicity, we also assume that a(p) + a(—p) =1 for
p € (k, —k). Then

0.(B — p)+0.(p— B) = 1. (14.37)

The step function ®(p — B) is obtained in the limit K — 0. The mathematically
correct decomposition of ¢ into the positive and negative energy components has
the form

Dot x) =D, x) + 00 (1, x), (14.38)

where |
w(+) (t, x) — ei jgdt’B(;’) 5 /dp 9,{(]7 _ B) eip(xft) é+(P),
N 2T

o RS ORN | o
P (2 x) = e b B Ve / dp 0.(B — p) e &, (p).
™

The first integral extends essentially over the interval [B — x, 00) and the second
over (—oo, B + k]. Such a smoothing of the decomposition is not needed in the case
of the massive Dirac field in Sect. 6.2, because there the positive and negative energy
sectors are well-separated: the operators @™ (p) and a'~(p), present in formula
(6.79) are never equal to each other.

Let us recalculate FIE[B] using decomposition (14.38). Inserting (14.38) into
formula (14.23), we obtain terms of the type 1/3(++)T1/J(+) (+)T 1/1(+ )T¢(+)

1%:) Tz/?ﬁf). In the last two we use anticommutation relation (14.35). Next, we take the
limits f(x) — 1 and € — 0 in all the terms except the two that are proportional to
the identity operator /. Finally, we apply identity (14.37), and change the integration
variable (p — —p) in the two terms that contain the expression ¢ ( p)Ei (p). We
obtain

AIBl = /dp 6x(p — B) (p — B) &L (e (p)

+ /dp 0x(p + B) (b + B) &4 (—p)&(—p)

_fo

2 )@ On(B=p) (B =p) (I B=P) L =By . (14.39)
s
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The third term is the consequence of using the second relation (14.35). It is singular
in the limit f — 1 because then f (0) — [ dx1. This singularity can be called the
infrared one. There is also the singularity at ¢ = O which is of the ultraviolet type.
Therefore, we just omit that term, and define the quantum Hamiltonian of the right-
mover field as the sum of the first two terms in formula (14.39). In the £ — 0 limit

1, 1B] = / dp (p — B) &\ (mas (p) + / dp (p+ B) dL(p)dy(p). (14.40)
B —B
where
a.(p) =¢4(p) for pe[B,o0), di(p)=¢i(—p) for p e (—B, o).

a, (p) and aAh_ (p) are the annihilation operators for the right-mover particle and anti-
particle, respectively, &L (p) and dl (p) are the corresponding creation operators.

Now let us turn to the current J. . Similarly as in the case of the Hamiltonian, our
calculations are restricted to the particular case of external fields (14.32). Starting
from formula (14.24), we would like to obtain an operator that is well-defined in

the Fock space based on the Dirac vacuum. Hence, it should contain, like bék [B], the

normal ordered products Eziﬁur and c?laﬂ. To this end we use decomposition (14.38),

and the relation (¢ > 0)

n ~ 1 .
B0 x40, §utt0) = 5- / dp 0.(B — p)e i7" I,

which follows from anticommutation relation (14.35). The term proportional to
obtained from the anticommutator above is omitted. The resulting expression for the
components of the current has the form

Tt x) =Tt x)

e D (35 R i (S U (R IR R (D DA (3
— 0P (1, x). (1441

The transition from fie toJ 1" is reminiscent of the normal ordering (and in the limit
r — 0 it coincides with), hence we may write J/ = lim._.o ffie .

_ The total charge operator Q+ is obtained in the limit f — 1 of the integral
0.lf1= fdx fx) Jﬂ(t, x). Simple calculations with the use of identity (14.37)
give

0, = / dp [0x(p = BYELPIEL(p) = 0.8 = p) & (PP ] (1442)

In the limit K — 0, and after the change p — — p of the integration variable in the
second term,
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0. = / dp @l.(p)a(p) — / dp d(p)d(p). (14.43)
B

This operator has been calculated in the Heisenberg picture, hence it should be
constant in time if the charge is conserved. Because the field B can vary with time,
one may suspect that this is not the case. Unfortunately, the time derivative of Q+
gives the mathematically meaningless (but physically justified, see below) result

A

0,=-8 /dp 0,.(p — B) (¢L(p)é1(p) + &4 (p)EL(p)) = —BSO)1.

The last equality is written because of (14.35). Here 0. (¢) = df..(q)/dg and
[dq 6.(q) = 1. We have also used the equality

0 (p—B)=0.(B—p)

that follows from identity (14.37).
Let us check instead whether J/' obeys the continuity equation. It is convenient
to use here the identities

b + (0 —iB) P

B [ ;
=7F - ¢ jodt B(t") / dp eé(ip) et(B+[7)(x 1) (B + p)
N LT —00

It turns out that the current (14.41) is not conserved, namely

A . B B
QY +01J; = —gl/dp 0.(p) = —5_1. (14.44)

This formula is called the anomaly equation.

Let us stress that the non-conservation of the current is the result of the very
construction of the quantum model. In particular, it is not a dynamical effect related
to some peculiar interactions between the particles. To illuminate this point, let us
compare the total charge Q+ with the operator §; = lim._,¢ [ dx fﬁye(t, x). Using
formulas (14.24), (14.33) we obtain ¢ = [dp 61(p)6+(p). This operator is con-
stant in time, c}+ = 0, but it has an infinite expectation value in the Dirac vacuum, and
1n every normahzed state from the Fock space based on that vacuum. The current
] 1 =lim. ] ' . is conserved, 0, j/ ] + = 0. Thus, the anomaly is generated by the
normal ordering.

Moreover, let us also consider the difference

A

N 1 .
.= J) = o /dp 0,.(B — p)e"“B=P [ 4 he.
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The expression on the r.h.s. is a generalized function of ¢; it is the Fourier transform
of 6,,(B — p) (up to a factor). In order to consider the limit ¢ — 0., we have to turn
it into an ordinary function of e. To this end, we regularize it by replacing 6, (B — p)
with e??0,.(B — p), where o > 0. At the end of calculations we shall consider the
limit ¢ — 0. Thus, we now consider the ordinary integral

o0 . B—x . B+k )
/ dp 0., (B — p)e((’_”)p :/ dp elo—iop +/ dp (B — p)e((r—lf)l’
- B

00 —00 —K
e(U—if)(B—f{,) K )
=— +/ dp a(p)e 1 IE=P),
—K

g — 1€

For o > 0, this expression is a regular function of ¢, and we may put e = 0. Therefore,

1 eU(B—K) K
- _[ +/ dp Oc(p)e”(B_P):| 1
g _

>0 27 K

1 B —k 1 K
= [—+ +—/ dpoz(P)~|—(’)(U):| I
27 J_,

2no 2

(.m0 =)

where O(o) denotes the terms which vanish when o — 0. The first term is singular
at o =0, but it does not depend on B and ~. We see that the time derivative of
] 4e=0 JJ? in the limit 0 — 0 is equal to BI/2x, in agreement with the anomaly
equation (14.44).

The correct calculation of Q+ should start from Q+[ f1. Using the anomaly equa-
tion we see that

. ) B
O.1f1= /dx B, F () FL(t. x) gl/dx £,

In the limit f — 1 the first term on the r.h.s vanishes, while the second becomes
proportional to the infinite ‘volume’ of the one-dimensional space ( [ dx /27 corre-

sponds to 4(0) in the meaningless formula for Q+ shown below (14.43)). This is in
fact expected, because the external field (14.32) is constant in x, and therefore the
model possesses invariance with respect to spatial translations. For this reason, the
production rate for the charge density is the same over the whole space.

The Hamiltonian and the current in the quantum theory of the left-mover field
are obtained in a completely analogous manner. The decomposition into the positive
and negative energy components reads

Dot x) = 0@, x) + DO, ), (14.45)

where

~ RSN | .
P x) = e —— / dp 0,(C = p) ™" &_(p),

2T
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~_ P | ip(x—t) A
P00 = TR o /dp Oc(p — C) €770 & (p).
™

The quantum Hamiltonian has the form

C —-C
A_[C] = / dp (C = p) &' (pa_(p) + / dp (—p —C) d' (p)d_(p),

o0 o0
(14.46)
where

a_(p)=2¢_(p) for pe(—o00,Cl, d_(p)=¢(—p) for pe (oo, —C).

a_(p)and d_ (p) are the annihilation operators for the left-mover particle and antipar-
ticle, respectively. Note that the momenta of the left-mover particles (anti-particles)
are restricted from above by C (—C). Formula (14.46) has been obtained from (14.28)
in the limits f(x) — 1, ¢ > 0, k — 0, taken after omitting a singular term pro-
portional to the identity operator /.

The total charge of the left-mover field is given by the formula

C —C ) R
O0-= [ apilpi - [ apd i (447

o0 oo

As the anomaly equation we obtain

. . C
oI’ +0,J = —1I. (14.48)
27

The anomaly equations (14.44), (14.48) have very similar structures. This fact
suggests that one can combine the two models, and the currents, in order to
obtain a conserved current. One possibility of such a cancelation of the anomaly is
obtained by considering the current J# = J¥ + J". Thend,J* = (C — B)I/2r =0
if we assume that B(t) = C(¢). The current JAS“ = ff — J" remains not conserved,
O JAS" = —BI /. In this case the name ‘axial anomaly’ is used. The corresponding
classical currents j* and jS” , and the condition B(¢) = C(¢), appear automatically if
we consider the classical Lagrangian

L= (Ly+L)pe= %[WD#(AW — (D (AY)Y"Yl,

where

D, (A = 0, —iAh, Du(AY = 0u1p +iA,p.

Here we have changed the notation: for clarity the field B, = C,, is denoted as A,.
The condition B,, = C,, is only compatible with the subset of gauge transformations
(14.18), (14.19) that is obtained by imposing the condition x (¢, x) = 7(¢, x). Such
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restricted gauge transformations act on the Dirac field ¢ as local U (1) transformations
of the form

(8, x) = D ah(t, x). (14.49)
The classical counterparts of the currents J* and fs” have the form j* = 1)y"1) (the
vector current), jé’ = E’y"%w (the axial vector current). Both classical currents are
conserved in the classical theory because they are the Noether currents corresponding
to the global symmetries of the Lagrangian £:

P (t, x) = e U(t, x), a € [0,2n), (14.50)
in the case of the vector current, and
Wt x) =P x), B el0,2m), (14.51)

for jL'.

One can also have JA5“ as the conserved current. In this case we assume that
B(t) = —C(t). Then, the current J* is not conserved, 9, Jh=—BI /m. The condi-
tion B(t) = —C(¢) is automatically satisfied if we consider the classical Lagrangian
Ls = (L4 + L) p—_c with the gauge field B, (1, x) = —C,(t, x) = As,(t, x).
This last condition is compatible with the gauge transformations restricted by the
condition n(t, x) = —x(t, x) —then ¢/ (¢, x) = /") 4)(¢, x). The Lagrangian Ls
can be written in the form

Ls = ’E[WDAASW — (D (As)D)Y "],
where

D, (As)Y) = O,1b — i As, s, Dyu(As) = 8,0 + i As, s,

This Lagrangian is also invariant under global U (1) transformations (14.50), (14.51),
but only the axial vector current ji' = 1y"~s1) remains conserved after passing to
the quantum theory.

In the explicit construction of the quantum theory presented above we have con-
sidered external gauge fields of a particular form (14.32). It turns out that the results
remain similar if we consider more general gauge fields. Then the r.h.s.’s of the per-
tinent anomaly equations have a more general form, e.g., B is replaced by ¢ F, w2,
where F,, = 9, B, — 0, B,, and €"” is the antisymmetric symbol (¢”' = +1).
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14.2 Anomalies and the Path Integral

The derivation of anomalies presented above relies heavily on the operator formalism
of quantum field theory. One may be puzzled about the source of anomalies when we
use the path integral formulation of the quantum theory. After all, in the path integral
there is the classical action which has the relevant symmetries, and there are no
operator-valued generalized functions (field operators). We address this question in
amodel which is akin to the one discussed above, but the fields are now considered in
four-dimensional Euclidean space E with the metric (0,,) = diag(+1, +1, 41, +1),
where d,, is the Kronecker delta.

Let us consider the massless Dirac field ¢ (x) interacting with a fixed external,
classical, electromagnetic field A, (x), x € E. The classical Lagrangian has the form

1, — _
L= Ei[wxwwm — Dy, (14.52)

where

D/ﬂ/} = (6/1, - iAp,(x)) U/, D}LE = (a/l, + iA/l,(x)) E

and ¢ is Euclidean anticommuting field, that is 1)(x) at each point x € E is a Grass-
mann element.

In the Euclidean case the Dirac matrices v* are Hermitian, and the Dirac relations
(5.2) arereplaced by {*, v} = 2d,,, I+. Such matrices can be obtained, e.g., from the
matrices given by formulas (5.3) by multiplying 7},, 77, and 73, by i, and leaving 7%,
unchanged. The Greek indices still have the values O, 1, 2 and 3, as in the Minkowski
case. The matrix s is defined as 5 = 7%y!y?+>. It is Hermitian, 42 = I4, and it
anticommutes with the matrices 7. The conjugation (6.65) is replaced with a simpler
one, namely

(b () =P (x), @ (X)) = 1, (x).

The definition of conjugation is such that the physical quantities like energy, momen-
tum, current density, etc., are selfconjugate, e.g., £* = L. It matters here whether
the +/ matrices are Hermitian or not. The conjugation (6.65) involves the +° matrix
precisely because in that case the matrices ' are anti-Hermitian, see Exercise 6.5.

Lagrangian (14.52) and the action S = [ d*x £ are invariant under the chiral
transformations

Px) — P (x) = e Prp(x), D(x) = P (x) = P(x)e's, (14.53)

with constant «. The corresponding classical conserved current reads

JE () = i )Y s ().
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It is selfconjugate with respect to the above introduced Euclidean conjugation of the
Dirac field.

Note that under an infinitesimal form of (14.53) with space-time dependent o =
« (-x) ’

W) = (14+ias)em +0(a?),  Fm =dm (1 +ians) +0 (a?),

Lagrangian (14.52) transforms as
L) = L) = L&) = ($007"956:0)) a0 + 0 (o). (14.54)

In order to prove that the current j;” is not conserved on the quantum level we shall
consider the so called quantum effective action W[A,,], defined in the path integral
approach as

e~ WA = / [ddip]eS.

The crucial observation is that the path integral measure [dtd1)] is not invariant
under the chiral rotations with o dependent on x.

First, we need to define the measure more precisely. Let ¢,(x) denote the
normalized eigenfunctions and A, the corresponding eigenvalues of the operator
D = ~y*(i0, + A, (x)):

D) = Ma (). [t 6100u) = 3.
The completeness relation has the form

D ()] (y) = Ldx — y).

The eigenvalues )\, are real. Operator D is Hermitian in a Hilbert space L2(E, C*)
of functions on E with values in a complex 4-dimensional space C*. The eigenvalues
A, are gauge invariant in the sense that they do not change when we replace A,, with
A, + 0,x(x) (Exercise 14.4). We can expand 1 (x) and E(x) in the basis formed by
¢n(x) and @] (x):

P() =D apdu(x), Px) =D ol (xX)an,

n

where a, and a, are independent Grassmann variables. Then

[dydiy) = []] ] dandan.

m n
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Further, let a/, denote the coefficients of the decomposition of the chirally rotated
spinor ¢’ (x) = ¥(x) + ia(x)ys(x) + O(c?) in this basis,

P(x) =D @, d(x).
Using the orthogonality relation for the eigenfunctions ¢, (x) we have:
an= [a g
and
a, = / d*x ¢ ()0 (x)
= [a sjwuw +i [d s wnsie + 0@

=a,+i / d*x a(x)g} (x)7s (Z A G (x)) +0(?)

= (5nm +i /d4x ()@} ()5 b (X)) d +0@%) = " Comtt + O

Therefore, after neglecting the O(a?) terms,
o =1
[Tda, = (det c) [T dan.

where C denotes the infinite matrix [Cyi]. The inverse determinant appears since a,,
and a,, are Grassmann variables, see Exercise 11.2 (b).
Let us write C in the form C = I + €, where

- / d*x a(0)6! (656 (3).

Using the formula . .
IndetC = trinC = tré + O(&)

we have
(det €)™ = exp {—tr In é} = exp(— Z &) (1+O(a?)

(14.55)

= exp {—i / d*x a(x)(z ¢2<x)75¢n<x))] (1+0D).

n
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Since

B(x) = D> ¢} (x)75¢(x)

n

=t (’Ys > ¢n<x>¢2<x)) = try7s - 5(0) “=" 0 - o0,

where the trace try is over the bispinor indices, we see that B(x) is not a well defined
quantity. In order to obtain a meaningful expression for B(x) we shall introduce a
Gaussian regularization and define

B(x) = hm lim Ztm (75 e~ G ) d),,(x)qb (x ))

—)OOX
H2
= lim lim try (75 e Z ¢n(x)¢j;(x,))

M—o00x'—x

b2
= lim lim try (75 e_MZ) 5(x —x').

M—00 x'—x
Using the representation

d*k
(2m)*

= —ik(x—x")
M—»oox—)x/(z ) try (’yse M )é‘
M2 ikx
e e )
: d*k 1 ikx 12 ,—ikx
A}I—I;noo/w try (’756Xp[—me D~e )

Now, let us introduce the operator d,, = id,, + A, (it coincides with i D,,, where D,
is the covariant derivative of the field /). We have

6()6 _ x/) — —ik(x—x’)’

we get

B(x)

A 1
D? ="y dydy = 5 (17", 7"} + 17", 7D
1 i
= 5Wd/tdvl4 + EV”'YV[dw d)] = dudu14 + EVI"'YVFW,

where the identity
[ o 1/] - lF/w
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has been used. Consequently,
Dt =t [(k + A +i0, A, + %v"v”m] ,

and, changing the integration variable from k to g = ﬁ(k + A), we get

4 ) .
B(X) = lim dk try (’)/5 €7ﬁ[(k+A)2+i0nA/J*%"/”"Y”F/W])
M—o0 (277)4

. 4 d4q —g? — L9 A, L E
= limM try (’ys e 1e MZ[ At 3"y uv]) .
M—o00 (27[')4

Expanding the exponent in powers of M ~2, and using the facts that

try7s = try (3579") = 0, try (157"9"7°7") = 4€upn
and
d4q -2 1
— 1 = —
2m)* 1672
we get

. lM4 1 —i ? VP —6
B(x) = A/}I—I>noo Tor2 |:§ (W) try (’YS’YHW Yy ) FuF\+0O (M )

1 -

= Tiem e

where

Fu = Eeu,,p,\Fp,\.

Inserting this back into (14.55), we see that under the infinitesimal chiral transfor-
mation the integration measure changes according to the formula

I
1672

[dvy'] = exp [ / d*x oz(x)Fu,,(x)F‘u,,(x)] [dy] + O(?). (14.56)

Analogous calculation shows that a chiral transformation of the measure [d@] is
given also by formula (14.56).

The chiral rotation can be viewed as a change of integration variables, which does
not influence the value of the integral,

/[dwdﬂ] e—S[A,“w,E] — /[dd/da/] e*S[A/MZ/ﬁ/].
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Neglecting the terms of order o2, and with the help of (14.54) and (14.56), we get
the identity

0= /[dl//da]e_S[A“”'/)/"l/T/] . /[dl/)d@] e—S[AM,p’;ﬁ]
= / [dipd ] e~ StAnv-¥] / d*x (S%a(x)FWﬁW +stwaﬂa(x>)
Yis
_ / [dibdp] &SPt / d*x a(x) (ﬁmﬁw - m@wmw) .

The vacuum expectation value of the quantum chiral current is given by
(L) =N / [dipdi] e i)y s (),

where N = || ldvdip] 5. Because a(x) is arbitrary, the identity obtained above
implies an axial anomaly equation of the form

. 1 N
9u(J3 () = — g2 Fwr () B (X). (14.57)

Let us end this section with a comment. Suppose that ¢, (x) is an eigenfunction
of the Hermitian operator D with a non-zero eigenvalue )\,

D (x) = Myhy (x).

Since .
5. B} =0,

the function ~ys5¢, (x) is an eigenfunction of D with the eigenvalue —)\,,. Eigenfunc-
tions corresponding to different eigenvalues are orthogonal, therefore

/ d'x 8] (6)15e W By (x) = e / d*x §(0)156(x) = 0.

This implies that for a constant parameter of the chiral rotation «, only the functions
¢n(x) corresponding to the zero eigenvalues—the so called zero modes of the Dirac
operator D—contribute to the chiral variation of the path integral measure. These
eigenfunctions are denoted as qﬁfo) (x), i =1,2,...,n¢. Since ’y5¢fo) (x) also is a
zero mode of D and vs is Hermitian, we can split the set of zero modes into mutually
orthogonal subsets of eigenfunctions of 5 with the eigenvalues 41 and —1, denoted

by qu?l(x), i=1,2,...,v4 and d)?f)l(x), i=1,2,...,v_, correspondingly,

YshL(x) = £ (x).



14.2  Anomalies and the Path Integral 343

With this notation
no
/ d*x B(x) = / a*x > 6 ) 50 (o)
i=1

vy v_
=> / d*x 6% ()50 0 + > / d*x 3 (01750 (1) = vy — v
i=1 i=1

The quantity .
Vy —V_ = 1nd(D+)

is called the index of the projected Dirac operator ﬁJr =D+ vs5)/2. From the
calculations above we see that the index determines the chiral anomaly.

Exercises

14.1 The Lorentz group in (1 + 1)-dimensional space-time consists of real, two by
two matrices (L*), where LY = L', = coshu and L, = L’ = sinh u. The parame-
ter u (rapidity) can have an arbitrary real value. The corresponding transformation law
for the Dirac field has the form ¢’ (x") = S(L)%(x), where x" = Lx, and the matrix
S(L) obeys the conditions S(L{)S(L2) = S(L;L5) and S~'(L)y*S(L) = LEAY.

(a) Check that
e: 0
S(L) = ( 0 e ) .

(b) Check that the Lagrangians £ (given by formulas (14.10), (14.12)), as well as
vs, are invariant with respect to the Lorentz transformations.

Wiz

14.2 Derive formula (14.26).

Hints: Instead of fﬂ (¢, x) we may insert fg’f(t, x) given by formula (14.24), because
the two charge densities differ from each other by a term proportional to the identity
operator /. Next, introduce the operators

U(s) = exp (is / dx' x(x) O (1. %), ds(t,x) = U™ ()0 (1, 0)U(s),

where s is a real parameter. Using the anticommutation relations (14.20) obtain, in
the limit e — 0, the equation

A, (1, x) _ (s (1, %)
ds

Find its solution such that 1/33 (t, X)|s=0 = 1@ (t,x) and puts = 1.
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14.3 Derive the anomaly equation (14.48) for the left-mover current.
14.4 Prove that the eigevalues ), of the operator D are gauge invariant.

14.5 Check that the quantum effective action W[A ] is not invariant under the gauge
transformations A, (x) — A, (x) + 0,a(x).
Hint: Consider SW[A,, + J,al/da(x).



Appendix: Some Facts About Generalized
Functions

Here we recall some basic facts and formulas from the theory of generalized func-
tions. There are many mathematical textbooks on this subject. Physicists may find
useful concise texts, for example Chaps.2—4 in [12], or Chaps.2 and 3 in [8]. A
comprehensive introduction to the subject can be found in [2].

The generalized functions that appear in field theory are of the so called Schwartz
class, denoted as S’(R") or S*(R"). The reason is that all such generalized functions
have a Fourier transform. A generalized function of the Schwartz class' (g. f.) is,
by definition, a linear and continuous functional on the Schwartz space of functions,
denoted by S(R"). Elements of S(R") are called test functions. They are complex
valued functions on R" of the C* class. Moreover, it is assumed that such functions,
and all their derivatives, vanish in the limit |x| = \/(x1)2 + (x2)2 4+ ... + (x")? —
00, also when multiplied by any finite order polynomial in the variables x', ..., x".
Here x denotes arbitrary pointin R” and x L .., x"areits Cartesian coordinates. The
space S(R") is endowed with a topology, but we shall not describe it here. Examples
of test functions from the space S(R') include e~ and 1 / cosh(ax), where a > 0
is a real constant. On the other hand, (1 + x?)~! is not test function from S(R").

The value of a generalized function F € S*(R") on a test function f € S(R") is
denoted in mathematical literature as (F (x), f(x)), butin physics the most popular is
the misleading notation f d"x F(x) f (x), for example, f d"x 6(x) f (x) in the case of
the Dirac delta. One should keep in mind that the integral here is merely a symbol that
replaces ( , ) from the mathematical notation—it is not a true integral. It may happen
however, that a generalized function is represented by an ordinary function F (x) such
that the true integral fd"x F(x) f(x) exists for all f € S(R"). Such an F is called
a regular g.f. For example, the step function ©(x), x € R, is a regular generalized
function from $*(R'), because the integral [ dx ©(x) f(x) = [;"dx f(x) exists
for every f € S(R'). We show the integration range when we deal with a true
integral. The Dirac delta d(x) is the prominent example of a non regular g.f. In the
mathematical notation its definition has the form (§(x), f(x)) = f(0).

10ther names are also used: distribution for generalized function, and tempered distribution for
generalized functions from the Schwartz class.
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The derivative 0; F of g.f. F is defined as follows:

/ d"x O F () f (x) = — / d"x F(), £ (x)

for all test functions f. One should remember that this is the definition, and not the
formula of integration by parts. For example,

d® d o0 d
/ (x)f(x) /d @()fix) —/0 dx J;(")—fw)

hence ®'(x) = §(x). The derivative of g.f. always exists and is a generalized function.

The Fourier transform f (k) = 2m)"/? f rnd"x exp(ikx) f (x) of a test function f
is also a test function from the space S(R"). The g.f. F(x) € $*(R") such that for
every f € S(R")

&' Fo o) = [k oo,
is called the Fourier transform of the g.f. F. It exists for any F' € S*(R"). The
operation of taking the Fourier transform is continuous with respect to F. This
property is used in order to facilitate the computation of the Fourier transform of

® (x)—we first compute the Fourier transform of e~ ®(x), where € > 0, and take
the limit e — O at the end.? Thus,

/dxé(x)f(x) hr(r)l Oodke‘”‘@(k)f(k)

— - ikx—ek v
Fl_1>r(1)1+\/g/ dk/ dx e fx) = (l_1>m+\/_/ T 6f()

The r.h.s. of this formula defines the g.f. denoted as f - +l o . Therefore,
&) = i 1
X
\/2_ x40y

Note that the g.f. ﬁ is regular if € > 0.

One can prove that
1

X+i0+

1
=P— —inwd(x),
X

where the principal value distribution P% is defined as

/de f@) = lim (/de fiX) +/oodx f;(CX))

2The notation € — 0, means that € = 0 is approached from the side ¢ > 0.
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(it is not regular). The result for O (x) obtained above is often written in the form

oo ) 1
/ dp '’ =iP— 4+ 7 (x).
0 X

The form of a generalized function can be probed only with test functions. Because
there is no test function with support consisting of just a single-point, it is not possible
to tell what is the value of the g.f. at the given point. One can however check whether
a g.f., say F(x), is constant in a vicinity V,, of a point xo € R"—it is sufficient to
show that the first derivatives of F (x) vanish in that vicinity, i.e., that

/ B F(x) f(x) =0

for every test function that has its support in V,, C R". For example, for d(x) €
S*(R") one may say that 5(x) = 0 on every interval (a, b) that does not contain 0,
and that §(x) # 0 at x = 0, but not that §(1) = 0.

A consequence of the lack of definite value at a single point is that there is
no general definition of a product of generalized functions. We know the gener-
alized functions Fi(x) € S*(R") and F>(x) € S*(R") if we know the values of
Jd"x Fi(x)f(x) and [d"x F»(x) f(x) for every f € S(R"). It is not possible to
infer from this what values f d"x Fi(x) F>(x) f(x) should have. Only in some special
cases, e.g., for certain regular generalized functions, can such product be defined.
In particular, there is no problem with multiplication by an ordinary function (x),
provided that ¢)(x) f (x) € S(R") forevery f € S(R"). Then, the product ¥ (x) F (x)
is the g.f. defined by the formula

/ &"x (W) F(0) f(x) = / d"xF(x) (b(x) f (x).

For example, if k is a fixed real number, e §(x) is a generalized function, while
x%§(x) with non integer constant @ > 0 is not (not all functions x* f (x) belong to
S(R") because of the problem with derivatives at x = 0).

On the other hand, there is no difficulty with a product of generalized functions
with different arguments. If F(x) € S*(R") and G(y) € S*(R™), then we know
Jd"x F(x)f(x) and [d™y G(y)g(y) for all f € S(R") and g € S(R™). The
generalized function H (x, y) = F(x)G(y) € S*(R"™™) is defined by its action on
the test functions A (x, y) € S(R"™™) of the form h(x, y) = f(x)g(y), namely

/d”xd’"y H(x, y)h(x,y) = /d”x F(x) f(x) /dmy Gg»).

Such factorized test functions f(x)g(y) form a subset of S(R"™™) that is sufficiently
large to uniquely determine H (x, y) on the whole space S(R"*™). An example: if
x,y € R' are independent variables, then §(x)d(y) € S*(R?).
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Finally, let us consider the question whether

N o0 0
/dx o(x) i/ dx 5(x)+/ dx 6(x),
0 —00

or, in a more meaningful form, whether

5(x) = 16(x) = (O(x) + O(—x))5(x) = O()5(x) + O(—x)6(x).

The answer is that such a formula is wrong, because the products ®(x)d(x),
®(—x)d(x) are not defined. The way to correct the splitting consists in replac-
ing ®(+x) with two smooth functions #;(x) and €,(x) which obey the condition
01(x) + 6,(x) = 1, and resemble ®(x) and ®(—x), respectively. Moreover, these
functions should be such that 8, (x) f(x) € S(R"), i = 1,2, for every f € S(R").
Then we may safely write

F(x) =01 (x)F(x) + 62(x) F (x)

for any F(x) € S*(R").
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