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Cost-Effectiveness Analysis

Jeroen Luyten and Catherine Henderson

Abstract

Economic evaluation of healthcare programs seeks to compare treatments 
and preventive measures in terms of their efficiency, that is, their ability to 
generate health and well-being relative to the costs incurred. This chapter 
provides an introduction to one particular but widely used evaluation tech-
nique: cost-effectiveness analysis (CEA). We present the main conceptual 
elements of a CEA, measurement techniques that are used, and the chal-
lenges and limitations, and we discuss the final interpretation of results 
within the context of the mental health field.
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5.1  Introduction

Purchasers and planners of mental health ser-
vices need to make investments that achieve the 
best results for their patients using available 
resources. Some guidance for deciding how to 
make these investment choices is required. For 
instance, how should a decision maker determine 
how to divide funds between different treatments 
for depression (such as cognitive-behavioral 
therapy, antidepressant medication, and psycho-
therapy)? The decision-maker will naturally want 
to choose among the most effective treatments, 
but there is also an unavoidable economic aspect 
to this choice (see Chap. 10). The resources nec-
essary to make treatments available are, by defi-
nition, finite, in terms of not only funding but 
also health personnel, treatment spaces, and 
infrastructure. A central concern for decision 
makers who have to manage these resources is 
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therefore to provide a mix of treatments that 
maximize desired mental health outcomes for 
patients. Or, in economic terms, to allocate 
resources in a way that minimizes opportunity 
costs (see Chap. 1), the value of the “next best 
alternative use” of a resource that is not chosen 
and is consequently lost forever. The opportunity 
cost of providing one treatment for depression is 
the loss of another treatment that could have been 
provided instead, at the expense of the potential 
benefits to patients of that other treatment.

Allocating resources based on minimizing 
opportunity costs is complex and requires exten-
sive counterfactual information. Economic evalu-
ation has been developed as a standardized and 
evidence-based technique to facilitate decision 
making based on opportunity costs [1–3]. It has 
become increasingly influential in health policy 
making [4, 5], often with a formal role in many 
policy contexts, most notably in health insurance 
coverage decisions (e.g., in the United Kingdom, 
France, Germany, Belgium – but not in the United 
States). An economic evaluation compares the 
costs and outcomes that are linked to at least two 
interventions, one of which is often the current 
practice of usual care. Different forms of eco-
nomic evaluation exist (see Box 5.1). They all 
have a common approach to costs (see Sect. 5.2) 
but differ in their assessment of consequences. 
Depending on the level at which resources need 
to be allocated and opportunity costs need to be 
assessed – broad or narrow – one particular type 
of analysis will be more appropriate than the oth-
ers. Cost-benefit analysis (CBA) (see Chap. 4) is 
the broadest form. It assesses consequences in 
monetary terms so that the return on investment 
from spending a sum of money in one program 
can be compared with investing that same sum in 
any other program – within the health sphere but 
also beyond, for example, by investing these 
resources in public infrastructure. Cost-utility 
analysis (CUA) is limited to comparisons within 
the health domain [6]. Consequences are 
expressed in generic health units that compose 
the effects of a condition on both mortality and 
morbidity, such as quality-adjusted life years 
(QALYs), disability-adjusted life years, or 
healthy year equivalents. This enables opportu-

nity costs of health programs to be assessed in 
terms of the health units forgone by not investing 
these resources in competing health programs. 
Cost-effectiveness analysis (CEA) is a narrower 
form of assessing opportunity costs in which the 
assessed consequences are more specific and lim-
ited to a particular field of healthcare, mostly one 
specific disease area. In this chapter, we outline 
the main elements of cost-effectiveness studies 
and their interpretation.

5.2  Main Elements of Cost- 
Effectiveness Studies

5.2.1  Costs

Costs are a function of the volume of the resources 
consumed when making an intervention avail-
able, multiplied by their respective unit cost (see 
Chaps. 2 and 11). Distinguishing quantities from 
unit costs is important because it allows the reli-
ability and relevance of the valuations made to be 
assessed. It also allows assessment of the trans-
ferability of results from the original study to 
other contexts (e.g., countries or times).

5.2.1.1  Resource Use
Typical resources that are used by providing a 
program are consumables (e.g., pharmaceuti-
cals), labor (e.g., nursing, caregiving), capital 
(buildings, devices, equipment), and overhead 
costs (e.g. electricity, management) (see Chaps. 2 
and 11). In the domain of mental health, resources 
consumed outside of the health sector could also 
be relevant: costs associated with criminal jus-
tice, provision of special housing, social care, 
and additional costs falling on schools because of 
special educational needs [7] (see Chap. 2). Box 
5.2 gives a possible classification of different 
types of costs that should be considered in a CEA 
(see Chap. 2).

Overhead costs, such as those of common 
equipment, personnel, or facilities, can be attrib-
uted to individual interventions by relating the 
proportion of resources used by the intervention 
relative to the total potential use of the resources, 
for instance, the number of hours a facility can be 
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Box 5.1 Different Types of Full 
Economic Evaluations

• Cost-minimization analysis compares 
the costs of different programs that 
broadly lead to the same result. Because 
uncertainty always exists around costs 
and expected outcomes, in reality, the 
effectiveness of two programs can 
rarely be assumed as being equal.

• Cost-effectiveness analysis compares the 
costs and health effects of two or more 
interventions. Health outcomes in a cost-
effectiveness analysis are expressed in 
terms of specific clinical or other “natu-
ral” end points that are measurable and 
that can be considered important within a 
particular health domain.

• Cost-utility analysis is a broader form of 
economic evaluation in which health 
outcomes are both measured and val-
ued. Outcomes are translated into a 
generic measure of overall health. 
Several generic outcome measures are 
available, but the most widely used are 
the QALY (a measure of health) and the 
disability-adjusted life year (a measure 
of illness, mostly used in low- and 
middle- income contexts).

• Cost-benefit analysis is the broadest 
form of economic evaluation. It 
assesses health consequences in the 
most common metric used to assess 
value: money. Expressing the health 
effects of an intervention in monetary 
terms and comparing them with the 
costs associated with that intervention 
allows decision makers to judge the 
return on investment of a program, that 
is, how much net value an intervention 
offers. This estimate can consequently 
be compared with other interventions 
for which the benefits can also be 
expressed in monetary terms, both 
within healthcare and beyond.

Box 5.2 Types of Costs

• Direct costs often represent the healthcare 
resources used by providing a program: 
doctors’ hours, medications, hospital beds, 
overhead costs of running facilities, capi-
tal costs of buildings, training, or equip-
ment. In mental health the costs of other 
forms of care (e.g., social care) also could 
be considered direct costs.

• Indirect costs are the opportunity costs 
of patients and caregivers in terms of 
time lost through ill health, undergoing 
treatment, or providing unpaid care. 
These costs mainly represent productiv-
ity losses due to an inability to work 
because of illness, but they could also 
include disrupted domestic, educational, 
social, and leisure activities.

• Patient costs are those costs borne by 
patients and their families, such as 
transport costs, user charges, and time 
lost. They can be substantial but are 
often not considered in analyses from 
a payer perspective.

• Future costs are often split between 
future costs that are directly related to the 
disease or the intervention (e.g., a mental 
health problem that gives a higher risk of 
developing diabetes), and those costs that 
are unrelated (e.g., increased life expec-
tancy leading to higher pension costs).

• Intangible costs are the psychological 
“costs” of pain and suffering that patients 
experience during an episode of illness or 
while undergoing the treatment. These 
are obviously difficult to quantify.

(continued)

• Cost-consequences analysis presents a 
range of outcomes (measured in natural 
units) alongside the costs of alternative 
programs, without defining any one out-
come as primary.

(continued)
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used to provide a treatment as a proportion of 
the total hours the facility is available for medi-
cal use.

Which cost categories should be considered 
in a CEA depends on the perspective from 
which the analysis is undertaken (see Chaps. 1 
and 2): that of the patient, the employer, the hos-
pital, the healthcare payer, or society. If a health-
care payer perspective (e.g., national health 
insurance) is adopted, only those costs that are 
incurred by the payer should be considered. 
These primarily include the direct costs of pro-
viding the program (other costs predominantly 
falling on other parties). Analogously, from a 
patient, employer, or hospital perspective, only 
the costs borne by those groups are relevant. If a 
societal perspective is adopted, however, all 
costs borne by the whole of society should be 
considered. The benefit of the societal perspec-
tive is that it does not neglect any economically 
relevant costs. A disadvantage is that it does not 
consider how these costs are distributed among 
the various affected parties.

The choice of costing perspective can have a 
substantial effect on the estimated costs of an 
intervention. This is especially true in the field of 
mental health. For instance, prevention of depres-
sion is much more cost-effective from a societal 
perspective than from a payer perspective, as the 
bulk of the cost burden is indirect, attributable to 
an inability to work rather than to costs associ-
ated with healthcare treatment (see Chap. 25). 
For instance, an English study estimated that 
90% of the societal cost of depression was due to 
unemployment and absenteeism from work [8]. 
From a patient or employer perspective, it is pos-
sible for the (tangible) costs of depression to be 
lower than the costs for society or the healthcare 
payer. For instance, if disability payments (state 
benefits or social insurance payments) suffi-
ciently compensate patients for loss of income, or 
if employers quickly find replacement employ-
ees, then the cost to patients and employers could 
be minimal (see Chap. 29). Consequently, from a 
financial perspective, prevention of depression is 
more or less attractive depending on whose costs 
are considered.

5.2.1.2  Unit Costs
The resources consumed as part of a treatment 
program must be valued. Unit costs are mainly 
understood as prices or charges and can be 
accessed via national price lists or data on pur-
chasing prices from institutions (e.g., hospitals). 
The level of detail required depends on the 
importance of the particular item, the scope of 
the study, and the time and resources available 
for the analysis. We can illustrate this point by 
considering the unit cost of hospital stays. It is 
less precise but more convenient to use a general 
per-day cost calculated on the basis of the total 
cost of the hospital or one of its departments. 
More precise estimates take into account the par-
ticular characteristics of the admission and the 
treatment, down to the specific resource use of an 
individual patient (micro-costing) (see Chaps. 2 
and 11).

However, some resources (e.g., volunteer time 
from caregivers) do not have market prices. This 
obviously does not mean that they are without 
value, and a costing method that does not account 
for this use of nontradeable resources would 
underestimate the opportunity cost of a program. 
In those cases, a value may be imputed to approx-
imate the value of the resource should there be a 
market in which the resource could be bought 
(see Chap. 15). For instance, caregiver time can 
be valued at average market wage or at hourly 
wages for overtime (see Chap. 17). Several valu-
ing techniques exist to put a monetary figure on 
nonmarket resources, most notably contingent 
valuation (willingness-to-pay or willingness-to- 
accept studies) (see Chap. 4).

The unit cost that should be used also depends 
on the costing perspective that is adopted. From a 
payer, patient, or employer perspective, the mar-
ket price is often the price actually paid, and it 
consequently reflects the actual economic loss 
incurred by the payer, patient, or employer. From 
a societal point of view, arriving at a valuation 
can be more complex. What matters here is the 
change (i.e., the loss) in available economic 
resources within a country. Market prices of used 
resources can be misleading in terms of reflecting 
the true social cost of using these resources. 
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Hospital charges may reflect cross-subsidization 
across departments and could artificially inflate 
or deflate the economic loss incurred by provid-
ing one type of treatment. Drug prices often 
reflect monopoly profits and, depending on the 
recipient and usage of these profits (e.g., domes-
tic or foreign pharmaceutical companies that 
either reinvest profits or not), the social loss will 
be larger or smaller. Moreover – and this is also 
relevant to payer or patient perspectives – unit 
costs can become variable (see also Sect. 5.2.5 on 
marginal cost-effectiveness ratios). Being subject 
to supply-and-demand dynamics, the prices (and 
opportunity costs) of particular resources can 
increase or decrease as a function of the quantity 
needed. For instance, the value of one unit of 
nursing time depends on alternative deployment 
possibilities, and this value will likely be higher 
when more time is needed. As an example, in the 
initial stages of an epidemic, spare capacity in a 
nursing service can be used, but gradually higher 
opportunity costs will be incurred as more nurs-
ing time is taken from other, more productive 
activities [9]. A fixed unit cost (e.g., an hourly 
wage) does not reflect such dynamics. These 
issues of finding appropriate unit costs highlight 
difficulties in assessing the “true” societal cost of 
diseases. Obviously, social opportunity costs 
cannot be a requirement for every single CEA, 
and the label “societal perspective” is often used 
for an analysis that just uses indirect costs in 
addition to direct costs, all valued at listed prices. 
But it is important to highlight that the value 
attributed to resources must in some cases be 
treated with caution, especially for resources that 
are used in large quantities and for which there 
are reasons to believe that official prices do not 
reflect the value of alternative deployments.

5.2.2  Outcomes

A focus on costs only (a cost analysis) might 
indicate that mental health programs can lead to 
cost savings (when a sufficiently long time hori-
zon is considered). If a decision maker’s only 
concern is to contain or reduce costs, this infor-
mation may be sufficient to identify the preferred 

program. Full economic evaluations, aiming to 
inform the decision maker of the value received 
per amount invested in an intervention, also take 
into account the benefits received for the costs 
incurred. Estimating the net health effect of an 
intervention – the denominator of cost- 
effectiveness – consists of two separate tasks: 
defining relevant outcomes and measuring them.

5.2.2.1  Defining Outcomes
Ideally, a single and unambiguous outcome (an 
event, a biological marker, a disease stage, reduc-
tion of a specified risk factor) needs to be achieved 
so that the alternatives being evaluated can be 
compared in terms of their achievement. This 
outcome measure needs to be observable, rela-
tively easy to measure, and meaningful in the 
particular disease context. A “final” outcome, 
such as depression-free days, might be useful in 
some study contexts; in others, however, a mea-
sure that can be linked to a final outcome (an 
“intermediate” outcome) may be more relevant 
or feasible. For example, detecting suicidal ide-
ation could lead to the prevention of death by sui-
cide (the final outcome). Drummond et al. [2] 
recommend that analysts should explain why the 
intermediate end point has value or clinical rele-
vance in its own right, be confident that the link 
between the intermediate and final health out-
comes has been adequately established by previ-
ous research, or ensure that any uncertainty 
surrounding that link is adequately characterized 
in the study.

CEA has a narrower range of applications than 
a CUA. Nonetheless, CEA may be the natural 
choice in certain circumstances. It may be that cli-
nicians are very interested in the effect of a treat-
ment on a particular clinical outcome; a CEA 
based on that outcome might produce evidence 
that clinicians see as more relevant than a 
CUA. Clinicians’ perceptions of the relevance of 
the outcome could influence their decision to 
implement that treatment. In addition, generic 
preference-based measures (from which utilities 
are derived) may not perform equally well across 
all mental health conditions when measuring clin-
ically relevant change. For instance, the evidence 
is mixed on the validity and responsiveness of the 
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EuroQol five-dimension questionnaire and SF-6D 
in measuring the effects of schizophrenia and psy-
chotic disorders [10–13] (see Chaps. 3 and 6). 
Thus limitations may exist in assessing utility on 
the basis of these measures in these populations. 
A CEA based on condition-specific measures of 
quality of life or symptom rating scales might be 
considered here in order to adequately capture 
changes brought about by the intervention [12, 
14]. One approach in this circumstance would be 
to carry out both a CEA and a CUA within one 
study [compare with refs. 15, 16].

Table 5.1 provides an overview of outcome 
measures that have been used in economic evalu-
ations within some clinical areas of mental health.

It needs to be said, however, that pinning 
down the most relevant end point can be com-
plex for many diseases, and there will often be 
disagreement on the best measure to judge the 
effectiveness of an intervention. Mental health 
conditions are often multidimensional. A solution 

to this issue – at least for researchers – is to 
expand a CEA into a cost-consequences analy-
sis. This is a variant of CEA whereby, instead 
of defining one single outcome, a range of out-
put measures is presented to decision makers, 
without judging which measure is the more 
relevant one.

5.2.2.2  Study Designs
The effects of treatments (and also costs) are likely 
to differ between individuals. Moreover, different 
individuals may undergo different treatment regi-
mens, experience the course of a disease differ-
ently, and respond differently to treatment. The 
quality of a CEA is often judged based on the qual-
ity of its underlying effectiveness assessment and 
the extent to which it manages to account for 
patient heterogeneity. Different study designs have 
different weaknesses.

In a randomized controlled trial (RCT) 
with adequate power and appropriate follow-up 

Table 5.1 Examples of outcome measures used in cost-effectiveness analyses in mental health

Clinical area Outcome measure Studies using the measure
Schizophrenia Clinical Global Impressions scale (CGI) [17] King et al. [18]

Positive and Negative Syndrome Scale for 
Schizophrenia (PANSS) [19]

Priebe et al. [20]

Investigators Assessment Questionnaire (IAQ) [21] King et al. [18]
Global Assessment of Functioning [22] Hastrup et al. [23]

Depression Beck Depression Inventory [24, 25] Hollinghurst et al. [16]; Kuyken 
et al. [26]; Maljanen et al. [27]

Hospital Anxiety Depression Scale (HADS) [28] Romeo et al. [29]
Cornell Scale for Depression in Dementia (CSDD) [30] Banerjee et al. [31]
General Health Questionnaire, 28-item version 
(GHQ-28) [32]

Woods et al. [33]

Time to relapse (using the Structured Clinical Interview 
for DSM Disorders) [34]

Kuyken et al. [26]; Kuyken et al. 
[35]

Dementia The Neuropsychiatric Inventory (NPI) [36] D’Amico et al. [37]
Cohen-Mansfield Agitation Inventory (CMAI) [38] Chenoweth et al. [39]
Quality of Life in Alzheimer’s Disease measure 
(QOL-AD) [40]

Woods et al. [33]; D’Amico et al. 
[41]; Orgeta et al. [42]

The Alzheimer’s Disease Assessment Scale – Cognition 
(ADAS-Cog) [43]

D’Amico et al. [41]; Orgeta et al. 
[42]

Substance abuse Addiction Severity Index (ASI) [44] McLellan et al. [45]
Days of abstinence (using the Global Appraisal of 
Individual Needs [GAIN]) [46]

McCollister et al. [47]; McLellan 
et al. [45]

Longest duration of abstinence (based on laboratory 
sampling)

Olmstead et al. [48]

Suicide Beck Scale for Suicide Ideation [49] van Spijker et al. [50]
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duration, health effects can be recorded on an 
individual patient basis and can later be causally 
attributed to the treatment. Adequate randomiza-
tion across treatment and control groups ensures 
that other characteristics that might cause differ-
ences in effectiveness (confounders) are equally 
prevalent in both groups. An RCT can also record 
resource use by individual patients, after which 
average costs and effects can be calculated [51]. 
However, RCTs can be costly to carry out and 
take a long time to complete. Further, depending 
on the nature of the trial, the outcomes are the 
products of treatment regimens conducted in 
ideal circumstances to assess whether the treat-
ment can work. Such trials are unlikely to be 
fully representative of the costs and outcomes of 
day-to-day clinical practice. This difference 
between efficacy and effectiveness needs to be 
considered carefully when relying on RCTs for 
CEA. More pragmatic RCT designs test the 
effectiveness of a treatment within routine clini-
cal practice settings [52], for instance, by avoid-
ing the imposition of rigid inclusion and exclusion 
criteria to reflect the real-world patient popula-
tion who would receive the treatment. An exam-
ple of a pragmatic trial in the mental health field 
is a pharmacological trial comparing classes of 
antipsychotic medications for people with 
chronic schizophrenia [53–55]. It is also impor-
tant to make sure that the control group actually 
represents the “do nothing” option that is imple-
mented in a particular setting, and that the addi-
tional benefit of a program is not overestimated 
or underestimated by comparing it to an irrele-
vant alternative (see also Sect. 5.2.4). Alternative 
study designs such as observational cohort stud-
ies have been advocated on the grounds that they 
can be carried out without the strictures imposed 
by randomization that may limit the generaliz-
ability of findings [56]. Observational studies 
provide information on the effectiveness of inter-
ventions and are important bases for CEAs. 
Attributing the outcomes of controlled but not 
randomized studies to the intervention of interest 
can, however, be affected by confounding due to 
a lack of random assignment of patients to treat-
ment and control groups. Selection bias has tradi-
tionally been a weakness of these designs, but 

alternative approaches involving statistical methods 
for creating “synthetic control groups” are coming 
into use [56].

When experimental studies are not feasible 
because of financial, practical, or sometimes even 
ethical concerns, modeling can be an alternative 
basis for economic evaluation analyses [57] ((see 
Chap. 7). Models can be used to project the evo-
lution of a condition in a population, based on a 
combination of available insights obtained from 
published estimates. A model allows a simplified 
depiction of possible consequences resulting 
from different treatment choices or events. Two 
popular techniques are decision trees [58], gener-
ally used for acute events, and Markov models 
[59], mostly used to synthesize events that require 
a longer time frame, as is often the case in mental 
health.

5.2.3  Discounting

It is important that the time frame considered in 
an evaluation is long enough so that it captures all 
relevant aspects of the alternatives under evalua-
tion. But costs and outcomes may occur on sepa-
rate time scales. In economic evaluation, it is 
standard practice to revalue costs and effects, 
depending on whether they occur at more distant 
or more proximate moments in time. The “present 
value” (PV) represents the contemporary value of 
a cost or outcome X occurring n years from now, 
depreciating at a yearly discount rate of r:

 
PV X

X

r n
( )

( )
=

+1  
Discounting can be contentious, especially 

when applied to health outcomes [60]. When it 
comes to costs, there are convincing reasons to 
account for time preference. First, the future is 
uncertain; various catastrophic events might 
occur that would invalidate projected future 
costs. Second, a sum of money at our disposal 
now can be invested and generate a larger amount 
later. If we were to pay a cost in the future but 
need to account for it now, we would only need to 
pay a fraction of it. Third, if people are wealthier 
in the future than they are now, a sum of money at 
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current prices would represent a smaller propor-
tion of the funds available later. Fourth, as addi-
tional units of income will at some point lead to 
decreasing marginal levels of utility, the relative 
sacrifice of that cost (its opportunity cost in terms 
of consumption of the forgone alternative) will 
likely be lower in the future. And fifth, people 
tend to have an innate pure time preference (or 
bias) for the present over the future. We prefer to 
enjoy life now and to pay later.

Whether these arguments for discounting costs 
also hold for discounting health outcomes is less 
clear. Health seems to be a normal (or even luxury) 
good, rather than one of necessity: as our income 
grows, we are likely to attribute higher values to 
extra health gains. Moreover, we cannot invest 
health over time like we can with money. And a 
pure time preference may be less pronounced for 
health than for costs (becoming sick now or in 10 
years vs. paying a cost now or in 10 years). On the 
other hand, health, as with money, arguably has 
decreasing marginal utility over time: an 85th year 
may be less valuable than a 65th one. Whether the 
extra gains from years lived in more prosperous 
times outweigh the decreased marginal utility of 
greater longevity is an open question. Also, not 
applying a discount rate for health gains while dis-
counting costs can create problems of inconsis-
tency and could lead to counterintuitive results. 
Every program seems better the longer it is post-
poned into the future (as costs would be discounted 
but health effects would not). And some interven-
tions (e.g., disease eradication programs) have 
benefits that last indefinitely. Refraining from dis-
counting these benefits would lead us to overinvest 
scarce resources in such programs. Last, plenty of 
empirical evidence shows that people de facto dis-
count health gains in practice, for example, smok-
ers who prefer short-term pleasure to long- term 
health.

Discounting can have a substantial effect 
when interventions aim to generate lasting and 
long-term effects, which is often the case in men-
tal health programs. Most guidelines propose 
using a well-defined discount rate for costs and 
often a smaller one for health effects, but recom-
mend presenting results with different rates as 
well [e.g., 61, 62].

5.2.4  Analytical Methods

5.2.4.1  Cost-Effectiveness Ratios
Combining (discounted) costs and effects, we 
can derive an average cost-effectiveness ratio 
(ACER), a marginal cost-effectiveness ratio 
(MCER), and – most often reported – an incre-
mental cost-effectiveness ratio (ICER).

The ACER expresses the total costs of an 
intervention per achieved health outcome, as 
compared with a baseline situation, which in 
many cases would be the current situation (usual 
care):

 
ACER

A

AA =
Cost intervention

Effects intervention  

The MCER expresses the changes in cost and 
effect within one program when it is expanded in 
scale (e.g., an education program that is rolled 
out in two regions instead of one). If the size of 
program is flexible, the MCER can give a useful 
indication of the economies of scale that can 
occur, which is informative in finding the optimal 
level of program provision:1

 

MCER

Aat Q
Aat

AQ
=

+
Cost intervention scale

Cost intervention sc1– aale

Effect intervention scale
Effect intervention

Q

Aat Q
Aat+1– sscaleQ  

The most common form of expressing the 
results of an economic evaluation is the ICER, 
comparing the costs and effects of the two most 
relevant interventions under evaluation. The 
ICER gives an indication of the extra (or incre-
mental) cost of one program for the extra effect it 
generates over another:2

 ICER
A B

Avs B =
Costs intervention Costs intervention

Effects in

–

ttervention Effects interventionA B–  

1 Strictly speaking, the “marginal” value of a variable is its 
rate of change (first derivative) with respect to quantity. 
This is equivalent to the formula provided if Q is suffi-
ciently large.
2 Note that when we are evaluating only one intervention 
and the comparator intervention is the “do nothing” 
scenario, the ICER is the same as the ACER.
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ACERs, MCERs, and ICERs can be repre-
sented on a “cost-effectiveness plane,” represented 
in Fig. 5.1. The plane has four quadrants, corre-
sponding to the four main possible outcomes of 
CEA. An intervention can be more costly and lead 
to fewer health gains than another one (quadrant 
NW); in this case the “do nothing” strategy is rep-
resented in the origin O. If so, the new intervention 
is said to be “dominated” by the other one (so we 
should do nothing). Conversely, if the new inter-
vention is less expensive but leads to better out-
comes, it is said to be “dominant” over the other 
strategy (quadrant SE). More difficult questions 
arise when one intervention is both more expen-
sive and more effective than the other (quadrant 
NE). In that case we need to judge whether paying 
more for better outcomes is “worth it.” Similarly, if 
an intervention is less costly but also less effective 
than the alternative, are the cost-savings worth the 
health losses (quadrant SW)? The question “is it 
worth it?” can only be answered when we have an 
estimate of the maximum monetary value of the 
health effect in question, for example, a societal 
willingness to pay per health effect (represented in 
Fig. 5.1 by the dashed line through the origin; see 
also Sect. 5.3).

Analysts need to be cautious when interpret-
ing cost-effectiveness ratios (CERs) with regard 
to whether the ratio represents the most relevant 
information. Several implementable strategies 
may be available, and not all ICERs are ulti-
mately meaningful. Figure 5.2 illustrates the dif-
ferent types of CERs and how to exclude 
irrelevant ones. The slopes of all lines connecting 
the points are all CERs. The slopes of the lines 
starting from the origin (the “do nothing” strat-
egy) represent the ACER of each strategy, 
 indicating how much the average gain in effect 
would cost in each strategy. A′ is intervention A 
scaled up by one unit. The dotted line connecting 
intervention A and A′ represents the MCER of A′ 
versus A, and doing this for the entire range of 
possible output levels provides information about 
the optimal level of program provision for A. In 
this case, the slope between A and A′ is smaller 
than the one between O and A, indicating econo-
mies of scale: the same health effect can be 
offered at a lower unit cost, for instance, because 
of the fixed costs of starting up the program. 
When several programs are available (A, A′, B, 
C, D, and X), the analyst must plot the costs and 
outcomes on the cost-effectiveness plane and 

Fig. 5.1 The cost-effectiveness plane
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eliminate those strategies that are dominated. In 
this example, interventions A, A′, X, and C are 
all dominated by B and D. A, A′, and X are 
“strictly dominated” by intervention B (i.e., B 
leads to better health outcomes at a lower cost). C 
is dominated by extension (“extended domi-
nance”) because the combination of strategies B 
and D is more cost-effective than C and leads to 
better health outcomes. The rationale for 
extended dominance is that a decision maker who 
is willing to pay the dominated CER of C can 
better pay the lower CER of implementing B 
combined with D, which leads to more health 
effects. The figure also illustrates how easy it can 
be to misrepresent the efficiency of a program by 
comparing it with the wrong comparator. An 
ICER that compares a new intervention A to an 
obsolete and irrelevant comparator X may make 
A appear favorable (the slope of the dotted line 
connecting both points is lower than the slope of 
the dashed cost-effectiveness threshold line 
through the origin), but in fact both strategies A 
and X are dominated. In Figure 5.2, the relevant 
ICERs to be reported and considered by the deci-
sion maker are B versus O and D versus 
B. Compared with the threshold, B versus O is 
clearly cost-effective, whereas D versus B is not. 
In general, the intervention with the smallest 
slope is the most cost-effective one and should be 
implemented first, followed by the one with the 

smallest slope starting from that intervention 
onward, and so on.

Note: The slope of the lines in Fig. 5.2 are all 
CERs. Average CERs represent the cost per 
health effect achieved by a program (e.g., the 
slope of OA). Marginal CERs represent the 
change in cost-effectiveness when the scale of a 
program is varied (e.g., AA′). Incremental CERs 
represent the extra cost per extra health effect of 
one program versus another (e.g., OB or DB). An 
ACER is a particular case of an ICER (i.e., a 
comparison with the “do nothing” scenario)

5.2.4.2  Net Benefits
Some studies prefer to express cost-effectiveness 
results as “net benefits” rather than as ICERs 
because the latter is a ratio instead of a single num-
ber, which has a number of analytical disadvan-
tages and is more difficult to interpret. For instance, 
as a ratio, the ICER does not give an indication of 
the scale of the programs being considered. Also, 
ICERs falling in the southeast and northwest quad-
rants of the CE plane (Fig. 5.1) will have the same 
(negative) sign, although we would want to adopt 
the former (more effective/less costly) intervention 
but not the latter (less effective/more costly). 
Moreover, for statistical analyses, net benefits can 
be easier to work with than ICERs. Net benefits 
incorporate the threshold willingness-to-pay value 

Fig. 5.2 Cost-effectiveness 
ratios of different strategies
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for a gain in health outcome (to which CERs other-
wise need to be compared in order to assess whether 
they are too expensive). Net benefit is calculated by 
subtracting the incremental costs of the programme 
(ΔC) from the monetary equivalent (WTP[E]) of 
the achieved incremental health gain (ΔE) it would 
generate. A value above zero indicates a net gain, 
and a negative value indicates a net loss.

 Net WTP E E Cbenefit = -( )*D D  

The net benefit approach resembles CBA, 
which also expresses both costs and effects in 
monetary values. CBA (see Chap. 4), however, 
typically allows the patient to do the valuing of 
the health effects, whereas net benefits usually 
represent a valuation of health gains by the gen-
eral public (welfarism vs. extra-welfarism; see 
Chap. 9). If so, CBA implies an overall valuation 
of all the specific consequences of the program 
(including highly particular effects on individual 
patients’ quality of life, such as improved social 
life; ability to work, parent, participate in sports; 
and the degree to which these particular aspects 
matter to a patient), whereas net benefits based 
on social valuations only provide generic values 
for the particular health consequence that was 
measured.

5.2.5  Uncertainty

A combination of inputs on costs, outcomes, and 
probabilities leads to a point estimate of the 
incremental cost per outcome of one intervention 
versus another (as illustrated in Fig. 5.1). But the 
accuracy of this estimate depends on the degree 
of uncertainty that is embodied in the underlying 
observations and calculations, and it would be 
misleading not to report this uncertainty in the 
final results.

Three sources of uncertainty can be distin-
guished [61]. The first is parameter uncertainty: 
uncertainty in the input variables that are used. 
This is mainly the result of sampling and mea-
surement error, in that the observed estimates are 
at best only an approximation of the “real” value 
of a parameter. Second, there will be structural 
uncertainty, related to uncertainty in the model-

ing approach or the trial design. For instance, are 
any disease outcomes ignored in the model or the 
trial? Are disease outcomes or treatment out-
comes really independent, as is assumed in the 
analysis, or do different arms of the trial or 
branches of the decision tree in reality interact? 
And finally, there is methodological uncertainty. 
Are the methods used in the CEA sufficient to 
measure the costs and outcomes of an interven-
tion? For instance, is the outcome chosen the 
most relevant for measuring health gain in a par-
ticular area? Is it sensitive enough to reflect 
meaningful changes in outcomes? Do discount 
rates represent social time preferences? Should 
indirect costs be considered and, if so, how? This 
more general type of uncertainty about how to 
measure the efficiency of an intervention cannot 
easily be solved and is most relevant to the cor-
rect interpretation of the results (see Sect. 5.3).

The effect of parameter and structural uncer-
tainty can mostly be analyzed via “sensitivity 
analysis” (see Chap. 7), exploring the impact on 
the estimated CER of making different assump-
tions in terms of models and parameters. 
Structural uncertainty can be addressed by 
exploring the effect of different model structures. 
Parameter uncertainty can be dealt with by 
changing the value of particular inputs. In uni-
variate, deterministic sensitivity analysis, alter-
native values are used for an individual key model 
parameter (e.g., the price of a drug). In multivari-
ate, deterministic sensitivity analysis, the effect 
of changing many assumptions at the same time 
is explored (also called a “scenario analysis”). 
These alternative values are still determined by 
the analyst.

In probabilistic sensitivity analysis, statistical 
distributions are added to variables from which 
random values are drawn (e.g., 10,000 random 
picks). These iterations lead to a “cloud” of cost- 
effectiveness estimates (10,000 estimates) across 
the four quadrants of the CEA plane, which gives a 
general indication of the location of the “real” 
ICER, given the statistical distributions of the vari-
ables used. The magnitude of this cloud indicates 
the extent of the uncertainty that is embodied in the 
ICER. It also shows whether mainly outcomes or 
costs are uncertain, or both. Figure 5.3 illustrates 
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this. In panel A, costs and effects are equally uncer-
tain. A cloud resembling a horizontal ellipse (panel 
B) indicates that the variation in outcomes is 
greater than the variation in cost estimates. In panel 
C, effects are more certain than costs. Costs and 
effects can also be correlated. Panel D represents a 
situation where costs and effects are equally uncer-
tain but positively correlated.

Sensitivity analysis can be used to identify the 
main drivers of the results and the inputs for 
which further research can reduce uncertainty. 
For instance, it can demonstrate that the most 
influential variable in the cost-effectiveness of an 
antidepressant is the effectiveness of the drug in 
the patient group younger than 60 years of age. 
Consequently, those who interpret the CEA need 
to judge the certainty of the particular value of 
that parameter that was used in the study. If there 
is substantial uncertainty about this estimate, an 
additional “value of information analysis” (VOI) 
can be performed to establish the monetary value 
of acquiring additional information (i.e., cer-
tainty) on that specific parameter, which can con-
sequently be compared with the extra research 

cost of obtaining it [62, 63] (see Chap. 7). VOI 
can be used to aid decision makers by demon-
strating how much it would cost to reduce the 
uncertainty surrounding the resource allocation 
decision (e.g., by increasing the sample size), and 
whether the cost is worth incurring, versus mak-
ing that decision on the basis of the presently 
available information [64]. For an example of the 
use of VOI in the mental health field, see the 
work by McCollister and colleagues [47].

A convenient way to graphically represent 
the uncertainty involved in an ICER is the “cost- 
effectiveness acceptability curve” (CEAC), which 
is illustrated in Fig. 5.4. CEACs are a different 
way of representing cost-effectiveness clouds and 
visualize, for every willingness-to- pay threshold 
per outcome gained, the proportion of ICER esti-
mates that would fall below that threshold; put 
another way, CEACs show the probability that the 
net monetary benefit is greater than zero at each of 
a range of potential willingness- to-pay values. 
This point is illustrated in Fig. 5.4, where 50% of 
the estimated ICERs of one intervention over 
another lies below the threshold willingness-to-pay 

Fig. 5.3 Cost- effectiveness clouds
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value of £30,000. This means that a decision 
maker has a 50% chance that the intervention will 
offer good value for the money and a 50% chance 
that it will be too expensive, relative to that spe-
cific threshold value.

To conclude this section, most countries have 
developed practical guidelines for analysts on 
how to handle the technical assumptions and con-
troversies related to quantifying costs, effects, 
uncertainty, and results [65, 66].

5.3  Interpretation

Once presented with the results of a CEA, a deci-
sion maker is faced with the task of assessing and 
interpreting the evidence at hand. The decision 
maker must assess the quality and also the use-
fulness of the evidence. We address these issues 
in turn.

First, what is the quality of the study in 
assessing the real “value for money” of the inter-
vention? Is uncertainty properly accounted for? 
Are the options under evaluation clearly defined 
and described? Are differences in reported costs 
and effects between interventions fully attribut-
able to the interventions or also to unreliable or 
invalid methodologies, which is less desirable? 
Are important categories of costs neglected? As 

mentioned, economic evaluations of mental 
health interventions may be particularly sensi-
tive to the perspective adopted in the analysis, 
and an atypical cost profile often occurs in men-
tal health. Such broader costs can be estimated, 
but often with a degree of uncertainty. Are all 
relevant outcomes captured? CEA uses specific 
effect measures that may focus on only one 
aspect of an illness and neglect other important 
outcomes. It may also fail to capture the adverse 
effects of a treatment.

Second, assessing whether an intervention is 
cost-effective (i.e., it is “worth it”) requires a 
benchmark – a cost-per-effect threshold – that 
distinguishes health benefits that come at a “rea-
sonable” cost from those that are excessively 
costly. Benchmarks or threshold values for a life 
year in full health (a QALY) exist in several 
countries, but typically not for condition-specific 
health outcomes. This immediately brings us 
back to the main weakness of CEA in providing 
information on efficient resource allocation. CEA 
allows assessments of efficiency at a local level, 
within the budget available for a condition or to 
achieve a particular outcome. But ultimately, a 
more general idea of the value of one particular 
type of effect (e.g., one depressive episode) in the 
overall picture of health and well-being is still 
required to assess whether costs are acceptable. 

Fig. 5.4 Cost- 
effectiveness 
acceptability curve
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How many other health gains, products, or ser-
vices is a society willing to give up for a gain in 
one particular mental health outcome? This limi-
tation of CEA is relevant in the context of mental 
health, where there remains a major challenge to 
obtain funding that is proportionate to the disease 
burden associated with mental health disorders. 
Mental health interventions are often seen by 
policymakers as less important than physical 
health interventions, as the prevailing conception 
of health and sickness is still predominantly a 
biomedical one. CEA, constrained to particular 
mental health specialties, cannot address issues 
of allocative efficiency across the wider spectrum 
of healthcare specialties.

Last but surely not least, an efficient alloca-
tion of the available resources will maximize 
achievable health effects under budget con-
straints. But this outcome is not necessarily the 
most desirable one from a social or an ethical 
perspective. It does not acknowledge the rela-
tion of health programs with other important 
objectives of healthcare, including tackling 
health inequities; promoting respect for indi-
vidual autonomy, dignity, and patient prefer-
ences; personal responsibility; solidarity with 
the worst-off groups in society; or even bio-
ethical considerations about the moral desir-
ability of particular technologies [67]. There 
may be good reasons why a less efficient pro-
gram still deserves funding, or why an efficient 
strategy is not desirable. However, CEA would 
indicate that accommodating and upholding 
other ethical values would come at a higher 
opportunity cost. This point is discussed in fur-
ther detail in Chap. 10.

5.4  Conclusion

CEA is of most use in situations where (a) a bud-
get holder needs to make allocation decisions 
among a number of options within a particular 
clinical field (or has “ring-fenced” money to 
spend), and (b) there is a clear measure of 
success. It is increasingly used to complement 
evidence of the efficacy and effectiveness of 
interventions in order to demonstrate that the 

costs of an intervention are also proportionate to 
the gains achieved. In the context of mostly fixed 
and pressurized healthcare budgets, these consid-
erations of efficiency become increasingly rele-
vant. Given its increasing effect on 
decision-making, it is important that individuals 
who work in the field of mental health policy are 
familiar with the primary components and 
assumptions of CEA, the complexities inherent 
to the methodology, and the particular challenges 
that occur when it is applied to the context of 
mental health.

Key Messages

• CEA compares the costs of implementing 
a mental health program with its achieved 
outcome. In contrast to CBA or CUA, this 
outcome is defined in terms of natural 
units that are specifically relevant to a 
particular disease area.

• CERs provide an indication of the effi-
ciency of resource allocation within a par-
ticular disease area. What do competing 
programs cost per health effect achieved? 
Or, vice versa, per amount invested in a 
program, how much improvement in 
health effects can be “bought”?

• Results are sensitive to the costing perspec-
tive that is adopted and to whether all rele-
vant costs are considered. As atypical cost 
patterns may emerge in mental healthcare, 
this is an important point to highlight.

• Cost-effectiveness estimates embody 
large uncertainties, but methods exists 
to account for these. The quality of a 
study can often be judged by the extent 
to which this uncertainty is dealt with.

• Cost-effectiveness estimates provide 
useful but nonetheless complex infor-
mation to an already difficult decision-
making process, and they do not “make 
decisions.” To avoid oversimplification, 
attention must be paid to the correct nor-
mative interpretation of study results.
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