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v

Mental disorders represent a huge burden and high costs to society, affecting 
all aspects of a nation’s development, causing intangible suffering to many 
people, and hindering humankind’s well-being. Notwithstanding this obvious 
reality, investments in preventing and treating mental disorders are still scarce 
and disproportionate to their deleterious consequences.

Over the past decade, stakeholders from multiple international organiza-
tions such as the World Health Organization, the World Bank, the United 
Nations, the Organisation for Economic Co-operation and Development, and 
the Lancet Commission on Investing in Health have been warning about the 
need for efficient use of resources to tackle mental disorders, developing 
global policies aligned with 17 goals of sustainable development. Regarding 
this scenario, the discipline of Health Economics brings a valuable body of 
knowledge to help create mental health policies that optimize the use of 
scarce resources to maximize the promotion of mental health and well-being 
in society and to decrease negative externalities caused by mental disorders.

However, health economists are rare or nonexistent in the majority of low- 
and middle-income countries, which need even more optimization of scarce 
resources than high-income countries. Despite the growing popularity of 
terms such as cost-effectiveness, cost-benefit, disability-adjusted life-year, 
and quality-adjusted life-year in global health policy agenda, a remarkable 
gap exists between the need for efficient allocation of resources and the num-
ber of economic evaluations produced in academic research in such coun-
tries. A growing willingness has been observed among researchers to add an 
economic component to their mental health studies, though many non–econ-
omist researchers are significantly ignorant of the principles of health eco-
nomics and relevant research methods. Moreover, the available literature in 
Health Economics is written using specific jargon and complex mathematical 
formulas that are not easily understood by mental health researchers and 
non–health economists.

In this regard, this book has the goal of reducing this gap between the 
Health Economics and Mental Health disciplines, allowing mental health 
researchers and non–health economists to acquire knowledge of the basic 
principles of health economics and to be able to apply this knowledge in their 
research in a local context or in collaboration with other research centers. It 
is a paramount that low- and middle-income countries produce national 
health economics data to guide health policies based on real scenarios and 
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cultural values. Moreover, the spread of health economics principles may 
help establish partnerships with health economics centers around the world.

Therefore, our goal is not to produce yet another book of deep technical 
knowledge on Health Economics, but rather to invite health economists, men-
tal health professionals, and other researchers to discuss the advantages and 
limits of Health Economics as they apply to mental health disciplines. We 
acknowledge that the basic methods and principles of health economics are 
similar for the health field, but mental health has additional demands and 
obstacles that require more discussion on specific issues.

We divided this book into four main sections. The first is related to meth-
odological aspects and theoretical principals of Health Economics, the sec-
ond focuses on studies of determining costs of mental health services, the 
third section provides a methodological overview of cost-effectiveness stud-
ies in Mental Health, and the last section raises the main issues related to the 
economic and social burdens of mental disorders to be addressed by mental 
health policies.

It is our great pleasure and honor to develop this book in partnership with 
the most outstanding health economics centers in the world and with our 
amazing colleagues from Psychiatry and other mental health disciplines. 
Therefore, this book has been written by contributors with diverse profes-
sional backgrounds and different perspectives, who are willing to show mul-
tiple views of Health Economics and discuss their application in Mental 
Health research.

Denise Razzouk
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Economics
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Abstract

Health Economics (HE) emerged in healthcare in the 1950s but was only 
applied in Mental Health mainly after the 1990s. One of the reasons for 
such a delay was the previous approach to psychiatric care based exclu-
sively in hospitals. With the shift from a hospital to community care model, 
and with the availability of new, expensive treatments and a growing 
demand for treatment, HE became a powerful tool to guide mental health 
policies and to assess the costs and benefits of mental health interventions. 
HE has its origins on the principles of the welfare theory, which aims to 
maximize welfare (well-being and happiness) underpinned by a cost-ben-
efit analysis. Because methodologies measure health in monetary units, the 
health sector adapted economic principles to an extra- welfarist approach 
through cost-effectiveness and cost-utility analyses in order to maximize 
health outcomes and guide public health resource allocation. In this chap-
ter we present the main concepts of HE and how economic principles can 
be applied in mental health care. Economic evaluation is the most impor-
tant method to verify benefits over costs, demonstrating which of several 
alternatives is the best value for the money. Regarding some peculiarities 
of mental health care, this chapter raises some challenging issues of apply-
ing HE methods and how the social and economic burden of mental disor-
ders exert influence on the type of economic evaluation chosen.

D. Razzouk (*) 
Centre of Economic Mental Health, Department  
of Psychiatry, Universidade Federal de Sao Paulo,  
Rua Borges Lagoa 570 1, andar Vila Clementino,  
São Paulo 04038-000, Brazil
e-mail: drazzouk@gmail.com
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1.1  Introduction to Mental 
Health Economics

Mental Health encompasses multiple disciplines 
such as Psychiatry, Psychology, Occupational 
Therapy, and other related disciplines. This book 
focuses on the economics of the most burden-
some mental disorders and some mental health 
problems related to social and economic risk 
factors. Mental disorders place a huge economic 
burden on society, and in this regard Health 
Economics (HE) offers valuable knowledge for 
evaluating whether scarce resources are effi-
ciently applied to obtain the best results. Almost 
three decades from the Global Burden of Disease 
study in the 1990s [1], stakeholders, researchers, 
and policymakers have been discussing the need 
for increased investments in mental health care 
worldwide. There is now a consensus that mental 
disorders are one of the leading causes affecting 
well-being and productivity, ultimately hinder-
ing the potential of a nation’s mental capital [2].
Mental health has recently been included as a 
priority in the agenda for the 17 sustainable 
development goals [3]. Therefore, it is time to 
discuss how scarce resources will be applied in 
mental healthcare. This book aims to present 
Health Economics principles for professionals 
involved in mental health research and mental 
health policy.

HE has been applied to healthcare for more 
than five decades; although some studies of HE 
and Mental Health were published between the 
1960s and 1980s, the growing interest in applying 

HE principles in Mental Health was mostly noticed 
after the 1990s [4]. Among the reasons for the 
delay in incorporating economic components in 
Mental Health are seven important factors [5, 6]:

• Mental health care was delivered exclusively 
in psychiatric hospitals in the 1950s and 
1960s, and budgets were specifically allocated 
for it.

• During that period, few treatments were 
available.

• In general, people did not have information 
about mental disorders or about the existence 
of efficacious treatment for them, leading to a 
low demand for treatment.

• Research in psychiatry suffered limitations 
until the development of standardized 
 instruments and diagnostic systems, mainly 
in the 1980s.

• The growing burden of mental disorders was 
initially brought to light by the World Health 
Organization in the 1990s [7] (see Chap. 25).

• The shift of mental healthcare from a hospital- 
based model to a community healthcare model 
increased coverage and the availability of ser-
vices and interventions, though the costs of 
services also increased [8] (see Chap. 15).

• New medications, most more expensive than 
older ones, emerged especially after the 1990s.

Despite the growing number of economics 
studies in Psychiatry and Mental Health, some 
peculiarities in this domain challenge the appli-
cation of HE principles. In this chapter we pres-
ent the main concepts of HE and discuss how 
these principles might be applied in Psychiatry 
and Mental Health. Also, we discuss the main 
methodological challenges and consequences of 
using economic analysis in these areas.

1.2  The Birth of Health 
Economics

The context in which HE emerged as a discipline 
in the 1950s was characterized by two factors, 
according to Selma Mushkin [9]: the first was the 
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development of new medicines for infectious dis-
eases, which led to lowering mortality rates; the 
second factor was the increased life expectancy 
caused by improved treatments. These two factors 
influenced the costs of health care because more 
people became eligible to benefit from the new 
treatments, resulting in greater demand for health 
services and consequently increasing the costs of 
health services.

Therefore, HE initially emerged in the United 
States as a tool to help health managers and the 
government deal with the growing demand for 
health services. Faced with this challenge, bioeth-
ics and economics domains also raised two other 
issues: the former focused the discussion on the 
moral right of people to have access to healthcare, 
and the latter focused on the  efficiency of the allo-
cation and distribution of resources to provide 
healthcare for those in need [10]. Yet, during this 
period, economists tried to demonstrate the impor-
tance of investing in health as one crucial factor to 
increase human productivity in the workplace [11] 
and to provide benefits to the whole of society.

After World War II, the growing development 
of decision-making theories led to the adoption 
of rational theory choice based on scientific prin-
ciples to formulate health policy, allocate 
resources, and provide equity in healthcare [12].

In summary, the scarcity of resources to sup-
ply the growing needs and demands of the people, 
added to the increased life expectancy and the 
exponential increase in health costs, allowed HE 
to flourish, moving toward improving healthcare 
efficiency through rational resource allocation. 
HE is not aimed at reducing costs, but to optimiz-
ing costs and benefits to achieve the best value for 
money [13]. As Knapp [14] states, “The differ-
ence between economic and other evaluations is 
the meaning attached to the term worthwhile.”

1.2.1  Economic Concepts 
and Principles of Health 
Economics

Economics is a social science aimed at analyzing 
societal values, preferences, and choices as they 

relate to the production of goods and services 
and, ultimately, to the best use of societal 
resources to maximize benefits and welfare. In 
other words, the economic perspective focuses 
on how society decides to produce, use, and 
 distribute its resources toward meeting its goals 
for the greatest number of people [15, 16].

Multiple economic schools of thought exist, 
but it is beyond the scope of this chapter to 
 present them all; instead, we present some 
 concepts that originated from the classic era of 
economics, in the eighteenth century, because 
they provide some understanding on the concepts 
used in  neoclassic economics, which mainly 
emerged in the twentieth century and substan-
tially  influenced the HE framework.

HE has been defined as a branch of  economics, 
and its framework is embedded in welfare  theory; 
that is, the resources produced by the society are 
always scarce and they should be used efficiently 
to maximize benefits [10] (see Chaps. 4 and 10).

1.2.2  Welfare Theory

Welfare economics addresses social welfare, 
which is sometimes understood as well-being, 
and this framework is the basis for some public 
health policies and decisions regarding how to 
allocate resources to produce the maximum 
social welfare [17]. In other words, welfare 
means adopting efficient strategies to satisfy all 
societal objectives [18].

The welfare theory has been affected by dif-
ferent influences over time since the classical 
period of economics [17]. Of interest in this book 
are two main influences: one is “old welfare eco-
nomics,” influenced by utilitarianism, which 
focused on maximizing pleasure/happiness; the 
second is the new welfare economics, which 
was influenced by neoclassical economics and 
focused on maximizing social welfare through 
efficient allocation of resources under Pareto’s 
rules. Overall, the principle of this theory entails 
the following concepts: scarcity of resources, 
opportunity costs, utility, maximization of wel-
fare, and efficiency.

1 Introduction to Mental Health Economics
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1.2.2.1  Scarcity of Resources
From an economic perspective, resources are 
always scarce because the demand (“wishes” and 
“wants”) to achieve a benefit (good or service) is 
always greater than the resources to supply it [16]. 
Once resources are always scarce, society is obliged 
to make a rational decision (choice) on how to use 
the resources to achieve the maximum benefits.

1.2.2.2  Opportunity Costs
Each choice implies a gain of one benefit and a 
loss of the forgone benefit. Therefore, every deci-
sion has an opportunity cost, which includes the 
value of the benefit not chosen and the costs asso-
ciated with losing it. This term was introduced in 
1914 by the economist Friedrich Freiherr von 
Wieser in order to affirm that the costs of one 
good or service would not correspond only to the 
production costs of goods and services, as was 
the dominant view at that time. Instead of cost 
production, the opportunity costs would be 
directly linked to the buyers (demand) and how 
they would choose to pay for one good over 
another according to their preferences [19].

The concept of opportunity costs is crucial for 
economic analysis and decision making because 
resource allocation has direct consequences on 
people’s lives and health (see Chaps. 8, 9, and 10). 
It is important to bear in mind that, in healthcare, 
any resource allocation favoring one group with 
one specific disease would not be addressed for 
another group with another disease yet similarly in 
need. Cost is the value of a benefit, or how worth-
while it is. Hence, the cost of not treating condi-
tions (and not promoting health gains) among the 
latter group corresponds to opportunity costs.

Another example of an opportunity cost is the 
time spent by families in caring for a family 
member with dementia. The family could spend 
its time in leisure or working instead of caring for 
the patient; in this case, the “value” of time spent 
caring for the family member (informal care) cor-
responds to opportunity costs (see Chap. 17).

1.2.2.3  Utility
Utility is an concept that was initially used in 
Jeremy Bentham’s utilitarianism theory to 
define the amount of pleasure or satisfaction one 

individual obtains when making a rational choice 
between two or more alternatives (for example, 
buying goods or services) [20, 21] (see Box 1.1). 
The assumption with this choice is that  individuals 
 prefer “things” that bring them “more happiness 
and pleasure” over those that cause pain.

Hence, from an utilitarian perspective, 
 consumers know which utility is best for them, 
and individuals’ choices thereby reveal 
 individual preferences, in that people express 
their preferences through their actions  (choosing 
something in particular, for example) [22]. 
Consequently, it would be possible to quantify 
and compare utilities by verifying individual 
preferences and choices. In this case, utility was 
defined as a cardinal variable, and the value of 
pleasure given to each choice would be verified 
based on its intensity, duration, uncertainty, and 
propinquity [22, 23]. Considering the health 
domain, utility corresponds to an individual’s 
preference for one desired health outcome.

Box 1.1 Utilitarianism Principles: 
Jeremy Bentham

• Each individual knows what is best for 
him/herself (consumer sovereignty)

• Utility is a cardinal measure, and to esti-
mate the value of pleasure and pain, it is 
necessary to verify its intensity, dura-
tion, and uncertainty.

• The principle of utility is guided by the 
action increasing or reducing overall 
happiness/pleasure.

• Each individual chooses rationally and 
should make decisions about his/her 
own welfare.

• Society prefers maximizing pleasure 
and minimizing pain.

• Societal welfare is the sum of all indi-
vidual utilities.

• Maximizing pleasure is to choose an 
action producing “the greatest pleasure for 
the greatest numbers” (consequentialism).
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However, criticisms of the feasibility of 
 measuring utility at a cardinal level led to a new 
definition of utility during the neoclassic econom-
ics period, and other levels of utility measurement 
were proposed: the ordinal level, probabilistic 
measurement, and mathematical function.

1.2.2.4  Welfare Maximization
Society decides how to achieve maximum 
 welfare according to its values and utilities. 
Thus welfare maximization is related to the 
extent to which public policies should or should 
not intervene to promote global welfare. The 
concept of maximizing welfare has varied from 
maximizing the happiness of the majority—as 
in utilitarianism—to maximizing wealth or the 
amount of physical goods to more recently max-
imizing health, as in Health Economics [22]. 
The mechanisms involved in targeting welfare 
maximization depend on two main macro-
economic principles: the noninterventionist 
approach (free market) and the interventionist 
approach (income transfer and correcting mar-
ket failures).

1.2.2.4.1  Old Welfare Economics: Classical 
Utilitarianism and the 
Maximization of Pleasure

Welfare theory has its origins during the 
Utilitarianism period. Jeremy Bentham (1748–
1832) defined the main goal for society as the 
maximization of pleasure (“happiness”) and the 
avoidance of pain. From a utilitarian perspective, 
an individual pursues happiness and should be 
able to maximize his or her happiness by making 
rational choices according to his or her 
 preferences (utilities) (see Box 1.1). Then, the 
sum of utilities for all individuals compose the 
total welfare. The main classical utilitarian prin-
ciple to maximize welfare was “the greatest hap-
piness for the greatest number.” Therefore, 
maximizing happiness was maximizing the total 
sum of happiness (utility) for the majority, which 
does not mean maximizing and distributing util-
ity at the individual level. This perspective is con-
sequentialist because actions and choices are 
driven by the outcomes; that is, actions are only 
evaluated according to their results. It is also a 

deterministic approach, in that Bentham defended 
that human beings were driven by pleasure and 
pain; that is, all human behavior is oriented 
toward maximizing pleasure and avoiding pain.

On the basis of classical utilitarianism, 
 maximizing welfare would be driven by the 
 government in an attempt to maximize the sum of 
utilities for the majority.

Taking the concept of diminishing marginal 
utility as defined by Daniel Bernouilli in the 
 nineteenth century—people’s net happiness 
 (utility) diminishes as they acquire more units of 
the same benefit—Bentham warned that rich and 
poor people do not get the same satisfaction from 
the same amount of benefit. For instance, if we 
give a rich person US$1.00, he or she would be 
less satisfied (get less utility) than if we give 
US$1.00 to a poor person; in this case, a rich 
 person would need more “dollars” to become as 
satisfied as the poor person. According to this 
rationale, it would be easier to maximize welfare 
if utility is improved for the poor people, 
 distributing the resources from the rich to the 
poor people with a goal of egalitarian distribution 
of resources. However, Bentham warned about 
the inverse effect, whereby rich people would 
stop producing utilities in order to not donate to 
poor people. He raised a controversial concept of 
practical equality in which the government would 
be able to distribute resources to the poor without 
triggering rich people to stop producing utilities.

1.2.2.4.2  Neoclassic Welfare Economics: 
Pareto’s Allocative Efficiency and 
Maximization of Social Welfare

The lack of clarity and possible solutions in the 
utilitarian view of distribution issues led  neoclassical 
economists to abandon this issue. Instead, they 
focused solely on how the market works.

Free Market, Perfect Competition, 
and Marginal Utility
The neoclassic era emerged from a “marginalist 
revolution” at the end of the nineteenth century. 
The neoclassic scenario was influenced by 
 capitalist principles, which emerged in the 
 eighteen century with the notion that the market 
was self- regulated (free market), achieving an 
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equilibrium through a balance between supply and 
demand; that is, to use the words of Adam Smith, 
the market was regulated by an “invisible hand” 
[21]. According to this principle, perfect competi-
tion through the supply-demand rule would lead 
to utility maximisation. Then, society’s wishes 
(demand) and preferences would  determine the 
value of obtaining a service or good. On the other 
hand, the availability of such services and goods 
(supply) would influence the price (value) of 
products and services according to the  magnitude 
of the demand for them. Adam Smith defended the 
idea that all individuals act on their own 
 self-interest, and in perfect market  competition 
(Fig. 1.1), this self-interest is converted to a 
 common good, emphasizing the concepts of 
“value in exchange” and “marginal utility.” In the 
other words, Adam Smith’s assumptions related to 
the concept of margin value (the cost of an 
 additional unit) rather than the total sum of 
 utilities. Marginal utility depends on the scarcity 
of resources, and each additional unit has a mar-
ginal cost corresponding to the benefit or utility 
gained by one additional unit. Therefore, choices 
and preferences give more value to scarce goods.

Utility in the Neoclassic Period
The shift from the old to the new welfare eco-
nomics faced various main changes: (a) utility 
was defined as an ordinal variable, instead of a 
cardinal variable, as in classical utilitarianism; 
(b) individuals’ utility was not comparable and 
was not measurable; (c) maximizing welfare 
becomes a product of allocative efficiency 
obtained under perfect market competition (see 
Box 1.2). Maximizing social welfare, then, was 
linked to the allocation of resources to achieve 
the best value for money—in other words, an 
allocative efficiency of scarce resources (see 
Chaps. 8 and 10).

Pareto’s Efficiency
The concept of efficiency in the welfare theory 
is based on the Pareto's efficiency (or Pareto's 
optimal) for resource allocation, developed by 
Vilfredo Pareto (1848–1923). The efficiency 
(E) is achieved when it is not possible to pro-
duce any additional Pareto's improvement 
(Fig. 1.2). In other words, any change after 
achieving efficiency would make a person 
worse off.

Fig. 1.1 Welfare framework in perfect market competition
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Pareto’s improvement criterion is shown in 
Fig. 1.2; when moving from A to B to C through to 
E, all these movements produce improvement 
(utility gain) for both peoples A and B. This means 
that given two or more alternatives producing ben-
efits (exchanging goods, for instance), a choice 
would lead to an improvement (utility gain) if it 
produces gain (“better off”) for one  individual  
(A or B) without causing harm or loss (“worse 
off”) to another individual (A or B) [24]. This con-
cept is based on some of Pareto’s  assumptions 
[18]: (a) an individual is the best judge of his or 
her own well-being, (b)  individuals make choices 
through rational  decisions, (c) the best alternative 
is  making someone better off without making 
another worse off (Pareto’s improvement), (d) no 
externalities are involved. All these assumptions 
are not met by the market in healthcare. However, 
Pareto’s efficiency is achieved only with perfect 
market competition, though that is not the case in 
healthcare. A modification of the Pareto's criterion 
was proposed in the 1930s by Nicholas Kaldor and 
John Hicks in their Kaldor-Hicks compensation 
criterion test or, alternatively, the potential Pareto’s 
criterion, described in the Chap. 4.

1.2.2.5  Efficiency
The term efficiency has been used in different 
contexts, assuming multiple meanings  according 
to the field of knowledge. For  economists, the 
term efficiency is directly related to the idea of 
the best use of resources achieving optimal 
 benefits [25]. In Health Sciences, however, 
 especially in research, applies three different 
concepts, which are frequently misused in terms 
of semantics and as defined in the literature: effi-
cacy, effectiveness, and efficiency [26] (Box 1.2). 
However, the term efficiency can be used in three 
situations: technical efficiency, productive effi-
ciency, and allocative efficiency [25] (Box 1.3).

1.3  Application of Economic 
Principles to the Health 
Sector

In 1963, Kenneth Arrow [27], considered to be the 
pioneer of HE, wrote a paper entitled “Uncertainty 
and the Welfare Economics of Medical Care,” in 
which he highlighted that the health sector could 
not be regulated exclusively by a competitive mar-

Fig. 1.2 Pareto’s Pareto 
improvement criterion
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ket, as is usually applied to other goods and ser-
vices, because of the high degree of uncertainty of 
disease outcomes and treatments, and because of 
the lack of customer information on healthcare 
(information asymmetry).

Arrow argued that health was not a commod-
ity and, consequently, healthcare maximization 
was not compatible with the principles of perfect 
market competition (Table 1.1) because there 
was market failure in the healthcare field, leading 
to imperfect competition and externalities. He 
defended that because of “market failures” and 
“imperfect competition” in healthcare, non–
market institutions would be able to correct these 
market inefficiencies, or in other words, the state 
should regulate them.

At the beginnings of HE, this welfarist 
approach dominated, and cost-benefit analysis 
(CBA) was the main focus of this theory. 
However, because of methodological difficulties 
in measuring health outcomes in monetary units, 
as required in CBA, the extra-welfarist approach 
emerged exclusively in healthcare, allowing 
methods such as cost-effectiveness and cost- 
utility analysis to become dominant over CBA 
(see Chaps. 4, 5, 6, 9, and 10).

Box 1.3 Classification of Efficiency [25]
Technical efficiency is used to optimize 
resources (inputs) to obtain the same out-
come using fewer resources. This is a way 
of avoiding resource waste.

Productive efficiency is related to cost- 
effectiveness, that is, comparing the costs 

and outcomes of available alternatives and 
choosing the one producing similar out-
comes with lower costs or producing better 
outcomes that justify the costs. The goal in 
this case is to maximize (health) 
outcomes.

Allocative efficiency is a concept related 
to welfare and resource allocation within 
the broader context of decision making. 
The goal is to maximize benefits for the 
whole society.

Table 1.1 Differences between perfect and imperfect 
market competition

Perfect competition 
principles Imperfect market competition

Free market, 
self-regulated

Market failures (e.g., 
healthcare)
Need for external regulation 
(e.g., government)

Individual spontaneous 
demand for services or 
goods in order to get 
“satisfaction”

Individual does not pursue 
satisfaction; demand is 
irregular, unpredictable, and 
represents risk to individual life

Symmetry of 
information about 
goods and services

Asymmetry of information: the 
nature of health services 
implies complex and technical 
decision making and 
procedures, and patients are 
not able to judge the quality of 
physicians’ actions; recovery 
from a disease is unpredictable

No restriction on entry 
into the market

Licensing required to enter the 
market

Choices are rational Choices are emotional and 
enforces a trust relationship 
between a patient and physician

Box 1.2 Definitions of Efficacy, 
Effectiveness, and Efficiency

Efficacy means that one intervention pro-
duces effects, for example, when comparing 
one antipsychotic with a placebo, benefits 
from the antipsychotic must be significantly 
superior to those from the placebo.

Effectiveness means how this effect is 
lower than or similar to effects produced in 
controlled trials; that is, the effect occurs in 
real practice, within a heterogeneous popu-
lation and contexts. For instance, if patients 
do not adhere appropriately to an antipsy-
chotic in daily life, its effects will fail in 
practice.

Efficiency means that this effect is 
worthwhile and justifies its costs within a 
specific budget. If the same antipsychotic is 
efficacious and works well in practice, the 
next step is to evaluate whether it is afford-
able and if the cost is justifiable given a 
specific budget and conditions.
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HE is still in progress with regard to conceptu-
alizing how to assess health preferences or other 
measures requiring equity, and in terms of how to 
promote the maximization of health and the dis-
tribution of healthcare services to all people in 
need. Also, each society adopts a different eco-
nomic model for healthcare, and this has ethical 
and distributive implications, and ultimately 
affects the efficiency of the entire health system 
[28]. While the United States has traditionally 
used CBA, the United Kingdom adopted cost- 
utility and cost-effectiveness analyses for guid-
ing resource allocation, though some welfarist 
approaches are also accepted according to some 
conditions (see Chap. 10) (Table 1.2).

1.4  Economic Evaluation 
and Cost Analysis

The main goal of applying economic principles 
in healthcare is to guide decision making in how 
to choose among available treatments and health 
services in order to achieve the best value for the 
money and respond to people’s health needs. Two 
levels of economic studies exist: (a) those based 
exclusively on costs (called “cost-analysis 
 studies”) and (b) those based on costs and 
 outcomes (called economic evaluations).

1.4.1  Cost-Analysis Studies

Cost-analysis studies are based exclusively on 
the costs of treatment and services; they do not 
take outcomes into account. These studies are 
 common in the literature and they are frequently 
 misinterpreted as being similar to  cost-  
effectiveness studies. Terminology in HE is used 
and “misused” in a heterogeneous format, mis-
leading readers who are not familiar with such 
concepts. These studies have limitations because 
they are addressed toward cost-savings goals 
without assessing the consequences of choosing 
each alternative; that is, they do not take into 
account the opportunity costs nor the benefits and 
harms to patients.

On the other hand, cost-saving studies have 
been used to show the “benefits” of cutting costs 
because they might help to decrease hospitalization 
rates or health services use. Policymakers are 
particularly interested in these studies because 
they might allow costs-savings with regard to 
budget allocation. Such studies might seem simi-
lar to economic evaluations, giving the idea of an 
outcome (service use), but in fact these 
 “outcomes” are not directly related to patient 
health, nor with welfare or health maximization.

Moreover, decisions based exclusively on 
costs might lead to negative externalities or 
eventually might increase costs for other sectors 
(the “spillover effect”) [14]. Negative externali-
ties are adverse consequences of an action affect-
ing one person or group not involved in the 
market transaction. For example, if no adequate 
 treatment for depression is offered in mental 
health care, then people with depressive disor-
ders might be less productive in the workplace, 
leading to absenteeism, to the use of more sick 
leave, or even to unemployment. This affects not 
only the patient but also families and production 
in the workplace. Actually, costs-analysis studies 
do not allow decisions to achieve efficient alloca-
tive resources.

In summary, costs-analysis studies are 
designed to measure costs of illnesses, interven-
tions, and health services, and they provide an 
overview of how a financial budget is allocated or 
how expenditures are distributed among different 
levels of care. Also, they are useful for estimating 
the economic burden of mental disorders, that is, 
the costs of the impact of a disease on society, 
such as costs associated with productivity losses, 
suicide, and healthcare use (see Chap. 25).

1.4.2  Economic Evaluation

Economic evaluations (EEs) compare the costs 
and outcomes (or consequences) between two or 
more competitive alternatives [13, 24, 29, 30]. In 
terms of public health policies, EE is a powerful 
tool to verify the consequences and costs of 
choosing one treatment over another.
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For instance, if a new antipsychotic drug for 
treating treatment-resistant schizophrenia is 
available in the market, EE can provide informa-
tion about the extent to which this new drug can 
add benefits (outcome) over the available drug(s), 
and how much those additional benefits would 
costs compared with the current treatment. 
Decision making, though, is not straightforward; 
the budget might be too small to buy new tech-
nology or the additional benefit might be not 
really relevant (see Chap. 10).

1.4.2.1  Types of Economic Evaluation
CBA is an EE method whose main principle is 
based on the assumption that benefits should 
be greater than costs; that is, benefits are 
worthwhile, justifying their costs and 
 maximizing welfare [18, 24, 31] (see Chap. 4). 
In CBA, all benefits are captured, eliciting 
people´s preferences for different health sta-
tuses and how much they would be willing to 
pay for that status. CBA is not easily applied in 
healthcare because of difficulties with and lim-
itations on the methods for  assessing benefits 
in monetary terms.

Instead of CBA, alternative methods have 
been applied in healthcare, under assumptions 
similar to those in CBA, but with the main goal 
of maximizing health. The most used economic 
methods in healthcare are cost-effectiveness 
analysis (CEA) [32] and cost-utilities analysis 
(CUA) [33].These two methods are able to deter-
mine which intervention produces more health at 
the best costs (see Chaps. 5 and 6).

CEA is usually used with clinical trials or 
pragmatic trials [34, 35]. There is one single pri-
mary outcome, and it is most often a clinical out-
come, though it is possible to choose other 
outcomes such as quality of life. Results are 

expressed as a ratio of costs and benefits, the 
incremental cost-effectiveness ratio (ICER) (see 
Chap. 5).

CUA uses multiple outcomes converted in one 
outcome, from estimating utility and life expec-
tancy. For instance, indicators such as quality- 
adjusted life years (QALYs) combine estimating 
gains in morbidity and in mortality, or the prod-
uct between utility and life expectancy. One 
QALY equals 1 year living with good health, and 
estimated costs per QALY correspond to the 
costs to be paid to gain health. Methods for esti-
mating utility and other indicators are discussed 
in the Chaps. 3 and 6.

Cost-consequences analysis (CCA) and 
 cost- minimization analysis (CMA) are two other 
methods of EE. CCA measures multiple outcomes 
through multiple specific scales (e.g. quality of life, 
psychiatric symptoms, social participation) [36]. 
The method applied for measuring outcome is sim-
ilar to that used in CEA. However, results are not 
straightforward enough to be interpreted because 
this method shows the differences and similarities 
between two or more alternatives for improving 
 different outcomes, and it also shows the total 
costs for each alternative, though the decision 
regarding the best alternative is subjective and not 
expressed as any ratio or numerical data. However, 
CCA is very useful to complement CEA because 
of the need for measuring  multiple outcomes.

CMA is based on the assumption that two 
treatments produce the same outcome; for this 
reason, there is no need to measure it again, 
meaning only the costs of each are compared, 
allowing the least costly option to be chosen. 
However, it is unlikely that two medications 
 produce exactly the same results.

These methods of EE differ especially on how 
their outcomes are measured and how results are 
presented [24] (Table 1.2).

1.4.3  Components of Economic 
Studies

Whatever the goal of studies of cost analysis or 
EE, some methodologic steps are necessary 

EE is always a comparative analysis, and it 
involves choice (decision) with a goal of 
getting the maximum of benefits at the mini-
mum costs; that is, EE is a tool to enhance 
the efficiency of the use of scarce resources.
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before assessing cost. Detailed methodology to 
assess costs is discussed in detail in Chap. 2. The 
second component is related to the choice of 
 outcome and is discussed in detail in Chap. 3.

1.4.3.1  Cost Measurement 
and Perspective

The first step in economic analysis is to define 
which costs should be included in the study, and 
these depend on the perspective of the study. 
Perspective means that costs are measured for 
different levels of interest, varying from a narrow 
to a comprehensive view: an individual, a public 
health provider, private or insurance companies, 
employers, government, society.

When adopting a comprehensive perspective 
such as a societal viewpoint, all relevant costs 
related to the illness should be collected, includ-
ing costs related to other nonhealth sectors. 
Taking the example of depressive disorders, it is 
known that depressive disorder is highly related 
to absenteeism, presenteeism, early retirement, 
sick leave, and suicide. Therefore, it is important 
to collect data not only on direct costs (health-
care costs), but also from other sectors involved, 
such as the workplace (see Chaps. 28 and 29). If 
adopting a narrower perspective, such as a public 
health provider, only direct costs would be 
included in the study. Yet, the costs of depression 
for families and patients (see Chap. 17) might be 
dismissed, depending on the perspective adopted. 
Hence, the choice of study perspective has impli-

cations not only in decision making but also in 
producing social welfare [37].

1.4.3.2  What Is a Benefit?
Outcomes, from an economic perspective, 
 represent a relevant benefit for the user  (consumer) 
[25]. Outcomes are grouped into three main 
 categories: (a) those focused on single measure 
(e.g., a clinical symptom), (b) health indicators 
obtained by estimating utilities (QALYs, 
disability- adjusted life years), and (c) monetary 
units (the benefit is expressed through monetary 
values). This topic will be detailed in Chap. 3.

1.5  Economic Principles Applied 
to Mental Health

Applying HE principles to Mental Health is chal-
lenging, especially in terms of measurement [38], 
the high degree of uncertainty and variability of 
treatments [39], and the large social and  economic 
burden and many externalities related to mental 
 illness. We highlight these challenges through five 
main questions, which are discussed in detail 
throughout the book. Although not all relevant 
 economic concepts are presented in this  introductory 
chapter, we invite readers to keep in mind these five 
questions as they moving from one chapter to 
another, in order to understand the pitfalls in con-
ducting research in this field and what might be rel-
evant and applicable to mental health care.

Table 1.2 Methods of economic evaluation

Methods of economic 
evaluation Outcome Measurement Results

CEA Single Specific rating scale ICER = ΔCosts/ΔOutcomes

CUA Multiple Utility
Methods (preferences)

Cost per QALY gained,  
cost per DALY avoided

CCA Multiple Multiple scales Comparison of outcomes
Comparison of costs

CMA Single Comparison of costs

CBA Multiple (converted  
to monetary units)

Willingness to pay  
approach

Net benefit = ΔBenefits 
− ΔCosts (>0)

CBA cost-benefit analysis, CCA cost-consequences analysis, CEA cost-effectiveness analysis, CMA cost-minimization 
analysis, CUA cost-utility analysis, DALY disability-adjusted life year, ICER incremental cost-effectiveness ratio, QALY 
quality-adjusted life year
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1.5.1  What Does “Maximization 
of Mental Health” Mean?

Defining mental health has never been an easy 
task, and it is even harder to establish the amount 
of mental health a person needs and where lie the 
borders of mental health maximization. While 
health maximization due to mortality reduction 
or a significant improvement in clinical symp-
toms (e.g., pain, mobility) is relatively easier to 
measure in other medical specialties, maximiza-
tion of mental health is not easily captured by 
assessing only health indicators.

World Health Organization defines mental 
health as being a sort of balance of all human 
dimensions of well-being, including physical, 
social, and psychological spheres [7]; this defini-
tion approaches utilitarianism’s goals of pursuing 
happiness and pleasure.

On the other hand, mental disorders cause a 
remarkable portion of the global burden of dis-
ease (see Chap. 25). Burden caused by mental 
disorders affects all sectors of society, and conse-
quently, it not only increases healthcare costs but 
also affects the costs of productivity (absentee-
ism), education (missed schooling), early mortal-
ity, and impoverishment, among others (see 
Chaps. 24 and 25). Therefore, maximizing men-
tal health means improving outcomes and reduc-
ing costs in all of these spheres. The benefits of 
intervention and the relative reduction of costs 
might not be captured in a narrow perspective, 
such as a health provider’s viewpoint, if the 
intervention effects are related to reducing global 
burden [38, 40] (see Chap. 10). Accepting this 
assumption raises an issue that a broader 
 perspective, such as a societal viewpoint, would 
be preferable in economic studies in mental 
healthcare.

1.5.2  How to Measure Mental 
Health Gain

From an economic perspective, mental health 
gain means generating utility and ultimately wel-
fare using the welfarist approach. As presented in 
this chapter, utility is a concept related to the 
consumer (patient or general public), under the 

assumption that individuals make rational choices 
based on their own preferences and on opportu-
nity costs. From public policymaker’s view, max-
imizing welfare in the mental health field is 
elusive because the “production” of mental health 
(utility) is not easily measurable or visible when 
compared with the “production” of physical 
health [41, 42]. The majority of techniques to 
assess utilities and preferences are not appropri-
ate to capture patients’ preferences about mental 
health outcomes because mental disorders affect 
judgment and the ability to choose and to express 
preferences (see Chap. 3), though in CUA, pref-
erences of the general public are measured (see 
Chap. 6). Yet, these measurements are not sensi-
tive enough to capture all mental health gains, 
especially for more severe disorders. Moreover, 
there is a perverse stigma against mental disor-
ders (see Chap. 27), and decision makers might 
not acknowledge the relevance of mental health 
effectiveness within scenarios mixing physical 
and mental diseases [10] (see Chap. 11).

1.5.3  Which Costs Are Relevant 
in Mental Health?

The cost-effectiveness of mental health care and 
psychiatric interventions vary widely depending 
on the perspective adopted in CEA studies and, 
ultimately, on which costs are included in the 
analysis. Because mental disorders mainly cause 
costs in nonhealthcare sectors, conducting a CEA 
or CUA study that only takes into account 
 healthcare costs might not capture the reduction 
of indirect costs, in that mental healthcare costs 
represent only a tiny part of the total costs of 
mental disorders. Therefore, conducting EE 
using a comprehensive approach for measuring 
costs is preferable in mental healthcare [43].

1.5.4  How to Measure Benefits 
from Mental Health 
Interventions

The fourth issue is the complex nature of mental 
health interventions and outcomes [32, 44]. Mental 
disorders impair mental functions and hinder 
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different spheres of people’s lives  globally, even 
when clinical improvement is achieved. Therefore, 
there is not one unique intervention able to pro-
mote total mental recovery [45]. A recovery model 
has been adopted in global policy agenda that 
refers to recovery of not only mental health symp-
toms but also social roles and  participation, as well 
as access to opportunities in social spheres and in 
the workplace. For instance, less than half of peo-
ple with bipolar disorders return to work within 1 
year after having one mood  disorder episode. 
Instead, a complex  combination of mental health 
interventions from different fields of knowledge 
(not necessarily health related) is used to help 
patients recovering partially or totally their mental 
and psychosocial functions (see Chap. 28).

Hence, defining the relevant outcome in terms 
of mental health functions is tricky because the ulti-
mate goal of mental health treatment is to restore, 
when possible, all the previous mental abilities that 
patient had to live fully before becoming ill, and to 
empower people with permanent impairment to 
experiment a full life and citizenship [38, 40, 41, 
43, 45]. Yet, because of the complexity of the nature 
of mental health interventions, it is difficult to 
identify many embedded components and measure 
their costs and effects, and usually it is necessary to 
adapt the economic study design [32].

1.5.5  Is Health Economics Really 
Helpful in the Mental Health 
Field?

Among multiple possible arguments to affirm 
that HE is useful in the Mental Health field, we 
highlight one argument here: HE is a strong ally 
to be used toward reducing the global burden of 
mental disorders [38]. While mental health 
research  verifies the effects of mental health 
interventions on clinical and global functional 
status, HE focuses on the worth of those inter-
ventions; in other words, it measures how rele-
vant the interventions are to justify their costs 
[38]. HE provides information on the magnitude 
of costs and the mental health burden affecting 
different sectors of society, and allows simulta-
neous verification of mental health interventions 
in terms of effects and costs. Hence, it is possi-

ble to reduce the mental health burden with 
cost- effective interventions and to plan a budget 
for improving the efficiency and quality of men-
tal healthcare.
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Methods for Measuring 
and Estimating Costs

Denise Razzouk

Abstract

This chapter focuses on costing methods usually applied in cost analysis and 
health-related economic evaluations. The quality of an economic evaluation 
depends on the quality and precision of data collection and on transparency 
and comprehensivenness of costing resources. Costs, from an economic per-
spective, are related to opportunity costs; this economic conceptualization is 
different from a financial perspective. Costs are classified as direct, indirect, 
intangible, and total costs. In this chapter I focus exclusively on the mea-
surement of direct costs. Costing involves multiple steps: choosing the per-
spective of the study; identifying the component of costs, collecting data on 
costs and services use, estimating the unit cost for each resource, and esti-
mating costs. Although the majority of economic evaluations includes only 
direct costs, indirect costs correspond to the major parcel of diseases costs. 
Mental disorders, for instance, cause innumerable negative externalities and 
indirect costs, and the benefits of psychiatric and psychosocial interventions 
go beyond clinical improvement, leading to systematic recommendations 
for measuring costs in a comprehensive way, such as using societal perspec-
tive. There is a debate among health economists regarding the inclusion of 
indirect costs in the economic evaluation, though, thieir exclusion in assess-
ing cost-effectivenness, for instance, might understimate the economic 
impact of psychiatric intervention. Costing methods for indirect costs are 
discussed in another chapter in this book.
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2.1  What Is Cost?

The term cost is used in the literature in a hetero-
geneous way, with multiple meanings, hindering 
clear understanding by readers who are not famil-
iar with the Economics field. In general, cost is 
the value of resources used to produce a good or 
a service. However, defining cost imposes the 
need to distinguish between “accounting costs” 
and “economic costs” [1].

Accounting costs are directly related to the 
monetary costs of all inputs used for producing a 
good or service. Usually, the price of acquiring a 
product is used for accounting costs. In the case 
of healthcare, accounting costs are equivalent to 
the costs of all resources for producing and deliv-
ering healthcare [1]. Accountants focus exclu-
sively on financial costs in order to plan and to 
manage expenditures and the consumption of 
resources. Moreover, accounting databases usu-
ally do not provide detailed information of costs 
for one specific patient and all costs incurred by 
patients and families, such as out-of-pocket 
expenditures [2].

On the other hand, economic costs are related 
to opportunity costs; that is, when facing a choice 
between two alternatives, opportunity costs refer 
to the costs of losing the forgone benefits that 
would be gained if another alternative was chosen. 
In other words, to obtain a health gain, there are 
always opportunity costs when choosing to invest 
on a new medical technology or health services 
rather than in a current treatment [3, 4]. The main 
implication, then, from an economic perspective, 
is that costs are the value of opportunity costs; for 

this reason, decision makers and health econo-
mists focus on the value of allocating resources 
efficiently, that is, maximizing benefits for patients. 
If a considerable investment is allocated for a 
treatment that is able to benefit 100 persons with 
depressive disorder instead of being allocated for 
another treatment that benefits 10 persons with 
schizophrenia, then the opportunity costs repre-
sent the benefits of those latter 10 people.

Therefore, these costs should be estimated 
taking into account whether “this investment” 
(opportunity costs) is more valuable in terms of 
producing more benefits than costs. Health gain 
is often expressed as increasing life expectancy 
and decreasing morbidity (see Chap. 3), but it 
also leads to the consumption of fewer health ser-
vices and promotes increased productivity in the 
workplace. For instance, investing in research 
and development for a new drug and trading it 
into a market should not only allow profits for the 
pharmaceutical industry but also improve health 
and individual quality of life, ultimately maxi-
mizing utility and welfare [4] (see Chap. 1).

Once healthcare is not driven through free- 
market competition (see Chap. 1), costs are not 
similar to the prices of product or services [5]. 
The price of a service usually represents the aver-
age costs. In health economic analysis guiding 
decision-making for healthcare resources alloca-
tion, however, costs should be estimated using 
marginal analysis rather than the average costs 
used by accountants [1, 6]. Marginal analysis 
computes the costs of one additional unit; provid-
ing the intervention for 10 people is much more 
costly than providing it for more than 10 people 
because it maximizes use and the benefits pro-
vided by the intervention (e.g., lab test, program, 
group intervention), reducing the marginal costs 
[3, 4, 7]. While average costs cover fixed costs 
(FCs) and variable costs (VCs), marginal costs are 
estimated based exclusively on VCs, excluding all 
FCs [1, 5]. VCs vary according to the consump-
tion of services (for instance, food, water, dispos-
ables, clothes, electricity, telephone). These costs 
are particularly addressed in economic evalua-
tions comparing interventions in the same setting 
using a similar infrastructure. However, when 
comparing two interventions or programs under a 

Key Points Summary

• Definition and classification of costs
• Identification of costs components
• Measurement of direct costs
• Top-down and bottom-up approaches
• Unit costs
• Cost analysis and bias of cost 

estimation
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different infrastructure, it is recommended to esti-
mate the average costs, which also include FCs 
[5]. FCs are regular costs not related to consump-
tion, and they do not vary over the short term (<1 
year), such as human resources.

In summary, the differences between both 
approaches (accounting and economic) imply 
different costing methods. Accounting costing is 
not accurate for the majority of economic evalua-
tions because nonmonetary costs are not included 
in accounting costs, as they are in economic eval-
uations using a societal perspective (for instance, 
informal care costs, productivity costs; see 
Chaps. 17 and 29). Also, accountant costing does 
not take into account the impact of a new technol-
ogy on resource consumption [8]. In this book, 
we use the term costs always from an economic 
perspective (economic costs).

2.2  Classification of Costs

Again, the classification of costs varies, and the 
same term often has different meanings. In terms 
of components of costs, costs are traditionally 
divided in the following categories [7]: (a) direct 
costs, (b) indirect costs, (c) intangible costs, and 
(d) total costs. This classification of costs is often 
criticized, and many authors have adopted and 
developed other terminologies for this purpose 
[5], but we still use this classification because the 
majority of research articles use it, and for this 
reason, it is helpful for easy understanding by 
beginner readers.

Direct costs are costs that are closely related 
to healthcare and to any type of care because of 
sickness (nonhealth sectors) (see Box 2.1). Some 
authors divide direct costs into health direct costs 
and nonhealth direct costs (see Chaps. 14, 15, 
and 16). Mental healthcare encompasses multiple 
sectors and nonhealth interventions [6, 9–11], for 
example, costs for accommodation such as resi-
dential facilities (housing for mental disabled 
people who have no social or family support) (see 
Chap. 16), costs of criminal justice (in the case of 
offenders or drug misuse), and costs for educa-
tional interventions (in the case of attention- 
deficit/hyperactivity disorder and autism).

Depending on the perspective of the study 
(e.g., a societal or patient viewpoint), costs 
incurred by families and patients can also be 
included in direct costs; these include costs for 
transportation (travel to a health service), of 

Box 2.1 Direct Costs
Capital costs – land and buildings (or rent);

Capital costs – equipment and medical 
devices

Capital costs Building maintenance and 
repairs

Capital costs Maintenance, depreciation 
and repairs costs – equipment

Furniture – renewal and maintenance
Human resources
Clinical staff (psychiatrists, psycholo-

gists, social workers, occupational thera-
pists, nurses, psychiatric nurses, 
nonpsychiatric doctors, physiotherapists, 
music therapists, art therapists, counselors, 
health visitors, other therapists)

Nonclinical staff (nonhealth sectors)
Overhead (general management and 

administrative costs)
Nonhealth services (cleaning, diet, secu-

rity, electricity, water, telephone, waste)
Medication and interventions (surgery)
Lab tests and imaging
Consumables (materials, clothes, 

disposables)
Transportation (ambulance)
Accommodation (residential facilities)
Criminal justice (in some cases)
Educational interventions or services 

specific for people with mental illness (e.g., 
autism)

*Patient and family expenditures for 
treatment and travel, including informal 
caregivers (depending on the perspective)

Future medical costs related to a current 
intervention (e.g., clozapine use requires 
blood tests controls)

Voluntary services
Training and supervising mental health 

professionals
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medication and disposables, for hiring a care-
giver, or for refurbishing a house to adapt to spe-
cific health needs) [7]. Informal care by family 
represents a sacrifice of benefit (this time spent 
caring could be spent in leisure activities or 
working) – that is, opportunity costs – and should 
be measured, though some studies consider them 
to be indirect costs [7]. For example, mothers 
with children with autism disorders frequently 
quit their jobs to caring the child (see Chap. 17). 
Future medical costs related to a current treatment 
should be also considered [12] in an economic 
evaluation; for instance, in the case of clozapine, 
it requires weekly blood tests control. However, 
there is still a debate over the inclusion or exclu-
sion of future costs incurred in prolonging life 
and that are not related to a current treatment [13].

Most economic studies do not include transfer 
payments in their cost analysis. Transfer pay-
ments such as social and disability benefits, work 
compensation, and taxes are not considered costs 
because they are not resources available for con-
sumption and they are not “produced” like a good 
or service; they are considered by economists as 
income redistributions [7, 11, 14]. However, these 
“costs” could be included in economic evaluation 
for those studies using Governement perspective.

Indirect costs are related to social and eco-
nomic costs such as a decrease in workplace pro-
duction, suicide rate, early retirement, accidents, 
income losses, and loss of years of education [15]. 
Indirect costs are usually called “productivity 
costs” because the majority of studies covering 
indirect costs focus on productivity losses (see 
Chap. 29). Intangible costs are “invisible” costs 
that are not directly measured, such as the pain of 
losing a son or the pain of watching a son’s suffer-
ing because of a treatment or disease. Total costs 
are the sum of all above-mentioned costs.

2.3  Costs Measurement

The quality of economic evaluations and cost 
analysis studies depends on the quality of the 
measurement of costs and outcomes [16]. The 
level of detail and accuracy vary from one study 
and purpose to another. “Gross costing” is used 
in cost analysis to provide an overview of the 

effects of costs, but it is not appropriate for eco-
nomic evaluation because it lacks accuracy and 
detail [12], though it is easier and less time con-
suming. Some examples are available using 
diagnosis- related groups (DRG), in which 
national tariffs are used as the units costs in order 
to estimate costs of resources consumed by a 
diagnostic group, ignoring cost variation among 
individuals and opportunity costs. These esti-
mates are calculated using the mean of account-
ing costs among patients with the same diagnosis; 
these estimates are proxies for reimbursement 
[17]. Some countries have national tariffs for 
reimbursement, and the method for estimating 
them varies by country. However, these national 
reimbursement tariffs might not represent good 
estimates of real costs, depending on the country 
and on the financial public health system. Some 
reports show cost estimate discrepancies between 
diagnosis-related groups and micro-costing, 
ranging between 9% and 66% [17].

Beecham and Knapp [10] recommend as a 
general rule that costs be measured in a compre-
hensive manner to avoid bias in economic evalu-
ations. According to this rule, the broader and the 
most accurate approach is collecting individual 
data through a micro-costing bottom-up method 
(see item 2.3.3). Costs vary among individuals, 
and this variation should be analyzed carefully 
when guiding public policies [10]. Moreover, 
these authors emphasize the necessity of compar-
ing costs in "like-to-with-like basis", that is, com-
paring similar services and with the same 
infrastructure and public profile [10]. Likewise, 
medication costs and effects should be compared 
head-to-head.

Several costing guidelines have emerged [1, 4, 
6, 11, 18], but detailed methodology on costing is 
still lacking. The International Society for 
Pharmacoeconomics and Outcomes Research 
has published a series of task force reports on 
methodological issues in costing methods to be 
used in economic evaluation, because many 
 studies were flawed in this regard [18–20]. 
However, guidelines vary in terms of recom-
mended methods, and costing variations among 
economic evaluations affect the validity, compa-
rability, and transferability of results, as well as 
decision- making [21, 22].
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Of note, multiple factors affect cost estima-
tion, and for this reason, the description of meth-
ods used to measure and estimate costs should be 
transparent, detailed, and accurate, with a well- 
defined costing time frame, justifications for the 
exclusion or inclusion of components of costs, 
and explicit demonstration of how uncertainty 
and variation of data are handled [16, 19, 20] (see 
Chap. 7). Last but not least, the unique rationale 
to measure costs must be put it into a context 
aligned with outcomes, because isolated numbers 
are useless and meaningless for allocating 
resources and guiding health policies[10, 23, 24] 
(see Chaps. 10 and 11).

In this chapter, I focus on methods for measur-
ing direct costs; indirect costs and informal care 
costs are discussed in Chaps. 17 and 29. Some 
basic steps must be taken into account before 
starting to measure costs [6, 7, 9–13, 25]. The 
first step is to define the study perspective, 
because it defines which costs should or should 
not be included in the cost analysis. The second 
step is to identify all components of costs related 
to a program, service, or group of services. The 
third step is to collect data regarding the fre-
quency and the amount of services consumed. 
The fourth step is to define and estimate the unit 
cost for each component of costs. The fifth step is 
to estimate and analyze the costs.

2.3.1  Study Perspective and Costs

The first step when conducting an economic eval-
uation is to define the study perspective and, con-
sequently, to determine which costs should be 
included in the study [7, 8]. When adopting a 
comprehensive perspective, such as a societal 
viewpoint, all relevant costs related to the illness 
should be collected, including costs related to 
production sectors [7]. A societal viewpoint 
includes time costs, opportunity costs, and com-
munity preferences [4]. Although public health 
systems in different countries do not adopt this 
perspective, some health economists strongly rec-
ommend using a societal viewpoint for economic 
evaluation when possible [7, 10, 26, 27]. In gen-
eral, a societal perspective is adopted as a rule in 
cost-benefit analysis (see Chap. 4) and rarely in 

cost-effectiveness analysis; instead, cost-effec-
tiveness analysis and especially cost- utility analy-
sis use mainly health provider viewpoint.

The implication of choosing one perspective 
[4, 26, 28] therefore not only affects the compo-
nents of costs to be included in the analysis; it 
mainly influences decision-making under mis-
leading conclusions [4, 9–12, 25, 26, 28]. Take 
depressive disorder as an example . It is known 
that depression causes high costs to society and 
to the healthcare system because it is strongly 
related to productivity losses (absenteeism, pre-
senteeism, early retirement, sick leave), suicide, 
lost school years, and greater use of the health-
care system when compared with people with no 
mental illness (see Chaps. 25 and 26). Therefore, 
it is important to collect data not only on direct 
costs but also in other sectors involved, such as 
the workplace (see Chap. 28), and to measure 
absenteeism and productivity losses (see Chap. 
29). For instance, if one intervention is superior 
to another in reducing absenteeism due to depres-
sion, then it may be the most cost-effective alter-
native. Conversely, if adopting a narrower 
perspective, such as a public health provider 
viewpoint, only direct costs would be included in 
the study; supposing that the new intervention is 
not superior to the current alternative in improv-
ing clinical outcome, even though it is superior 
for reducing absenteeism, it might be not consid-
ered a cost-effective option. Moreover, adopting 
a narrow perspective does not take into account 
intangible suffering and societal preferences for 
treating depression (see Chap. 3), though these 
are matters of extensive debate. For instance, a 
study using cost-benefit analysis found that peo-
ple with depressive disorders were willing to pay 
10% of their household income [29], represent-
ing greater monetary value for the benefits of 
treating depression than the real costs of treat-
ment (see Chap. 4).

Yet, a heath provider perspective does not take 
into account patient or family expenditures (out- 
of- pocket) for treatment and other related nega-
tive externalities. Out-of pocket payments may 
represent catastrophic health costs [30] because 
they can represent a substantial amount of 
income, leading to impoverishment (see Chaps. 
24 and 25). If one intervention is supposed to 
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decrease healthcare consumption under a public 
health provider perspective, it might also increase 
out-of-pocket costs paid by individuals and fami-
lies. On the other hand, a patient and family per-
spective would lead to the inclusion of costs due 
to illness, such as costs for caregivers, drugs, 
transportation, work and income losses, and time 
spent caring (see Chap. 17). Although interest in 
studies using a patient and family perspective has 
been growing, a systematic review showed that 
all costs relevant to patients and families were not 
included satisfactorily [31]. Other costs such as 

productivity losses are estimated (see Chap. 29) 
mostly when studies use an employer viewpoint 
or, ultimately, in broader studies adopting a soci-
etal perspective (see Table 2.1).

2.3.2  Identification of Components 
of Costs

Each scenario involves different components of 
costs because each entails a different level of care 
and services. Before collecting data, it is impor-

Table 2.1 Components of costs according to perspective

Costs Society
Public health 
provider

Private health 
provider/health 
insurance company

Patient and 
family Employer

Direct costs
  Capital equipment x x x
  Health services use, 

human resources, 
interventions

x x x Out-of-pocket ?

  Medication and lab tests x x x Out-of-pocket
  Transportation x x x
  Travel expenses 

(patients)
x x

  Informal care x x
  Paid caregivers x x
  Criminal justice services x
  Accommodation x x
  House refurbishment 

because of illness (place 
adapted)

x

  Social benefits x
  Patient/family time x x
  Voluntary services x x
Indirect costs
  Work losses 

(absenteeism, 
presenteeism, worker 
replacement costs) [32])

x x x

  Accidents x x x
  Sick leave x x
  Early retirement x
  Early death (suicide) x
  Expenditures on drugs 

and alcohol
x x

  Education losses x x
  Impoverishment (job 

losses, homeless, 
income)

x
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tant to know which services are available, how 
the services work, and which components of 
costs are incurred upon delivery of the services 
(see Chaps. 13, 14, 15, and 16). It is useful to map 
all process involved in services delivery and 
interventions in order to identify all relevant 
costs.

Unlike other medical specialties, few expen-
sive health medical technologies are available for 
treating mental disorders. Despite some expen-
sive medications (such as antipsychotics), the 
great parcel of direct mental healthcare costs is 
due to human resources from multiple sectors 
(health, social care, education, criminal justice). 
Therefore, costing mental healthcare is not easy 
because the identification of such components it is 
not always straightforward [10, 24, 25, 33]. For 
instance, treatment for schizophrenia disorders is 
not based only on administering medication to 
ameliorate symptoms, but on providing psychoso-
cial interventions and all sorts of services and sup-
ports to include these patients in society and to 
boost their autonomy and skills for better perfor-
mance in social and personal roles (see Chaps. 20 
and 25). Also, families need support for expendi-
tures and caring for patients; in the case of patients 
without family support, public health and social 
sectors also have to provide them accommodation 
(see Chap. 16). Psychosocial rehabilitation pro-
cess, then, requires use of both health and non-
health sectors, and this may generate costs to 
families and other sectors, the so- called spillover 
effect [34]. A study of costs of schizophrenia in 
England by Mangalore and Knapp [35] included, 
for example, the following costs: health services, 
social care, other public expenditures, private 
expenditures, informal care costs, costs of pro-
ductivity losses, costs of premature mortality, and 
criminal justice system costs.

Autism is another disorder that requires mul-
tiple services such as support for families, accom-
modation, special educational interventions 
(educational psychologists), and healthcare. It is 
a high-cost disease not only for services but also 
for families [36] (see Chap. 23), and for this rea-
son an economic evaluation of autism should 
include all these costs [37, 38]. For instance, a 
study of the costs of autism in England included 

costs for education, accommodation, medication, 
healthcare, community and social sectors, out-of- 
pocket expenditures, and productivity losses 
[37]. Costs for education are not always easy to 
measure and depend on the country’s educational 
system. An instrument is available for this pur-
pose, the Child and Adolescence Service Use 
Schedule, and includes educational costs [6].

Similarly, economic evaluations of alcohol 
and drug use disorders should consider that crim-
inal costs account for almost two-thirds of costs 
for alcohol use disorder in the United Kingdom 
[6], for 42% of homicides in the United States 
[39], for one-fifth of accidents in the workplace, 
and for an annual 1.2 million deaths in traffic 
accidents in Brazil (see Chap. 26). Including 
such components of costs is worthwhile for guid-
ing health policies in terms of reducing violence, 
accidents, and other negative externalities. 
Criminal justice costs related to alcohol and drug 
use should be included in economic evaluations 
as nonhealth direct costs. Moreover, criminal jus-
tice costs are extremely relevant when estimating 
costs among people with challenging behavior 
[38]. On the other hand, some extremely debili-
tating disorders such as dementia may need full- 
time informal care or require a paid caregiver, 
which are not usually provided by public health 
systems (see Chaps. 17 and 22). Health econo-
mists have been warned for the need of conduct-
ing economic evaluation taking into account 
costs with informal care and productivity losses, 
addressing studies targeting vulnerable popula-
tion ( mental disorders in children and the 
elderly), and adopting broader perspective 
enabling to include relevant components of cost 
in the analysis. Also, there is need of studies veri-
fying how the narrow measurement of costs 
affects resource allocation and equity [10, 24–26, 
33, 40–42] (see Chap. 10). In the case of mental 
disorders, because a large proportion of total 
costs are due to indirect costs and nonhealth 
direct costs [23–25, 38, 43], effects of interven-
tions might be underestimated, misleading deci-
sions on resource allocation and favoring 
inequality [44] (see Chaps. 8, 9, 10, and 11). It is 
not possible to measure all costs incurred, but the 
most relevant costs should not be omitted in a 
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costing analysis. The main question is, “What is 
a relevant cost?” In this regard, Knapp and 
Beecham [33] noted that it was possible to deter-
mine the core services predicting the major pro-
portion of total costs among mental health 
services, allowing a smaller list of services to be 
costed. Byford et al. [11] noted that two patterns 
of services inclusion usually occur: one linked 
with the inclusion of all possible services and 
programs involved, some of which are not rele-
vant, and the other linked with the exclusion of 
important services and programs leading to cost 
underestimation. The recommendation, in this 
case, is to ask experts which programs and ser-
vices are relevant to the topic of research (See 
examples in chaps. 14–16).

2.3.2.1  Classifying Components 
of Costs

After choosing the components of costs to be 
included in the study, it is necessary to classify 
them as direct or indirect costs in order to 
choose the method and the instrument with 
which to measure them. Direct costs compose 
three major types of components of costs: capi-
tal costs (land, buildings, equipment), treatment 
costs (interventions, clinical staff, medica-
tions), and revenue costs (support services, 
overhead, utilities, and other nonhealth costs). 
Treatment costs and some nonhealth costs are 
the core of an individual’s costs variation, 
whereas capital costs, support services, and 
overhead are usually not closely related to an 
individual’s variation of costs. Therefore, these 
costs can be classified into VCs and FCs, allow-
ing for the use of different methods suitable for 
estimating them.

However, the classification of costs as VCs 
and FCs is not straightforward, depending on the 
characteristics of the services and the costing 
system, and on the presence of physical comor-
bidities. For example, we could consider the use 
of a transportation service as a VC because it is 
used according to the need of patients, and needs 
vary from one patient to another. Conversely, if a 
hospital and a third party (for instance, a rental 
car company) agree on monthly FCs, then these 
costs would be the same even if the service is not 

used, and therefore they could be classified as 
FCs (see Chap. 14).

Of note, classifying costs implies focusing on 
variation by individual, that is, is a cost variable 
or fixed according to the individual’s consump-
tion pattern. Sometimes it is necessary a pilot 
study to verify the relevance of this variation.

2.3.2.2  Time Horizon: Long-run 
Versus Short-run costs

In economic evaluation it is important to set a 
follow-up long enough to observe costs varia-
tions and effects, that is, time horizon. Then, 
costs can be measured over the short-run term or 
the long-run term. Costing measurement accord-
ing to Economic principles should be based on 
long-run marginal opportunity costs [10]. A 
long-run term basis is appropriate for identifying 
an individual’s variation and for marginal costs, 
which are especially important in economic eval-
uation and in planning service expansions. For 
instance, Hallam and Trieman [45] evaluated out-
comes of and costs for patients with persistent 
challenging behaviors who were discharged from 
a psychiatric hospital in London to community 
services; they found an important reduction on 
the costs 5 years afterward, though no remark-
able difference in psychiatric outcomes occurred 
during this period. Also, while implementing a 
new intervention, a learning period may be 
required, and costs are usually higher in the 
beginning of the new intervention implementa-
tion than some period afterwards. Therefore, the 
choice of time horizon can substantially affect 
costs and the estimation of the cost-effectiveness 
of an intervention, especially if the follow-up is 
not long enough to allow outcomes and benefits 
to occur [5].

Short-run marginal costs usually includes 
only revenue costs and for this reason, it is not 
reccomended for costing services where targets 
are expanding or creating new services. However, 
it is acceptable to use short-run average costs 
when including revenue and capital costs as prox-
ies of long-run marginal costs. Therefore, in the 
long run, average costs are close to marginal 
costs. Usually, it is recommended costing ser-
vices and programs for at least 3–6 months, 
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though a longer time might be required [24]. 
However, the majority of economic evaluations 
running with clinical trials collect short-run costs. 
Then, they should include average revenue costs, 
overhead, and capital costs to be approximately 
equivalent to long-run marginal costs [9, 10].

2.3.3  Data Collection and Costs 
Measurement

Once all services and supplies are identified, it is 
important to verify the nature of each item and its 
payment process in order to choose the costing 
method and the unit cost.

In general, two main approaches are used to 
measure healthcare costs: the top-down and the 
bottom-up approach [13, 46, 47]. The top-down 
approach (or gross costing) starts from the total 
costs of resources consumed, which are obtained 
retrospectively from administrative databases, 
and it estimates the average costs of consumption 
per person. The bottom-up approach (or micro- 
costing approach) is based on collecting all indi-
vidual data of consumption of resources and then 
aggregating all individual costs, summing them 
to achieve the total costs. The latter method is 
more accurate, though also more time- consuming, 
than the former because it takes into account cost 
variability among individuals.

Economic studies usually combine the two 
methods (top-down and bottom-up approaches), 
creating a mixed approach, depending on data 
availability and the feasibility of estimating costs.

2.3.3.1  Top-Down Approach
A top-down approach is useful and easier for 
estimating FCs, such as human resources, over 
the short term. Estimating costs on the consump-
tion of variable items is much more complex.

However, depending on the degree of the dif-
ficulty in estimating costs, it is important to bear 
in mind that consuming too much time for mea-
suring irrelevant costs is useless [7]. For exam-
ple, if the electricity costs of an entire hospital are 
paid in one bill, it is difficult to determine what 
amount of electricity was consumed by each unit 
of the hospital. And it is not possible to determine 

the amount of electricity consumed by each 
patient in the psychiatric unit, for example. 
Different methods are available to estimate these 
costs, but the direct allocation method is com-
monly applied in hospital costing studies, in 
which the total costs are estimated, after which it 
may be possible to estimate the average costs 
when not considering variation among units; if 
considering such variations, the proportional 
ratio per unit may be used (see Chap. 14). Once 
costs per unit are estimated, it is possible to esti-
mate the average costs per patient. When infor-
mation on the occupation rate of a hospital unit is 
not available, it is usually arbitrated with a value 
of 80% of the total occupancy rate [7].

On the other hand, items such as medications 
vary too much from one patient to another; for 
this reason the average costs are not accurate. In 
this case, using a micro-costing approach for esti-
mating individual costs is more appropriate [7].

2.3.3.2  Bottom-Up Approach
Micro-costing involves collecting data on the fre-
quency of consumption of services directly from 
the patient, family, health professionals, or medi-
cal records. No gold standard exists, and each 
source of data has advantages and disadvantages.

Collecting data from patients and families is 
useful, especially for reporting the use of several 
services (outpatient, emergency care, primary 
care), because each health service is not able to 
provide information on the consumption of ser-
vices outside its unit [48]. The main disadvan-
tage is recall bias (see Chap. 13). In this regard, 
diaries are more accurate and minimize recall 
bias [11].

On the other hand, health services, health pro-
fessionals, and medical records are able to pro-
vide more accurate data on the frequency of visits 
to services and about the type and the number of 
procedures and interventions delivered. However, 
health professionals and medical records are less 
reliable in a hospital context because missing 
information is common [48].

A few questionnaires and inventories address 
the measurement of mental health services utili-
zation (see Chap. 13). One of the most used ques-
tionnaires to collect data on direct costs, including 
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mental healthcare, is the Client Sociodemographic 
and Services Receipt Inventory, developed by 
Knapp and colleagues [10, 49] in the United 
Kingdom. This tool is designed to collect data on 
sociodemographics, benefits, occupational and 
work statuses, work days lost because of a mental 
disorder, healthcare utilization (including mental 
healthcare), medication, intervention by mental 
health professionals, accommodation, emergency 
unit use, hospital use, primary and outpatient 
care, and criminal justice use. These tools are dis-
cussed in detail in Chap. 13. The Database of 
Instruments for Resource Use Measurement is an 
open database to support health economists and 
researchers in this field to find questionnaires and 
resources in order to collect data on costs and 
health services utilization (available at http://
www.dirum.org).

2.3.4  Estimation of Unit Costs

Overall, the estimation of costs is the product 
between the frequency of resources consumed 
and the unit costs. In micro-costing, data collec-
tion is addressed to measure the frequency of 
resource utilization, such as the number of visits 
to a psychiatrist in the past month or the number 
of days spent in a hospital. However, it is neces-
sary to estimate the unit costs, that is, the cost of 
one visit to a psychiatrist or the daily costs per 
person in a hospital.

Different methods, perspectives, and purposes 
are used to estimate the unit costs, and each leads 
to different results [1, 7, 50]. Some countries 
deliver national unit costs with the average costs 
for each unit cost, like the United Kingdom (Unit 
Costs of Health and Social Care; http://www.
pssru.ac.uk/project-pages/unit-costs/2015/), the 
Netherlands (the Dutch Manual for Costing in 
Economic Evaluation) [18], and Austria (http://
healtheconomics.meduniwien.ac.at/science- 
research/dhe-unit-cost-online-database).

In the absence of national data, it is obligatory 
to estimate the unit cost of each relevant resource. 
The World Health Organization provides a data-
base (http://www.who.int/choice/country/coun-
tryspecific/en/) of the average values of unit costs 

for 191 countries, which is useful when there are 
no national data, but micro-costing and accurate 
estimation of unit costs are preferred in cost- 
effectiveness analyses.

Some detailed guides are available to estimate 
unit costs, but a lack of consensus exists about 
the methods to estimate them [21]. In this chapter 
we present a global overview of how to estimate 
unit costs of the main resources consumed in 
healthcare. Detailed methods are described else-
where [10, 51–53].

2.3.4.1  Capital Costs
Capital costs compose land, buildings, and equip-
ment, and methods for costing them are based on 
measuring the opportunity costs, lifetime use, 
and interest rate (see Table 2.2). Building Rent 
can be considered a proxy of capital costs in 
some cases. Repair and maintenance of buildings 
and equipment are included in this item.

Multiple methods can be used to estimate cap-
ital costs, but one of the methods most recom-
mended by Drummond et al. [7] is equivalent 
annual costs (or equivalent annual annuity). This 
method considers the current price, the discount 
rate, and the period of time related with lifetime 
use. The discount rate (interest rate) is a concept 
related to the value of a benefit over the time, that 
is, the so-called time preference. Usually, people 
prefer getting a benefit now rather than in the 
future, and for this reason, its value decreases 
over time. The costs of one good or service now 
are, for instance, much higher than they would be 
within 5 or 10 years, not considering depreciation 
(for equipment). Therefore, the costs of a new 
health program in the first year are higher than in 
the fifth year. When estimating costs of goods 
and services over the long term (>1 year), it is a 
paramount to apply a discount rate from 3% to 
5% of the current cost.

Moreover, costs of buildings and equipment 
depreciate because their lifetime use decrease 
over time. A useful life for buildings varies from 8 
to 40 years; the average number used in the major-
ity of economic studies is 20 years. For equip-
ment, useful life can vary from 3 to 8 years, with 
an average of 5 years. In the case of rent, it is pos-
sible to use its value as a proxy for capital costs.
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2.3.4.2  Human Resources
In healthcare, human resources can be divided in 
two main categories: those linked directly to assist-
ing patients (e.g., psychiatrists, psychologists, 
nurses, occupational therapists) and those linked 
to supporting professionals and services (e.g., 
administrative functions, cleaning, cooking, secu-
rity). Work agreements vary widely, and costing 
methods vary accordingly. Moreover, the costing 
method depends on the healthcare setting– for 
instance, whether a hospital or outpatient care.

Roughly speaking, costs with no direct health- 
related professional may not vary too much among 
mental health patients from the same unit or with 
the same condition; for this reason, a top- down 
approach using average costs per patient is far 
more useful and less time-consuming than bottom-
up approach. Costs are estimating based on the 
salaries and fees of each category, on the job time 
scale, and on the number of patients assisted. The 
main problem is estimating costs of professionals 
working in two or more units in a hospital (shared 

costs), or perhaps for professionals working on 
laboratory tests for the entire hospital.

However, situations in which micro-costing is 
preferred depend on the purpose of the study and 
on the patient profile. Some patients consume 
services from multiple service units in a hospital, 
such as surgery rooms, emergency department, 
intensive care unit, whereas others remain in one 
unit, consuming only local interventions and pro-
fessionals. In psychiatric wards, especially wards 
caring for patients with chronic mental illness, 
lower use of other units and interventions is 
expected than in clinical or surgical wards. If the 
consumption of services from other units of a 
hospital is low, it may be better to estimate the 
costs for a procedure, costing the entire process 
to deliver the intervention alone (professional 
plus material and equipment plus time required 
for the intervention) (active-based costing 
method). On the other hand, costs for health- 
related professionals vary depending on the need 
and profile of each patient.

Table 2.2 Estimation of unit costs and costing methods

Item Method to estimate unit costs
Capital costs Land Opportunity costs (interest)

Interest rate (discount)
Nondepreciable

Buildings rateEEA= r (NPV)/(1+r)-n EAA= Equivalent annual 
annuity, r= discount rate, n = lifetime use in years
NPV=net present value
Depreciation rate = (1 + discount rate )n years

Equipment Current price and depreciation or
Cost of acquisition and EAA

Human resources Health and nonhealth 
professionals

Professional time (by hour or by minute)
Total costs (wages + charges and taxes) divided by 
working time
For professionals not directly assisting the patient, 
the average cost per patient can be used. When the 
same professional serves two units or departments, it 
is important to determine the ratio of time spent in 
each one to derive the unit of cost

Overhead Administrative management Direct allocation (does not consider simultaneous use 
of resources or use of resources external to the unit)
Step-down allocation (hierarchical costs centers)
Multiple allocation (proportional use of resources by 
unit of service)

Sharable services/Support 
services (laundry cleaning, 
laboratory, etc.)

Medication Variable costs Micro-costing per patient: the unit costs depend on 
whether the service is public or private

Interventions, vaccines, 
and lab tests

Variable costs Micro-costing per patient

For more details consult references [1, 6, 7]
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2.3.4.3  Overhead (Administration 
Costs)

This term addresses those costs related to admin-
istrative services covering multiple units of a hos-
pital or other health services. Drummond et al. 
[7] emphasize that there is not only one right way 
to estimate overhead costs, and it is not clear 
whether one method is better than another. The 
items included in the overhead costs can vary 
from institution to another; the usage of services 
and the method of cost allocation can vary as 
well. Overhead can be broken into two catego-
ries: (a) overhead related exclusively to manage-
ment and administrative services, (b) overhead 
not directly related to health intervention or 
“hotel costs” (catering, cleaning, laboratory, 
dietary, security, gas, water, and so on).

2.3.4.4  Nontreatment Services 
(Supportive Services)

In this category of costs is included all necessary 
services for running and maintaining health ser-
vices, such as diet, clothing, laundry, cleaning, 
security, administration services, informatics, 
pharmacy, and repair. These services can be sub-
divided as human resources, catering, transporta-
tion, external or third-party services (repairing 
services), utilities (e.g., electricity, telephone, 
internet, water, gas), and administrative services 
(overhead) (see Chaps. 14, 15, and 16).

2.3.4.5  Disposables and Suppliers
Disposable costs cover the consumption of all 
materials, and they can be estimated using a top- 
town approach considering the same unit with the 
same routine for interventions and similar diag-
noses. If consumption varies extensively among 
patients, then micro-costing would be preferable. 
In psychiatric hospitals with patients who have 
few clinical comorbidities, low variation in the 
consumption of such suppliers is expected. 
However, the consumption of suppliers may be 
different in psychiatric units in a general hospital 
because the profiles of patients may be different 
with regard to the degree of psychiatric severity 
and on presenting clinical comorbidities; then, 
micro-costing would be more appropriate. For 
instance, patients with delirium tremens may 

need multiple clinical interventions and might 
consume more suppliers than patients in an acute 
psychotic episode who have no clinical 
comorbidities.

2.3.4.6  Medications
Medication costs vary substantially, adding sub-
stantial difficulties in estimating their costs in 
economic evaluation studies [4, 54, 55]. Three 
different types of drug costs may be used, accord-
ing to the perspective of the study [4, 54, 55]: (a) 
production costs (costs for companies), (b) mar-
ket costs (consumers), and (c) costs for public 
health sector (government). In addition, issues 
related to drug patents and investments in the 
research and development of new drugs affect 
how these costs are estimated.

Regarding a government and public health 
perspective, drug costs usually are lower than 
costs for consumers in a free market; in some 
countries, such as Brazil, the government pays 
drugs up to 24.38% (price adjustment coefficient) 
less than factory prices [56]. However, drug costs 
vary among public services, as can be observed 
in the Brazilian public medication price database, 
and it might be difficult to obtain accurate values 
of drug acquisition [57]. In some countries, con-
sumers have to pay for medications at their mar-
ket price (out-of-pocket costs) or are partially 
subsided (copayment). Excess profit from drug 
costs may also be a factor in overestimating costs 
in cost-effectiveness studies. Depending on the 
study perspective, such as health managed care, a 
dispensing fee should be included and copay-
ments by patients should be excluded [55]. 
However, drugs often have multiple manufactur-
ers, hindering costing exercises. More details are 
described in the International Society for 
Pharmacoeconomics and Outcomes Research 
Task Force guidelines [4].)

2.4  Costs Analysis and Cost 
Estimation Bias

The aggregation and estimation of total costs 
involve some common obstacles that might result 
in biased cost estimations: the nature of cost data, 
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the accuracy of cost data, and the variability of 
unit costs. Bias should be adjusted in statistical 
analysis (see Chap. 7). Cost data are always 
skewed, that is, they have a non-normal distribu-
tion. This has some implications in terms of the 
low power of a study, and the use of nonparamet-
ric tests and regression models with bootstrap-
ping. Accuracy is another important problem 
related to data validity. Several biases exist 
regarding the validity and reliability of question-
naires assessing services use and in the methods 
used for estimating unit costs (see Chap. 13). 
Item costs vary from one setting to another, and 
the range of this variability should be taken into 
account through sensitivity analysis. Data uncer-
tainty should be addressed in statistical analysis, 
which is discussed in detail in Chap. 7. In epide-
miological studies, randomized controlled trials 
are the gold standard, in particular because base-
line differences are avoided by randomization. 
However, randomization does not work for cost 
data. Other statistical strategies are available to 
deal with these limitations.

Cost data are not generalizable because they 
depend on the setting and region; in terms of 
comparability among countries, costs should be 
converted to purchase power parity (see Chap. 
11). Drummond and Sculpher [19] described in 
detail the main methodological flaws in reporting 
costs analysis in economic evaluations. All these 
issues are discussed in the following chapters, 
especially Chap. 7.
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Outcomes Measurement 
for Economic Evaluation

Denise Razzouk

Abstract

Benefits or outcomes are used in economic evaluation to assess welfare 
maximization or health gain, depending on theoretical view – whether its 
a welfarist or extra-welfarist perspective. On the other hand, the measure-
ment of health outcomes are usually related to clinical symptoms, physi-
cal functioning, and quality of life. In the Mental Health field, using 
exclusively clinical outcomes is not appropriate to capture all benefits 
obtained from treatments. Social and psychological dimensions are also 
crucial components to evaluate mental health gains. In economic evalua-
tion, the choice of outcome should be based on the relevance to the 
patient’s health and quality of life. Therefore, several challenges exist in 
defining the best mental health outcome in economic evaluation. In an 
extra-welfarist approach, outcomes in economic evaluation are classified 
into two main groups: one not based on client preferences (so-called mea-
sures), and a second based on client preferences (so-called values). 
Methods for assessing measures are scales based on specific and nonspe-
cific disease symptoms. Methods for assessing outcome values are stan-
dard gamble, time trade-off, rating scales, and ratio scales. Only standard 
gamble assesses utility because it involves preferences based on uncer-
tainty. The person trade-off method and multiattribute tools use expert 
panels and indirect methods, respectively, to assess outcome values. The 
capability approach has recently emerged as a new alternative to welfarist 
approach, focusing in broader measurement of outcomes related to indi-
vidual’s capability and quality of life. This concept was operationalized 
into a multidimensional instrument for the Mental Health field: 
ICECAP-MH. In the welfarist approach, outcomes are expressed in mon-
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3.1  What Is an Outcome 
for Economic Evaluation?

Outcomes in Health Economics are usually called 
outputs or benefits. Benefits, from an economic 
perspective, have their origins in the economic 
principles of the welfare theory (see Chap. 1). In 
this sense, benefits are based on individuals’ pref-
erences and values. A benefit, then, is not solely 
the amount of an output produced, but rather the 
value of an output attributed by an individual (a 
patient or the general public). According to the 
welfarist viewpoint, the goal in public policy is to 
maximize welfare. For this purpose, cost-benefit 
analysis (CBA) is the mainstream economic eval-
uation analysis in terms of the comprehensive-
ness of measuring all benefits and costs, that is, 
computing the overall welfare produced by a cer-
tain costs (see Chap. 4). In this regard, maximiza-
tion of welfare includes gains on health and 
nonhealth outcomes, such as reducing productiv-
ity costs (see Chap. 29).

Despite some criticisms about its validity, the 
framework beyond the concept of welfare maxi-
mization was adapted in the healthcare domain 
within the extra-welfarist approach, in which the 
goal of maximization of health replaced maximi-
zation of welfare [1, 2] (see Chaps. 4 and 6). The 
allocation of resources in health policies has 
thereby been addressed for the maximization of 
health gain. While maximization of welfare is 
related to CBA, maximization of health is mainly 
related to cost-utility analysis (CUA) and cost- 
effectiveness analysis (CEA) (See Chaps. 5 and 
6). However, this distinction is far from being 
simple and free of divergent views and conceptu-
alizations among health economists [2–10] (See 
Chap 4, 10 and 11).

The main divergence between these two 
approaches is related to resource allocation [6–
9]. While in CBA all relevant (health- and non–
health-related) outcomes to society are included 
to verify potential benefits and to what extent 
they are worthwhile, in CUA and in the majority 
of CEA studies, only some dimensions of well- 
being and health outcomes are supposed to be 
included. Moreover, the former is based on indi-
viduals’ preferences elicited through their ability 
to pay for the benefit, whereas in the latter 
approach, decision-making is usually based on an 
arbitrated threshold acceptable to be paid for 
each unit of health gain, or it is hierarchically 
based on the best intervention in terms of produc-
ing more health gains (See Chap. 6). Preferences, 
in this case, are based on the wishes of the gen-
eral public rather than those of patients.

While determining the efficacy and safety of a 
treatment is the crucial step for receiving approval 
to be available on the market, this is not the case 
for resource allocation. Yet, once the effect of a 
treatment is well established, it is necessary to 
verify how affordable and valuable the treatment 
is in terms of public health policies [7]. Hence, 
health economic evaluation compares two or 

etary units and assessed mainly by contingent valuation (CV; willingness- 
to- pay method) and discrete experiment choice. This chapter describes 
these methods and discusses their advantages and disadvantages for eco-
nomic evaluation in the Mental Health field.

Key Points Summary

• Definition of outcome in mental health, 
mental health services, and in economic 
evaluation

• Outcomes measures and valuation
• Preference, utilities, and values
• Methods for utility/values estimation 

(rating scaling, standard gamble, time 
trade-off, magnitude estimation, person 
trade-off)

• Multiattribute methods
• Capability approach tools
• Willingness-to-pay methods and dis-

crete experiment choice for monetary 
outcomes
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more alternatives in order to verify which one 
produces more benefits with optimal costs, that 
is, which has dominant cost-effectiveness. Then, 
health managers and policymakers are willing to 
pay and to allocate resources for that alternative, 
allowing greater health gain with the best value 
for the money. These theoretical conflicts among 
economic approaches for measuring and evaluat-
ing outcomes and costs raise equity and ethical 
considerations [11], although these are not dis-
cussed in this chapter (See Chaps. 5, 8–11).

Notwithstanding a lack of consensus about 
which outcome should be maximized and how 
outcomes should be measured, the majority of 
methods for measuring economics outcomes are 
not completely satisfactory for economic evalua-
tion in mental health, especially those for severe 
mental disorders.

This chapter presents the main methods avail-
able for measuring outcomes in economic evalu-
ation and discusses to what extent these measures 
are appropriate for assessing mental health and 
well-being among people suffering from mental 
disorders and other mental health problems.

3.2  What Is a Health Outcome?

In the health domain, an outcome is linked to two 
major concepts: mortality and morbidity. Health 
gain is expressed when mortality rates decrease 
and when it is possible to decrease morbidity and 
disability and, ultimately, increase quality of life 
and well-being. Outcomes are measured through 
scales assessing symptoms related to specific dis-
eases and the degree of symptom severity. Benefits 
for health science focus on health status rather 
than on welfare, though there might be a relation-
ship between them, because healthy states produce 
more satisfaction and well-being than sickness.

In addition, health outcomes have three main 
characteristics: uncertainty regarding response to 
treatment (partial and total remission or no remis-
sion of symptoms and eventually death), uncer-
tainty of the duration of the health state, and 
uncertainty regarding the health outcome (cure, 
disability, death) [12]. In the case of chronic dis-
eases, a fourth characteristic is related to unpre-

dictable disease recurrence. And, in the case of 
poor prognosis or in those with more severe 
symptoms, a fifth characteristic is due to perma-
nent complications or injuries such as blindness 
due to diabetes, even after controlling glucose 
levels. In this sense, if health gain is assessed by 
effective glycemic control and general health 
index, it should be considered that the permanent 
disability (blindness) also causes social, psycho-
logical, and economic losses.

On the other hand, in mental health, outcomes 
are not solely focused on diseases symptoms, 
because mental disorders hinder the social and 
global functioning of subjects in society, includ-
ing the ability for work, leisure, and relationships 
(see Chap. 25). The nature of mental health out-
comes is complex because a lack of consensus 
exists on the clear definition and consistency of 
the most relevant outcome, and sometimes, rele-
vant outcomes are intangible and difficult to mea-
sure, or they comprise multiple components [13].

Also, mental disorders produce negative 
externalities that are not related with health, such 
as absenteeism from work, education failures, 
more need for social benefits, and a higher fre-
quency of stigmatizing behaviors. All these 
externalities hinder not only the quality of life of 
patients, but block them from having a normal 
life and engaging in societal activities as a citi-
zen, acting toward the development of and inno-
vation in society, and producing wealth. Yet, 
improving from a mental disorder is a complex 
process, and no clear consensus exists on the cri-
teria to ascertain recovery and participation in 
society (See Chap 12) [4, 13]. Therefore, in men-
tal health, benefits are not only health gains, but 
also welfare gains, opportunity gains, citizen-
ship gains and productivity gains, though mea-
suring these presents challenges [14].

3.3  What Is a Mental Health 
Outcome in Economic 
Evaluation?

The measurement of health gain and welfare 
maximization is still an open question in the 
healthcare domain. Welfarist health economists 
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defend the societal perspective and the measure-
ment of utilities based on individuals’ prefer-
ences, expressed in monetary terms (see Chap. 
4). On the other hand, extra-welfarist health 
economists focus on health indicators combining 
the quality and quantity of life, such as quality- 
adjusted life years (QALYs), using methods to 
assess utility, estimated on the basis of the gen-
eral public’s preferences and experts’ opinions 
(See Chap 6). They focus, rather, on health gain 
and on the distribution of health gain in order to 
guide resource allocation in health policies by 
prioritizing resources for some health states or 
vulnerable groups, that is, taking into account 
equity issues, though debate on that is still in 
progress. Moreover, mental health challenges 
both approaches in terms of defining “mental 
health gain” and regarding the validity of meth-
ods available to measure outcomes.

Therefore, at least two major concerns relate 
to mental health outcomes in economic evalua-
tion. First, the choice of outcome for economic 
evaluation is complex and tricky, because the out-
come chosen should be relevant in terms of 
changing individuals’ mental health and quality 
of life. All diagnostic criteria for mental disor-
ders are based on the presence of psychiatric 
symptoms and on the global impact of psychiat-
ric symptoms on individuals’ lives and on their 
global functioning. For example, if we compare 
two antipsychotics for individuals with schizo-
phrenia disorder using the Positive and Negative 
Syndrome Scale (PANSS) to assess changes in 
clinical outcome, a statistically significant differ-
ence between two drugs might be not detectable; 
that is, symptoms (e.g., delusions and hallucina-
tions) may remain unchanged. However, if one 
group retains psychotic symptoms but exhibits 
less violent behavior when taking one of the 
drugs, then this is not exact the “benefit” because 
it decreased the psychotic state (no health gain 
measured by PANSS), but rather because the 
patients are enabled to establish more friendly 
and less violent relationships; therefore, the drug 
affects patients’ lives and their family’s lives. It is 
likely that a patient’s family would prefer the 
decrease in violent behavior, whereas policymak-
ers would choose the cheaper drug because no 

relevant differences are shown in the PANSS. If 
someone breaks a leg and recovers from it after 
orthopedic treatment, patients and policymakers 
do not really disagree about what is relevant in 
terms of health gain. However, in terms of mental 
health, which outcome is more relevant when a 
mental disorder cannot yet be cured?

Therefore, mental health interventions aims 
more to address reducing disability and overcom-
ing global losses rather than just gaining “health” 
in clinical terms. If a treatment enables a patient 
with schizophrenia to work or to live with some 
level of autonomy and quality of life, the impact 
or benefit for him and his family might be higher 
than solely improving some digits in the 
PANSS. Of course, both clinical and social out-
comes may usually improve, but gains might be 
not proportional in terms of benefits and rele-
vance. Therefore, outcome relevance and impor-
tance is closely linked to individuals’ preferences, 
and in this regard, welfarists and extra-welfarists 
have divergent views on how to consider this 
question [8] (see Chaps. 4–6 and 8–10).

The second issue is about outcome measure-
ment. Using CEA, it is only possible to choose 
one outcome representing the impact of interven-
tions, and this outcome is usually clinical because 
CEA is mainly carried out in clinical trials. 
However, it is not possible to analyze simultane-
ously other relevant outcomes, unless cost- 
consequence analysis (CCA) is added to CEA. On 
the other hand, CUA uses a generic health index 
(e.g., QALYs) based on utility measures. 
However, methods to estimate utility are not sen-
sitive enough to capture changes in many dimen-
sions of mental health, and it is therefore also 
difficult to affirm mental health gains (see Chaps. 
6, 9, and 10).

3.4  Methods for Outcome 
Measurement 
in the Economic Evaluation

There are different levels for the measurement 
and valuation of outcomes in economic evalua-
tion. The distinction between measurement and 
valuation is important because it involves 
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 different conceptions of outcomes [15]. 
Measurement is traditionally related to the mea-
surement of symptoms through scales based on a 
specific disease or on generic health status. For 
instance, psychotic symptoms are usually 
assessed by scales such as PANSS, and quality of 
life is assessed using a multidimensional scale 
such as the World Health Organization Quality of 
Life Scale. These instruments do not involve 
individuals` preferences about the value of health 
states. Therefore, the measurement of psychiatric 
symptoms is limited to the interpretation of the 
improvement or worsening of the amount of 
these symptoms and does not consider the value 
of such improvement or worsening to 
individuals.

On the other hand, the valuation of outcomes 
refers to the value given by a subject to one par-
ticular health state in comparison with others 
health states; that is, it represents a preference for 
one health state over another [9, 15]. In addition, 
preferences can be related to the duration of 
health states and with nonhealth outcomes as 
well. The method used to elicit preferences and 
to estimate the value of outcomes varies accord-
ing to theoretical approach: welfarist or extra- 
welfarist. Extra-welfarist assesses the value of 
preferences in terms of utility (ordinal level 
according to preference strength), whereas wel-
farists assess the value of preferences in mone-
tary terms. Both use preference measures with 
the goal of outcome (health or welfare) maximi-
zation. However, both approaches have been 
criticized in terms of which societal values and 
preferences are being maximized and which peo-
ple would benefit from these goals (see Chaps. 8 
and 9). In this regard, the capability approach is a 
new alternative to the welfarist approache 
because it is not based on the preference for one 
or more specific outcome. Instead, it proposes to 
estimate multiple health and nonhealth dimen-
sions in order to verify an indicator of the mini-
mum level of life living with “decency”; that is, 
this approach is oriented toward equity issues, 
rather than maximization of health or welfare. 
This theory was introduced by Amartya Sen on 
the 1990s in order to re-define outcomes embed-
ded in welfare assessment [6, 16–18]. According 

to this theory, capabilities should be added as an 
outcome to redefine the welfare concept in oppo-
sition to the welfare economics theory from neo-
classical economics (see Chaps. 1, 6, and 9). In 
this regard, capabilities are related to individual 
objectives, choices, freedom, and equity [19]. In 
other words, capabilities are not related exclu-
sively to the functionality or the health gain, but 
to individuals’ well-being according to principles 
of autonomy, freedom, and access to opportuni-
ties [6, 16–18] (see Chap. 9).

Multiple classifications exist for the measure-
ment and valuation of outcomes; here they are 
divided into four parts: (a) health outcome mea-
surement, (b) methods for outcome valuation in 
utility using the extra-welfare approach, (c) out-
comes based on the capability approach, and (d) 
methods for valuation of monetary outcome 
using the welfarist approach (see Box 3.1).

3.4.1  Health Outcome Measures

These measures are used mainly in CEA (see 
Chap. 5) when comparing two drugs or treat-
ments in terms of effects and costs; they are also 
used in CCA when comparing health programs 
or complex health packages. The main limita-
tions of such measures is the difficulty in com-
paring the treatment effects and benefits, because 
multiple instruments are assessing different 
domains [15]. This means that one treatment for 
depression might show improvement if it was 
chosen by one specific instrument covering a cer-
tain group of domains and no improvement if it 
was chosen by another instrument covering other 
domains. Also, they not allow comparability 
between different diseases and outcomes, as in 
outcomes valuation in estimating QALYs (CUA).
Some recent efforts have used algorithms for 
converting such measures into QALYs [20] (see 
Chap. 6).

Moreover, issues exist on how each subitem 
or subdomain is equally weighted (or not) to be 
summed in overall scores. In CEA, it is only pos-
sible to use numerical outcomes such as total 
scores to estimate cost-effectiveness ratios (see 
Chap. 5). However, overall scores might not 
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reflect improvement and worsening in subdo-
mains in terms of relevance and preferences, as 
described in the example mentioned earlier in 
this chapter about improving violent behavior in 
PANSS without changing psychotic symptoms 
scores (see item 3.4).

3.4.1.1  Disease and Specific Symptom 
Scale

The majority of instruments measuring psychiat-
ric symptoms uses dichotomous categorial out-
puts (present/absent) and ordinal measurement 

like the severity and frequency of symptoms 
(e.g., Clinical Global Impression scale).

Fewer scales provide total scores with a cutoff 
distinguishing normal and abnormal mental 
health status. The Hamilton Rating Scale for 
Depression scale, for instance, combines an 
assessment of the presence and severity of symp-
toms, resulting in scores and a cutoff for the pres-
ence and the severity of depression states. 
However, improvements in terms of decreasing 
suicidal thoughts are different from improve-
ments in terms of eating and sleeping better; dif-
ferent patients might have the same total score, 
but the relevance of such improvement might be 
different.

Moreover, some scales combine within the 
same instrument clinical symptoms with the abil-
ity to work and to perform social roles, whereas 
others focus on specific clinical symptoms. 
However, the majority of such scales are not sen-
sitive or comprehensive enough to capture all rel-
evant mental health and social outcomes 
improved by interventions. It is a commonplace 
in psychiatric clinical trials to assess multiple 
outcomes (e.g., social behavior, daily life skills, 
recovery, social skills) using different instru-
ments or using multidimensional tools in mental 
health, but these data are difficult to interpret in 
terms of economic evaluation.

3.4.1.2  Non-Disease-Specific 
and Generic Global Functioning 
Scales

Usually, tools assessing multidimensional aspects 
of quality of life and global daily functioning are 
used as generic measures and are not disease 
 specific. The 36-item Short Form is used as a 
measure of global health and quality of life, but 
this scale is not sensitive to many improvements 
in mental health status.

Scales based specifically on psychiatric symp-
toms are not appropriate to assess global improve-
ments among people with long-term disease and 
chronic psychiatric symptoms, as in schizophre-
nia disorders. In that case, psychiatric symptoms 
might remain unchanged but social and daily 
skill performance might improve over time. This 
is important because in terms of preferences, 

Box 3.1 Methods for the Measurement 
and Valuation of Outcomes in Health 
Economics

 1. Health outcome measurement 
(mainly CEA and CCA)
Disease and specific symptoms scale 

(e.g., PANSS)
Non-disease-specific and generic global 

functioning or quality-of-life scale 
(e.g., World Health Organization 
Quality of Life scale)

 2. Methods for outcome valuation in 
terms of utility (extra-welfare 
approach, CUA)
Standard gamble
Time trade-off
Rating scaling method
Ratio scaling or magnitude estimation
Person trade-off* (panel experts)
Multiattribute tools: SF-6D, EQ-5D 

(indirect method) (see Chap. 6)

 3. Outcomes based on the capability 
approach
ICECAP-MH (Chap. 9)

 4. Method for the valuation of monetary 
outcome (welfarist approach, CBA) 
(see Chap. 4)
Willingness-to-pay method
Discrete experiment choice
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patients and families gives equal values to other 
nonhealth dimensions, and these instruments are 
not appropriate for distinguishing them [13].

Equally important, the measurement of qual-
ity of life in mental health involves assessment of 
health and nonhealth areas such as psychiatric 
status, well-being, family burden, functional sta-
tus, access to resources and opportunities 
(stigma), social and occupational roles, commu-
nity safety, social inclusion, social network, per-
sonal relationships, and criminal and justice 
domains (see Chaps. 24–29). However, the over-
all score estimated through tools assessing multi-
dimensional areas does not reflect improvements 
and worsening by subdomains, as mentioned ear-
lier in this section.

3.4.2  Methods for Outcome 
Valuation in Utility Terms 
According to the Extra- 
Welfarist Approach

3.4.2.1  The Concept of Preference 
and the Valuation of Outcome

Outcome valuation refers to those methods that 
estimate the value to and the preference of an 
individual for an outcome. Health outcomes are 
unpredictable; that is, they are embedded with 
some level of risk and uncertainty. Therefore, 
value is also linked with the notion of choice 
(preferences) under an uncertain outcome (risk 
and probability). Some authors, such as 
Drummond et al. [9] and others, distinguish the 
concept of value from the concept of utility. Value 
represents the amount of preference under a no-
risk condition, whereas utility is a weight repre-
senting the worth of a preference under uncertain 
outcomes. However, the term utility is used in 
practice to express the worth of elicited 
preferences.

Despite the indistinguishable use within the 
literature of terms such as utility, values, prefer-
ences, and outcome, there are relevant differences 
among health economics theoretical conceptual-
izations (see Box 3.2). The welfarist approach 
focuses on the maximization of the sum of all 
individuals’ preferences. In this case, individuals 

express their preference and desire for the out-
come that produces more pleasure and satisfac-
tion according to their own judgement.

On the other hand, the extra-welfarist approach 
applies multiple and heterogeneous methods to 
elicit preferences from the general public, 
patients, and experts. In this case, preferences are 
not always linked to an individual’s choice for a 
more desirable alternative for his or her own sat-
isfaction. Instead, in the extra-welfarist approach 
the focus is to inform policymakers on general 
public preferences about resource allocation, 
rather than on maximizing welfare [9, 21, 22] 
(Chap. 6).

Preferences regarding health states fall into 
two main categories: expected preferences 
(“decision utilities”) and experienced preferences 
(“experienced utilities”) [21]. Expected prefer-
ences are usually elicited from healthy people 
among the general public. In this case, an indi-
vidual should express a preference for one health 
state that may occur to them in the future or to 
somebody else. For instance, an individual should 
choose between a psychotic state or depressive 
state, even without any knowledge of or familiar-
ity with these states, only based on descriptive 
scenarios. On the other hand, “experienced pref-

Box 3.2 Outcome Valuation, 
Preferences, and Utility

• Outcome valuation is related to individ-
uals’ preferences.

• The concept of preference is closely 
related to the concept of utility.

• In general, utility is the value, generally 
expressed on an interval scale, given to 
one preferable state over another under 
uncertain outcomes.

• For extra-welfarists, utility represents 
the value of a health gain according to 
the general public preferences.

• For welfarists, utility is the amount of 
satisfaction or well-being according to 
individuals’ preferences and is expressed 
in monetary terms.
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erences” refer to those of people who suffered 
from one particular disease or who currently 
present active symptoms of disease. Then, the 
choice is based on the individual’s own experi-
ence of being sick.

Despite preferences being predominantly elic-
ited from among samples of the general public in 
the extra-welfarist approach, an open debate still 
exists on how preference should be captured and 
whether it is more appropriate to capture prefer-
ences of patients or the general public. Some 
authors argue that, in the case of psychiatric 
symptoms, the general public would not be able to 
express preferences appropriately because of their 
lower sensitivity to and familiarity with the nature 
of psychopathology. Conversely, other authors 
warned that people with schizophrenia disorders 
and other cognitive impairments or lack of insight 
would underestimate utilities preferences in com-
parison with the general public. In this regard, 
Versteegh and Brouwer [23] acknowledge that 
balancing preferences from mixed sources – both 
the general public and patients – might be prefer-
able in the decision-making process.

3.4.2.2  Methods for Outcome 
Valuation in the Extra-Welfare 
Approach

Definition of Utility
Although utility has been given multiple defini-
tions according to different theories since its wel-
farist origin (see Chap. 1), the term utility has 
been used – especially in the extra-welfarist 
approach – according to decision theory in order 
to support policymakers in resource allocation 
[24]. In this regard, the concept of utility derives 
from John von Neumann and Oscar Morgenstern’s 
[25] utility theory described in 1944 as part of 
game theory. According to this theory, utility rep-
resents the value of individual preferences when 
choosing benefits (health status) under conditions 
of an uncertain outcome [9]. This theory relies on 
the fact that individuals make rational choices, 
and their preferences express what is best for 
them, that is, they maximize utility [24]. When 
one health state is preferable to another, we may 
conclude that the former health state has greater 

utility than the latter. The measurement of utility, 
then, represents the value an individual gives to 
his or her own health state [26]. The utility value 
is used to estimate generic outcomes, such as 
QALY, used in CUA (see Chap. 6).

This concept is innovative for the health field 
because it is not based on the measurement of one 
sole outcome or on symptom-based criteria. 
Instead, it captures multiple outcomes converted 
to an interval of values between 0 (death) and 
1(normal health), according to a health preference 
scale. For instance, consider two individuals with 
the same severity of depressive symptoms, but 
one lives in a rural area and the other in an urban 
area. They may not present the same preference 
for therapeutic alternatives and for outcomes [27]. 
The concept of utility is very interesting for deci-
sion makers with regard to public policies because 
it allows the value of benefits to be measured from 
a societal viewpoint and under an uncertain out-
come. Also, utility captures opportunity costs in 
that it encompasses individuals’ choices. 
Individuals would choose those alternatives that 
would supposedly improve their lives as a whole 
(multiple outcomes) and not those that would 
ameliorate one specific symptom.

However, individuals’ choices are not always 
rational and straightforward, so economists rely 
on normative assumptions of decision theory. 
Multiple factors interfere with behavior, like risk 
aversion or risk-seeking profiles. For instance, 
Daniel Bernouilli demonstrated that, given a 
gamble condition, people in general are 
 risk- averse regarding uncertain gains and behave 
to maintaining the status quo, whereas they 
exhibit risk-seeking behavior in order to avoid 
uncertain losses [28]. Other factors, such as con-
text, may influence an individual’s preferences. 
When eliciting preferences, two descriptions or 
scenarios of the same health state should elicit 
the same preference, but this principle (“invari-
ance principle”) is not observed in practice [28]. 
Several studies have shown that the amount of 
details in a description of health states affects 
utility weights. Moreover, cognitive deficits may 
affect the ability of people to express preferences 
in terms of risks and probabilities, such as in 
schizophrenia and dementia disorders.
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Methods for Eliciting Preferences
Multiple methods are available to estimate utility, 
and there is no gold standard well established in 
the literature, though standard gamble (SG) has 
been recommended by some authors as being 
preferable to other methods because it takes into 
account choices under uncertain and risky out-
comes [9, 24, 29, 30]. However, because of diffi-
culties in eliciting preferences from some 
respondents using SG methods, the time-trade off 
(TTO) method seems to be easier and more fea-
sible than SG, especially among people with 
mental disorders, and for this reason it has is pre-
ferred by other authors [31].

Two main groups of methods are used to 
assess the value of preferences (utilities): direct 
and indirect methods. The difference between 
them is that the direct method is used to elicit 
individuals’ preferences to health states, whereas 
the indirect method does not assess individual 
preferences because it verifies the current health 
state through multiattribute scales. Each multiat-
tribute scale comprises a different number of 
health states embedded with utility values. These 
tools use utility values estimated from previous 
studies using different methods (e.g., SG and 
TTO). However, some authors consider indirect 
methods as being tools to assess values, rather 

than utilities [9] (see Chap. 6). Person trade-off 
(PTO) is an exception among all methods because 
it elicits preferences among experts using Delphi 
consensus to estimate final values for “utility,” 
that some authors do not consider as utility but 
rather as a disability weight, used for estimating 
the  disability-adjusted life year (see Chap. 6).

In this chapter we describe the following 
direct methods for eliciting preferences [32]: (a) 
rating scales (categorical, numerical, visual ana-
log), (b) magnitude estimation (ME), (c) SG, and 
(d) TTO. Indirect methods for eliciting prefer-
ences are PTO (based on expert panel prefer-
ences) and multiattribute systems (e.g., EQ-5D).

Rating Scales
RSs allow individuals to express their preferences 
for different health states by ranking them from 
the worst to the best health states on an interval 
basis [32] (Fig. 3.1). The difference in the prefer-
ences among health states correspond to intervals 
between them [24]. For instance, moving from 10 
to 20 would be interpreted as being the same as 
moving from 30 to 40 in terms of difference 
between preference strength. The Visual Analog 
Scale (VAS) is commonly used to allow people to 
express their perceptions of subjective symptoms, 
and it has been applied in Health Economics with 

Fig. 3.1 Visual analog scale and rating scale
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the purpose of eliciting preferences about health 
states. This method does not take into account 
uncertainty and risk in measuring preferences, 
and for this reason, preferences are expressed in 
values and then converted into utility (0 to 1), usu-
ally through power curve calculation [33, 34]. 
This methods varies in the use of numerical 
sequences (rating scales) or categories, or just a 
line between two values (VAS) [9].

The accuracy of this method is lower than the 
SG and TTO methods, and it should not be used 
along; the values obtained using this method 
should be corrected by comparing with the SG or 
TTO methods [24]. Two main measurement 
biases exist regarding VAS: one related to the 
number of health states (better or worse) to be 
ranked (context bias), and the other related to 
end-aversion behavior exhibited by some respon-
dents who are resistant to use the extreme points 
of the scale [34]. In the first case, if the majority 
of health states are much better than one particu-
lar health state, then its attributed value would be 
decreased. Conversely, if the majority of health 
states are worse than a particular health state, that 
its value would be increased. For this reason, it is 
necessary to adjust these effects. Usually, the val-
ues from preferences elicited by the VAS are 
lower than the values elicited by SG and by TTO.

Despite these limitations, some studies have 
demonstrated that RSs are a suitable method to 
elicit preferences among people with schizophre-
nia disorder when comparing different scenarios 
of a psychotic episode, showing a good correla-
tion between RS results and the TTO (r = 0.67) 
and SG (r = 0.74) methods [35].

Magnitude Estimation or Ratio Scaling
Contrasting with RSs, in which all health state 
categories are ranked from worse to the best, the 
ME method elicits preferences through inquiring 
about the level of an individual’s desirability for 
one health state in comparison with another. In 
this case, individuals express their preference for 
one health state, taking into account how much 
they consider one health state to be better or 
worse than another, that is, given by the propor-
tion at which that one health state is worse than 
another (e.g., 4 times worse, 10 times better) [30, 

32]. The limitation of this method is how the 
standard health state is chosen to be comparable 
with other health states. For instance, choosing as 
standard a health state with mild or minor symp-
toms would allow different results than if the 
chosen standard was a health state with moderate 
or severe symptoms. In practice, this method is 
deemed a difficult task among respondents [30], 
resulting in low reliability values, especially 
among people with mental disorders such as 
schizophrenia and depression disorders [35].

Standard Gamble
The SG method, rooted in decision theory based 
on the von Newman–Morgenstern theory, elicits 
preferences under a scenario of uncertainty and 
involves probabilistic reasoning. It has been 
reported as being the most accurate method to 
assess utility because it takes into account the 
uncertainty of the outcome, and it involves indi-
vidual risk behavior [24, 29]. Hence, individuals 
choose either “no treatment,” leading them to 
remain in their current sick health state, or they 
choose the alternative “treatment,” with different 
probabilities of cure or immediate death [9, 24, 
29, 30]. Then, different probabilities of death are 
offered and the individual decides how much risk 
of dying he/she is willing to accept in order to 
achieve perfect health. This method is suitable 
for assessing preferences for chronic health states 
in comparison with death, or for those health 
states worse than death and temporary health 
states [9, 24].

Because it is difficult to realize probabilities 
when choosing between alternatives, it is com-
mon to show score cards with different probabili-
ties of cure and death [9] (see Fig. 3.2) For 
instance, in Fig. 3.2, when a probability of cure 
with treatment is 0.2 in a sample of 100 people, 
20 people are expected to be cured and 80 are 
expected to die. Increasing the probability of cure 
to 0.4, 40 cures and 60 deaths are expected. The 
value of utility is the “indifference point,” that is, 
the point where an individual is not able to choose 
between alternatives in the treatment arm for one 
given probability.

Some studies show differences in the weights 
of assessing utilities between SG and TTO meth-
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ods, resulting in higher weights using SG than 
TTO [30, 35]. It may be a challenging task to use 
SG among people with greater cognitive impair-
ment, as in some cases of schizophrenia disorder, 
in part because of difficulties with probabilistic 
reasoning and in part because of the significant 
presence of risk-averse behavior among them 
[35]. Despite this, people with schizophrenia 
expressed similar utility (U) weights (U = 0.19) 
for the worst psychotic states using SG (described 
by the patients) in comparison with people with 
depressive disorders (U = 0.18) [35]. In one study 
using SG to assesses utilities among a sample of 
general public found weights of 0.47 and 0.88 for 
severe and mild schizophrenia, respectively [36].

Another study used SG to elicit preferences 
among a small sample of people with depressive 
disorder regarding 11 different depression-related 
health states according to depressive symptom 
severity and treatment received [37]. According 
to this study, the utility weights for severe 
untreated depression were, on average, 0.30, but 
25% of the sample reported utilities equal to or 

worse than death. Greater utility weights were 
attributed to mild or moderate depression using 
antidepressant drugs (between 0.55 and 0.74). 
Utility weights were lowered by the presence of 
side effects of drugs by 0.1, on average.

Time Trade-Off
This method was created by Torrance [24] and 
was validated taking SG as the gold standard. 
Like the SG method, the TTO method has a simi-
lar principle, offering two alternatives to elicit 
preferences. In this case, however, TTO does not 
take into account outcome uncertainty; that is, 
individuals should decide whether they are will-
ing to achieve a good health outcome in exchange 
for years of life. For this reason, this method 
assesses value rather than utility.

The utility weight is the point of indifference 
achieved when individuals are not able to choose 
between a health outcome and how many years of 
life they would be willing to lose in order to live 
with a better quality of life. For instance, consid-
ering a depressive state, we might want to know 

Fig. 3.2 Standard gamble using score cards

3 Outcomes Measurement for Economic Evaluation



46

whether the individual prefers continuing to live 
in this state for 10 years or would prefer to accept 
the treatment and live in perfect health without 
depression for 8 years and die 2 years earlier. If 
he/she accepts the treatment, the inquiry contin-
ues, varying time (life years) until he/she are 
unable to choose between alternatives. In a hypo-
thetical scenario with a time frame of 10 years, 
the point of indifference would be living 4 years 
without depression and dying 6 years earlier; 
then, utility would be 4 of 10, or 0.4. (Fig. 3.3).

The TTO method is easier to use than SG in 
mental health samples. People with schizophre-
nia disorder reported that TTO, VAS, and will-
ingness to pay (WTP) easier to express 
preferences than SG and EM [35]. However, 
Konig et al. [31] assessed utility (U) weights 
using TTO in a sample of subjects with schizo-
phrenia (U = 0.75), bipolar (U = 66), and alcohol- 
related (U = 0.61) disorders in an inpatient 
setting. They found a “ceiling effect,” especially 
among the group with schizophrenia disorders, in 
which 43% of respondents were not willing to 
trade any time of life to perfect life, probably 
related to a lack of insight and greater severity in 
PANSS. In this regard, another study compared 
utility weights using the TTO method between a 
sample of laypersons and a sample of people with 
stable schizophrenia disorder [38]. On average, 
utility weights were 0.077 higher in the patient 
group than in the layperson group, showing the 
greater reluctance of patients for trading life 
years. Conversely, SG and multiattribute instru-
ments were considered suitable when applied 
among people with bipolar disorder, showing 
similar lower values for a depressive state and a 
hypomanic state [39]. In summary, no consensus 
yet exists on the best method to elicit preferences 
among people with mental disorders. While some 
studies show some degree of evidence of the suit-
ability of TTO to derive utilities among people 
with stabilized schizophrenia, SG and ME are 
still a cognitive hurdle [35].

Person Trade-Off
While the previously described methods are 
focused on the measurement of individuals’ pref-
erences, PTO, or the equivalence of numbers, is 

used to assess the social value of health interven-
tions and programs [26, 40]. The rationale of this 
method is to provide clear information to guide 
resource allocation on the basis of how to value 
treatments and how to distribute them. If one 
intervention can cure 50 subjects with disease A 
and another intervention can cure 10 subjects 
with disease B at the same cost, the value of the 
former intervention is five times greater than that 
of the latter. Yet, considering that both treatments 
are equally efficacious to treat both diseases and 
have different costs, the goal is to define the 
social value of treatment considering the equiva-
lence number between groups, that is, treating 10 
people of disease group A is equivalent to treat 30 
people of disease group B. This method was used 
to estimate disability-adjusted life years, an indi-
cator of the burden of disease [41] (see Chaps. 6, 
24, and 25). In this case, an expert panel was 
asked to ascertain the value of extending the lives 
of people without disabilities in comparison with 
those of people with disabilities, supposing that 
this latter group would have less “social value,” 
and PTO was used to estimate disability weight 
(which is not a real utility, though it is not prefer-
ence-based). For instance, if 100 people with a 
disability were equivalent to 800 people without 
a disability, then the disability weight (dw) would 
be estimated as:

dw = æ
è
ç

ö
ø
÷ =1

100

800
0 875– .

This method was repeated to establish the 
value for curing each chronic condition in com-
parison with healthy people.

Multiattribute Method
This method is an effort to join multidimensional 
clinical scales and the estimation of utilities. 
Unlike direct methods, the multiattribute method 
is a system of generic health quality measure-
ment that uses a multidimensional questionnaire 
inquiring about an individual’s current health 
state. This method is not based on individual 
preferences, but rather assigns weights (derived 
from preferences assessed in population studies) 
to each health state defined in dimensions in each 
system [9, 42]. Each dimension has levels of 
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health and function impairments attached to one 
value based on the mean of general population 
preferences (utilities). Ultimately, it estimates a 
“health index utility” based on the values obtained 
from a scoring formula. This health index is, in 
practice, used in cost-utility studies as an equiva-
lent of utility (though in fact, it is a value and not 
a real utility), with 0 meaning death and 1 mean-
ing perfect health [42] (see Chap. 6).

This method has the advantages of being less 
time-consuming and easier to apply than direct 
methods for eliciting preferences. However, it 
challenges conceptual and methodological issues 
in Health Economics and in health domains, 
especially mental health. Many systems are avail-
able, but the most widely used are the five- 
dimension EuroQol (EQ-5D), the Health Utilities 
Index (HUI) Mark 2 and Mark 3, the six- 
dimension Short Form (SF-6D), and the Quality 
of Well-Being scale, among others [9, 42, 43] 
(see Box 3.3 and Chap. 6).

Differences Among Multiattribute Instruments
These instruments differ in their composition, 
methods used to estimate weights for a health 
state, and number of health states covered [42]. As 
consequence, these instruments might allow dif-
ferent estimations of “utility” for the same health 
state. For instance, some studies have shown that 
the SF-6D is more sensitive among healthy indi-

Fig. 3.3 Time trade-off

Box 3.3 Multiattribute Tools
EQ-5D: This was developed by the Centre 
for Health Economic in York (U.K.). It 
comprises five dimensions (mobility, self- 
care, usual activities, pain/discomfort, and 
anxiety/depression) covering 243 health 
states [44]. Each dimension has three levels 
of intensity: no problem, some problems, 
and extreme problems.

A survey of the British general public 
used the TTO method to measure prefer-
ences [45]. Multivariate regression analysis 
was used to assign weights to those prefer-
ences and to obtain a final scoring formula, 
that is, the sum of the constant coefficient 
and the weight of each of the five attributes, 
plus 1 [42]. Other variations of this tool 

exist (see Chap. 6).
SF-6D: This was developed by Brazier 

et al. [46] based on 11 items from the 
36-item Short Form, an instrument com-
monly used to assess quality of life in 
health domains. Preferences of a general 
public sample in the United Kingdom were 
obtained using the SG method. The SF-6D 
comprises six dimensions (physical func-
tioning, role limitations, social functioning, 

(continued)
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viduals and it produces higher values for “utili-
ties” than the EQ-5D and HUI3. Conversely, these 
latter two instruments are better able to capture 
severe impairment than the former.

Moreover, comparability among them is ques-
tionable, since utility values for the same health 
state might vary enormously [42, 47]. For 
instance, an individual with severe depressive 
symptoms might receive utility scores ranging 
from 0.26 to 0.8 [42].

Therefore, the choice between these methods 
leads to different values of utility to be used in the 
estimation of QALY in cost-utility studies, and it 
might mislead those involved in the decision- 
making process for health resource allocation 
[48] (see Chap. 6). In comparison with the HUI3, 
the EQ-5D is supposed to produce larger changes 
in scores favoring cost-effectiveness ratios of 
interventions, whereas the SF-6D has produced 
smaller cost-effectiveness ratios [48].

Multiattribute Instruments Applied 
in the Mental Health Domain
There is a debate on the usefulness of the EQ-5D 
and SF-6D in the mental health domain because 
they better capture changes in physical rather 
than mental health. In general, these instruments 
are able to capture improvements in health states 
in minor mental disorders such as anxiety and 
depressive disorders, but are not effective in cap-
turing changes in psychotic disorders, such as 
schizophrenia and bipolar disorder [14, 49, 50]. 
A systematic review of the use of the EQ-5D and 
SF-36 among people with schizophrenia empha-
sized the low correlations between such instru-
ments and specific symptom scales, such as Brief 
Psychiatric Rating Scale in people with schizo-
phrenia, failing to capture therapeutic improve-
ments in this group [51].

Moreover, the EQ-5D and SF-6D do not per-
form similar to estimated utility for anxiety and 
depression states, according to symptom severity. 
The EQ-5D results in a better cost-utility ratio, 
whereas the SF-6D performs worst in capturing 
changes in severe mental health states. Some evi-
dence shows that utilities derived using the SG 
method have higher values than those derived 
using the TTO method, which might be an expla-
nation for the differences between these two 
instruments [46].

A research team from the University of 
Sheffield recently developed a multiattribute sys-
tem called the six-dimensional Clinical Outcomes 
in Routine Evaluation (based on the Clinical 
Outcomes in Routine Evaluation–Outcome 
Measure), with five items in an emotional com-
ponent and a physical item, enabling cost- 
effectiveness and cost-utilities studies for minor 
mental disorders [52] (see Chap. 6).

3.4.3  Outcomes Based 
on the Capability Approach

The capability approach advocates the replace-
ment of health maximization with “capability 
maximization” (see Chap. 9). The outcome is an 
individual’s capability well-being, allowing the 
impact of complex health and social interven-

pain, mental health, and vitality). Each 
dimension allows scoring from four to six 
levels of intensity of impairment, covering 
18,000 health states. A modeling statistical 
approach was applied to assign weights to 
each health state and to derive a final scor-
ing formula, that is, the sum of the constant 
coefficient, the weight of each of six attri-
butes, plus 1.

Quality of Well-Being scale: This is 
based on multiples scales used in epidemi-
ological surveys, and preferences were 
derived from rating scales. It comprises 
three dimensions (mobility, physical activ-
ity, and social activities) and a fourth com-
ponent with “21symptoms/complex 
problems” (dichotomic variable).

HUI Mark 2 and HUI Mark 3: Each 
version of the HUI was developed with a 
different purpose, and they comprise differ-
ent dimensions, each with five or six levels, 
covering 972,000 health states. The latest 
version, the HUI3, has eight attributes: 
hearing, vision, speech, ambulation, emo-
tion, cognition, pain, and dexterity [42].
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tions to be evaluated [17]. In this regard, this 
approach would be aligned with the complexities 
of mental health outcomes, though research in 
this field is just beginning [6, 16] (see Chap. 9). 
The ICECAP-MH is a multidimensional instru-
ment developed to assess the capabilities of peo-
ple with severe mental disorders. It comprises 
aspects relevant to the Mental Health field, such 
as issues related to stigma, social participation, 
daily activities, freedom and ability to make deci-
sions, and quality of relationships, among others 
[19] (see Chap. 9).

3.4.4  Methods for Valuating 
Monetary Outcomes Using 
the Welfarist Approach

In the welfarist approach, the cornerstone of eco-
nomic evaluation studies is the CBA [9, 53]. 
Different from cost-effectiveness and cost-utility 
studies, CBA uses only monetary outcomes [53]. 
The WTP method is used to estimate outcomes in 
monetary terms based on two principles: one 
based on expressed individual preferences for 
one product or service, and the other on the indi-
vidual’s behavior in the real market [54]. The CV 
method is a direct survey–based approach used in 
the WTP method to elicit monetary values for 
treatments and health states [55]. There are four 
techniques used in CV [56] (see Box 3.4).

Face-to-face interviews to elicit preferences 
using the WTP method are preferable to self- 
response questionnaires or virtual contacts (e.g., 
telephone, Internet, mail; see Chap. 4). However, 
CV techniques vary in terms of respondents’ 
acceptance, ability to pay, and understanding, 
and on welfare estimation. Another alternative to 
the WTP approach is Discrete choice experi-
ments [56]. This technique is used to elicit WTP 
for a program or health service in which multiple 
attributes of healthcare are included, and it 
enables respondents to put a value on each of 
these attributes. Usually, a set of scenarios are 
presented and respondents choose one of their 
preferences and determine the intensity of that 
preference according to a hierarchical preference 
ordering (see Chap. 4). The

WTP approach has some advantages when 
compared with utility (QALY) and other 
approaches: it is aligned with economic princi-
ples of the welfare theory, it is more comprehen-
sive in terms of capturing nonhealth and health 
outcomes (welfare gain), and it is more easily 
interpreted in policy decisions because it is 
expressed in monetary terms [12].

Box 3.4 Contingent Valuation 
Techniques with the WTP Method
Open-ended technique: This method allows 
consumers to give the maximum monetary 
value they would pay for a benefit or which 
proportion of their budget they would will-
ing to sacrifice to get the benefit produced 
by a health treatment [9, 57]. Usually, a 
hypothetical scenario describing the new 
intervention or health program and the 
potential benefit for a health state are pre-
sented to individuals, and they judge the 
benefit’s monetary value based on the 
assumption that treatment is available in 
the real market.

Bidding game: This method is used 
through an interview asking an individual 
whether he/she would accept paying a cer-
tain amount for one specific treatment. If 
he/she agree, then the interviewer contin-
ues to ask about higher values until the 
interviewee rejects the value, at which 
point the interviewer reduces the value 
until the identify the amount the inter-
viewee would be willing to pay.

Payment card: The participant should 
choose the alternative with the higher 
amount he/she is willing to pay for one 
treatment; the value the participant is will-
ing to pay is considered between the alter-
native chosen and the next highest one.

Close-end: This is a variation of the bid-
ding game. If the respondent accepts paying 
the amount defined by the interviewer, then 
the highest amount is offered; if that amount 
is rejected, the amount the respondent is 
willing to pay lies between this two offers.
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Despite some growing interest in the WTP 
method, few studies in healthcare use this 
approach, especially in the Mental Health field. 
This method has limitations, such as the influ-
ence of individuals’ income and ability to pay on 
the monetary value assessed by WTP. However, 
some evidence from studies using WTP have 
shown that preferences were not affected by indi-
vidual income [58].

Criticisms about the WTP method also refer to 
ethical issues related to assigning monetary val-
ues to human suffering and intangible costs. Yet, 
it is not clear-cut what should be asked (to 
patients or the general public), which level of 
outcome uncertainty and detail should be 
described in the scenario, and which individuals 
should be interviewed. Moreover, mental health 
challenges the general public’s preferences in 
investing in mental healthcare because of stigma-
tizing behavior. For instance, Smith et al. [59] 
used WTP with a representative North American 
sample of 710 individuals to verify preferences to 
pay for physical and mental health treatments. 
Despite the fact participants of this study 
acknowledged the greater burden of mental dis-
orders when compared with physical diseases, 
they were willing to pay 40% less for treatment 
for mental disorders than for care for physical 
diseases [59].

3.5  Economic Outcomes 
and Mental Health Services

Interest in assessing the efficiency, quality of 
care, and costs of mental health services has been 
growing. Indicators for measuring the quality of 
mental health care are still under development 
(see Chap. 12). However, deciding about quality 
of care is debatable according to different view-
points, such as those of mental health profession-
als, policymakers, and patients and families. 
While some are preferably oriented toward 
improving processes (logistics) and costs (man-
agement), others are oriented toward patient out-
comes. The shift of a hospital-based model of 
care to community-based mental health care has 
brought about several obstacles in terms of defin-

ing the promotion of mental health care and how 
to measure it. However, the majority of economic 
studies are oriented almost exclusively toward 
measuring costs with a goal of reducing costs, 
using “process measures” as the main outcome 
(duration of hospitalization), regardless of health 
outcome or patient gain. This can be useful for 
health managers and accountants, but Health 
Economics is driven to improve people’s health 
and well-being, an in this regard, outcomes linked 
to patients and families (satisfaction, health, bur-
den) are the cornerstone of economic evaluation. 
Few economic evaluations have been conducted 
on this topic (see Chaps. 15 and 16). CEA is not 
the best method to evaluate services in this 
regard, and other economic outcome measures 
should be developed and tested for this purpose.

3.6  Conclusion

In summary, the process to assess outcomes in 
economic evaluation is far from simple. 
Theoretical frameworks in Health Economics are 
based on promoting the best use of available 
health resources to maximize health and well- 
being in accordance with equity principles. There 
are relevant differences among conceptualiza-
tions of gain in well-being (e.g., welfare, health, 
utility, capability) and on the methods used to 
measure it. This heterogeneity in Health 
Economics methods leads to divergent results in 
terms of recommendations and guidance on 
resource allocation. The choice of theoretical 
approach is related to societal values, the nature 
of the health system (public or private), and the 
particular country’s political and economic sys-
tems. On the other hand, the Mental Health field 
faces some peculiarities and challenges in assess-
ing mental health improvements, especially 
because part of this “mental health gain” is the 
result of “social gain” rather than exclusively 
health gain. Moreover, methods available to 
assess outcomes in mental health are not compre-
hensive or sensitive enough to verify overall 
gains from interventions. In this regard, the capa-
bility approach promises a method aligned with 
mental health maximization (see Chaps. 9, 24, 
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and 25), though it is still in progress, and further 
research will ascertain these assumptions. 
Therefore, all methods available to for economic 
evaluation in mental health have relevant limita-
tions (Table 3.1). However, Health Economics 
offers a valuable measure of the evaluation of 
mental health interventions: the economic worth 
of benefits for promoting mental health gain.

Table 3.1 Comparison among health economic methods to assess outcomes

Approach
Economic 
Evaluation Methods Outcome Limitations

Welfarist CBA WTP Monetary Difficult and 
time-consuming

Extra-welfarist CEA Health scales Symptoms and 
functioning

Narrowness of 
measurement

CCA Multiple health and 
nonhealth scales

Multiple health and 
social measures

Difficult to decide on 
resource allocation

CUA SG, TTO, VAS, ME, 
PTO

Utility (QALY, 
DALY)

Low sensitivity to 
capture mental health 
dimensions

Extra-welfarist/Decision 
theory

CUA Multiattribute tools: 
EQ-5D, SF-6D, 
CORE-6M

Health states 
(QALY)

Not appropriate for 
all mental disorders

Capability approach* * ICECAP-MH Capability To be tested

*Some authors classify capability as being extra-welfarist and close to the quality-adjusted life years (QALYs) model 
despite not measuring utility [60], whereas others see the capability approach as an alternative to extra-welfarism and 
welfarism [18] (see Chaps. 6 and 9)
CBA cost-benefit analysis, CCA cost-consequences analysis, CEA cost-effectiveness analysis, CUA cost-utility analysis, 
DALY disability-adjusted life year, ME magnitude estimation, PTO person trade-off, SG standard gamble, TTO time 
trade-off, VAS visual analog scale, WTP willingness to pay

between 0 and 1, where 0 corresponds 
to death and 1 corresponds to perfect 
health.

• Standard gamble is aligned with deci-
sion theory and takes into account 
choices under uncertainty and according 
to risk-seeking/aversion profiles, though 
it is a challenging method to elicit pref-
erences among people with mental dis-
orders, especially in schizophrenia 
disorders.

• Time trade-off is an easier and more fea-
sible method than SG for use among 
people with mental disorders, though 
some patients are reluctant to trade life 
years.

• Multiattribute methods such as the 
EQ-5D, SF-6D, and CORE-6D are fea-
sible for use to capture health gains 
among people with minor mental disor-
ders, but they fail among people suffer-
ing from psychotic disorders.

• The capability approach has emerged as 
a new alternative to be explored and 
tested in the Mental Health domain.

Key Messages
• Outcome in Health Economics is mainly 

expressed in terms of individuals’ pref-
erences (utility) for a particular health 
state in comparison with others, whereas 
health outcomes are traditionally mea-
sured to assess morbidity and mortality 
parameters.

• Mental health outcomes involve health 
and nonhealth attributes, and both are 
relevant in terms of patients’ and fami-
lies’ preferences.

• Preferences are elicited to estimate utili-
ties weights falling within an interval 

(continued)
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Cost-Benefit Analysis

Denise Razzouk

Abstract

Cost-benefit analysis (CBA) is the root of Health Economics and is based 
on the welfare theory. CBA is the broadest economic evaluation (EE) 
method that assesses all benefits and costs in monetary units; the produc-
tion of welfare is expressed in terms of net benefit (the difference between 
benefits and costs). The main goal in the welfarist approach is to maximize 
welfare according to individuals’ preferences. The application of CBA 
principles faces multiple obstacles, mainly because valuing health in terms 
of monetary units is challenging and raises ethical and methodological 
constraints. In the health sector, CBA has received relevant criticism, lead-
ing to the emergence and adoption of other methods of EE, such as cost- 
effectiveness analysis (CEA) and cost-utility analysis (CUA). However, 
attempts to apply welfarist principles to CEA were far of being accepted, 
and consensus among health economists in this regard still does not exist. 
The extra-welfarist approach encompassing CEA and CUA has progressed 
toward maximizing health outcomes and focusing on equity and fairness 
issues. The most common technique used in CBA to elicit preferences is 
the contingent valuation (willingness to pay). Despite the challenging task 
of valuing mental health outcomes, some studies demonstrate the feasibil-
ity of this technique in people with mental disorders, though some level of 
inconsistency and inaccuracy in respondents’ answers was reported. 
Despite methodological limitations among all EE methods applied to 
health, there is a growing interest in CBA and, more specifically, in dis-
crete choice experiment, especially for health services and public health 
policies, and in exploring patients’ treatment preferences. The Mental 
Health field adds challenges to CBA regarding the complexity of defining 
and measuring outcomes representing mental health maximization.
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4.1  What Is Cost-Benefit 
Analysis?

In general, cost-benefit analysis (CBA) applied to 
the health field addresses the monetary efficiency 
of the utilization of resources applied to produce 
and maximize societal welfare. In economic terms, 
CBA is the broadest economic evaluation method, 
based on the welfare economics theory, and it eval-
uates whether benefits converted to monetary val-
ues outweigh the costs of resources used to produce 
them (net benefits). In addition to the production of 
welfare, CBA is linked to the concept of allocative 

efficiency (see Chap. 8), that is, whether resources 
are used and distributed efficiently [1–3]. The pro-
duction of a welfare framework, based on the work 
of Knapp [4] (Fig. 4.1), comprises input (resources), 
resource allocation, and output (goods and services 
producing welfare) [4, 5]. The use of resources is 
based on efficient allocation of resources (see 
Chap. 10), that is, the choice of how to allocate 
resources while taking into account opportunity 
costs. To be considered worthwhile, a health pro-
gram should be able to provide relevant health 
improvement. However, the societal perspective 
adopted in CBA highlights the need for a health 
program to be good for the entire society and not 
only individuals. In this sense, investments in 
health programs mean that society agree to sacri-
fice in order to maximize social welfare and agrees 
to give up of other benefits (opportunity costs) [6]. 
On the other hand, health is not a good or service 
regulated exclusively by the market, and because 
of uncertain outcomes and market failure [7], gov-
ernmental regulations are created to allow people 
with low incomes to have access to healthcare 
(equity issues) and to maximize social welfare. The 
production of welfare in the health field should 
therefore consider private and public resources, 
and its distribution is linked to social welfare.

Fig. 4.1 Welfare framework

Key Points Summary

• Origins of cost-benefit analysis
• Cost-benefit analysis in health care
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In CBA applied to the health field, all benefits 
and costs (direct and indirect costs) originating 
from health technologies and programs should be 
estimated and aggregated into monetary measures 
[3]. CBA also includes the values of benefits from 
goods and services that do not have market prices, 
because CBA focuses costs estimation taking into 
account opportunity costs (see Chap. 1), that is the 
sacrifice of one benefit in order to obtain another 
benefit, presumably to generate greater welfare. In 
perfect competition, market prices correspond to 
opportunity costs, but in market failure, opportu-
nity costs do not correspond to market prices [8]. 
In that case, “shadow prices” are imputed for those 
nonmarket goods and services in order to reflect 
the opportunity costs [3, 8]. Therefore, the differ-
ence between costs and all benefits with their 
shadow prices allows policymakers to realize the 
“worth” (the social value for the money) of health-
care programs and services and how to improve 
the efficiency of resources allocation.

4.1.1  The Origins of CBA

The theoretical framework underlined in CBA 
originated from the welfare theory and utilitarian 
principles in the nineteenth century. However, 
scholars reacted to this initial view, developing 
two different principles in the twentieth century: 
the Pareto improvement criterion and the Kaldor- 
Hicks compensation test [9, 10]. 

The principle of the welfare theory in the 
Utilitarian period was based on the maximization 
of people’s welfare or satisfaction (“maximiza-
tion of the utility for the greatest number of peo-
ple”), summing up all individual preferences for a 
desired outcome [2] (see Chap. 1). Preferences 
were expressed in utility units, which are the 
value a consumer gives to one outcome (product 
or service) in terms of satisfaction or desirability. 
One of the earliest assumptions beyond prefer-
ence measurement was based on the fact that con-
sumers expressed their preferences for a product 
or service by trading it in the free market, which it 
was supposed to be self-regulated. Therefore, 
under such an assumption, consumers were the 
best judges to choose a product or service that 

gives more utility and ultimately contributes to 
the overall social welfare. However, in terms of 
decision-making and public policy–making, this 
perspective has received criticism because of 
methodological constraints in terms of utility esti-
mation, comparability among individuals, and 
utility aggregation into the overall welfare mea-
sure. Moreover, criticisms to utilitarianism wel-
fare theory emerged regarding distributive issues 
and inequity. In terms of public policies and fair-
ness (see Chaps. 8 and 9), studies have shown that 
individuals express their preferences toward their 
self-interests and ignore healthcare allocation for 
covering people in need [11]. 

The modern era of welfare economics, in the 
twentieth century, emerged with the economist 
Vilfred Pareto, who proposed that preferences 
should be considered in terms of ranking and ordi-
nal scale rather than cardinal values subject to indi-
vidual variations. According to Pareto’s 
improvement criterion (see Chap. 1), efficient 
resource allocation would allow welfare improve-
ment only if someone could gain utility (become 
better off) without making someone else lose utility 
(become worse off). In other words, it means that 
someone gains and nobody loses. In practice, 
though, allowing someone to gain pushes someone 
else toward a “worse off” state because he/she loses 
the potential gain or would indirectly pay for the 
other’s gain. Pareto’s criterion could be met whether 
“the loser” could be compensated by the “winner.” 
In terms of policy regulation, however, compensa-
tion does not occur.

A modification of Pareto criterion was pro-
posed in the 1930s by Nicholas Kaldor and John 
Hicks, in the Kaldor-Hicks compensation criterion 
test, also called the potential Pareto criterion [12]. 
The core of this criterion was that compensation 
would be hypothetical; that is, it should not occur 
necessarily. Instead, policy regulations and deci-
sions to improve overall social welfare would be 
justifiable if making one group better off would 
allow this group to “compensate” losers by giving 
up something else. These principles were the basis 
for the emergence of the willingness- to-pay 
(WTP) and willingness-to- accept (WTA) concepts 
used in CBA. In other words, the assumption 
beyond these concepts was that social welfare was 
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improved according to the preferences of people 
in obtaining benefits and the sacrifices people 
were willing to make in giving up benefits. 
However, criticisms of the Kaldor-Hicks criterion 
have arisen because it implies an unequal distribu-
tion of resources and ethical considerations.

Despite methodological constraints and con-
flicts among scholars, CBA has been guiding pol-
icy regulation in countries like the United States 
since the 1930s, and it became a predominant 
technique of resource allocation in the majority of 
areas after Reagan’s mandate in the 1980s [13]. In 
this regard, Frank [14] emphasizes that scarcity is 
a reality of the human condition and that a trade-
off between competing values is unavoidable. In 
simple words, Frank synthesized the core princi-
ple of CBA with this quote: “To have more one 
thing, we must settle for less of another.”

4.1.2  Preferences, Market, 
and Welfare Change

The concept of welfare is closely related to indi-
viduals’ preferences in the market. Economic 
principles evaluate how consumer preferences 
apply values to goods and services according to 
the welfare they produce. Although economic 
principles based on rational consumer behavior 
in the market have been currently questioned, the 
main rationale according to these principles 
states that consumers supposedly know which 
goods or services produce more welfare for them, 
and in this sense, they rationally seek that alter-
native in maximizing welfare. Consumers give 
values to good and services and are compelled to 
pay an amount of money to enhance their wel-
fare. Prices in the market are regulated by supply- 
and- demand transactions (perfect market 
competition; see Chap. 1), and consumer prefer-
ences influence the prices of goods and services, 
as well as the amount of goods and services 
available in the market. One classical way to esti-
mate welfare changes is based on price changes.

Welfare changes have been measured in eco-
nomics through three main methodologies: con-
sumer surplus, compensating variation, and 
equivalent variation [3, 8]. Consumer surplus, 

defined by Alfred Marshall, is the difference 
between value and price, in other words, the dif-
ference of the maximum value a consumer is 
willing to pay for a good or service and its price 
on the market [15]. Therefore, consumer sur-
plus corresponds to the excess satisfaction a 
consumer obtains after acquiring a good or ser-
vice. One limitation of this method is that this 
“satisfaction” (utility) depends on the price 
variation; that is, if the price of the product 
increases, then satisfaction would be lower, and 
if the price of the product decreases, then, con-
sumer surplus would be greater. Another limita-
tion is that only observing consumer behavior 
does not allow the measurement of welfare 
changes; that is, it is necessary to assess the 
value (utility) consumers give to goods and ser-
vices. Yet, consumer surplus is also affected by 
income and prices (price elasticity of demand). 
If someone has a low income, he/she is not able 
to pay for one good or service if its price is 
unmanageable within a restricted budget. 
Inelastic demand represents that consumers are 
not willing to pay for a good or service, even 
when the price increase is very small.

The method of compensating variation, 
defined by Hicks, considers a scenario in which 
consumer utility changes because price changes. 
For instance, if the price of a good or services 
increases, then this increase affects a consumer’s 
utility, because he/she should pay an extra 
amount of money to achieve the same utility he/
she had before the price changed. In this sense, 
compensating variation corresponds to the extra 
amount of money a consumer would need pay to 
return to the same level of utility (welfare gain), 
or to the amount of compensation a consumer 
would like to receive to accept the loss of his/her 
ability to pay for it (welfare loss). The method of 
equivalent variation is the maximum amount of 
money a consumer would be willing to pay to 
avoid price changes.

Health is not a commodity per se, but to 
achieve healthy “output,” it is necessary to use 
health services (input). In this sense, health ser-
vices have some characteristics similar to other 
commodities. For instance, when buying one 
commodity, consumer knows what satisfaction 
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he/she would acquire; it is the same for some 
parts of health service delivery, especially in 
terms of choosing more comfortable hospitals or 
more expensive technologies, which would 
reduce waiting times or other discomfort. 
However, all these components do not provide 
“health,” and it is not possible to buy a “quantifi-
able amount of health” because the outcome is 
uncertain, independent of the “amount” of health-
care received [6]. In addition, sick people do not 
choose treatment rationally as they would choose 
any other commodity. People are not able to dis-
criminate what is good (or not) in terms of 
enhancing utility in the realm of health because 
of information asymmetry. Moreover, a sick per-
son would have no choice between living and 
dying; a survival principle makes the person want 
to receive treatment, whether it may increase or 
decrease utility (health).

4.1.3  Problems in CBA

Despite the growing interest in and application of 
CBA in diverse contexts, including healthcare, 
CBA has faced a myriad of resistance and criti-
cism from deontologists, philosophers, decision- 
makers, and health policymakers, among others 
[6, 16–20]. One of the most controversial aspects 
of CBA is imputing a monetary value for some 
“incommensurable” or “priceless” things, such as 
human life and other non-market goods. Regardless 
of the innumerable claims against the unethical 
aspect of the principle, Mooney [19] argued that if 
the value of human life was infinite, nobody would 
put their life at risk, even for daily activities such 
as leaving the house, walking in the street, playing 
sports, or getting a job. There is an intrinsic risk of 
death in all human activities, but despite this, peo-
ple are willing to take these risks every day to gain 
satisfaction and to obtain other benefits. There is a 
trade-off in the amount of risk of death we are 
willing to take to satisfy our desires; in other 
words, the value of human life is finite, and we 
give it value without awareness. In this sense, 
Mooney defended the ethics of the application of 
CBA as a tool to guarantee efficient resource allo-
cation in healthcare, that is, to avoid decisions 

such as investing too many resources to save one 
life when those same resources could save many 
lives: “The price of inefficiency, inexplicitness and 
irrationality in health care is paid in death and 
sickness. Is that ethical?” [19, p. 179].

The second controversial aspect of CBA has 
been extensively debated: the contingent valua-
tion (CV) method used to elicit people’s prefer-
ences – applying the WTP and the WTA 
techniques – has methodological and philosophi-
cal limitations. In this regard, Hasson [17] high-
lighted the incomparability between categories or 
consequences. For instance, if reducing all con-
sequences into one category – that is, converting 
and aggregating all values of diseases, suffering, 
climate change, and safety into monetary terms – 
it would be impossible to compare them and to 
ascertain priorities. In addition, several factors 
contribute to biased responses when reporting 
preferences, such as how questions are formu-
lated, the level of detail in a scenario description, 
respondents’ income, and context, among others. 
These can inflate the value of some interventions 
over others [14, 20]. Yet, preferences elicited by 
such methods are driven by self-interest, leading 
to social distribution issues because the method 
could favor some groups (usually wealthy peo-
ple) over others [11, 14, 17]. Hasson enumerated 
10 key problems in CBA, emphasizing that the 
topic framing, perspective, and components 
included in CBA would vary according to policy-
maker interests, leading to biased results.

4.1.4  CBA in Healthcare

As described above, CBA has been hindered in 
healthcare, especially because of existing con-
flicts between ethical views and economic prin-
ciples. For a long time, scarcity was not 
acknowledged as an obstacle for healthcare [21] 
because few treatments were available and ethi-
cal principles in the medicine-patient relation-
ship ruled out any economic component 
regarding the value of health and human life. As 
pointed out by Donovan [22], “Medicine 
involves doctors and patients, not providers and 
consumers, not insured lives.”
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However, the growing expenditures with the 
public health sector after the 1950s contributed to 
the emergence of Health Economics and to the 
need to seek for efficiency in health resource 
allocation (see Chap. 1). In this regard, CBA 
influenced Health Economics for decades, but 
because of constraints on the measurement of 
health outcomes in monetary units, the health 
sector, detached from other sectors, has pursued 
other methods, such as CEA and CUA (see 
Chaps. 1, 5, 6, and 9).

There is extensive debate among health econ-
omists on the equivalence of CBA and CEA [5, 
14, 18, 20, 23–28]. Welfare theory is the theoreti-
cal basis for CBA, and in this sense, studies of 
CBA should adopt a societal perspective, con-
sider all costs and consequences (health and non-
health outcomes) in the analysis, and focus on the 
opportunity costs and on the return to society as a 
whole. The goal is to efficiently allocate resources 
to the best alternative in terms of net benefit, or in 
other words, to choose the alternative that will 
produce more welfare, regardless of who would 
have their welfare enhanced. With regard to the 
goal of bringing greater return and satisfaction to 
society, CBA is useful in deciding about invest-
ments among available alternatives and in allo-
cating resources efficiently among different 
sectors of society (e.g., education, transportation, 
healthcare) (see Chaps. 10 and 11).

Because all benefits and consequences are 
expressed in monetary units, ethical and method-
ological constraints, as mentioned above, pushed 
the healthcare sector to “modify” CBA using prin-
ciples that seem similar at first glance – CEA and 
CUA – leading to some authors considering CEA 
equivalent to CBA in the health sector [28]. In this 
regard, CEA is a comparative method of eco-
nomic evaluation that assesses which of available 
alternatives offers the best outcome (usually a 
health outcome) for the lowest (or optimal) cost. 
The idea is to maximize health, rather than wel-
fare, though there are some variations in the extent 
to which CEA and CUA include nonhealth out-
comes in the analysis. In contrast to CBA, CEA 
considers only one outcome for treating one group 
of patients with the same disease. In addition, 
nonclinical dimensions are not considered 

together in the analysis, even if a societal perspec-
tive is adopted. User and public preferences are 
not taken into account in CEA, although CUA 
assesses preferences using methods different from 
those used in CBA (see Chaps. 3 and 6). Moreover, 
there is no consensus on how CEA should be car-
ried out in terms of inclusion of components of 
costs, study perspective, and incremental cost-
effectiveness ratio use in resource allocation [27].

However, authors disagree on the application 
of CBA and CEA in resource allocation in the 
healthcare sector. Donaldson [28] disagrees with 
classifying economic evaluation only in terms of 
outcome measurement, warning that it is a fal-
lacy to consider CEA as equivalent to CBA. In 
his view, differences between CBA and CEA do 
not lie solely in measuring outcomes in monetary 
and health/quality-of-life outcomes, but rather 
which question each method is able to address 
(see Chap. 10). Others authors reject CEA and 
CUA because these methods do not take into 
account society’s preferences and values in terms 
of all benefits, consequences, and opportunity 
costs; in other words, these techniques would not 
be in accordance with “real” economics [18, 25, 
29]. On the other hand, extra-welfarists criticize 
the rationale of an individual being the best judge 
of his or her own health, because this can restrict 
resource allocation in terms of social welfare, 
maximization of health, and fairness [30] (see 
Chaps. 6, 8, 9, 10). 

It is not within the scope of this chapter to dis-
cuss details of authors’ views on CBA and other 
economic evaluation methods in the healthcare 
sector. The marriage between Health and 
Economics has been far from harmonic and 
uncontroversial. While the Health discipline 
focuses on evidence for treatment extracted from 
experimental research in order to offer better 
health outcomes to patients, Economics brings 
theoretical knowledge of how to enhance effi-
ciency of resource use and of the consequences of 
resource use to society. Policymakers are in the 
middle of both pleas for resource use, and the 
decision-making process needs to be transparent, 
fair, and efficient, regardless of small budgets [27] 
(see Chap. 10). Franken and Koolman [31] 
pointed out that health system policies underpin 
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their goals for improving social welfare using at 
least three relevant outcomes: health maximiza-
tion, healthcare process improvement, and fair 
distribution of financial resources. This debate is 
not merely academic; it affects how society 
demands would be met (see Chaps. 8 –11). In a 
review of the choice of economic evaluation and 
adoption decision recommended, Buchanan [32] 
found that at least 22% of studies led to different 
decisions according to the economic evaluation 
method used. As Buchanan and Wordsworth [32] 
well pointed out, Health Economics advances 
have a long way to go moving this debate forward 
in order to achieve standardized, transparent, reli-
able, and valid methods and measures to be 
widely accepted among researchers, health pro-
fessionals, and decision makers:

“…health economists are increasingly conducting 
economic evaluations of interventions that may 
not necessarily be a good match for standard meth-
ods. The reference cases detailed within methods 
guidelines issued by HTA [health technology 
assessment] agencies are currently quite narrowly 
defined, providing little scope to apply alternative 
economic evaluation approaches.

In part, this is because the evidence base to justify 
alternative approaches is limited. To move this debate 
forward over the next decade, health economists 
should concentrate on widening this evidence base 
by conducting comparative studies, and more readily 
applying existing welfarist methods where there is a 
sound theoretical basis to do so. [32, p. 578]”

4.2  Monetary Outcomes in Cost- 
Benefit Analysis

4.2.1  What Is an Economic Value 
of Health?

The concept of economic value is related to the 
production of welfare, that is, the sum of all ben-
efits an individual is able to acquire through con-
sumption of goods or services in the market, plus 
benefits obtained from unpaid goods and ser-
vices, plus those benefits experienced indirectly 
[33]. However, economic value comprises all 
values an individual gives to benefits to himself 
or to other people, in the present or in the future 
(with or without consumption). In this sense a 

person gives a value to health as whole (healthy 
and nonhealthy status) based on the idea that, for 
instance, the individual is able to acquire more 
benefits in life (work, leisure, achievement of 
desires, consumption of goods) when healthy 
than when unhealthy. Also, he/she can give value 
to peoples’ health for altruistic reasons or for 
indirect benefits, for instance, providing vaccines 
for infectious diseases can save lives on a large 
scale, but the individual decreases his or her own 
current or future risk of contracting the disease (a 
positive externality). Moreover, healthcare can 
be provided by the public health system, in which 
the individual does not pay for it, or it can be 
provided in the private market through the health 
insurance system, whereby individuals pay for it. 
There is a value for health and for healthcare 
independent of whether the individual knows his 
risk of becoming sick. In summary, health per se 
has an intrinsic value, healthcare has an eco-
nomic value in the market, and healthcare has a 
social value (access and coverage of treatment). 
In Economics, values are expressed directly or 
indirectly by preferences; that is, the stronger the 
preference, the greater the value. Preferences can 
be measured in utility values (see Chaps. 3 and 5) 
and in monetary values. From a Health 
Economics perspective, preferences should be 
assessed in a representative sample of society 
that includes people who are currently sick, those 
at risk of becoming sick, and those who are 
healthy. Health per se cannot be “distributed” 
among individuals, but healthcare can be distrib-
uted, and in this sense, efficient resource alloca-
tion is the core of how to prioritize healthcare 
access and health interventions.

4.2.2  How to Measure the Economic 
Value of Health?

In CBA, all outcomes and consequences are val-
ued in monetary terms, according to peoples’ 
preferences (consumer). The main approaches 
used in CBA for this purpose are revealed prefer-
ences, contingent valuation, and human capital 
approach [3, 8, 33]. The human capital approach 
is a particular method that is not in accordance 
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with welfare economics principles [33, 34] and is 
discussed in Chap. 29.

Table 4.1 outlines the main differences 
between revealed and stated preferences, though 
the latter are more used in Health Economics 
than the former because CV addresses nonmar-
keted goods [33]. The major difference between 
revealed and stated preferences is that the former 
is based on market demand rules (consumer sur-
plus) closely dependent on income elasticity, and 
the latter is based on Kaldor-Hicks’ compensa-
tion principles (compensation and equivalent 
variation) more appropriate for nonmarket goods 
and services. In this chapter, we focus on CV 
(WTP methods) because it is largely the most 
common method applied in CBA in healthcare.

4.2.2.1  Revealed Preferences
The value of one good or service in the competi-
tive market can be observed through consumers’ 
behavior. For instance, if a consumer desires or 
needs one good or service and pays for it, it is 
because the benefit acquired from this trade is 
greater than the price paid by the consumer. 
Then, if the consumer chooses to buy one prod-
uct over another, it is supposed that he/she pre-
fers that product; this is called a “revealed 
preference.” In other words, the value of a benefit 
is related to its consumption, and valuation is 
focused on the outcome produced (“welfare 

change”). However, for nonmarket goods and 
services, especially in health, this valuation is 
neither straightforward nor obvious. The revealed 
preference approach (indirect method) was 
developed to address monetary valuation of non-
market goods. In the health field, this method was 
used with a focus on the amount of money people 
are willing to pay for a product or service that is 
able to reduce the risk of becoming sick or dying. 
For instance, if 1000 people would be willing to 
pay US$500 for a vaccine not provided by a pub-
lic health service in order to avoid a lethal disease 
(the disease causes 1 death among every 10,000 
people per year), then in this case the value of 
statistical life would be U$5 million for each of 
these people accepting an opportunity cost of 
U$500 to save their lives.

However, there is no linear relationship 
between the consumption of healthcare (service) 
and health improvement (output). Health out-
comes are always uncertain and multidimen-
sional (multiple outputs) [8]. Moreover, the 
process of expressing preferences and valuing 
all outcomes generated by the provision of 
healthcare is not an easy and straightforward 
task for the majority of people. In the mental 
health field, this approach would be much more 
of a challenge because of negative attitudes and 
stigma against mental disorders (see Chap. 27); 
people would prefer physical rather than mental 

Table 4.1 Methods used in cost-benefit analysis to elicit preferences on health and nonhealth improvements (welfare 
changes)

Direct and indirect methods for eliciting consumer preferences

Revealed preferences Stated preferences

Methods Competitive market price
Travel costs method
Hedonic pricing method (wage-risk 
trade-off)

Contingent valuation (WTP and WTA)
Discrete choice experiment

Preferences Are based on observations of 
individual behavior choices in the 
real market (perfect competition)

Are based on an individual expressing 
preferences according to hypothetical 
scenarios and multiple attributes (nonmarket 
goods)

Welfare change Consumer surplus Compensating and equivalent variation

Use in CBA in health field Very limited use Contingent valuation (WTP) is the most 
used method. DCE has been used more 
recently

CBA cost-benefit analysis, DCE discrete choice experiment, WTA willingness to accept, WTP willingness to pay
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interventions, leading to lower values for mental 
health treatments [35].

4.2.2.2  Stated Preferences
Two main methods are used in the stated prefer-
ences approach: CV and discrete choice experi-
ment (DCE). CV focuses on the WTP technique 
to elicit preferences for products and services as 
a whole; that is, with this technique it is not pos-
sible to infer which attributes of goods and ser-
vices are in fact related to preferences. On the 
other hand, DCE focuses on assessing prefer-
ences for each of the main attributes of goods and 
services, followed by the aggregation of all attri-
butes values.

Contingent Valuation: The Willingness-to- 
Pay Technique
The CV approach was developed in the 1960s in 
the United States to assess the monetary value of 
nonmarket goods [33]. In the case of market fail-
ure, the consumption of a good or service does 
not achieve equilibrium through supply/demand 
regulation. This is the case for health, in which 
demand for treatment is uncertain, the effects of 
treatment on health outcomes are uncertain, and 
externalities lay down in a third-part in a nega-
tive or positive way (the spillover effect). 
Therefore, in CBA, all people directly or indi-
rectly affected by a treatment should be included 
in order to express their preferences in terms of 
costs and consequences.

CV is therefore a direct method and the main 
approach used to ascribe monetary valuation to 
stated preferences in health outcomes and ser-
vices through WTP in CBA. The WTP method 
verifies the maximum amount of money a person 
would be willing to pay for healthcare services 
(welfare gain) in a hypothetical scenario simulat-
ing a market for nonmarket goods. Also, it is pos-
sible to use the willingness-to-accept (WTA) 
method to verify the minimum amount someone 
would accept to not receive a healthcare service 
(welfare loss). At least three components are used 
to measure the monetary value of health compo-
nents of welfare using WTP [3]: the value of a 
certain health outcome, the value of a treatment 
or program with uncertain outcomes, and the 

value of having access to a treatment for uncer-
tain future use.

CV is used to ask the general public and 
patients to assign a monetary value to health and 
to healthcare, considering a free market scenario 
from two distinct perspectives: the ex post user 
approach and the ex ante insurance-based 
approach [3, 8]. The ex post user approach is 
addressed to people seeking/using/eligible for 
treatment to know how much they would be will-
ing to pay for a treatment or health service (cur-
rent or new) considering an uncertain health 
outcome. The ex ante insurance-based approach 
is addressed to the general public to explore how 
much they would be willing to pay to insurance 
(or taxation) for future access to a treatment or 
healthcare program if they become sick in the 
future. Currie et al. [24] noted that CV in public 
health (“restricted WTP valuation”) does not take 
into account individuals’ preferences but rather 
decision makers’ choices on the monetary valua-
tion of specific benefits produced by public health 
programs. Therefore, the sum of the valuations of 
benefits in CBA based on individual preferences 
would be different from the sum of the valuations 
of benefits in CBA based on a decision maker’s 
perspective. The cause of this difference between 
these approaches is the result of market failure. 
In the presence of market failure, individual pref-
erences would be not appropriate for health 
resource allocation because social benefits and 
externalities would not usually be considered.

Although WTP based on individuals’ prefer-
ences is considered a benchmark in CBA, the 
majority of health studies using CBA vary 
 considerably in terms of broadness and prefer-
ence assessment, leading to discrepant values of 
healthcare programs. Currie et al. [24] pointed 
out that one solution would be to combine WTP 
using a decision makers’ approach (for intangible 
costs, externalities, and health outcomes related 
to programs) with WTP based on individual pref-
erences for those components for which a market 
exists (productivity costs). Also, the broadness of 
the valuation of nonhealth outcomes in CBA 
vary. It is possible to include health cost savings 
and return-to-work and productivity gains in 
WTP valuation, though it is elusive whether 
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respondents regarding WTP taking into account 
nonhealth outcomes when expressing their pref-
erences. There is always a risk of double count-
ing if it is summed with monetary values defined 
using other techniques, such as the human capital 
approach in CBA.

One important issue regarding the compre-
hensiveness of CBA using the WTP method is 
that focusing only on health outcomes and on 
patients with diseases or who are at high risk of 
diseases is that it is not completely in accordance 
with the economic theory underpinning CBA. In 
this regard, O’Brien and Gafni [36] noted that the 
way that a health program is available may affect 
both currently sick and currently healthy people, 
and for this reason, CBA using WTP should be 
conducted with a representative sample encom-
passing all people affected directly or indirectly 
by the availability of a health program.

The Willingness-to-Pay Technique
Although surveys can be done over the telephone, 
by mail, and on the Internet, face-to-face inter-
views are more accurate and are a recommend-
able gold-standard method [3]. However, these 
interviews vary in the way WTP is queried and in 
the description of the hypothetical scenario.

The description of the hypothetical scenario 
for a health treatment or program should detail all 
relevant aspects, be easy to understand, and be 
realistic [8]. Hoyos and Mariel [37] pointed out 
that the valuation of health is ultimately the valu-
ation of the scenario and for this reason, it should 
contain accurate information in order to allow 
respondents to know what is really being evalu-
ated in unambiguous way. In this regard, Smith 
[38] compared five scenarios to describe the 
same health improvement among a sample of 
104 members of the general public in Australia. 
The values of WTP were much lower when nar-
ratives were longer and detailed than when brief 
and moderate. Another factor influencing WTP 
values was the presence of the “label of disease” 
in the narrative, such as cancer or stroke, leading 
respondents to focus on previous knowledge of 
these diseases than on the narrative of the health 
condition per se. This is relevant because some 
misconceptions and negative attitudes toward 

some diseases may influence WTP values. For 
instance, Smith et al. [39] compared WTP values 
among three physical diseases and two mental 
disorders assigned by a representative sample of 
the general population in the United States. In 
addition to eliciting WTP values, the authors 
assessed the perceptions of the burden of these 
diseases. Although this sample recognized the 
greater burden of mental disorders in comparison 
with physical diseases, they were willing to pay 
40% less money for mental disorders.

Another methodological component influenc-
ing respondents’ answers is that the question 
about WTP should be clear in terms of type of 
payment – that is, the particular “payment vehi-
cle” (because values could be different if pay-
ment occurs through additional taxes or monthly 
payments) – and information on payment dura-
tion [8].

Once the scenario description is well detailed, 
the literature details at least six ways that WTP 
can be elicited [8]: (a) open-ended questions, (b) 
the iterative bidding technique, (c) a payment 
card, (d) dichotomous choice, (e) a closed-ended 
item with a follow-up question, and (f) the mar-
ginal approach. These techniques vary in terms 
of giving the respondent an opportunity to 
choose among a range of monetary values, or 
asking them to assign potential values in step-
wise progression (bargain method), or even in a 
test format with a set of alternatives to choose 
from (see Chap. 3).

Bias in Contingent Valuation
Diverse factors influence the type of answer and 
the amount of money respondents would be will-
ing to pay [3, 8, 40] (Table 4.2). Biases are com-
mon during processes in how respondents receive 
information, the way questions are asked, the 
context where interview occurs, and the relation-
ship established between respondent and inter-
viewer (perception of the desired answer) [40]. 
One particular issue of interest in the Mental 
Health field is attitudes toward mental disorders. 
As mentioned earlier, one study showed that even 
considering the huge burden and the importance 
of mental disorders, people expressing their pref-
erences using WTP do not acknowledge that they 
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Table 4.2 Bias in contingent valuation

Bias Description

Anchoring bias [8] Using algorithms from iterative bidding techniques allows variability on the 
starting point to elicit WTP. If the first question starts by asking the respondent 
whether he/she would be willing to pay $10 or $50, it may influence 
respondents as defining the amount for the next options. For instance, if the 
starting point is $10, in the case of acceptance to pay it, the next question is 
accepting to pay $50, and so on. Instead, if the starting point is $50 and in the 
case of acceptance it goes to $100, then respondents may react differently in 
terms of the amount of money to pay. Randomization of the starting point is a 
possible solution to minimize this type of bias

Range bias [8] Using the technique payment card, a range of monetary values usually are 
presented to respondents. However, variations in the range of these values 
may affect answers regarding WTP. A possible solution is to randomly present 
different ranges of values to respondents

Strategic bias [8] Respondents may be influenced by external factors that are not related to 
interventions ascertaining much higher or lower values. For instance, a study 
by Sevy et al [41] found this bias among patients with schizophrenia who 
would not be willing to pay much more for a treatment decreasing side effects 
because they were afraid of losing social benefits if they present improvement 
in this respect

Embedding bias and warm glow 
effect [42].

Respondents do not discriminate among different alternatives, giving the same 
value to all together or separately. This is linked to “moral satisfaction” and 
the “warm glow effect,” rather than to real preferences

Sequence- ordering bias [40] Respondents ascertain different values depending on the order of questions

Social desirability bas [40] Respondents answer what they imagine people expect from them

Cognitive bias Some people have difficulties reasoning using probabilities, and this is a 
commonplace in people with schizophrenia. Although some studies have 
shown the feasibility of WTP in a sample of people with schizophrenia 
disorders, some evidence shows that expressing WTP using probabilities is a 
difficult cognitive task for them [47]

Protest zero bias [40] and  
emotional bias

Respondents do not accept the WTP method and refuse to give any value. 
Answers can be influenced by emotions and beliefs. For instance, a study using 
WTP with families of people with mental disorders demonstrated that families 
expressed anger at paying too much already, and the WTP question was seen as 
a suggestion to pay more, or the WTP would be lower because they do not 
believe in the cure for the mental disorder [47]

Hypothesis bias [40] Respondents assign greater values than they would really pay in practice

would be at risk of having a mental disorder or 
that valuable efficient treatments are able to 
“cure” mental disorders [41].

Validity and Reliability of Contingent 
Valuation
Bayoumi [38] summarized some consensus in 
the literature about CV: direct interviews are the 
benchmark; WTP is preferred to WTA because 
people have an aversion to losses and assign 
much larger unrealistic values in WTA than 
WTP; respondents’ understanding should be sys-
tematically checked (answer accuracy), and 
visual aids are good supports for respondents.

However, questions related to the validity and 
reliability of WTP remain unanswered because 
there is no gold standard and a lack of empirical 
studies assessing these issues. Although answer 
validity is not easily comparable to market prices 
(because they do not exist), one solution in 
checking answer consistency is to verify whether 
the amount of money reported through WTP is 
greater than an individual’s budget or income. In 
this sense, face and construct validity of ques-
tions in WTP interviews could be explored based 
on the assumption that it is expected that people 
with a higher income would be willing to pay 
larger amounts than people with lower incomes. 
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Of interest, some attempts have been made to 
validate WTP compared with studies measuring 
utilities through standard gamble and time trade- 
off, though differences are expected because of 
their different theoretical backgrounds.

Although CBA is not common in mental 
health, few studies in the literature report the 
application of WTP techniques in samples with 
mental disorders (Box 4.1).

Discrete Choice Experiment
DCE is a disaggregated method used to elicit 
preferences based on components (attributes) of 
goods and services, rather than in a “package,” as 
in CV. According to the theory of Lancaster, [44] 
the utility extracted from goods and services is 
the result of some characteristics (attributes) of 
them, and for this reason, identifying such attri-
butes allows preferences for them to be mea-
sured. Multiple alternatives are presented, but 
individuals should choose only one. This tech-
nique is based on random utility theory, a proba-
bilistic choice theory that states that each 
alternative has a probability of being chosen, and 
the higher the probability for choosing an alter-
native, the larger its utility in comparison with 
another alternative. Preferences of multiple 
dimensions of goods are elicited, and a model of 
preferences are estimated through modeling tech-
niques and econometrics methods [33, 45] (Chap. 
7). Using this method, it is possible to verify 
which attribute or component of goods and ser-
vices most influences the WTP response. There is 
a growing interest in this technique in healthcare, 
with a trend to include more attributes (seven or 
eight) in DCE than before (four attributes, on 
average), and methods have been refined and 
their accuracy increased [42].

Table 4.3 outlines an example of DCE, elicit-
ing preferences for three antidepressants among a 
sample of subjects with depressive disorder, con-
sidering six attributes of antidepressants and the 
same efficacy. If a subject chooses antidepressant 
C, than the estimation of utility of each attribute 
can be estimated through modeling techniques. 
Attributes have positive (efficacy) or negative 
(side effects) utilities. Moreover, it is possible to 
include the cost attribute (price of antidepres-

Box 4.1 Example of Willingness to Pay 
in Mental Health
Study: “Contingency Valuation and 
Preferences of Health States Associated with 
Side Effects of Antipsychotic Medications in 
Schizophrenia” (Sevy et al. [43]).

Sevy et al. interviewed 96 patients with 
schizophrenia, using WTP and standard 
gamble methods, to ask them about the 
value of eliminating the side effects of 
antipsychotics for a 1-year. First, they 
listed all side effects patients had experi-
enced while using antipsychotics and 
asked the patients about the level of dis-
comfort associated with each side effect 
using an ordinal Likert scale (“it doesn’t 
bother me” to “it bothers me greatly”) in 
order to obtain a ranking of the severity of 
symptoms. Following this, patients classi-
fied the side effects in the list according to 
the level of severity. Then, they used the 
WTP method with an open- ended question 
asking how much these patients would be 
willing to pay for a medication that made 
them free of side effects for 1 year with 
100% certainty. In the second phase, they 
presented a scenario in which inpatients 
would benefit from one medication for 
side effects, but at the same time have 
some level of risk of becoming worse. 
Level of uncertainty was expressed using 
drawing cards showing different probabil-
ities in terms of chance for side effects to 
improve or get worse. Then, they asked 
patients whether they thought doctors 
should prescribe this medication for inpa-
tients, and if yes, whether the patient 
would be willing to take this medication 
under such conditions. Then they asked 
how much the patient would be willing to 
pay for this medication under this uncer-
tain scenario and considering their income. 
In this experiment, patients were willing 
to pay 6% of their income in the certain 
scenario and 3% of their income in the 
uncertain scenario.
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sants), whereby WTP is derived indirectly [33]. 
Some examples of DCE in the Mental Health 
field are available in the literature (Box 4.2).

4.3  Cost-Benefit Analysis 
in Mental Health

The use of CBA in health has been controversial, 
and in this sense, this was similar in the Mental 
Health field because there were few attempts to 
apply this method, especially regarding eco-
nomic evaluation of public policies and services 
[41, 47–51]. Using broad economic evaluation as 
CBA in mental health has the advantage of 
exploring externalities, indirect costs, the eco-
nomic burden of mental disorders in other non-
health sectors, and economic return to society 
when adopting policies to treat and prevent men-
tal disorders. Recent economic evaluations 
reported economic return to society in treating 
depression, anxiety disorders, and other mental 
disorders [52, 53]. However, methodological 
limitations and disagreements on theoretical 
frameworks in Health Economics are common 
obstacles in conducting economic evaluation, 
especially CBA, in mental health.

Economic evaluation in the health domain is 
dominated by CEA and CUA methods, though 
some economists argue that these methods are 
not in accordance with economic principles [18]. 
Based on the theoretical framework, there are 
two major views in Health Economics [10, 23, 
30, 32, 36, 54]: the welfarist and extra-welfarist 
approaches (see Chaps. 1, 6, 9, and 10). The for-
mer focuses on the individual’s welfare and on 
the sum of all individuals’ welfare, with the main 
goal to maximize society’s welfare and well- 
being. On the other hand, extra-welfarists criti-
cize welfarists in terms of favoring wealthy 

Table 4.3 Example of DCE

Antidepressant A Antidepressant B Antidepressant C

Frequency (pills per day) Once Twice Once

Side effects

  Nausea Yes No No

  Libido impairment Yes No Yes

  Weight gain No Yes No

Average price (US$) for 1 month of 
treatment

100.00 30.00 50.00

Preferred option x

Box 4.2 Example of the Discrete Choice 
Technique in Mental Health
Study: “Patient Preferences for Depression 
Treatment Programs and Willingness to 
Pay for Treatment,” Morey et al. [46]

Morey et al. carried out a survey of 104 
subjects with a diagnosis of major depres-
sive disorder (MDD) in order to determine 
whether they were willing to pay for elimi-
nating MDD and to know how much they 
were willing to accept to continue in a 
depressive state. The authors elaborated a 
survey in which subjects were invited to 
choose between two alternatives related to 
treatment programs, whereby depression 
would be reduced or abolished for a period 
of 12 months. They displayed the alterna-
tives of treatment in a table format and 
listed seven attributes related to treatment 
for depression: effectiveness, hours of psy-
chotherapy per month, use of antidepres-
sants, monthly costs to patients with 
treatment, and side effects (weight gain, 
decrease on libido, and anorgasmia). Then, 
respondents expressed their preferences 
between the two alternatives. The authors 
found remarkable differences in the esti-
mates of willingness to pay according to 
individuals’ demographic characteristics.
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groups in society in disfavoring people in need, 
and also because public policies need to address 
issues regarding equity, fairness, and prioritizing 
neglected diseases. Extra-welfarists focus on 
“distributing health” equally to all, considering 
similar needs among individuals and maximizing 
the main dimensions related to health. Individuals’ 
preferences are not the guiding principle under-
pinning the extra-welfarist approach, and not all 
benefits produced by treatment are captured in it.

Notwithstanding this conflict between the two 
approaches, mental health imposes additional chal-
lenges in comparison to other medical specialties:

 (a) Interventions in mental health address multi-
dimensional benefits (health and nonhealth) 
that cannot be totally captured in CEA (one 
outcome) and CUA (low sensitivity to mea-
sure mental health changes) (see Chaps. 3–, 
4, 5 and 6)

 (b) Outcomes in mental health encompass health 
and nonhealth outputs. The most challenging 
issue is to define outcome in mental health (in 
terms of promoting “mental health”; see 
Chap. 3). The definition of mental health is 
very close to the concept of well-being, since 
well-being has been recently connected with 
mental state [55] (see Chap. 25). Moreover, 
mental disorders cause disutility as well as 
negative externalities in nonhealth sectors, 
and allow people to be permanently worse off 
in society if not treated. Therefore, rather than 
discussing the appropriate method for mea-
suring mental health promotion (or utility 
originating from interventions), it is impor-
tant to establish objectively the quantifiable 
meaning of producing mental health (utility).

 (c) Methods available to estimate preferences in 
mental health are biased, disfavoring esti-
mates using WTP techniques (because of 
stigmatizing societal attitudes toward mental 
illness (see Chap. 27) and a scarcity of infor-
mation about the effectiveness of interven-
tions from the public and policymakers). 
Also, mental disorders affect preferences 
(different estimates in WTP among subjects 
with depression) and impair cognition, hin-
dering the use of techniques using probabili-

ties (WTP) and SG. The principle that states 
a consumer chooses rationally what is the 
best for him- or herself in terms of maximi-
zation of utility (sovereignty) is not always 
the case among people suffering from mental 
disorders because of the lack of insight 
regarding the mental disorder and their 
impaired critical thinking.

 (d) Mental disorders produce high indirect costs 
in comparison with direct costs; only adopt-
ing a broad perspective and measuring all 
dimensions of the benefits and costs involved 
allow a conclusion of whether mental inter-
ventions and policies are worth the money 
[6, 52]. In this sense, people with mental dis-
orders are at a disadvantage in terms of dem-
onstrating utility improvement when 
compared with people with physical diseases 
when using CEA and CUA, and using CBA 
would allow all relevant costs and benefits to 
be included.

In summary, CBA has some advantages in 
comparison with other economic evaluation 
methods in terms of analyzing all relevant gains 
and losses of healthcare programs from a broad 
perspective, and it is a useful tool to support deci-
sion makers regarding resource allocation in 
macro scenarios of public policies. The main 
goal of CBA is to maximize social welfare, and in 
this regard, the concept of welfare has been 
closely redefined to the concept of mental health; 
therefore, maximizing mental health is much 
more than maximizing one health dimension. 
However, methodological constraints limit the 
achievement of welfare principles in mental 
health care because the general public is less 
willing to invest in mental health problems, lead-
ing to inequitable resource allocation for mental 
health programs. DCE techniques open promis-
ing opportunities to explore preferences for treat-
ment and adherence to treatment issues in mental 
health policies. To date, no appropriate and fea-
sible economic evaluation method is able to cap-
ture all effects of mental health programs and 
simultaneously allow allocative choices of 
resources using fair and equitable distribution. In 
this regard, the capability approach, an emergent 
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extra-welfarist method, promises to take into 
account these particularities in the Mental Health 
field, though it is too early to draw conclusions 
about this method.
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Abstract

Economic evaluation of healthcare programs seeks to compare treatments 
and preventive measures in terms of their efficiency, that is, their ability to 
generate health and well-being relative to the costs incurred. This chapter 
provides an introduction to one particular but widely used evaluation tech-
nique: cost-effectiveness analysis (CEA). We present the main conceptual 
elements of a CEA, measurement techniques that are used, and the chal-
lenges and limitations, and we discuss the final interpretation of results 
within the context of the mental health field.
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5.1  Introduction

Purchasers and planners of mental health ser-
vices need to make investments that achieve the 
best results for their patients using available 
resources. Some guidance for deciding how to 
make these investment choices is required. For 
instance, how should a decision maker determine 
how to divide funds between different treatments 
for depression (such as cognitive-behavioral 
therapy, antidepressant medication, and psycho-
therapy)? The decision-maker will naturally want 
to choose among the most effective treatments, 
but there is also an unavoidable economic aspect 
to this choice (see Chap. 10). The resources nec-
essary to make treatments available are, by defi-
nition, finite, in terms of not only funding but 
also health personnel, treatment spaces, and 
infrastructure. A central concern for decision 
makers who have to manage these resources is 

Key Points Summary

• Costs
• Outcomes
• Discounting
• Cost-effectiveness ratios
• Net benefits
• Uncertainty

mailto:J.Luyten@lse.ac.uk
mailto:Jeroen.luyten@kuleuven.be
mailto:Jeroen.luyten@kuleuven.be
mailto:C.Henderson@lse.ac.uk


72

therefore to provide a mix of treatments that 
maximize desired mental health outcomes for 
patients. Or, in economic terms, to allocate 
resources in a way that minimizes opportunity 
costs (see Chap. 1), the value of the “next best 
alternative use” of a resource that is not chosen 
and is consequently lost forever. The opportunity 
cost of providing one treatment for depression is 
the loss of another treatment that could have been 
provided instead, at the expense of the potential 
benefits to patients of that other treatment.

Allocating resources based on minimizing 
opportunity costs is complex and requires exten-
sive counterfactual information. Economic evalu-
ation has been developed as a standardized and 
evidence-based technique to facilitate decision 
making based on opportunity costs [1–3]. It has 
become increasingly influential in health policy 
making [4, 5], often with a formal role in many 
policy contexts, most notably in health insurance 
coverage decisions (e.g., in the United Kingdom, 
France, Germany, Belgium – but not in the United 
States). An economic evaluation compares the 
costs and outcomes that are linked to at least two 
interventions, one of which is often the current 
practice of usual care. Different forms of eco-
nomic evaluation exist (see Box 5.1). They all 
have a common approach to costs (see Sect. 5.2) 
but differ in their assessment of consequences. 
Depending on the level at which resources need 
to be allocated and opportunity costs need to be 
assessed – broad or narrow – one particular type 
of analysis will be more appropriate than the oth-
ers. Cost-benefit analysis (CBA) (see Chap. 4) is 
the broadest form. It assesses consequences in 
monetary terms so that the return on investment 
from spending a sum of money in one program 
can be compared with investing that same sum in 
any other program – within the health sphere but 
also beyond, for example, by investing these 
resources in public infrastructure. Cost-utility 
analysis (CUA) is limited to comparisons within 
the health domain [6]. Consequences are 
expressed in generic health units that compose 
the effects of a condition on both mortality and 
morbidity, such as quality-adjusted life years 
(QALYs), disability-adjusted life years, or 
healthy year equivalents. This enables opportu-

nity costs of health programs to be assessed in 
terms of the health units forgone by not investing 
these resources in competing health programs. 
Cost-effectiveness analysis (CEA) is a narrower 
form of assessing opportunity costs in which the 
assessed consequences are more specific and lim-
ited to a particular field of healthcare, mostly one 
specific disease area. In this chapter, we outline 
the main elements of cost-effectiveness studies 
and their interpretation.

5.2  Main Elements of Cost- 
Effectiveness Studies

5.2.1  Costs

Costs are a function of the volume of the resources 
consumed when making an intervention avail-
able, multiplied by their respective unit cost (see 
Chaps. 2 and 11). Distinguishing quantities from 
unit costs is important because it allows the reli-
ability and relevance of the valuations made to be 
assessed. It also allows assessment of the trans-
ferability of results from the original study to 
other contexts (e.g., countries or times).

5.2.1.1  Resource Use
Typical resources that are used by providing a 
program are consumables (e.g., pharmaceuti-
cals), labor (e.g., nursing, caregiving), capital 
(buildings, devices, equipment), and overhead 
costs (e.g. electricity, management) (see Chaps. 2 
and 11). In the domain of mental health, resources 
consumed outside of the health sector could also 
be relevant: costs associated with criminal jus-
tice, provision of special housing, social care, 
and additional costs falling on schools because of 
special educational needs [7] (see Chap. 2). Box 
5.2 gives a possible classification of different 
types of costs that should be considered in a CEA 
(see Chap. 2).

Overhead costs, such as those of common 
equipment, personnel, or facilities, can be attrib-
uted to individual interventions by relating the 
proportion of resources used by the intervention 
relative to the total potential use of the resources, 
for instance, the number of hours a facility can be 
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Box 5.1 Different Types of Full 
Economic Evaluations

• Cost-minimization analysis compares 
the costs of different programs that 
broadly lead to the same result. Because 
uncertainty always exists around costs 
and expected outcomes, in reality, the 
effectiveness of two programs can 
rarely be assumed as being equal.

• Cost-effectiveness analysis compares the 
costs and health effects of two or more 
interventions. Health outcomes in a cost-
effectiveness analysis are expressed in 
terms of specific clinical or other “natu-
ral” end points that are measurable and 
that can be considered important within a 
particular health domain.

• Cost-utility analysis is a broader form of 
economic evaluation in which health 
outcomes are both measured and val-
ued. Outcomes are translated into a 
generic measure of overall health. 
Several generic outcome measures are 
available, but the most widely used are 
the QALY (a measure of health) and the 
disability-adjusted life year (a measure 
of illness, mostly used in low- and 
middle- income contexts).

• Cost-benefit analysis is the broadest 
form of economic evaluation. It 
assesses health consequences in the 
most common metric used to assess 
value: money. Expressing the health 
effects of an intervention in monetary 
terms and comparing them with the 
costs associated with that intervention 
allows decision makers to judge the 
return on investment of a program, that 
is, how much net value an intervention 
offers. This estimate can consequently 
be compared with other interventions 
for which the benefits can also be 
expressed in monetary terms, both 
within healthcare and beyond.

Box 5.2 Types of Costs

• Direct costs often represent the healthcare 
resources used by providing a program: 
doctors’ hours, medications, hospital beds, 
overhead costs of running facilities, capi-
tal costs of buildings, training, or equip-
ment. In mental health the costs of other 
forms of care (e.g., social care) also could 
be considered direct costs.

• Indirect costs are the opportunity costs 
of patients and caregivers in terms of 
time lost through ill health, undergoing 
treatment, or providing unpaid care. 
These costs mainly represent productiv-
ity losses due to an inability to work 
because of illness, but they could also 
include disrupted domestic, educational, 
social, and leisure activities.

• Patient costs are those costs borne by 
patients and their families, such as 
transport costs, user charges, and time 
lost. They can be substantial but are 
often not considered in analyses from 
a payer perspective.

• Future costs are often split between 
future costs that are directly related to the 
disease or the intervention (e.g., a mental 
health problem that gives a higher risk of 
developing diabetes), and those costs that 
are unrelated (e.g., increased life expec-
tancy leading to higher pension costs).

• Intangible costs are the psychological 
“costs” of pain and suffering that patients 
experience during an episode of illness or 
while undergoing the treatment. These 
are obviously difficult to quantify.

(continued)

• Cost-consequences analysis presents a 
range of outcomes (measured in natural 
units) alongside the costs of alternative 
programs, without defining any one out-
come as primary.

(continued)
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used to provide a treatment as a proportion of 
the total hours the facility is available for medi-
cal use.

Which cost categories should be considered 
in a CEA depends on the perspective from 
which the analysis is undertaken (see Chaps. 1 
and 2): that of the patient, the employer, the hos-
pital, the healthcare payer, or society. If a health-
care payer perspective (e.g., national health 
insurance) is adopted, only those costs that are 
incurred by the payer should be considered. 
These primarily include the direct costs of pro-
viding the program (other costs predominantly 
falling on other parties). Analogously, from a 
patient, employer, or hospital perspective, only 
the costs borne by those groups are relevant. If a 
societal perspective is adopted, however, all 
costs borne by the whole of society should be 
considered. The benefit of the societal perspec-
tive is that it does not neglect any economically 
relevant costs. A disadvantage is that it does not 
consider how these costs are distributed among 
the various affected parties.

The choice of costing perspective can have a 
substantial effect on the estimated costs of an 
intervention. This is especially true in the field of 
mental health. For instance, prevention of depres-
sion is much more cost-effective from a societal 
perspective than from a payer perspective, as the 
bulk of the cost burden is indirect, attributable to 
an inability to work rather than to costs associ-
ated with healthcare treatment (see Chap. 25). 
For instance, an English study estimated that 
90% of the societal cost of depression was due to 
unemployment and absenteeism from work [8]. 
From a patient or employer perspective, it is pos-
sible for the (tangible) costs of depression to be 
lower than the costs for society or the healthcare 
payer. For instance, if disability payments (state 
benefits or social insurance payments) suffi-
ciently compensate patients for loss of income, or 
if employers quickly find replacement employ-
ees, then the cost to patients and employers could 
be minimal (see Chap. 29). Consequently, from a 
financial perspective, prevention of depression is 
more or less attractive depending on whose costs 
are considered.

5.2.1.2  Unit Costs
The resources consumed as part of a treatment 
program must be valued. Unit costs are mainly 
understood as prices or charges and can be 
accessed via national price lists or data on pur-
chasing prices from institutions (e.g., hospitals). 
The level of detail required depends on the 
importance of the particular item, the scope of 
the study, and the time and resources available 
for the analysis. We can illustrate this point by 
considering the unit cost of hospital stays. It is 
less precise but more convenient to use a general 
per-day cost calculated on the basis of the total 
cost of the hospital or one of its departments. 
More precise estimates take into account the par-
ticular characteristics of the admission and the 
treatment, down to the specific resource use of an 
individual patient (micro-costing) (see Chaps. 2 
and 11).

However, some resources (e.g., volunteer time 
from caregivers) do not have market prices. This 
obviously does not mean that they are without 
value, and a costing method that does not account 
for this use of nontradeable resources would 
underestimate the opportunity cost of a program. 
In those cases, a value may be imputed to approx-
imate the value of the resource should there be a 
market in which the resource could be bought 
(see Chap. 15). For instance, caregiver time can 
be valued at average market wage or at hourly 
wages for overtime (see Chap. 17). Several valu-
ing techniques exist to put a monetary figure on 
nonmarket resources, most notably contingent 
valuation (willingness-to-pay or willingness-to- 
accept studies) (see Chap. 4).

The unit cost that should be used also depends 
on the costing perspective that is adopted. From a 
payer, patient, or employer perspective, the mar-
ket price is often the price actually paid, and it 
consequently reflects the actual economic loss 
incurred by the payer, patient, or employer. From 
a societal point of view, arriving at a valuation 
can be more complex. What matters here is the 
change (i.e., the loss) in available economic 
resources within a country. Market prices of used 
resources can be misleading in terms of reflecting 
the true social cost of using these resources. 

J. Luyten and C. Henderson



75

Hospital charges may reflect cross-subsidization 
across departments and could artificially inflate 
or deflate the economic loss incurred by provid-
ing one type of treatment. Drug prices often 
reflect monopoly profits and, depending on the 
recipient and usage of these profits (e.g., domes-
tic or foreign pharmaceutical companies that 
either reinvest profits or not), the social loss will 
be larger or smaller. Moreover – and this is also 
relevant to payer or patient perspectives – unit 
costs can become variable (see also Sect. 5.2.5 on 
marginal cost-effectiveness ratios). Being subject 
to supply-and-demand dynamics, the prices (and 
opportunity costs) of particular resources can 
increase or decrease as a function of the quantity 
needed. For instance, the value of one unit of 
nursing time depends on alternative deployment 
possibilities, and this value will likely be higher 
when more time is needed. As an example, in the 
initial stages of an epidemic, spare capacity in a 
nursing service can be used, but gradually higher 
opportunity costs will be incurred as more nurs-
ing time is taken from other, more productive 
activities [9]. A fixed unit cost (e.g., an hourly 
wage) does not reflect such dynamics. These 
issues of finding appropriate unit costs highlight 
difficulties in assessing the “true” societal cost of 
diseases. Obviously, social opportunity costs 
cannot be a requirement for every single CEA, 
and the label “societal perspective” is often used 
for an analysis that just uses indirect costs in 
addition to direct costs, all valued at listed prices. 
But it is important to highlight that the value 
attributed to resources must in some cases be 
treated with caution, especially for resources that 
are used in large quantities and for which there 
are reasons to believe that official prices do not 
reflect the value of alternative deployments.

5.2.2  Outcomes

A focus on costs only (a cost analysis) might 
indicate that mental health programs can lead to 
cost savings (when a sufficiently long time hori-
zon is considered). If a decision maker’s only 
concern is to contain or reduce costs, this infor-
mation may be sufficient to identify the preferred 

program. Full economic evaluations, aiming to 
inform the decision maker of the value received 
per amount invested in an intervention, also take 
into account the benefits received for the costs 
incurred. Estimating the net health effect of an 
intervention – the denominator of cost- 
effectiveness – consists of two separate tasks: 
defining relevant outcomes and measuring them.

5.2.2.1  Defining Outcomes
Ideally, a single and unambiguous outcome (an 
event, a biological marker, a disease stage, reduc-
tion of a specified risk factor) needs to be achieved 
so that the alternatives being evaluated can be 
compared in terms of their achievement. This 
outcome measure needs to be observable, rela-
tively easy to measure, and meaningful in the 
particular disease context. A “final” outcome, 
such as depression-free days, might be useful in 
some study contexts; in others, however, a mea-
sure that can be linked to a final outcome (an 
“intermediate” outcome) may be more relevant 
or feasible. For example, detecting suicidal ide-
ation could lead to the prevention of death by sui-
cide (the final outcome). Drummond et al. [2] 
recommend that analysts should explain why the 
intermediate end point has value or clinical rele-
vance in its own right, be confident that the link 
between the intermediate and final health out-
comes has been adequately established by previ-
ous research, or ensure that any uncertainty 
surrounding that link is adequately characterized 
in the study.

CEA has a narrower range of applications than 
a CUA. Nonetheless, CEA may be the natural 
choice in certain circumstances. It may be that cli-
nicians are very interested in the effect of a treat-
ment on a particular clinical outcome; a CEA 
based on that outcome might produce evidence 
that clinicians see as more relevant than a 
CUA. Clinicians’ perceptions of the relevance of 
the outcome could influence their decision to 
implement that treatment. In addition, generic 
preference-based measures (from which utilities 
are derived) may not perform equally well across 
all mental health conditions when measuring clin-
ically relevant change. For instance, the evidence 
is mixed on the validity and responsiveness of the 
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EuroQol five-dimension questionnaire and SF-6D 
in measuring the effects of schizophrenia and psy-
chotic disorders [10–13] (see Chaps. 3 and 6). 
Thus limitations may exist in assessing utility on 
the basis of these measures in these populations. 
A CEA based on condition-specific measures of 
quality of life or symptom rating scales might be 
considered here in order to adequately capture 
changes brought about by the intervention [12, 
14]. One approach in this circumstance would be 
to carry out both a CEA and a CUA within one 
study [compare with refs. 15, 16].

Table 5.1 provides an overview of outcome 
measures that have been used in economic evalu-
ations within some clinical areas of mental health.

It needs to be said, however, that pinning 
down the most relevant end point can be com-
plex for many diseases, and there will often be 
disagreement on the best measure to judge the 
effectiveness of an intervention. Mental health 
conditions are often multidimensional. A solution 

to this issue – at least for researchers – is to 
expand a CEA into a cost-consequences analy-
sis. This is a variant of CEA whereby, instead 
of defining one single outcome, a range of out-
put measures is presented to decision makers, 
without judging which measure is the more 
relevant one.

5.2.2.2  Study Designs
The effects of treatments (and also costs) are likely 
to differ between individuals. Moreover, different 
individuals may undergo different treatment regi-
mens, experience the course of a disease differ-
ently, and respond differently to treatment. The 
quality of a CEA is often judged based on the qual-
ity of its underlying effectiveness assessment and 
the extent to which it manages to account for 
patient heterogeneity. Different study designs have 
different weaknesses.

In a randomized controlled trial (RCT) 
with adequate power and appropriate follow-up 

Table 5.1 Examples of outcome measures used in cost-effectiveness analyses in mental health

Clinical area Outcome measure Studies using the measure
Schizophrenia Clinical Global Impressions scale (CGI) [17] King et al. [18]

Positive and Negative Syndrome Scale for 
Schizophrenia (PANSS) [19]

Priebe et al. [20]

Investigators Assessment Questionnaire (IAQ) [21] King et al. [18]
Global Assessment of Functioning [22] Hastrup et al. [23]

Depression Beck Depression Inventory [24, 25] Hollinghurst et al. [16]; Kuyken 
et al. [26]; Maljanen et al. [27]

Hospital Anxiety Depression Scale (HADS) [28] Romeo et al. [29]
Cornell Scale for Depression in Dementia (CSDD) [30] Banerjee et al. [31]
General Health Questionnaire, 28-item version 
(GHQ-28) [32]

Woods et al. [33]

Time to relapse (using the Structured Clinical Interview 
for DSM Disorders) [34]

Kuyken et al. [26]; Kuyken et al. 
[35]

Dementia The Neuropsychiatric Inventory (NPI) [36] D’Amico et al. [37]
Cohen-Mansfield Agitation Inventory (CMAI) [38] Chenoweth et al. [39]
Quality of Life in Alzheimer’s Disease measure 
(QOL-AD) [40]

Woods et al. [33]; D’Amico et al. 
[41]; Orgeta et al. [42]

The Alzheimer’s Disease Assessment Scale – Cognition 
(ADAS-Cog) [43]

D’Amico et al. [41]; Orgeta et al. 
[42]

Substance abuse Addiction Severity Index (ASI) [44] McLellan et al. [45]
Days of abstinence (using the Global Appraisal of 
Individual Needs [GAIN]) [46]

McCollister et al. [47]; McLellan 
et al. [45]

Longest duration of abstinence (based on laboratory 
sampling)

Olmstead et al. [48]

Suicide Beck Scale for Suicide Ideation [49] van Spijker et al. [50]
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duration, health effects can be recorded on an 
individual patient basis and can later be causally 
attributed to the treatment. Adequate randomiza-
tion across treatment and control groups ensures 
that other characteristics that might cause differ-
ences in effectiveness (confounders) are equally 
prevalent in both groups. An RCT can also record 
resource use by individual patients, after which 
average costs and effects can be calculated [51]. 
However, RCTs can be costly to carry out and 
take a long time to complete. Further, depending 
on the nature of the trial, the outcomes are the 
products of treatment regimens conducted in 
ideal circumstances to assess whether the treat-
ment can work. Such trials are unlikely to be 
fully representative of the costs and outcomes of 
day-to-day clinical practice. This difference 
between efficacy and effectiveness needs to be 
considered carefully when relying on RCTs for 
CEA. More pragmatic RCT designs test the 
effectiveness of a treatment within routine clini-
cal practice settings [52], for instance, by avoid-
ing the imposition of rigid inclusion and exclusion 
criteria to reflect the real-world patient popula-
tion who would receive the treatment. An exam-
ple of a pragmatic trial in the mental health field 
is a pharmacological trial comparing classes of 
antipsychotic medications for people with 
chronic schizophrenia [53–55]. It is also impor-
tant to make sure that the control group actually 
represents the “do nothing” option that is imple-
mented in a particular setting, and that the addi-
tional benefit of a program is not overestimated 
or underestimated by comparing it to an irrele-
vant alternative (see also Sect. 5.2.4). Alternative 
study designs such as observational cohort stud-
ies have been advocated on the grounds that they 
can be carried out without the strictures imposed 
by randomization that may limit the generaliz-
ability of findings [56]. Observational studies 
provide information on the effectiveness of inter-
ventions and are important bases for CEAs. 
Attributing the outcomes of controlled but not 
randomized studies to the intervention of interest 
can, however, be affected by confounding due to 
a lack of random assignment of patients to treat-
ment and control groups. Selection bias has tradi-
tionally been a weakness of these designs, but 

alternative approaches involving statistical methods 
for creating “synthetic control groups” are coming 
into use [56].

When experimental studies are not feasible 
because of financial, practical, or sometimes even 
ethical concerns, modeling can be an alternative 
basis for economic evaluation analyses [57] ((see 
Chap. 7). Models can be used to project the evo-
lution of a condition in a population, based on a 
combination of available insights obtained from 
published estimates. A model allows a simplified 
depiction of possible consequences resulting 
from different treatment choices or events. Two 
popular techniques are decision trees [58], gener-
ally used for acute events, and Markov models 
[59], mostly used to synthesize events that require 
a longer time frame, as is often the case in mental 
health.

5.2.3  Discounting

It is important that the time frame considered in 
an evaluation is long enough so that it captures all 
relevant aspects of the alternatives under evalua-
tion. But costs and outcomes may occur on sepa-
rate time scales. In economic evaluation, it is 
standard practice to revalue costs and effects, 
depending on whether they occur at more distant 
or more proximate moments in time. The “present 
value” (PV) represents the contemporary value of 
a cost or outcome X occurring n years from now, 
depreciating at a yearly discount rate of r:

 
PV X

X

r n
( )

( )
=

+1  
Discounting can be contentious, especially 

when applied to health outcomes [60]. When it 
comes to costs, there are convincing reasons to 
account for time preference. First, the future is 
uncertain; various catastrophic events might 
occur that would invalidate projected future 
costs. Second, a sum of money at our disposal 
now can be invested and generate a larger amount 
later. If we were to pay a cost in the future but 
need to account for it now, we would only need to 
pay a fraction of it. Third, if people are wealthier 
in the future than they are now, a sum of money at 

5 Cost-Effectiveness Analysis



78

current prices would represent a smaller propor-
tion of the funds available later. Fourth, as addi-
tional units of income will at some point lead to 
decreasing marginal levels of utility, the relative 
sacrifice of that cost (its opportunity cost in terms 
of consumption of the forgone alternative) will 
likely be lower in the future. And fifth, people 
tend to have an innate pure time preference (or 
bias) for the present over the future. We prefer to 
enjoy life now and to pay later.

Whether these arguments for discounting costs 
also hold for discounting health outcomes is less 
clear. Health seems to be a normal (or even luxury) 
good, rather than one of necessity: as our income 
grows, we are likely to attribute higher values to 
extra health gains. Moreover, we cannot invest 
health over time like we can with money. And a 
pure time preference may be less pronounced for 
health than for costs (becoming sick now or in 10 
years vs. paying a cost now or in 10 years). On the 
other hand, health, as with money, arguably has 
decreasing marginal utility over time: an 85th year 
may be less valuable than a 65th one. Whether the 
extra gains from years lived in more prosperous 
times outweigh the decreased marginal utility of 
greater longevity is an open question. Also, not 
applying a discount rate for health gains while dis-
counting costs can create problems of inconsis-
tency and could lead to counterintuitive results. 
Every program seems better the longer it is post-
poned into the future (as costs would be discounted 
but health effects would not). And some interven-
tions (e.g., disease eradication programs) have 
benefits that last indefinitely. Refraining from dis-
counting these benefits would lead us to overinvest 
scarce resources in such programs. Last, plenty of 
empirical evidence shows that people de facto dis-
count health gains in practice, for example, smok-
ers who prefer short-term pleasure to long- term 
health.

Discounting can have a substantial effect 
when interventions aim to generate lasting and 
long-term effects, which is often the case in men-
tal health programs. Most guidelines propose 
using a well-defined discount rate for costs and 
often a smaller one for health effects, but recom-
mend presenting results with different rates as 
well [e.g., 61, 62].

5.2.4  Analytical Methods

5.2.4.1  Cost-Effectiveness Ratios
Combining (discounted) costs and effects, we 
can derive an average cost-effectiveness ratio 
(ACER), a marginal cost-effectiveness ratio 
(MCER), and – most often reported – an incre-
mental cost-effectiveness ratio (ICER).

The ACER expresses the total costs of an 
intervention per achieved health outcome, as 
compared with a baseline situation, which in 
many cases would be the current situation (usual 
care):

 
ACER

A

AA =
Cost intervention

Effects intervention  

The MCER expresses the changes in cost and 
effect within one program when it is expanded in 
scale (e.g., an education program that is rolled 
out in two regions instead of one). If the size of 
program is flexible, the MCER can give a useful 
indication of the economies of scale that can 
occur, which is informative in finding the optimal 
level of program provision:1

 

MCER

Aat Q
Aat

AQ
=

+
Cost intervention scale

Cost intervention sc1– aale

Effect intervention scale
Effect intervention

Q

Aat Q
Aat+1– sscaleQ  

The most common form of expressing the 
results of an economic evaluation is the ICER, 
comparing the costs and effects of the two most 
relevant interventions under evaluation. The 
ICER gives an indication of the extra (or incre-
mental) cost of one program for the extra effect it 
generates over another:2

 ICER
A B

Avs B =
Costs intervention Costs intervention

Effects in

–

ttervention Effects interventionA B–  

1 Strictly speaking, the “marginal” value of a variable is its 
rate of change (first derivative) with respect to quantity. 
This is equivalent to the formula provided if Q is suffi-
ciently large.
2 Note that when we are evaluating only one intervention 
and the comparator intervention is the “do nothing” 
scenario, the ICER is the same as the ACER.
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ACERs, MCERs, and ICERs can be repre-
sented on a “cost-effectiveness plane,” represented 
in Fig. 5.1. The plane has four quadrants, corre-
sponding to the four main possible outcomes of 
CEA. An intervention can be more costly and lead 
to fewer health gains than another one (quadrant 
NW); in this case the “do nothing” strategy is rep-
resented in the origin O. If so, the new intervention 
is said to be “dominated” by the other one (so we 
should do nothing). Conversely, if the new inter-
vention is less expensive but leads to better out-
comes, it is said to be “dominant” over the other 
strategy (quadrant SE). More difficult questions 
arise when one intervention is both more expen-
sive and more effective than the other (quadrant 
NE). In that case we need to judge whether paying 
more for better outcomes is “worth it.” Similarly, if 
an intervention is less costly but also less effective 
than the alternative, are the cost-savings worth the 
health losses (quadrant SW)? The question “is it 
worth it?” can only be answered when we have an 
estimate of the maximum monetary value of the 
health effect in question, for example, a societal 
willingness to pay per health effect (represented in 
Fig. 5.1 by the dashed line through the origin; see 
also Sect. 5.3).

Analysts need to be cautious when interpret-
ing cost-effectiveness ratios (CERs) with regard 
to whether the ratio represents the most relevant 
information. Several implementable strategies 
may be available, and not all ICERs are ulti-
mately meaningful. Figure 5.2 illustrates the dif-
ferent types of CERs and how to exclude 
irrelevant ones. The slopes of all lines connecting 
the points are all CERs. The slopes of the lines 
starting from the origin (the “do nothing” strat-
egy) represent the ACER of each strategy, 
 indicating how much the average gain in effect 
would cost in each strategy. A′ is intervention A 
scaled up by one unit. The dotted line connecting 
intervention A and A′ represents the MCER of A′ 
versus A, and doing this for the entire range of 
possible output levels provides information about 
the optimal level of program provision for A. In 
this case, the slope between A and A′ is smaller 
than the one between O and A, indicating econo-
mies of scale: the same health effect can be 
offered at a lower unit cost, for instance, because 
of the fixed costs of starting up the program. 
When several programs are available (A, A′, B, 
C, D, and X), the analyst must plot the costs and 
outcomes on the cost-effectiveness plane and 

Fig. 5.1 The cost-effectiveness plane
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eliminate those strategies that are dominated. In 
this example, interventions A, A′, X, and C are 
all dominated by B and D. A, A′, and X are 
“strictly dominated” by intervention B (i.e., B 
leads to better health outcomes at a lower cost). C 
is dominated by extension (“extended domi-
nance”) because the combination of strategies B 
and D is more cost-effective than C and leads to 
better health outcomes. The rationale for 
extended dominance is that a decision maker who 
is willing to pay the dominated CER of C can 
better pay the lower CER of implementing B 
combined with D, which leads to more health 
effects. The figure also illustrates how easy it can 
be to misrepresent the efficiency of a program by 
comparing it with the wrong comparator. An 
ICER that compares a new intervention A to an 
obsolete and irrelevant comparator X may make 
A appear favorable (the slope of the dotted line 
connecting both points is lower than the slope of 
the dashed cost-effectiveness threshold line 
through the origin), but in fact both strategies A 
and X are dominated. In Figure 5.2, the relevant 
ICERs to be reported and considered by the deci-
sion maker are B versus O and D versus 
B. Compared with the threshold, B versus O is 
clearly cost-effective, whereas D versus B is not. 
In general, the intervention with the smallest 
slope is the most cost-effective one and should be 
implemented first, followed by the one with the 

smallest slope starting from that intervention 
onward, and so on.

Note: The slope of the lines in Fig. 5.2 are all 
CERs. Average CERs represent the cost per 
health effect achieved by a program (e.g., the 
slope of OA). Marginal CERs represent the 
change in cost-effectiveness when the scale of a 
program is varied (e.g., AA′). Incremental CERs 
represent the extra cost per extra health effect of 
one program versus another (e.g., OB or DB). An 
ACER is a particular case of an ICER (i.e., a 
comparison with the “do nothing” scenario)

5.2.4.2  Net Benefits
Some studies prefer to express cost-effectiveness 
results as “net benefits” rather than as ICERs 
because the latter is a ratio instead of a single num-
ber, which has a number of analytical disadvan-
tages and is more difficult to interpret. For instance, 
as a ratio, the ICER does not give an indication of 
the scale of the programs being considered. Also, 
ICERs falling in the southeast and northwest quad-
rants of the CE plane (Fig. 5.1) will have the same 
(negative) sign, although we would want to adopt 
the former (more effective/less costly) intervention 
but not the latter (less effective/more costly). 
Moreover, for statistical analyses, net benefits can 
be easier to work with than ICERs. Net benefits 
incorporate the threshold willingness-to-pay value 

Fig. 5.2 Cost-effectiveness 
ratios of different strategies
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for a gain in health outcome (to which CERs other-
wise need to be compared in order to assess whether 
they are too expensive). Net benefit is calculated by 
subtracting the incremental costs of the programme 
(ΔC) from the monetary equivalent (WTP[E]) of 
the achieved incremental health gain (ΔE) it would 
generate. A value above zero indicates a net gain, 
and a negative value indicates a net loss.

 Net WTP E E Cbenefit = -( )*D D  

The net benefit approach resembles CBA, 
which also expresses both costs and effects in 
monetary values. CBA (see Chap. 4), however, 
typically allows the patient to do the valuing of 
the health effects, whereas net benefits usually 
represent a valuation of health gains by the gen-
eral public (welfarism vs. extra-welfarism; see 
Chap. 9). If so, CBA implies an overall valuation 
of all the specific consequences of the program 
(including highly particular effects on individual 
patients’ quality of life, such as improved social 
life; ability to work, parent, participate in sports; 
and the degree to which these particular aspects 
matter to a patient), whereas net benefits based 
on social valuations only provide generic values 
for the particular health consequence that was 
measured.

5.2.5  Uncertainty

A combination of inputs on costs, outcomes, and 
probabilities leads to a point estimate of the 
incremental cost per outcome of one intervention 
versus another (as illustrated in Fig. 5.1). But the 
accuracy of this estimate depends on the degree 
of uncertainty that is embodied in the underlying 
observations and calculations, and it would be 
misleading not to report this uncertainty in the 
final results.

Three sources of uncertainty can be distin-
guished [61]. The first is parameter uncertainty: 
uncertainty in the input variables that are used. 
This is mainly the result of sampling and mea-
surement error, in that the observed estimates are 
at best only an approximation of the “real” value 
of a parameter. Second, there will be structural 
uncertainty, related to uncertainty in the model-

ing approach or the trial design. For instance, are 
any disease outcomes ignored in the model or the 
trial? Are disease outcomes or treatment out-
comes really independent, as is assumed in the 
analysis, or do different arms of the trial or 
branches of the decision tree in reality interact? 
And finally, there is methodological uncertainty. 
Are the methods used in the CEA sufficient to 
measure the costs and outcomes of an interven-
tion? For instance, is the outcome chosen the 
most relevant for measuring health gain in a par-
ticular area? Is it sensitive enough to reflect 
meaningful changes in outcomes? Do discount 
rates represent social time preferences? Should 
indirect costs be considered and, if so, how? This 
more general type of uncertainty about how to 
measure the efficiency of an intervention cannot 
easily be solved and is most relevant to the cor-
rect interpretation of the results (see Sect. 5.3).

The effect of parameter and structural uncer-
tainty can mostly be analyzed via “sensitivity 
analysis” (see Chap. 7), exploring the impact on 
the estimated CER of making different assump-
tions in terms of models and parameters. 
Structural uncertainty can be addressed by 
exploring the effect of different model structures. 
Parameter uncertainty can be dealt with by 
changing the value of particular inputs. In uni-
variate, deterministic sensitivity analysis, alter-
native values are used for an individual key model 
parameter (e.g., the price of a drug). In multivari-
ate, deterministic sensitivity analysis, the effect 
of changing many assumptions at the same time 
is explored (also called a “scenario analysis”). 
These alternative values are still determined by 
the analyst.

In probabilistic sensitivity analysis, statistical 
distributions are added to variables from which 
random values are drawn (e.g., 10,000 random 
picks). These iterations lead to a “cloud” of cost- 
effectiveness estimates (10,000 estimates) across 
the four quadrants of the CEA plane, which gives a 
general indication of the location of the “real” 
ICER, given the statistical distributions of the vari-
ables used. The magnitude of this cloud indicates 
the extent of the uncertainty that is embodied in the 
ICER. It also shows whether mainly outcomes or 
costs are uncertain, or both. Figure 5.3 illustrates 

5 Cost-Effectiveness Analysis



82

this. In panel A, costs and effects are equally uncer-
tain. A cloud resembling a horizontal ellipse (panel 
B) indicates that the variation in outcomes is 
greater than the variation in cost estimates. In panel 
C, effects are more certain than costs. Costs and 
effects can also be correlated. Panel D represents a 
situation where costs and effects are equally uncer-
tain but positively correlated.

Sensitivity analysis can be used to identify the 
main drivers of the results and the inputs for 
which further research can reduce uncertainty. 
For instance, it can demonstrate that the most 
influential variable in the cost-effectiveness of an 
antidepressant is the effectiveness of the drug in 
the patient group younger than 60 years of age. 
Consequently, those who interpret the CEA need 
to judge the certainty of the particular value of 
that parameter that was used in the study. If there 
is substantial uncertainty about this estimate, an 
additional “value of information analysis” (VOI) 
can be performed to establish the monetary value 
of acquiring additional information (i.e., cer-
tainty) on that specific parameter, which can con-
sequently be compared with the extra research 

cost of obtaining it [62, 63] (see Chap. 7). VOI 
can be used to aid decision makers by demon-
strating how much it would cost to reduce the 
uncertainty surrounding the resource allocation 
decision (e.g., by increasing the sample size), and 
whether the cost is worth incurring, versus mak-
ing that decision on the basis of the presently 
available information [64]. For an example of the 
use of VOI in the mental health field, see the 
work by McCollister and colleagues [47].

A convenient way to graphically represent 
the uncertainty involved in an ICER is the “cost- 
effectiveness acceptability curve” (CEAC), which 
is illustrated in Fig. 5.4. CEACs are a different 
way of representing cost-effectiveness clouds and 
visualize, for every willingness-to- pay threshold 
per outcome gained, the proportion of ICER esti-
mates that would fall below that threshold; put 
another way, CEACs show the probability that the 
net monetary benefit is greater than zero at each of 
a range of potential willingness- to-pay values. 
This point is illustrated in Fig. 5.4, where 50% of 
the estimated ICERs of one intervention over 
another lies below the threshold willingness-to-pay 

Fig. 5.3 Cost- effectiveness clouds
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value of £30,000. This means that a decision 
maker has a 50% chance that the intervention will 
offer good value for the money and a 50% chance 
that it will be too expensive, relative to that spe-
cific threshold value.

To conclude this section, most countries have 
developed practical guidelines for analysts on 
how to handle the technical assumptions and con-
troversies related to quantifying costs, effects, 
uncertainty, and results [65, 66].

5.3  Interpretation

Once presented with the results of a CEA, a deci-
sion maker is faced with the task of assessing and 
interpreting the evidence at hand. The decision 
maker must assess the quality and also the use-
fulness of the evidence. We address these issues 
in turn.

First, what is the quality of the study in 
assessing the real “value for money” of the inter-
vention? Is uncertainty properly accounted for? 
Are the options under evaluation clearly defined 
and described? Are differences in reported costs 
and effects between interventions fully attribut-
able to the interventions or also to unreliable or 
invalid methodologies, which is less desirable? 
Are important categories of costs neglected? As 

mentioned, economic evaluations of mental 
health interventions may be particularly sensi-
tive to the perspective adopted in the analysis, 
and an atypical cost profile often occurs in men-
tal health. Such broader costs can be estimated, 
but often with a degree of uncertainty. Are all 
relevant outcomes captured? CEA uses specific 
effect measures that may focus on only one 
aspect of an illness and neglect other important 
outcomes. It may also fail to capture the adverse 
effects of a treatment.

Second, assessing whether an intervention is 
cost-effective (i.e., it is “worth it”) requires a 
benchmark – a cost-per-effect threshold – that 
distinguishes health benefits that come at a “rea-
sonable” cost from those that are excessively 
costly. Benchmarks or threshold values for a life 
year in full health (a QALY) exist in several 
countries, but typically not for condition-specific 
health outcomes. This immediately brings us 
back to the main weakness of CEA in providing 
information on efficient resource allocation. CEA 
allows assessments of efficiency at a local level, 
within the budget available for a condition or to 
achieve a particular outcome. But ultimately, a 
more general idea of the value of one particular 
type of effect (e.g., one depressive episode) in the 
overall picture of health and well-being is still 
required to assess whether costs are acceptable. 

Fig. 5.4 Cost- 
effectiveness 
acceptability curve
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How many other health gains, products, or ser-
vices is a society willing to give up for a gain in 
one particular mental health outcome? This limi-
tation of CEA is relevant in the context of mental 
health, where there remains a major challenge to 
obtain funding that is proportionate to the disease 
burden associated with mental health disorders. 
Mental health interventions are often seen by 
policymakers as less important than physical 
health interventions, as the prevailing conception 
of health and sickness is still predominantly a 
biomedical one. CEA, constrained to particular 
mental health specialties, cannot address issues 
of allocative efficiency across the wider spectrum 
of healthcare specialties.

Last but surely not least, an efficient alloca-
tion of the available resources will maximize 
achievable health effects under budget con-
straints. But this outcome is not necessarily the 
most desirable one from a social or an ethical 
perspective. It does not acknowledge the rela-
tion of health programs with other important 
objectives of healthcare, including tackling 
health inequities; promoting respect for indi-
vidual autonomy, dignity, and patient prefer-
ences; personal responsibility; solidarity with 
the worst-off groups in society; or even bio-
ethical considerations about the moral desir-
ability of particular technologies [67]. There 
may be good reasons why a less efficient pro-
gram still deserves funding, or why an efficient 
strategy is not desirable. However, CEA would 
indicate that accommodating and upholding 
other ethical values would come at a higher 
opportunity cost. This point is discussed in fur-
ther detail in Chap. 10.

5.4  Conclusion

CEA is of most use in situations where (a) a bud-
get holder needs to make allocation decisions 
among a number of options within a particular 
clinical field (or has “ring-fenced” money to 
spend), and (b) there is a clear measure of 
success. It is increasingly used to complement 
evidence of the efficacy and effectiveness of 
interventions in order to demonstrate that the 

costs of an intervention are also proportionate to 
the gains achieved. In the context of mostly fixed 
and pressurized healthcare budgets, these consid-
erations of efficiency become increasingly rele-
vant. Given its increasing effect on 
decision-making, it is important that individuals 
who work in the field of mental health policy are 
familiar with the primary components and 
assumptions of CEA, the complexities inherent 
to the methodology, and the particular challenges 
that occur when it is applied to the context of 
mental health.

Key Messages

• CEA compares the costs of implementing 
a mental health program with its achieved 
outcome. In contrast to CBA or CUA, this 
outcome is defined in terms of natural 
units that are specifically relevant to a 
particular disease area.

• CERs provide an indication of the effi-
ciency of resource allocation within a par-
ticular disease area. What do competing 
programs cost per health effect achieved? 
Or, vice versa, per amount invested in a 
program, how much improvement in 
health effects can be “bought”?

• Results are sensitive to the costing perspec-
tive that is adopted and to whether all rele-
vant costs are considered. As atypical cost 
patterns may emerge in mental healthcare, 
this is an important point to highlight.

• Cost-effectiveness estimates embody 
large uncertainties, but methods exists 
to account for these. The quality of a 
study can often be judged by the extent 
to which this uncertainty is dealt with.

• Cost-effectiveness estimates provide 
useful but nonetheless complex infor-
mation to an already difficult decision-
making process, and they do not “make 
decisions.” To avoid oversimplification, 
attention must be paid to the correct nor-
mative interpretation of study results.
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Abstract

Cost-utility analysis (CUA) has become widely used, particularly in the 
United Kingdom, compared with other techniques within cost- effectiveness 
analysis. CUA uses metrics such as the quality-adjusted life year (QALY) 
to assess the effectiveness of an intervention compared with an alternative. 
The QALY accounts for mortality (life years) and morbidity (severity of a 
state) in a single metric; the quality adjustment is based on stated prefer-
ences (also referred to as utility weights) that can be obtained from patients 
or the general public using preference elicitation techniques. For trial- 
based evaluations, preference-based measures have been developed to 
assess effectiveness and to elicit QALYs. Once the costs and QALYs for a 
study have been established, incremental cost-effectiveness ratios (ICERs) 
can be used as part of a decision rule whereby an ICER threshold (or 
league table) is set to inform decision makers about the potential compara-
tive cost-effectiveness of an intervention. Within this chapter, extra- 
welfarism as the conceptual basis for CUA and reasons for the use of 
stated preference to represent utility weights are described. Preference-
based outcome measures and how they are used as part of cost-per-QALY 
analysis are also described; disability-adjusted life years are also consid-
ered. How ICERs, thresholds, and league tables can be used to inform 
decision-making is also introduced. Throughout this chapter, examples 
within the context of mental health are used. A final section is dedicated to 
specific implications of using CUA for evaluating mental health interven-
tions and aspects to consider as CUA evolves.
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6.1  Introduction and Overview 
of Cost-Utility Analysis

Economic evaluation techniques such as cost- 
utility analysis (CUA) have become widely used, 
particularly in the United Kingdom, compared 
with other techniques within cost-effectiveness 
analysis (CEA; see also Chap. 5). CUA is 
regarded as a subtechnique of CEA whereby the 
outcome is still measured in natural units (such as 
health benefits); however, these natural units are 
utility-weighted to provide a “quality adjust-
ment” to the natural outcome of interest.

Cost-utility studies have relied largely on a 
single metric of these natural outcomes while 
accounting for a utility-weighted quality adjust-
ment, referred to as the quality-adjusted life year 
(QALY). The QALY acts as a single end point to 

assess the “effectiveness” of a new interven-
tion compared with an alternative, for cross- 
comparison across different interventions. 
Alternatives such as the disability-adjusted life 
year (DALY) have been promoted in situations 
where the QALY may not be deemed suitable for 
the relevant outcome being assessed, it is not pos-
sible to elicit the QALY, or it is not the  outcome of 
interest for the decision makers or commissioning 
group. The DALY is briefly described later in 
comparison to the QALY, but “cost-per- QALY” 
analysis dominates the focus of this chapter.

CUA and CEA are identical when accounting 
for costs, and it is mainly the metric of effective-
ness that differs between the two approaches for 
economic evaluation. In general, CEA is deemed a 
more sensitive method for evaluating health out-
comes because the outcome of interest is usually 
associated with the primary outcome of the study 
(e.g., cost per life years saved, cost per disability 
day avoided, cost per adverse event avoided). 
CUA has gained popularity because the outcome 
can be single or multidimensional, is usually 
generic rather than condition or program specific 
for comparability between evaluations, and can 
account for a quality adjustment of the relevant 
outcomes rather than assuming equal weight 
between outcomes [1, 2]. This has led to the debate 
that a “QALY is a QALY is a QALY—or is it?” 
[3], which is a discussion about whether the QALY 
can used to compare effectiveness across multiple 
studies focused on different health conditions or 
technologies. The cross- comparability aspect of 
the QALY is what has made the QALY useful 
when informing decision makers about resource 
allocation (i.e., which new interventions to 
finance) across the whole healthcare setting. 
However, the use of the QALY for assessing the 
effectiveness of interventions has its conceptual 
and practical advantages and  disadvantages, which 
are discussed within this chapter in the context of 
mental healthcare. It is worth noting that utility 
weights are required for the practical implementa-
tion of the QALY. These utility weights for a trial 
have traditionally been obtained from the 
EQ-5D-3L [4], although in theory any preference- 
based measure could be used. Utility values could 
also be obtained directly using a preference elicita-
tion task (see Chap. 3) or even from the empirical 

Key Points Summary

• CUA for economic evaluation is evolving 
within the remit of extra-welfarism. 
These methods have practical and con-
ceptual implications.

• This chapter describes relevant evalua-
tive outcomes, methods for interpersonal 
comparability, sources of valuing out-
comes, and weighting outcomes.

• Conceptual issues include who should 
value the severity of a condition (the 
patient or the general public) and impli-
cations of using the quality-adjusted life 
year or disability- adjusted life year.

• Practical issues include using preference- 
based measures and how decision-mak-
ing could be informed by a central 
threshold amount or league tables.

• Examples will be given in a mental 
health context, and a final section is ded-
icated to specific implications of using 
CUA in the context of mental health.

• Topics maybe simplified for descriptive 
purposes; however, references are pro-
vided and are recommended for further 
reading around complex topics.
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literature (this aspect is des cribed in Chap. 7 as part 
of economic modeling).

As an overview of the content of this chapter, 
first a distinction will be made about the concep-
tual basis of what “utility” is in the context of 
CUA and how it relates to other interchangeably 
used terms of preference and value. Once the 
reader is familiar with preference and utility as 
concepts, an overview of extra-welfarism is 
described as a conceptual framework that under-
pins the use of CUA. This chapter then focuses 
on the conceptual basis of using utility weights 
for allocative decision-making, how these 
weights can be sourced (such as from patients or 
the general public), and how this has implications 
for economic evaluation in the context of mental 
health. This chapter then focuses on the practical 
aspects of CUA. This includes the use of 
preference- based measures for assessing health- 
related quality of life, how preference weights 
are used in the quality adjustment of the QALY, 
how the QALY and DALY compare (the DALY 
as a metric and its calculation are also described), 
and how CUA is used for informing decision- 
making through the use of decision rules (such as 
thresholds and league tables). A final section fea-
tures a more specific discussion about the use of 
CUA in the context of mental health and some 
key aspects the reader may want to be aware of as 
CUA evolves. For descriptive purposes, some 
aspects may be oversimplified, but references are 
provided to allow the reader to explore these 
aspects in more detail as required.

6.2  Preference, Utility, and Value

Utility has a number of distinct meanings, and as 
part of classical utilitarianism(see Chap. 1) has 
been described as a metric that represents “happi-
ness” [5–8] and fulfillment of desires [9–12] (see 
Chap. 1). In the case of the extra-welfarist per-
spective of welfare economics, which dominates 
current healthcare decision-making, a more 
prominent description of utility could be “satis-
faction of preference.” The terms utility, prefer-
ence, and value have been used interchangeably 
by authors in the past and have therefore caused 
some confusion. These terms do have specific 

meanings, as described in Box 6.1, whereby 
“uncertainty within decision-making” is a key 
difference between utility and value.

The healthcare market is typically character-
ised by imperfect information, and so uncertainty 
exists around decision-making. For example, a 
patient may be diagnosed with a mental health 
condition such as schizophrenia or depression, 
but the choice of healthcare and/or medication is 
recommended by a clinician, and future progno-
sis can, to a certain extent, be uncertain both for 
the patient and clinician.

In this context, it is Von Neumann–
Morgenstern (vNM) utility theory (the axioms of 
which have been described by Torrance and 
Feeny [13]) that is of interest in healthcare 
decision- making; this theory captures behavior 
under conditions of uncertainty and is different to 
other theories of utility [2, 13]. The vNM utility 
theory is better described as an economic theory 
of rational decision-making under conditions of 
uncertainty, rather than neoclassical theories of 
utilitarianism that focus on happiness or fulfill-
ment of desires. The axioms that form the basis 
of vNM utility theory provide a normative model 
by which people ought to make decisions in the 
face of uncertainty as a rational decision maker, 
and it is therefore used as a conceptual basis for 

Box 6.1 Quick Definitions of Preference, 
Utility, and Value

• “Preference is an umbrella term that 
describes the overall concept; utilities 
and values are different types of prefer-
ence” ([2] p. 143).

• Utility is associated with “expected util-
ity” theory, whereby people take into 
account the uncertainty of the option(s) 
in the decision-making process. Uncer-
tainty can be introduced into a situation 
when the individual making the decision 
does not have perfect information about 
all options presented to them.

• By contrast, values are certain options, 
and therefore uncertainty is removed 
from the decision-making process.

6 Cost Utility Analysis
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describing decision-making under conditions of 
uncertainty, rather than representing real-life 
decision-making within the market for health-
care. Preference is extensively used in reference 
to vNM utility (Von Neumann and Morgenstern 
referred to the preference measures associated 
with their utility theory as “utility,” resulting in 
the interchangeable use in terms) and provides a 
description that fits in well with concepts, meth-
ods, and techniques used in the extra-welfarist 
framework and healthcare decision-making. For 
example, measures that include a “quality adjust-
ment” in their scoring algorithm that are designed 
specifically for the purpose of CUA are referred 
to as “preference-based” or “utility-weighted” 
measures, indicating the interchangeable use of 
terms between utility and preference when 
describing CUA.

Methods to elicit preferences have already 
been described in Chap. 3. If these methods elicit 
what could be defined as utility or a value depends 
on whether an uncertain option has been made 
certain (thus eliciting a value for a state) or 
whether the option remains uncertain when the 
preference is elicited for the state (thus eliciting a 
utility for the state). In reality, only the standard 
gamble (SG) method elicits a preference under 
conditions of uncertainty and so elicits what 
could be described as utility. Methods that require 
a scale (such as a rating scale or visual analogue 
scale) or require a choice to be made (such as the 
time-trade off [TTO] method, discrete choice 
experiments, or best-worst scaling) all make an 
uncertain option certain in their design and so 
elicit a value, not utility. For the purpose of pro-
gressing through this chapter, it is important to 
note that among modern methods used in the 
overall design of CUA, utility refers mainly to a 
metric of a preference for a particular state in 
the case of QALY analysis (the DALY is not 
preference- based), and does not adhere to its 
actual definition of utility as would be classified 
within utilitarianism, welfarism, or even vNM 
utility theory. For this purpose, utility weights are 
also referred to as preference weights within this 
chapter, although preference weight is perhaps 
the more accurate description, even if utility 
weights are still often referred to in the empirical 

literature. The term utility is also used for name’s 
sake when referring to CUA as a different method 
of economic evaluation compared with CEA, as 
described in Chap. 5.

6.3  Extra-Welfarism: 
A Framework for Healthcare 
Decision-Making and CUA

Welfare economics uses microeconomic tech-
niques to evaluate well-being in order to measure 
various aspects of efficiency within an economy. 
The welfarist approach to welfare economics is 
an important concept underpinned by economic 
theories about how resources are allocated across 
members of society (see Chaps. 1 and 4). How-
ever, as neoclassical theories of welfare econom-
ics and the market have progressed, so has the 
conceptual basis about how resources should be 
allocated, how decision-making should occur, 
and how data to inform these decisions should be 
generated practically. The extra-welfarist frame-
work was developed in response to the limi tations 
of welfarism when making allocative decisions 
alongside policy objectives, when an efficient 
outcome is not always the socially desired 
 outcome [14].

The framework of extra-welfarism has been 
the dominant conceptual basis of welfare eco-
nomics in modern healthcare decision-making 
and for informing the design of CUA [1, 2]. 
Extra-welfarism as a conceptual framework has 
historically been misinterpreted, perhaps because 
of a lack of a single definitive definition of the 
extra-welfarist framework, but more recently the 
framework has been described by Brouwer et al. 
[15] based on four key aspects for assessing and 
informing resource allocation. Extra-welfarism is 
best described when compared with welfarism, 
as it is key aspects of welfarism that extra- 
welfarism wishes to transcend in order to aid 
decision makers (although some have described 
extra-welfarism as “non-welfarsim” because it is 
suggested to lack a solid basis within economic 
theory to support its framework). Extra-welfarism 
in comparison to welfarism is therefore described 
within Table 6.1.
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The four key points used to define extra- 
welfarism in Table 6.1 compose a relatively sim-
plistic view of the extra-welfarist framework; 
however, these four aspects do form much of the 
conceptual basis for CUA, and the first key aspect 
(“relevant outcome[s]”) is important for both 
CUA and CEA: both rely on the conceptual basis 
that the “effectiveness” of an intervention should 
be judged based on the relevant outcome from the 
intervention. This had predominately been based 
on health outcomes within CEA and CUA, 
although well-being and capability (see Chap. 9) 
have both started developing as other potential 
relevant outcomes for assessment [14, 16–18]. 
The other three key aspects set out the connection 
between the extra-welfarist framework and the 
development of CUA, as well as some key differ-
ences between CUA and CEA.

The second key aspect, “interpersonal compa-
rability of relevant outcomes,” suggests that it is a 
necessity that relevant outcomes can be com-
pared between individuals. This is important for 
resource allocation because it may not always be 
transparent to whom or within what healthcare 
sector funds should be allocated, but this decision 
needs to be made within a finite fixed healthcare 
budget. These decisions often affect people at an 
individual level (i.e., an opportunity cost exists 
between individuals receiving a new treatment 
compared with keeping current care or funding 

an alternative intervention when any treatment 
option cannot benefit all individuals in a society). 
Individuals should be compared based on the 
 relevant outcome from a healthcare intervention 
(although other equity considerations can be 
accounted for within the extra-welfarist frame-
work; see key point 4 in Table 6.1, “weighting of 
relevant outcomes”), but this needs to account for 
marginal benefit and be transparent for all levels 
of illness severity or health-related quality of life, 
not just based on who lives and who dies – the real-
ity of the matter is that for many health conditions 
the outcome from an intervention is not a matter of 
immediate life or death, but rather a change in feel-
ing “bad” to feeling “good,” or even feeling “bad” 
to feeling “less bad,” and this needs to be accounted 
for transparently in the decision-making process. 
Preference weights have become the basis for such 
decision-making within CUA. These weights could 
be elicited from the general public or from patients 
(or even expert opinion) per the basis of the third 
key point listed in Table 6.1: “source of valuation 
of relevant outcomes.”

The fourth key point, “weighting relevant out-
comes” other than preference weights for health 
states, such as weights to account for equity con-
siderations like age or productivity, are described 
briefly within this chapter (mainly in reference to 
DALYs). A discussion about equity consider-
ations is included in Chap. 8.

Table 6.1 A simplified overview of welfare economics, welfarism, and extra-welfarism

Welfare economics and welfarism* Extra-welfarism

Utility maximization – individuals are able to 
comprehensively rank their set of options and choose 
that option that gives them the highest level of utility.

Relevant outcome(s) – extra-welfarism allows for the use 
of outcomes other than overall utility to be the objective 
goal for policymakers; for example, focusing on specific 
outcomes such as health, well-being, or capability.

Consumer sovereignty – individuals are the best and 
only judge of what is in their best interest.

Interpersonal comparability of relevant outcomes – it is 
possible to compare characteristics of individuals against 
those of other individuals, for example, health, disability, 
and ability to function.

Consequentialism – all judgements should be based 
entirely and exclusively on resulting effects (outcome), 
and behavior and process should be ignored.

Source of valuation of relevant outcomes – the use of 
different sources of valuation other than the individual, 
such as proxies or expert opinion.

Social welfare – resources should be reviewed only on 
the basis of the utility levels reached by an individual, 
the aggregation of which represents social welfare.

Weighting of relevant outcomes – it is possible to weight 
different outcomes to account for a variety of equity 
considerations, such as age or productivity.

*Note: This restriction on the source and nature of valuation has been labeled as “welfarism” [15], also referred to as the 
welfarist approach to welfare economics (see Chaps. 1, 4, and 9)
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6.4  Source of Preference 
Elicitation for Outcome 
Assessment

Metrics of effectiveness for use with CUA need 
to be preference-based, such as within the quality 
adjustment of the QALY [1, 2] (the QALY is 
described in more detail in Sect. 6.6). These pref-
erences can be elicited using various techniques 
such as SG or TTO. However, note that not all 
elicitation techniques have been described as 
eliciting preferences (such as the person trade-off 
(PTO) technique used for the DALY) (see Chap. 3). 
The elicited preferences can be included in the 
tariff score of outcome measures (also described 
as multiattributed tools in Chap. 3), and these 
measures are then referred to as preference-based 
outcome measures. Some preference-based out-
come measures are described in Sect. 6.5.

Anthony Culyer [19], a modern father of 
Health Economics, suggests that two simultane-
ous demands exist for healthcare: that of the indi-
vidual and that of the rest of society. Two potential 
sources for preference elicitation are available 
when valuing outcomes: the patient or the gen-
eral public (expert opinion could also be used, 
but for descriptive purposes this option is not dis-
cussed here). How outcomes are valued directly 
affects the information provided to decision mak-
ers via CUA. For example, consider that prefer-
ences are measured on a score of 0 to 1, where 0 
is a state equivalent to dead and 1 is perfect health 
(this is the anchoring used within the QALY). A 
low preference weight (e.g., 0.6) applied to a 
health state suggests that this state is considered 
to be more severe than a state with a higher pref-
erence weight (e.g., 0.8). It may be the case that 
the general public may not perceive a state of 
health to be as severe as a patient might, and this 
could lead to different estimations of effective-
ness when assessing marginal benefit when mov-
ing between preference-weighted states of being. 
For example, an intervention moving a patient 
back to perfect health (a score value of 1) has a 
larger marginal benefit if the depressive state was 
initially valued as 0.6 (incremental benefit of 0.4) 
instead of 0.8 (incremental benefit of 0.2).

The patient as the source of valuation in this 
case refers to patients with a particular condition. 

For example, in the case of depression, if a patient 
perspective is taken, then only patients with 
depression should value the states associated 
with being clinically depressed. This perspective 
is directly linked with the welfarist perspective of 
consumer sovereignty – individuals are the best 
and only judge of what is in their best interest 
(see Chaps. 1 and 4).

If the general public is the source of valuation, 
then a representative group of people are asked to 
value the relevant outcome of interest, and this 
group may include the patient. Representative in 
this context means that all sociodemographic 
groups should be present in the valuation pro-
cess, such as people from different genders, age 
groups, and ethnicities, as examples. In reality, it 
is difficult to recruit enough people for valuation 
studies to be truly representative of society, 
although studies still attempt to recruit large sam-
ples of people in order to elicit preferences (see 
Sect. 6.5). Compared with the welfarist perspec-
tive, the extra-welfarist perspective suggests that 
the general public can be used for these types of 
valuation tasks. However, the source of valuation 
that should be used is of substantial debate within 
the field of health economics.

6.4.1  General Public as the Source 
of Valuation

The use of general public values for health states 
has support from the Washington Panel on Cost- 
Effectiveness in Health and Medicine [20], and 
this has been reflected in economic guidelines 
produced in the United Kingdom [21], as an 
example. The debate among economists has gen-
erally been in favor of the general public as the 
source of valuation, but health economists have 
extensively described and discussed the implications 
of using either source [22–25]. A key reason for 
this support of using the general public has gen-
erally been based on the idea that general public 
preferences are linked to the “societal perspec-
tive” and therefore include a generalization of the 
preference of “everyone” who could be affected 
by the allocation of healthcare resources. This 
debate has recently been revisited by Versteegh 
and Brouwer [25], and it is recommended that 
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readers refer to that article and the references 
cited therein and in this section to get a better 
understanding of this rationalization for using the 
general public as the source of valuation.

General public valuations are elicited by ask-
ing respondents to value a set of formulated, 
generic states that are typically defined in nega-
tive terms (such as “full health is the absence of 
ill health”). The elicitation task involves asking 
the respondents to imagine themselves in a par-
ticular state (such as poor health), and then ask-
ing them either (a) the gamble they would be 
willing to take to move to the optimum level of 
that state (such as full health), such as with the 
SG method; or (b) the reduction in the length of 
life they would be willing to take to reach the 
same optimum state, such as with the TTO tech-
nique. The framing of the question generally 
involves asking respondents for their ex ante 
valuation of a state as the patient. That is, 
although they have not yet experienced the 
state, how they would value that state if they 
themselves were to experience it, rather than 
valuing that state as an outsider looking in. This 
question framing is meant to make the general 
public value the outcome as if they were the 
patient. As described in the next section, how-
ever, discrepancies can occur between patient 
and general public values.

6.4.2  Discrepancies 
Between Patient and General 
Public Preferences

The patient as the source of valuation is relatively 
simple compared with using the general public; 
the patient is asked to complete the preference 
elicitation technique based on their own experience 
of the state. This has practical implications for 
mental health conditions whereby the patient 
may lack the cognitive ability to complete such 
tasks, or because these tasks are based on subjec-
tive valuations, the patient’s state of being at the 
point of valuation may cause bias (see also  
Sect. 6.5.6).

Considerable evidence suggests that, when 
patients are able to perform the preference elicita-
tion task, they give a higher valuation to a particu-

lar physical state than the general public, and so 
patients believe they are in a better state of health 
than the general public would suggest [26–29]. In 
this regard, population groups such as the physi-
cally disabled have argued that, because of the dis-
crepancies between patient and public health state 
valuation, individuals should value their own 
health state [24]. It could be argued that a patient is 
able to value their whole state of being in a particu-
lar state (for example, being confined to a wheel-
chair), whereas society is valuing the horror or 
trauma of a state (for example, losing the ability to 
walk). However, the results seem to change when 
the focus is on depression [30–32] or dementia 
[33], with the general public giving a higher valua-
tion to these states than patients. This suggests than 
the general public does not perceive depression to 
be as severe as the patient would perceive, which 
has implications for resource allocation. For exam-
ple, if the general public valuation gives a higher 
weight to mental health conditions (assuming this 
result maybe generalizable to mental health condi-
tions other than just depression and dementia) and 
a lower weight to physical health than patients 
would value these states, more resources may be 
allocated to physical than mental health interven-
tions. This could occur because a smaller change in 
physical health is perceived to be of greater aggre-
gate benefit than an improvement in mental health 
to the general public compared to the patient 
because of the valuation of these relative states of 
being compared with perfect health. Related to this 
discussion, a recent article by Versteegh and 
Brouwer [25] suggested that economic guidelines 
should consider requiring that the analysis of ben-
efits (such as in terms of QALYs) should be based 
on both patient and public preferences; this idea 
requires further assessment and discussion, but is 
an interesting idea to note.

6.5  Preference-Based Outcome 
Measures Used Within CUA

As described in Sect. 6.3 focused on extra- welfarism, 
there is a conceptual basis which suggests that the 
relevant outcomes from healthcare interventions can 
and should be assessed as part of an economic evalu-
ation. To assess these relevant  outcomes, a variety of 
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outcome measures have been designed. Theoretically, 
effectiveness can be assessed using clinical out-
comes, although patient-reported outcome measures 
have often been used as subjective ways to assess the 
outcome from an intervention. For mental health, 
these measures could include the Hospital Anxiety 
and Depression Scale [34, 35], Positive and Negative 
Syndrome Scale [36, 37], or Schizophrenia Quality 
of Life Scale [38], to name just a few developed spe-
cifically to assess aspects of mental health. These 
measures would certainly allow interpersonal com-
parisons in a quantifiable manner; however, for CUA 
as underpinned by the extra- welfarist framework, the 
outcome also needs to be preference-weighted. 
Outcomes are usually weighted based on a tariff 
score, which is representative of preference. A mea-
sure has to be preference-based to elicit the QALY.

One of the most widely used preference-based 
measures is the five-dimension EuroQoL (EQ- 5D) 
instrument three-level version [4] (although a 
newer five-level version exists [39]). Although 
this measure has been criticizd as not being valid 
or responsive enough for certain mental health 
conditions such as schizophrenia [40], studies 
have suggested that the EQ-5D can be used for the 
economic evaluation of depression with “some 
confidence” [41], but there is less convincing evi-
dence for anxiety disorder [41–45] (see Chap. 3). 
A number of condition-specific measures exist for 
mental health, but if these are not preference-based 
they cannot (in their current format) be used to 
elicit the QALY. Assigning preference-based 
weights to condition-specific measures will allow 
these measures to be a part of economic evaluation 
[46, 47]. Preference weights have been assigned to 
already established condition-specific measures 
[48–50] after a health state classification system 
(HCS) was devised that can be used for valuation 
[51–56]. Two particular examples of existing mea-
sures (condition-specific or generic in terms of 
common mental health disorders) that have been 
developed into preference-based measures are (1) 
the Clinical Outcomes in Routine Evaluation – 
Outcome Measure’s (CORE-OM’s) [57] shorter, 
preference-based measure called the Clinical 
Outcomes in Routine Evaluation – Six Dimen-
sions (CORE-6D) [48] for the economic evalua-
tion of people with common mental health 

disorders; and (2) the DEMQOL and DEMQOL- 
Proxy [58, 59] developed into the DEMQOL-U 
and DEMQOL-U-Proxy [49] for the economic 
eva luation of dementia interventions (see Chap. 
22). The EQ-5D (three-level and five-level), 
CORE-6D, and DEMQOL-U(-Proxy) are now 
described as examples of generic health sta-
tus, generic mental health (in terms of common 
mental health conditions), and condition- specific 
preference-based measures, respectively. Other 
preference-based measures are described in Sect. 
6.5.4; a short overview of the implications of using 
condition-specific versus generic measures is 
described in Sect. 6.5.5; and practical aspects for 
consideration when using these measures in men-
tal health studies is described in Sect. 6.5.6.

6.5.1  Five-Dimension EuroQoL 
(EQ-5D)

The EQ-5D is a generic health status measure 
that consists of five domains of health: mobility, 
self-care, usual activities, pain/discomfort, and 
anxiety/depression. There are currently two ver-
sions of the EQ-5D for adults (aged 18+ years): 
the EQ- 5D- 3L, which consists of three severity 
levels, and the EQ-5D-5L, which consists of five 
severity levels. The EQ-5D-3L is the older of the 
two EQ-5D measures and has therefore been 
used the most widely and will be used as the 
focus of examples within this chapter; the 
EQ-5D-5L was developed in part because of crit-
icisms about the sensitivity of the three-level ver-
sion [39, 60]. The EQ-5D uses preference- weights 
from the general public which are country spe-
cific. For example, for the EQ-5D-3L for use in 
the United Kingdom, a sample of 3395 members 
of the general public were interviewed using the 
TTO technique in 1993 [61]. Linear regression 
was used to predict the value of all states except 
for full health and a state equivalent to dead (val-
ued at 1 and 0, respectively) [61]. The scoring 
algorithm used in the United Kingdom allows for 
a person’s health state to be valued from a mini-
mum of −0.594 (health state 33333) to a maxi-
mum of 1.0 (health state 11111). All positive 
values are states better than dead, and all values 
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below zero are states worse than dead. For a list 
of countries that have a preference-based value 
set for the EQ-5D-3L and -5L see: http://www.
euroqol.org/about- eq- 5d.html.

Overall, 243 health states can be described by 
the EQ-5D-3L’s HCS, which has been considered 
a simple approach to describing health. These 
states can be described using a five-digit code, 
where each of the five digits can be one of three 
values (1, 2, or 3). Each of the figures represents a 
severity score as part of the HCS. For example, 
consider the three levels of perceived problems as 
level 1, no problem; level 2, some problems; and 
level 3, extreme problems. An HCS code of 12321 
would mean no problem with mobility (level 1); 
some problem with self-care (level 2); extreme 
problems with usual care (level 3); some problem 
with pain/discomfort (level 2); no problem with 
anxiety/depression (level 1). In this example, a 
health state defined with HCS code 12321 would 
be associated with an overall utility value of 0.329 
when using the U.K. tariff score [61]; Table 6.2 
shows how this is calculated.

When calculating a utility score from 
EQ-5D-3L, the scoring algorithm starts off with a 
baseline score of 1; that is, everyone starts off in 
perfect health, represented by a value of 1. If any-
one is classified in a health state other than perfect 
health (HCS = 11111), then a constant term is used 
as a utility decrement to define leaving this state of 
perfect health (this utility decrement is a value of 
0.081 for the U.K. tariff). If anyone obtains a level 
3 severity score for any health domain, then an N3 
term is also added as a utility decrement to repre-
sent having this severe level of health (this utility 
decrement is a value of 0.269 for the U.K. tariff). 
The total utility score is then obtained by account-
ing for the utility decrements of each of the five 
domains of health, depending on the level of 

severity within each domain, and then calculated 
as previously described (see Table 6.2). Note that 
each preference-based score is a utility decrement 
(rather than a utility gain) because of an assump-
tion that everyone starts off in perfect health (a 
value of 1) until a problem reduces their health, 
which is represented by a utility decrement (a neg-
ative utility value). Therefore, the utility decre-
ment of having “no problem” in any domain is a 
value of 0, because having no problem does not 
reduce the overall utility.

6.5.2  Clinical Outcomes in Routine 
Evaluation-Six Dimension 
(CORE-6D)

The CORE-6D [48, 52] was developed from the 
CORE-OM [57] in order to produce a preference- 
based measure for the assessment of common 
mental health problems within CUA. The CORE- 
6D offers a preference-based measure with a more 
specific focus on mental health than currently 
offered by the EQ-5D or other generic preference-
based measures, without being focused on one 
specific mental health condition (such as the 
DEMQOL-U for dementia). Unlike the EQ-5D 
measures, the CORE-6D is not a standalone mea-
sure and is elicited directly from the CORE-OM 
(this is a similar design as the SF-6D as elicited 
from the SF-12 or SF-36; see Sect. 6.5.4).

Mavranezouli et al. [52] described in detail the 
development of the HCS system for the CORE-6D 
from the unweighted versions of the question-
naire (CORE-OM). The CORE-6D consists of six 
dimensions, five of which are emotional compo-
nents and the other a physical item; all six  consist 
of three severity levels (coded as three numerical 
values: 0, 1, or 2, where 2 is the most severe state 

Table 6.2 Example of calculating total utility for HCS code 12321 for EQ-5D-3L (U.K. tariff)

1 − 0.081 − 0 − 0.104 − 0.094 − 0.123 − 0 − 0.269 = 0.329

Baseline Constant Mobility Self-care Usual 
activities

Pain/
discomfort

Anxiety/
depression

N3 Total 
utility

HCS health state classification system. The utility decrements are for the U.K. tariff
HCS code 12321 represents the following health states (utility decrement [UD]): no problem with mobility (level 1; 
UD = 0); some problem with self-care (level 2; UD = 0.104); extreme problems with usual care (level 3; UD = 0.094); 
some problem with pain/discomfort (level 2; UD = 0.123); no problem with anxiety/depression (level 1; UD = 0)
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within each item). For the emotional components 
this generates 243 possible health states (729 
when accounting for the physical item); however, 
it is noted that this component has shown to be 
unidimensional, which means that some response 
combinations are implausible and thereby restricts 
the number of health states that can be generated 
[52]. Rasch analysis was used to identify 11 emo-
tional health states from the CORE-6D that were 
frequently observed in the study population and 
are thus, plausible [52]. When accounting for the 
three response levels of the physical item, this 
generates 33 plausible health states, 18 of which 
were selected for valuation. A valuation survey of 
220 members of the public in South Yorkshire, 
United Kingdom, was undertaken using the TTO 
method and subsequent multivariate regression 
analysis, then a cubic model was used to predict 
values for all 729 CORE-6D health states [48]. 
The preference- based scoring algorithm allows a 
score range from 0.10 (health state 222222) to 
0.95 (health state 000000). These preference- 
based scores for health states are based on the 
total score of the emotional component of the 
state (e.g., 0 to 10) and the response level of the 
physical item (e.g., 0 to 2).

6.5.3  Utility-Weighted Dementia 
Quality of Life (DEMQOL-U) 
and DEMQOL-U-Proxy 
Measures

The utility-weighted Dementia Quality of Life 
(DEMQOL-U) and DEMQOL-U-Proxy [49] are 
elicited from particular questions within the 
Dementia Quality of Life (DEMQOL) and 
DEMQOL-Proxy instruments [58, 59] (see Chap. 
22). Dementia can cause severe and irreversible 
decline in physical and mental health and func-
tioning, and can have a detrimental impact on 
personal, social, health, and economic well-being 
for those with dementia – it is these aspects of 
quality of life that these dementia-specific mea-
sures try to account for in their design. The 
DEMQOL-U and DEMQOL- U- Proxy are much 
shorter than the DEMQOL and DEMQOL-Proxy, 
with only 5 and 4 items compared with 28 and 31  

items, respectively, each with four levels. The 
DEMQOL-U and DEMQOL-U-Proxy represent 
the first measures designed to represent demen-
tia-related quality of life that can be used in an 
economic evaluation.

Mulhern et al. [49] describes in detail the 
development of an HCS for the DEMQOL-U and 
DEMQOL-U-Proxy from the unweighted ver-
sions of the questionnaires. The final HCS for the 
DEMQOL-U(-Proxy) generates 1024 (256) pos-
sible health states. Mulhern et al. [49] conducted 
a valuation study of 593 members from the gen-
eral public in the United Kingdom (306 for the 
DEMQOL-U, 287 for the DEMQOL-U-Proxy) 
using the TTO technique. A range of mean and 
individual-level multivariate regression models 
were then used to derive preference weights for 
each measure. The scoring algorithm allows for a 
person’s self-reported dementia-related quality 
of life (DEMQOL-U) to be valued from a mini-
mum of 0.243 (health state 44444) to a maximum 
of 0.986 (health state 11111). A standard utility 
decrement of 0.014 is used in the scoring 
 algorithm for the DEMQOL-U to account for 
loss in quality of life in general for those people 
with dementia (or related condition), so perfect 
health – as represented by the value 1 for the 
EQ-5D (for example) – can never be reached 
using this measure. The scoring algorithm for the 
DEMQOL-U-Proxy allows a valuation from a 
minimum of 0.363 (health state 4444) to a maxi-
mum of 0.937 (health state 1111), and a standard 
utility decrement of 0.063 is used by the scoring 
algorithm for the proxy measure.

6.5.4  Other Preference-Based 
Measures for Mental Health

This section briefly describes eight other exam-
ples of preference-based measures that might be 
of interest to the reader. However, measures are 
dropped from use or refined, or new measures are 
developed, so listing all possible preference- 
based measures has limited benefit in the long 
term for the relevance of this section. Therefore, 
Table 6.3 is just a short list of generic and 
condition- specific measures, as well as measures 
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for assessing mental well-being, capability-based 
well-being, and carer-related quality of life 
(rather than assessing only the patient’s quality of 
life). This list is also an example of how CUA is 
evolving to measure more aspects than just health 
benefits to the patient for the purpose of  economic 
evaluation – the references provided should be 
consulted to further understand the constructs of 
these measures and their purpose for economic 
evaluation.

All these measures are (or will be) preference- 
based and so could logically be used to elicit the 

QALY; however, a debate currently exists regarding 
whether this is the practical or conceptual end point 
for capability-based measures [14, 70, 73, 74]. For 
the ICECAP capability measures, researchers 
should consult the University of Birmingham 
development team if they have questions about the 
use of these measures for economic evaluation [75] 
(see Chap. 9). The reader should also be aware that 
an alternative form of economic evaluation has 
been suggested as a possible end point for capabil-
ity-based measures focused on assessing years of 
sufficient capability [76].

Table 6.3 Examples of alternative preference-based measures

Measure No. of states Domains (levels) Domain construct Comments/references

Generic health status and HRQoL

SF-6D 7,500 6 (3–5 ) Physical functioning, role 
limitations, bodily pain, 
vitality, mental health, 
social functioning

Elicited from the SF-12 [62] or 
the SF-36 [63]

HUI2 24,000 7 (3–5) Sensation, mobility, 
emotion, cognition, 
self-care, pain, fertility

A HUI exists, but the HUI2 and 
HUI3 have been mainly used for 
research [64, 65]

HUI3 972,000 8 (5–6) Vision, hearing, speech, 
ambulation, dexterity, 
emotion, cognition, pain

A HUI exists, but the HUI2 and 
HUI3 have been mainly used for 
research [64, 65]

Depression-specific

McSad 4,096 6 (4) Emotion, self-appraisal, 
cognition, physiology, 
behavior, role function

Designed for major unipolar 
depression [66]

Mental well-being

ReQoL-10 9,765,625 10 (5) Five examples: everyday 
tasks, ability to trust 
others, feeling happy, 
loneliness, self-confidence

A 20-item version also exists. 
Not yet preference-based – 
consult ReQoL website [67]

Capability-based well-beinga

ICECAP-Aa 1,024 5 (4) Attachment, security, role, 
enjoyment, control

For adults (18–64 years) [68, 69]

ICECAP-Oa 1,024 5 (4) Attachment, stability, 
achievement, enjoyment, 
autonomy

For older people (≥65 years) 
[70, 71]

Carer-related QoL

CES 729 6 (3) Activities, support, 
assistance, fulfillment, 
control and getting-on

For completion by caregivers, 
not the patient [72]

a There is a currently a debate whether capability-based measures can or should be used to elicit QALYs [14, 70, 73, 
74]. Researchers should consult the University of Birmingham development team if they have questions about the use 
of this measure for economic evaluation [75].
HR(QoL) health-related (quality of life), SF-6D Short from 6 dimension, HUI(2;3) Health Utilities Index (mark 2; mark 
3), ReQoL-10 Recovering Quality of life 10 item, ICECAP-A(-O) ICEpop CAPability measure for adults (older peo-
ple), CES Carer Experience Scale
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6.5.5  Use of Generic 
Versus Condition-Specific 
Measures

Outcomes were discussed to a certain extent in 
Chap. 3. Here is presented a specific discussion 
of the implications of generic versus condition- 
specific measures for eliciting QALYs, the exam-
ples of which are based on the EQ-5D-3L and 
DEMQOL-U.

Although multiple preference-based outcome 
measures could be used for the purpose of CUA 
(as previously described within Sect. 6.5), two 
general groupings of these types of preference- 
based measures are described in Box 6.2.

The change in focus of the EQ-5D as a generic 
measure compared with the DEMQOL-U as a 
condition-specific measure is clear based on their 
domains (i.e., moving from generic aspects such 
as mobility and pain/discomfort to dementia- 
specific aspects such as cognition and loneliness) 
(Box 6.2). Both sets of measures can be used to 

elicit QALYs as long as they are preference- 
based; however, a debate still exists around the 
implications this may have as part of CUA and 
for the outcome assessment of mental health con-
ditions in general.

Sensitivity to the relevant outcome of interest 
is one major aspect that suggests that condition-
specific measures may be more appropriate than 
generic measures for outcome assessment. 
Sensitivity in this context can be defined simply 
as the ability of a measure to detect a change in a 
person’s state of being (e.g. health state) in 
response to some direct or indirect effect of a 
change in the person’s actual state of being. 
Therefore, if a generic measure is used it may (a) 
not be assessing the relevant outcome of interest 
that is important to the person with the condition, 
or (b) not be designed to pick up any minimal 
change that could be important to the person. For 
this reason, the U.S. Food and Drug 
Administration has recommended the use of con-
dition-specific measures to support drug labeling 
claims [77]. This also has implications for 
resource allocation. For example, if the quality 
adjustment of the QALY is not sensitive to the 
outcome of interest, then the effectiveness of the 
intervention may not be appropriately reflected 
within a “cost per QALY” analysis. This could 
lead to clinically effective interventions not being 
funded because the economic evaluation could be 
deemed to have not appropriately assessed the 
relevant outcome of interest,  suggesting an inter-
vention is not cost- effective because the outcome 
of interest was not captured by a generic measure 
but could have been identified by a condition-
specific measure.

Generic measures, however, may be able to 
more appropriately capture aspects of comorbid-
ity and allow easier comparison between condi-
tions. The recommendation of generic measures 
by governing bodies such as the National Institute 
for Health and Care Excellence (NICE) in the 
United Kingdom has focused mainly on the latter 
reason [21]. The recommendation by NICE states 
that for trial-based cost-per-QALY analysis, the 
quality adjustment should be derived using the 
EQ-5D; although this assessment can be supple-
mented by other data, including outcome assess-

Box 6.2 A Simple Description of Generic 
and Condition-Specific Measures

 1. Generic measures – these measures are 
described as generic because they are 
designed to include domains that cover 
broad aspects of physical and/or mental 
health. Example: EQ-5D – includes five 
domains focused on mobility, self-care, 
usual activities, anxiety/depression, and 

pain/discomfort.
 2. Condition-specific measures – compared 

with generic measures, these measures 
are designed with a particular condition 
as their focus. Example: DEMQOL-U – 
focused on measuring aspects of quality 
of life that are perceived to be important 
to people with dementia. Includes five 
domains focused on positive emotion, 
cognition, relationships, negative emo-
tion, and loneliness.
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ment using condition-specific measures [21]. This 
has led to the EQ-5D being used as the gold stan-
dard measure for the economic evaluation of both 
physical and mental health interventions in the 
United Kingdom. However, there is still a valid 
point that although this may make the information 
more transparent for cross-condition and cross-
service decision-making, it may not be the most 
appropriate method for assessing the  outcome of 
interest as part of an economic evaluation. This 
has led to a discussion about the use of generic or 
condition-specific measures and the QALY for 
cross-comparability [78] (see also Sect. 6.6.2).

Using the EQ-5D-3L and DEMQOL-U as 
examples, empirical analysis has attempted to 
understand which of these measures may be 
more appropriate for the purpose of CUA in  
the case of interventions for dementia. The 
results from Mulhern et al. [49] suggest the 
DEMQOL-U (and DEMQOL-U-Proxy) would 
provide a substantially different preference-
based tariff score compared with the EQ-5D – 
this means that the QALY value could be 
different when elicited using the different mea-
sures. Therefore, the two measures may never 
produce the same tariff scores and QALY val-
ues when assessing the same patients and con-
ditions, although it should be noted that because 
the two measures include different domains, 
then they probably would not produce the same 
scores anyway because they are assessing dif-
ferent relevant outcomes.

6.5.6  Practical Implications of Using 
Outcome Measures 
for Patients with Mental 
Health Conditions

As well as the conceptual issues of CUA asso-
ciated with mental health conditions, there are 
practical implications for CUA when using 
preference- based outcome measures. Various 
issues might limit the ability to collect preference- 
based outcome measure data from patients with 
mental health conditions for the purpose of CUA. 
For the purpose of this discussion, the focus here 
is on two key aspects for consideration: (1) the 

ability or appropriateness to self- complete the 
measure; and (2) the subjective response depend-
ing on the timing of the response.

First, for self-reported outcome measurement, 
the patient’s cognitive ability should be assessed, 
or the appropriateness of self-completion if there 
is a perceived issue in the ability to do so. The abil-
ity to self-complete is a subjective decision and 
depends on circumstance; for example, if the 
patient is in a manic or depressed state, then it may 
not always be appropriate to ask them to self-com-
plete a questionnaire if it is not considered ethical. 
This aspect also has implications for subjective 
assessment, which is discussed later in this sec-
tion. The assessment of a patient’s cognitive abil-
ity can be assessed using measures such as the 
Mini Mental State Examination [79, 80], where a 
certain score pertaining to a particular level of 
cognitive ability could be used as a cutoff for when 
a patient should be allowed to self- complete. 
Whatever the reason for a patient not being able to 
self-complete, a decision has to be made whether 
to administer the measure or to use a proxy 
response. The implication with the use of a proxy 
compared with a self-reported measure is this: the 
proxy response should match how the patient 
would have responded had he or she been able to 
respond. It is the patient’s quality of life which is 
of interest during the assessment, and so if the 
proxy cannot accurately infer the patient’s quality 
of life, then this can result in an inaccurate mea-
surement and could mean the benefit of an inter-
vention is overestimated or underestimated, 
depending on the proxy response relative to the 
patient’s unknown true response. In the case of the 
DEMQOL-U-Proxy, this measure was specifically 
designed for when the self-reported DEMQOL-U 
cannot be used. For patients with dementia who 
often have declined cognitive ability because of 
their condition, the design of the proxy measure 
seems to be a logical choice for the practical use of 
the measure. However, the two measures (self-
reported and proxy DEMQOL-U) do have differ-
ent designs and preference-based scoring tariffs, 
which means that a proxy-based score may never 
naturally be the same as if the patient had self-
reported (the rationale for this design is described 
by Mulhern et al. [49]); this has implications for 
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how the preference- based scores should be used as 
part of economic evaluation, which warrants fur-
ther consideration and empirical analysis to inform 
researchers wishing to use these measures. 
Measures such as the EQ-5D do not have a specifi-
cally designed proxy measure, and it is not always 
the case that measures are designed specifically 
for proxy response. Using the EQ-5D as an exam-
ple, there is mixed evidence of whether proxies 
give the same response as a patient, had the patient 
been asked to complete the same questionnaire 
[81, 82]. The use of proxies (or maybe even expert 
opinion) may currently be the best practical way to 
elicit a preference score for use as part of CUA 
when the patient cannot self- report, but it is worth 
noting that there may be discrepancies with the 
self-reported scores.

Second, subjective measurement is an issue 
for patients with mental health conditions because 
of the often erratic effects of the condition. 
Following the work by Parfit [83], three main 
aspects of well-being could be assessed: (1) 
objective lists, (2) preference satisfaction, and  
(3) mental states that are strongly related to sub-
jective well-being. Given the association between 
mental state and a person’s subjective well-being, 
subjective measurement is dependent on the per-
son’s mental state. Typically, preference-based 
measures are interested in capturing some aspect 
of well-being or quality of life to which a 
preference- based score is attached, but when a 
patient’s quality of life may change from manic 
to depressive over a short or long time period, 
then this subjective assessment becomes very 
time dependent. It is important to consider what 
the purpose of the intervention is to know when 
and how often to get a response from the patient 
in order to understand the impacts of the condi-
tion on the patient’ quality of life over a certain 
time period; however, it could be argued that 
with large enough sample sizes and systematic 
data collection for outcome measures (i.e., 
assessing a patient at baseline and then following 
up once/three times a month over the time hori-
zon of the study), a range of quality-of-life states 
could be captured, the mean and distribution of 
which could be considered appropriate enough 
for assessment. Again, this is perhaps patient and 

project dependent, and practical issues exist for 
collecting outcome measure data for large sam-
ples of people at multiple time points, but this is 
the trade-off between attempting accurate mea-
surement of the severity of a state and the practi-
cal implications of research that need to be 
considered.

6.6  Metrics of Effectiveness 
Within CUA

Cost-utility studies have relied largely on a single 
metric to assess the “effectiveness” of a new 
intervention compared with an alternative. 
Within this section is described an overview of 
the QALY as a metric of effectiveness that com-
bines quality and quantity of life into a single end 
point. Implications of the QALY are described, 
one positive aspect of which has been descri-
bed as its generalizability for enabling cross- 
comparative evaluations of healthcare interven-
tions, bringing about an idea that “a QALY is a 
QALY is a QALY.” Many have debated this idea, 
and it is a key focus of this section. Alternatives 
to the QALY, such as the DALY, and their design  
and purpose in economic evaluation are also 
described within this section.

6.6.1  The QALY: An Overview of Its 
Design and Concept

The QALY is designed to capture both a change in 
morbidity (quality of life) and potential mortality 
(quantity of life), combining both aspects into a 
single metric. The “quality adjustment” is based 
on preference weights. The use of the QALY can 
be represented in a simple diagram (see Fig. 6.1), 
and a simple decision-making example is provided 
in Box 6.3, using the values presented in Table 6.4. 
In this example the utility values could have been 
obtained from any preference- based measure 
(such as the EQ-5D) and the life years gained esti-
mated from a trial or from the empirical literature. 
This is a simple example, but one that gives a clear 
indication about how the QALY can be used in the 
decision- making process.

M. Franklin



103

Box 6.3 Example – Calculating QALYs 
Gained and Simple Decision-Making
This example describes how a decision can 
be made between three options (inter-
vention B or C compared with usual care 
[intervention A]) when the choice is based 
on only QALYs gained (i.e., the trade-off 
between life years gained and a health- 
related quality-of-life state). Data for this 
example are presented in Table 6.4.

Question: Three options of care have been 
assessed. Usual care (option A) provides a con-
stant state of health-related quality of life 
defined by a utility value of 0.8 over 2 life years 
gained before the patient dies (state of death 
equivalent, utility value = 0). Interventions B 
and C provide a constant state of health-related 
quality of life defined by a utility value of 0.7 or 

0.9 over 2 or 1.5 life years gained, respectively, 
before the patient dies. Based on effectiveness 
only, is there rationale to change care from 
option A (usual care)?

Answer: Intervention B would be the pre-
ferred option to usual care (and to interven-
tion C) because of its relative QALY gain 
(0.5), assuming that the choice is based on 
effectiveness measured in QALYs only. 
Intervention C would be rejected compared 
with usual care (and inter vention B) because 
of its relative QALY loss (0.25).

Table 6.4 Calculation of incremental QALYs based on 
potential HRQoL and extra life years

Option

HRQoL 
(utility 
value)

Life years 
gained 
(before 
death)

QALYs 
(utility × 
life 
years)

Inc. 
QALYs 
(vs. 
option A)

A 0.8 2 1.6 –

B 0.7 3 2.1 0.5 (gain)

C 0.9 1.5 1.35 −0.25 
(loss)

HRQoL health-related quality of life, Inc. incremental, 
QALY quality-adjusted life year

1

0.8

0.6

0.4

0.2

0
0 1 2

Intervention C: 0.9 × 1.5 = 1.35 QALYs

Usual care A: 0.8 × 2 = 1.6 QALYs

Intervention B: 0.7 × 3 = 2.1 QALYs
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Fig. 6.1 Diagrammatic presentation of calculating quality-adjusted life years

6.6.2  “A QALY Is a QALY Is a QALY”: 
Implications of Using a Single 
Metric of Effectiveness

The QALY as a single metric of effectiveness 
has implications that have been discussed exten-
sively in the empirical literature – one article 
even used the phrase “A QALY is a QALY is a 
QALY – or is it?” as its title[3]; this has become 
a popular phrase for describing the QALY (often 
ignoring the “or is it?” part of the phrase). This 
section summarizes some of these issues.

The QALY as a single metric that enables 
cross-comparability of health interventions, irre-
spective of condition or disease, can be consid-
ered one of its strengths for informing resource 
allocation decision-making. All outcomes are 
assessed based on the same criteria: QALY maxi-
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mization relative to cost. This has clear benefits 
when informing decision-making and budget 
allocation across different conditions and dis-
eases, even providing a comparison of relative 
cost-effectiveness across physical and mental 
health conditions (e.g., the cost- effectiveness of 
an intervention for cancer treatment can be com-
pared with an intervention for dementia care). 
The QALY can also account for a quality adjust-
ment of relevant outcomes, rather than assuming 
equal weighting between outcomes, the quality 
adjustment of which is based on stated prefer-
ences (the basis for using pre ferences is described 
in Sect. 6.4). This has important implications 
because certain aspects of health may have a 
higher value to a person or have a different effect 
on a person’s quality of life, which should be 
accounted for in the decision- making process; 
that is, if depression is perceived as being more 
detrimental to a person’s quality of life than 
mobility, for example, then this should be taken 
into account when alloca ting resources to men-
tal or physical health interventions.

It seems unfortunate, then, that the benefits of 
the QALY for allocative decision- making are 
also related to its criticisms. For example, the 
QALY may not be considered a sensitive metric 
for assessing effectiveness across all condition- 
and disease-specific areas, particularly when the 
quality adjustment is based on a single measure 
such as the EQ-5D. A person’s mental health has 
many aspects that may or may not be adequately 
captured by the EQ-5D (when the EQ-5D is the 
“gold standard” recommended measure for elicit-
ing QALYs), and this has led to some suggestions 
that the QALY is not sensitive, particularly in the 
case of mental health. There is a case that prefer-
ence-based condition-specific measures could be 
used to elicit the QALY, which could make it 
more sensitive to the relative outcome of interest. 
Evidence from the DEMQOL-U and EQ-5D-3L 
already shows that condition- specific and generic 
measures can have quite different score tariffs 
[49], which could translate into producing differ-
ent QALYs during assessment. The implications 
for cross-comparability when using condition-
specific measures has been discussed by Brazier 
and Tsuchiya [78]. Similar to the discussion 

about the use of generic versus condition-specific 
measures included in Sect. 6.5.5, the same issues 
occur for the QALY. The option seems to be 
between cross-comparability or sensitivity, and 
this may have specific issues if the gold-standard 
measure recommended for eliciting the QALY is 
not sensitive to the relevant outcome of interest 
(as could be the case for anxiety disorder, for 
example [41–45]).

As well as issues with the quality adjustment 
aspect of the QALY, implications exist associated 
with uniformly assessing outcomes in terms of 
life years. That is, life years may have a prefer-
ence weight associated with them, either from a 
patient or general public perspective. This dis-
cussion has often focused on the use of QALYs to 
value outcomes for older people compared with 
younger people [84], where shorter periods of 
time may be more valuable to older people with 
little time left compared with the young, but life- 
saving interventions may also be valued as a 
higher priority for children than for older people 
(the latter could be considered to have had a “fair 
inning”) [84]. Patients with mental health condi-
tions may or may not value time differently from 
other people receiving healthcare; however, to 
account for this aspect within the QALY, other 
equity weights would have to be considered, such 
as weighting outcomes based on age. This aspect 
is not explicitly discussed here in reference to the 
QALY, but is instead included in the discussion 
of the DALY given that age weights are an option 
to be used in its calculation.

6.6.3  Disability-Adjusted Life Year: 
Calculation, History, 
and Evolution

The focus of this chapter so far has been on the 
QALY as the sole metric of effectiveness within 
CUA. The QALY has a number of limitations, 
and alternatives could be used based on the con-
ceptual or practical limitations of the QALY. The 
most commonly used alternative to the QALY in 
international decision-making is the DALY.

DALYs were initially developed by the World 
Health Organization (WHO) for their Global 
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Burden of Disease (GBD) Study in 1990 [85] and 
was launched into the international development 
community as part of the 1993 World Development 
Report (WDR) [86]. However, a number of GBD 
studies have occurred since 1990 that have fur-
ther developed the DALY. The WHO promotes 
the use of the DALY as part of generalized CEA, 
and the DALY is most likely to be used if interna-
tional agencies, such as the WHO, are commis-
sioning the study or if preference weights are not 
available for a particular country (for example, 
for the EQ-5D measures). An example of the use 
of the DALY in a country where the QALY is 
dominant (England in this example) can be seen 
using data from the GDB 2013 study, in which 
DALYs were compared between England and 18 
other countries to assess and then describe the 
potential for reducing the burden of preventable 
diseases in England [87].

The calculation of the DALY has been 
described by the WHO [88] as the calculated sum 
of years of life lost (YLL) due to premature mor-
tality in the population multiplied by years lost 
due to disability (YLD) for people living with the 
health condition or its consequences. It follows 
that the DALY is calculated as:

DALY = YLL + YLD
where
YLL = N × L
and,
YLD = (I × L) × DW

For the YLL calculation, N is the number of 
deaths and L is the standard life expectancy at the 
age at which death occurs (in years). For YLD, 
for a particular cause in a particular time period, 
I is the number of incident cases in that period, L 
is the average duration of the disease until death 
occurs, and DW is a disability weight (calculated 
using the PTO method) that reflects the severity 
of the disease on a scale from 0 (no disability) to 
1 (full disability, equivalent to death).

At this point these basic formulas do not 
include other social preferences (discussed 
below) and are the standard calculations for 
YLLs or YLDs for a given cause, age, and sex. 
Although these formulas seem basic and there-
fore a simple example could be provided here to 

aid the reader, in fact neither YLLs nor YLDs can 
be calculated directly, and the various types of 
DALYs estimated for a population may be differ-
ent depending on the assumptions used by the 
researchers when calculating DALYs. Useful 
 references for understanding and calculating 
DALYs are provided in Box 6.4.

In the recent 2010 GBD study, an updated life 
expectancy standard was used to calculate YLLs 
based on a global standard of the lowest observed 
death rate for each age group in countries from 
around the world, rather than being focused on 
Japan [89]; this was calculated to 86 years from 
the point of birth for both men and women [90]. 
The calculation of YLDs has also recently 
changed: an incidence perspective was taken in 
the original GBD study (1990) and in subsequent 
WHO updates for years 2000 to 2004; this 

Box 6.4 Useful References 
for Understanding and Calculating 
DALYs
As described within Sects. 6.6.3 and 6.6.4, 
multiple ways to calculate DALYs now 
exist. It is difficult to provide here an 
example of how to calculate DALYs when 
they can be based on quite complex math-
ematical models.

However, WHO provides tools to aid 
GBD studies; these include an instruc-
tion manual, a spreadsheet for calculat-
ing DALYs, a table of disability weights, 
and other useful material that should  
be consulted before calculating DALYs. 

These useful resources can be obtained 
from the WHO website (http://www.who.
int/healthinfo/global_burden_disease/
tools_national/en/).

The methodological evolution of the 
DALY has also been described by Chen 
et al. [91]; they describe the complexities 
of calculating DALYs. This is a useful ref-
erence for anyone wanting to understand 
the evolution of the DALY and its different 
designs from 1990 to 2010.
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changed to a focus on prevalence in the subse-
quent 2010 study for the calculation of YLDs. 
The focus on incidence means that for the calcu-
lation of DALYs, YLDs account for the incidence 
of the disease, which is of interest (incidence 
describes the risk of a disease occurring; i.e., 
5000 new cases of disease A occur per year) 
rather than the prevalence of the disease, which is 
accounted for in the 2010 GBD study (prevalence 
indicates how many cases are apparent at a par-
ticular time; i.e., 50,000 people have disease A). 
This altered the YLD calculation to:

YLD = P × DW where P is the number of 
 prevalent cases and DW is the disability weight 
based on this updated calculation for the time 
period of interest (be it 1 year or a lifetime 
horizon).

As well as accounting for disability weights in 
the calculation of DALYs, other “social value 
weights” have been included, such as time dis-
counting and age weights. These were developed 
as part of the original GBD study and the updates 
in 2000 to 2004. As part of the original GBD study, 
a 3% time discount and nonuniform age weight 
were used, giving less weight to years lived at 
younger and older ages. Based on the age-weight 
curve for the 1993 WDR, uniform weighting for 
age occurs at around ages 10 and 55 years, with a 
peak at the age of 25 [86, 91, 92]; that is, in the 
1993 WDR it was assumed that productivity 
peaked at 25 years, and so a higher weight was 
given to this age group than any other.

DALYs have evolved since the original GBD 
study. Based on the 2004 GBD study, standard 
DALYs included a 3% time discount and were 
weighted by age, but “no frills” DALYs (no time 
discounting or age weights) and discounted 
DALYs (3% time discount but no age weights) 
were also available. The purpose of these other 
DALY options was to allow for alternative DALY 
calculations depending on the preferred assump-
tions of the researcher; the implications related to 
cross-comparison of DALYs has been described 
by Chen et al. [91]. The key implication to men-
tion here is that because of the different methods 
for calculating DALYs and the ever-changing 
design of the DALY, cross-comparison is very dif-

ficult – if not impossible – and it is not always 
transparent how DALYs have been calculated. The 
move from incidence toward prevalence, the omis-
sion of age weights, and the reestimation of life 
expectancy as part of the 2010 GBD study marked 
the biggest changes to the DALY since the original 
1990 study; however, its ever-changing design has 
led to a wide range of discussions about the types 
of implications the DALY may have, particularly 
for informing resource allocation.

6.6.4  The DALY: Overview of How It 
Differs from the QALY

The DALY has been heavily debated since it was 
originally developed; the criticisms led to a rees-
timation of the DALY as part of the WHO’s GBD 
study in 2010 [93]. Some of these original and 
new developments are conceptually or prac tically 
different from the QALY. Table 6.5 describes five 
key aspects about how the QALY differs from the 
DALY as it was original developed (1990) and its 
most recent estimations as part of the 2010 GBD 
study. The evolution of the DALY is described in 
more detail by Chen et al. [91].

6.6.5  Implications of the DALY: 
An Ongoing Debate

In general, the DALY was designed to explicitly 
account for certain egalitarian principles (e.g., 
people are believed to be equal and deserve equal 
rights and opportunities) such that the same dis-
ability weights are used for everyone; the only 
things accounted for in the calculation of the 
DALY are a specified health state, age, and sex [97]. 
However, the DALY is not always perceived to be 
egalitarian; in fact, the design of the DALY has 
implications for certain patient groups that have 
changed as the DALY has evolved. Two aspects 
can be focused on here as sources of general con-
cern or criticism of the DALY in particular: age 
weights (omitted after the 2010 GBD study but 
worth discussing here) and the use of the disa bility 
weights themselves in an international context.
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Age weights have been a concern for many 
when using the DALY, which has led to some 
major studies choosing not to use this aspect of the 
calculation [98, 99], and it was eventually omitted 
from the DALY after the 2010 GBD study [90, 94]. 
Debate about the use of age weights and ageism 
occurred not only for the DALY [100] but also for 
the QALY [84]. Various aspects of ageism could be 
debated here, but for the purpose of discussion let 
us focus on economic productivity and why this 

may be used as a basis for informing resource allo-
cation, then what implications exist for certain age 
groups, such as older people, with a focus on men-
tal health. First, age weighting has been discussed 
as a specific aspect of the DALY, which made it 
unique from other metrics such as the QALY back 
in 2006 [101]. The idea of weighting resource allo-
cation based on productivity is not, however, a 
unique idea; it is underpinned by economic theo-
ries such as rationalization of the human capital 

Table 6.5 Five key differences between the QALY and DALY (1990 and 2010)

Key difference QALY Original DALY (1990) DALY reestimation (2010)

Source and method of 
outcome weighting

Preference weights
Variety of elicitation 
methods (e.g., TTO, SG; 
see Chap. 3)
General public or patient 
valuations

Not preference based
PTO method (see Chap. 3)
Expert opinion (healthcare 
workers who met in 
Geneva in 1995) [85]

Not preference based
PTO method (see Chap. 3)
General public (household 
panel surveys from different 
world regions, e.g., 
Bangladesh, Indonesia, 
Peru, and Tanzania [93])

Life expectancy 
assumption

Depends on the time 
period of interest (i.e., 
time horizon of trial [e.g., 
3 months] or economic 
model [e.g., 50 years])

Set constant
Set at greatest national life 
expectancy of any country
Japan: 82.5 years for 
women, 80 years for men 
[86, 91, 92]

Set constant
Lowest globally observed 
death rate for different age 
groups [93]
86 years from birth for both 
men and women [89, 90]

Anchoring and 
number of weighted 
states

Anchored between 0 
(equivalent to death) and 1 
(perfect health)
Number of states depends 
on underlying preference-
based measure (e.g., 
EQ-5D, 243 states; 
DEMQOL-U, 1024 states)

Anchored between 0 (no 
disability) and 1 (full 
disability; equivalent to 
death)
Weights were assigned to 
22 indictor conditions that 
served as a basis for 
assigning weight to other 
health states [85]

Anchored between 0 (no 
disability) and 1 (full 
disability; equivalent to 
death)
Weights were assigned to 
220 unique health states [93]

Age-weights Not age-weighted
Implications discussed by 
Tsuchiya [84]

Lower weights to life years 
of younger and older 
people based on 
productivity (productivity 
was perceived to peak at 
age 25; uniform at ages 10 
and 55) [86]

Omitted from the DALY as 
part of the 2010 GBD study 
[90, 94]
Implications of age weights 
discussed in more detail 
elsewhere [95, 96]

Incidence/prevalence 
of the disease used 
directly in calculation

Not directly included in 
calculation
Could be used to estimate 
aggregate benefit (e.g., 
estimated mean QALY 
gain of 0.1 from 
intervention; prevalence, 
500 people; aggregated 
benefit = 50 QALYs)

Incidence included directly 
in YLD calculation of the 
DALY [88]
Incidence = risk of new 
cases occurring over a 
defined time period (e.g., 
1 year)

Prevalence (rather than 
incidence) included directly 
in YLD calculation of the 
DALY [88]
Prevalence = total number of 
cases at any given time point

DALY disability-adjusted life year, GBD Global Burden of Disease study, PTO person trade-off, 
QALY quality-adjusted life year, SG standard gamble, TTO time trade-off, YLD year lost due to 
disability
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model and the demand for health proposed by 
Grossman [102]. Implications for certain patient 
groups have led to discussions about whether the 
specific age weights focused on productivity are 
appropriate for informing resource allocation as 
part of the DALY. For example, when age weight-
ing is applied, the YLDs assigned to a disabled per-
son aged 30 years are almost twice the YLDs 
assigned to a 70-year- old person with the same 
condition [91]. Consider two interventions for 
depression: one for an adult population and the 
other for older adults; in this example, consider that 
the intervention for older people is more effective 
in terms of reducing YLDs than the intervention for 
the adult population when age is given equal 
weighting. After age weights are applied, assume 
the effectiveness of the intervention for the adult 
population as more “effective” in terms of YLD 
estimates than that for older people. This could 
mean that although an intervention may be more 
effective in terms of relieving the effects of a dis-
ability for older  people, because they are perceived 
as being less  productive, as a result of the applica-
tion of age weights the intervention may not receive 
funding despite its actual benefit in terms of YLDs. 
More resources could be allocated to healthcare 
 interventions for the adult population, taking away 
from the finite budget and reducing the ability to 
fund healthcare resources for older people, who are 
naturally high users of healthcare resources because 
of aspects such as frailty and multiple morbidities, 
which can include facets such as depression and 
cognitive impairment. These types of equity 
weights are controversial, and so although they 
may have conceptual or theory-based foundations, 
they are often criticized when used in practical 
decision-making approaches.

Disability weights themselves have been criti-
cized in an international context, particularly 
when the disability weights might have some 
social context and the “ability to achieve” with a 
condition might also depend on resources 
 currently available within a country or region. 
For example, depression-free days may be more 
valuable in lower-income, rural communities 
where ability to work is given a much higher 
value than within higher-income, developed 
countries where existing welfare and care pro-

grams (e.g., benefit programs and care groups) 
already exist. Although studies have shown that 
disability weights from country-specific general 
public valuation exercises have remained reason-
ably consistent across different countries [93, 
103–106], there is still an argument that the 
 values are not universally generalizable [107–110], 
and so there is a case for developing region- 
specific values [111].

Another implication exist based on the ability 
to attribute multiple morbidities into the DALY 
calculation [91]. Whereas logically, one person 
should not be able to contribute more than 1 
DALY to a model for any year assessed, people 
with multiple morbidities could end up being 
double counted if disability weights are merely 
added together for each condition. For example, 
using hypothetical weights, an older person has 
cognitive impairment (weighted as 0.6), depres-
sion (weighted as 0.7), and anxiety (weighted as 
0.8); the sum of these weights is 2.1, whereas the 
total disability weight should be no more than 1. 
People can have multiple morbidities related to 
both their physical and mental health, which 
should be accounted for in the evaluation pro-
cess; however, the ability to do this as part of the 
DALY calculation is an area for future research, 
although some possible methods based on 
 apportioning the disability weights have been 
described briefly by Chen et al. [91].

6.7  Cost-Utility Analysis 
for Decision-Making

The main purpose of CUA is to provide to deci-
sion makers information about the potential cost- 
effectiveness of an intervention compared with 
an alternative (normally usual care). To make this 
information transparent for decision makers, 
methods have been developed for summarizing 
this information when it is obtained from multi-
ple different interventions. Some of the methods 
are not specific for CUA. This section sum-
marizes the incremental cost-effectiveness ratio 
(ICER) and how the ICER can be used alongside 
specific decision rules for aiding allocative deci-
sions (such as thresholds and league tables).
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6.7.1  Incremental Cost- 
Effectiveness Ratios for Cost- 
Utility Analysis

ICERs are not specific to CUA and are also cov-
ered in Chap. 5 as part of CEA. The difference 
between an ICER in CEA and in CUA is that the 
denominator is constant between interventions 
for CUA; so, for the cost-per-QALY technique, 
the denominator is the QALY (rather than, for 
example, cost per errors avoided compared with 
cost per life year lost as part of CEA). The calcu-
lation of the ICER for CUA is shown in Box 6.5.

If we return to an earlier example from Box 
6.3, we can show how ICERs can be used in a 
simple decision-making approach. The example 
in Box 6.6 shows a clear case when an interven-
tion (intervention C) would not be funded 
because, based on the ICER, the intervention was 
shown to be less effective and more costly than 
usual care; in this case, the negative ICER is sim-
ply described as representing a dominated inter-
vention. However, in the case of intervention B, 
the intervention was shown to be more costly but 
more effective, producing an ICER of £20,000. 
In this case there is an explicit question for 
 decision makers: Is gaining one QALY worth 
£20,000? This information alone is not sufficient 
to be able to answer this question, and therefore 
the decision is generally aided using decision 

rules. Two examples of potential decision rules 
are threshold ICER values (Sect. 7.2) and league 
tables (Sect. 7.3).

6.7.2  Informing Decision Makers 
Based on Thresholds

The concept of a willingness to pay threshold is 
simple, and we can explain a hypothetical thresh-
old using the example from Box 6.6. Note that 
this example assumes that the threshold is a strict 
decision rule, whereas in reality it is used more as 
guidance for decision makers. In that example, 
intervention B produced an ICER of £20,000 (per 
QALY). If we state that a top threshold amount of 
£10,000 per QALY is set for funding new inter-
ventions, then intervention B would not be eligi-
ble for funding because it is above our threshold 
(£20,000 > £10,000). However, if the threshold 
was £30,000 per QALY, then the intervention 
would be eligible for funding because the ICER 
for intervention B is lower than the threshold 
(£20,000 < £30,000). Thresholds are simply used 
to give general guidance and rationale to decision 
makers about which new interventions should or 
should not be funded based on their relative cost- 
effectiveness compared with usual care. In real-
ity, these decisions are not usually based only on 
cost-effectiveness in this manner, but this is the 
logic behind the use of thresholds.

In the United Kingdom, NICE used a thresh-
old of £20,000 to £30,000 per QALY for the pur-
pose of informing decisions around funding new 
interventions [21]. This threshold lacks any sort 
of empirical basis and has been criticized, par-
ticularly by those who have tried to design a 
single central threshold based on empirical evi-
dence [112, 113]. Recent studies have suggested 
that the central threshold used by NICE should 
be £18,317 [112], and another more recent study 
reestimated an even lower central threshold at 
£12,936 per QALY [113], but at the time of writ-
ing these thresholds have not been used for deci-
sion-making in any explicitly meaningful way. 
The logic for the estimation of these thresholds 
is based on two ideas of what a threshold should 
represent [112]: (a) a measure of opportunity 

Box 6.5 Incremental Cost-Effectiveness 
Ratios
The ICER are calculated as shown below:

ICER
Cost Cost

QALY QALY
B A

B A

=
-
-

where CostB is the cost for intervention B, 
CostA is cost for usual care (option A), 
QALYB is the QALYs gained from interven-
tion B, and QALYA is the QALYs gained 
from usual care (option A). If the DALY 
was to be used for the ICER, the QALY 
would simply be replaced by the DALY in 
this calculation.
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cost between alternatives when funded by a fixed 
finite budget, and (b) the rate at which individu-
als are willing to forgo other forms of consump-
tion to achieve health improvement (i.e., a value 
of health consumption). If a threshold amount is 
not designed to represent these aspects of health-
care consumption between alternatives, then the 
threshold might not be fit for purpose. This sug-
gests that even the lower £20,000 threshold pro-
posed by NICE might be inefficient for informing 
resource allocation if this amount if higher than 
that which can or should be spent on healthcare 
resources for an intervention; this has domestic 
and international implications for how thresh-
olds are currently set.

Threshold values external to the United 
Kingdom differ and depend on a country’s own 
particular perspective of how a threshold amount 
should be set. In low- and middle-income coun-
tries (LAMICs), there has been some debate and 
research into how a threshold value should be set. 
This debate about the threshold for LAMICs has 
historically mainly arisen from the WHO’s 
Choosing Interventions That Are Cost Effective 
(WHO-CHOICE) initiative: “This initiative 
aimed to build global and regional  databases of 
the relative costs and effects of interventions for 
a wide range of diseases and risk  factors, to iden-
tify the optimal mix of interventions to address 
issues of allocative efficiency in health” [114].

The WHO-CHOICE initiative designed 
league tables (see Sect. 7.3) for the purpose of 
decision-making, but thresholds were also 
developed within their initiative. Therefore, the 
cost- effectiveness of an intervention could be 
ranked against that of other interventions, but 
these interventions also had to be cost-effective 
based on the defined threshold. It was decided 
that a threshold of three times the gross domes-
tic product (GDP) per capita could act as a 
country- specific threshold. The decision to base 
the threshold on GDP per capita was chosen 
based on criteria set out by the WHO 
Commission on Macroeconomics and Health 
[115]. In economic terms, a country’s GDP per 
capita has traditionally been perceived as a (per-
haps imperfect) measure of well-being or utility 

Box 6.6 Example – ICERs and Simple 
Decision-Making
This example describes how a decision can 
be made between three options (inter-
vention B or C compared with usual care 
[option A]) when the choice is based on  
the ICER for cost-per-QALY analysis (the 
trade-off between the cost and QALY ben-
efit of a new intervention compared with 
usual care). Data for this example are pre-
sented in Table 6.6.

Question: Three options of care have 
been assessed. Usual care (option A) pro-
vides a gain of 1.6 QALYs at a cost of 
£5,000. Intervention B provides a gain of 
1.6 QALYs at a cost of £15,000, and inter-
vention C provides a gain of 1.35 QALYs 
at a cost of £10,000. Based on the ICERs, is 
there a rationale to change care from usual 
care (option A)?

Answer for intervention C: There is no 
rationale to move away from usual care 
(option A) because intervention C has been 
dominated by usual care. In this case, an 
ICER is not calculated because intervention 
B costs more (by £5000) and is not as effec-
tive (QALY loss of 0.25). Note that if this 
intervention had saved costs and been more 
effective than usual care, then it would be 
referred to as being dominant compared 
with usual care.

Answer for intervention B: This inter-
vention is more effective than usual care 
(option A) (QALY gain of 0.5) but costs 
more (by £10,000); this produces an 
ICER of £20,000 (that is, it will cost 
£20,000 per QALY gained using interven-
tion B compared with usual care). Here, 
the decision to choose usual care or inter-
vention B is not too clear and  therefore 
requires a decision rule to help inform 
which option to choose. Two  possibilities 
for imposing a decision rule (one current 
and one outdated) are des cribed in Sects. 
7.2 and 7.3.
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[116]; it takes into account the total output of a 
country (the GDP) and divides it by the number 
of people in the country. The WHO report sug-
gested that a life year saved or a DALY pre-
vented should be at least equal to the per capita 
income or extra market income created as a 
result of the intervention’s outcome, but also 
that the real benefit may be much higher (e.g., 
up to three times higher) than the per capita fig-
ure because of other non- income- based benefits 
(e.g., equitable outcomes such as a change in 
pain and suffering). Therefore, in the absence of 
any other defined threshold, up to three times 
the GDP per capita of a country could be used as 
a defined threshold.

The WHO-CHOICE threshold has been 
widely adapted internationally by researchers 
to help inform resource allocation within a 
country’s decision-making process when an 
alternative threshold does not exist. However, 
this frequently adopted threshold for interna-
tional cost-effectiveness has been argued to not 
be fit for the purpose; this argument can be 
summed up within the work by Revill et al. 
[117], who have assessed the use of these 
thresholds for LAMICs:

Consequently current judgements [in particular 
with regard to the cost-effectiveness thresholds 
recommended by WHO] about which interven-
tions and programmes are cost-effective are often 
aspirational and do not reflect the reality of 
resource constraints. As a consequence their use is 
likely to reduce overall population health and 
exacerbate healthcare inequalities. They also fail 
to identify the real (and greater) value of devoting 
more resources to these efforts. By obscuring the 
true implications of current arrangements they do 
not contribute to greater understanding of and 
accountability for global and local decisions made 
on behalf of populations in low and middle as well 
as in high income countries. (p. i)

To simplify the above quote: if the threshold 
by which an intervention is judged to be cost- 
effective (and therefore whether it should be 
funded) is not appropriately set, this could lead to 
inappropriate allocation of funds. For example, if 
the threshold is too high, then cost-effective 
interventions that could be funded do not get 
funded within a budget that could fund such 
interventions, and the potential benefit to patients 
is lost. On the other hand, if the threshold is too 
low, then relatively cost-ineffective interventions 
may get funded, which could drain the finite 
 budget, meaning that more cost-effective 
 interventions cannot be funded at a later date. 
The threshold needs to be appropriate for the 
finite budget that will fund the interventions in 
order to ensure that the correct cost-effective 
 interventions are funded at the right time, which 
consequently enables benefits for patients with-
out draining the finite budget too early to enable 
benefit in the future. In this instance, the sugges-
tion is that basing a threshold on GDP per capita 
is not an appropriate basis for a threshold and 
may not take into account the actual health needs 
and inequalities of a country’s population. The 
paper by Revill et al. [117] uses examples from 
HIV/AIDS to illustrate their point, but one of the 
key messages was that thresholds based on GDP 
per capita conflict with the central principle of 
resource allocation, which is to enable the appro-
priate allocation of funds within a finite budget 
system. They suggest that there needs to be a 
threshold that more appropriately accounts for 
the resource constraints of the country within 
which the allocation decision needs to be made. 
Work to develop thresholds for LAMICs is ongo-
ing; however, Woods et al. [118] have developed 
initial estimates for some LAMICs (Malawi, 
Cambodia, El Salvador, and Kazakhstan).

Table 6.6 Calculation of ICERs for cost-per-QALY analysis

Option Cost
Incremental cost  
(vs. option A)a

QALYs
gained

Incremental QALYs  
(vs. option A)a ICER (vs. option A)a

A £5,000 – 1.6 – –

B £15,000 £10,000 2.1 0.5 (gain) £20,000

C £10,000 £5000 1.35 −0.25 (loss) Dominated

ICER incremental cost-effectiveness ratio, QALY quality-adjusted life year
a Incremental difference (cost, QALY, and ICER) is compared with usual care (option A)

6 Cost Utility Analysis



112

6.7.3  QALY League Tables

The concept and design of QALY league tables 
are only briefly mentioned here because the idea 
of allocating resources based on league tables 
has become outdated since the introduction of 
thresholds (discussed in Sect. 7.2), which have 
become the dominant option for informing deci-
sion makers.

The concept of league tables is relatively sim-
ple: interventions (any intervention, be it hip 
replacements, breast cancer screening, or medi-
cation for depression) are ranked based on their 
cost-per-QALY ICER, and the lowest amount is 
ranked the highest (e.g., option A is £220 per 
QALY) and the highest amount is ranked the 
lowest (e.g., option Z is £100,000 per QALY); 
therefore, option A would be funded and option Z 
would not be funded, assuming enough options 
were available between options A and Z to equal 
the amount of the budget used for funding them.

There were two main motivations for these 
tables before the introduction of thresholds. First, 
to put the results of a study into a broader con-
text: researchers could say whether the ICER 
produced by their study was similar to those of 
other funded treatments. Second, for direct use in 
resource allocation: authors argued that switch-
ing resources from programs near the bottom to 
those near the top of the league table would result 
in health gains.

The main problem with QALY league tables 
was in their construction. There was no guarantee 
that the studies used to generate the ICERs were 
of high quality, and even if they were, they could 
have been undertaken using different methods 
because of a lack of guidance about how these 
tables could have been used appropriately. For 
example, studies could have used different per-
spectives, discount rates, or utilities. An even 
more problematic issue is the choice of compara-
tors. Simply taking an ICER from an isolated 
study without considering other comparators can 
be deeply misleading. Although logically, league 
tables are how decision-making could be 
approached when using the cost-per-QALY 
method, their practical use requires caution. The 
most famous example of the use of league tables 

arose in Oregon, where the purpose was to pro-
duce a QALY league table for services provided 
under the state of Oregon’s Medicaid program. In 
the first stages the league tables produced a list of 
interventions that would be funded by Medicaid 
based largely on how the intervention was ranked 
based on its cost per QALY. The list produ ced 
some peculiarities: funding may cover tooth caps, 
but would not cover surgery for emergent appen-
dicitis [119].

Without quality assurance of all studies, stan-
dardized methods, and full incremental analyses, 
QALY league tables are problematic. Some of 
these problems have been overcome by the Center 
for the Evaluation of Value and Risk in Health  
at Tufts Medical Center in Boston [120], which 
maintains a database of quality-assured studies, 
but each study does not need to include a full 
incremental analysis of all relevant alternatives; 
users must construct these from multiple studies 
within the database (if they exist).The database 
can be viewed online (http://healtheconomics.
tuftsmedicalcenter.org/cear4/Resources/League 
Table.aspx). Users of the database also need to 
consider how generalizable the studies are to their 
own decision-making context. QALY league 
tables and other decision rules are also covered in 
the report by Malek [121]. However, it is also 
worth noting that although thresholds do not solve 
many of the issues associated with league tables 
(such as the ability to use different methods that 
could change the ICER, which would be assessed 
against the set thresholds), guidance about how to 
perform economic evaluations alongside thresh-
olds has governing bodies such as NICE in the 
United Kingdom to prefer this method.

6.8  CUA for Mental Health 
Studies: Concluding 
Comments

This chapter has described some practical and 
conceptual considerations with regard to the use 
of CUA, often using examples in a mental health 
context. As described within the chapter, some 
aspects of mental health need to be considered 
for the purpose of performing an economic 
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evaluation, although these aspects are not 
always specific to CUA. For example, the issue 
around cognitive ability to self-report 
 preference-based outcome measures is not spe-
cific to CUA. Also, non-preference-based mea-
sures or other self-reported data could be used 
as part of CEA, which would be affected by the 
mental state of the person reporting the data. 
The collection of subjective self-reported data is 
an issue for mental health research in general, 
although it is important to recognize this limita-
tion for CUA, which has largely relied on self- 
reported data [122].

Specific issues for CUA in the context of men-
tal health are mainly related to two key factors 
that have been described within this chapter: (a) 
weighting relevant outcomes using a general 
public (QALY and modern DALY) or expert 
opinion (original DALY) perspective compared 
with a patient perspective, and (b) using a single 
metric of effectiveness for the purpose of CUA 
(e.g., the QALY or DALY). Two other aspects 
that have not been explicitly described within 
this chapter but are areas for further consider-
ation as CUA evolves are also described in this 
section; these aspects are specific to CUA and 
mental health: (a) implications of resource allo-
cation focused on health benefits when the 
patients’ preference may be to not receive treat-
ment even when there is a health benefit (for 
example, when healthcare is enforced or strongly 
encouraged against the patient’s own preference), 
and (b) moving away from only health as the 
 relevant outcome of interest as part of an eco-
nomic evaluation (such as within CEA and CUA) 
toward broader aspects focused on well-being or 
capability, as examples.

First, weighting outcomes has been a major 
source of controversy and debate, mainly because 
of the source of the valuation process. The source 
of valuation has implications for both patients 
with physical conditions and those with mental 
health conditions if for the purpose of discussion 
we assume that health is binary in this way; how-
ever, the issue could be considered more problem-
atic for mental health than physical health because 
of the way resources could be allocated when 
relying on general public compared with patient 

values. When the general public places lower 
weights on physical health states, and therefore 
potential for higher incremental benefit, then 
more resources could be allocated to patients with 
physical health conditions compared with if a 
patient had valued the state (see also Sect. 4.2), 
but the opposite seems apparent for mental health 
conditions, where the higher general public val-
ues could move resources away from mental 
health interventions than if patients had been the 
source of the valuation exercise. The extent to 
which receiving more resources than are per-
ceived necessary based on patients’ valuation of 
the state is an issue for those with physical health 
conditions is debatable (for example, patients 
with physical health conditions may be altruistic 
about the healthcare they receive and perceive it 
as an injustice they receive more resources than 
they would if patient values had been used), but 
from a patient perspective it is certainly an issue 
for patients with mental health conditions, from 
whom resources are moved away because of these 
higher weights. Again, this issue is  debatable, and 
the use of the general public or patients as the 
source of valuation has many implications. The 
extent to which these issues will be solved by 
using both patients and the general public as two 
sources of valuation simultaneously in an eco-
nomic evaluation is also debatable, but this is a 
suggested option by at least two authors [25].

Second, the use of a single metric of effec-
tiveness is considered a more transparent method 
for decision makers to make judgements about 
which interventions to fund when focused on the 
comparative cost-effectiveness of multiple inter-
ventions across different health conditions and 
care services. However, the multidimensional 
and often changing impact of mental health sug-
gests that a single metric of effectiveness – even 
when based on a multiattribute tool (such as a 
preference- based outcome measure) – may not 
be a sufficient and sensitive method of evaluat-
ing the cost-effectiveness of all mental health 
interventions. The extent to which CUA is trans-
parent when a single metric of effectiveness, 
such as the QALY, is elicited from various 
generic or condition- specific preference-based 
measures in order to improve sensitivity as 
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necessary is also debatable. The trade-off 
between the practical and conceptual basis of 
performing CUA is complicated and not neces-
sarily specific to mental health, but given the 
complicated nature of mental health, the short-
comings of CUA using a single metric may seem 
more transparent. This issue is a general one 
with an economic evaluation and is not necessar-
ily solved by using an alternative method (such 
as CEA or CBA), but it still needs to be consid-
ered as methods for economic evaluation evolve.

In general, the focus for CUA has been based 
on evaluating health benefits, including aspects 
of mental health, compared with any other rele-
vant outcome. There are instances in mental 
health when the patient may wish to refuse or  
not adhere to treatment that may improve their 
health; they may have a preference for some 
other outcome that outweighs their preference for 
improved health. In more extreme cases, this 
could relate to the need for monitored care in the 
form of being admitted to a mental health hospi-
tal, where the patient may prefer not to reside. A 
less extreme example would be nonadherence to 
medication for mental health conditions. Either 
way, when the relevant outcome for CUA is 
focused only on health benefits, then these other 
nonhealth aspects may be ignored. The extent to 
which patient preference should be chosen over 
potential health benefits is debatable. There may 
be instances where the perceived benefit to the 
patient goes against the patient’s own perceived 
benefit from an intervention, and in this case it 
becomes a moral and ethical dilemma whether to 
adhere to the patient’s own preference. In terms 
of resource allocation, it becomes an ethical issue 
whether to fund interventions that the patient 
would prefer not to receive, despite the health 
benefit associated with the intervention. How 
resources should be allocated in these instances 
is worthy of further discussion, but an issue to 
note here is that these other relevant outcomes 
could be assessed using methods associated with 
CUA, such as preference elicitation techniques to 
trade-off health and nonhealth benefits [123] and 
the use of alternative preference-based outcome 
measures not focused on health [68, 72].

There is a growing body of literature regarding the 
evaluation of aspects other than health as part of 

CUA. Two examples focus on well-being and capa-
bility. The Recovering Quality of Life measure is a 
preference-based measure for assessing well-being 
associated with mental health, and the ICECAP 
measures are focused on capability-based well-
being. Although whether the latter should be used to 
elicit the QALY as part of CUA is debatable (see 
Sect. 5.4), these represent a conceptual and practical 
move away from evaluating only health outcomes 
as part of an economic evaluation and CUA. I have 
just described some cases when health benefits may 
not be the preferred outcome from an intervention, 
which indicates only some cases when something 
other than health may need to be assessed for the 
purpose of an economic evaluation. We can gener-
alize the examples to suggest that a health benefit 
may not always be the  primary relevant outcome for 
mental health patients, and in some cases they may 
be more interested in being able to perform everyday 
tasks (an item within the 10-item Recovering Quality 
of Life measure) or the ability to be independent (an 
item within the ICECAP-A). The inclusion of these 
other relevant outcomes in an economic evaluation 
may result in more social- and community- based 
interventions (such as support groups) being 
financed because they could be identified as “cost-
effective” when effectiveness in based on outcomes 
that are not relevant to only health. An aspect for 
future discussion is how to trade off between health 
and nonhealth benefits when making resource alloca-
tion decisions, but these aspects are part of current 
debates in the field of Health Economics in general 
and CUA in particular [14, 16–18, 74].

Key Messages
• The use of CUA has grown in popular-

ity, though the methods and measures 
associated with CUA are still evolving – 
this includes movement from measuring 
health only to measuring other aspects 
such as well-being and capability. The 
design of CUA has both practical and 
conceptual implications for the evalua-
tion of mental health interventions.

(continued)
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Introduction to Statistics 
and Modeling Methods Applied 
in Health Economics

Vladislav Berdunov and Matthew Franklin

Abstract

The increasing complexity of health economics methodology has raised 
the need for technical methods to systematically use patient-level data and 
characterize uncertainty around the decision problem for decision makers. 
This chapter provides an introduction to these methods, focusing on trial- 
based statistical techniques and economic modeling methods for the pur-
pose of health economic analysis. This chapter describes some differences 
between the more commonly used frequentist approach for clinical analy-
sis and the developing use of Bayesian methods for health economic anal-
ysis. Statistical methods described include the use of power calculations, 
hypothesis testing, and regression analysis, and their relevance for eco-
nomic analysis. More advanced statistical methods are also introduced, 
such as the area under the curve method for assessing incremental benefit, 
controlling for missing data and baseline characteristics, and using map-
ping algorithms for eliciting preference-based tariff scores when a 
preference- based measure has not been collected within a study. The sec-
ond part of the chapter focuses on modeling methods designed to synthe-
size data from multiple sources when the economic analysis needs to go 
beyond a single source of primary data or for a longer time horizon. 
Multiple types of economic models are described, including decision 
trees, state transition models (including Markov chain models), microsim-
ulation, and discrete event simulation. The chapter breaks down key 
 elements of model design and offers recommendations on possible sources 
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of data that may be used to derive parameter estimates. The conclusion of 
the chapter includes recommendations for appropriately reporting results 
of the statistical and modeling analyses carried out as part of an economic 
evaluation.

7.1  Introduction

The development of complex healthcare systems 
has increased demand for economic evaluation as 
a method for informing decisions in healthcare. 
The increasing complexity of evaluation methods 
has raised the need for technical methods to sys-
tematically use evidence and characterize uncer-
tainty around the decision problem when 
informing decision makers. Health economists 
often use sampled patient-level data on the costs 
and effects of an intervention to populate an 
economic evaluation. This approach poses a 

number of analytical challenges for investigators, 
such as skewed data, missing data, and censored 
data. The primary source of costs and outcomes 
may be subject to bias, such as confounding from 
differences in patient characteristics and nonrep-
resentative samples. Statistical methods are used 
as tools to draw inferences regarding the eco-
nomic effect of a healthcare intervention based 
on a sample of data collected alongside a clinical 
study. In instances when data from a clinical 
study do not exist or do not provide sufficient 
information upon which a decision can be 
informed, economic modeling can be used to 
extrapolate results from current or previous stud-
ies, include data from the empirical literature, 
and evaluate the decision problem over a longer 
time horizon. This chapter outlines various ways 
in which statistical tools and modeling methods 
could be used in both deterministic and stochastic 
economic analyses.

This chapter aims to provide guidance to intro-
ductory statistical and economic modeling meth-
ods for health economic analysis, but it is not a 
technical guide on how to perform these methods. 
Within this chapter, methods are introduced and 
described, guidance is given about when these 
methods may be useful, and references are pro-
vided to studies which have used these methods in 
practice; we also make the reader aware of more 
complex methods that may be useful in the future. 
However, it is up to the reader to use the references 
provided to learn more about the technical aspects 
of these methods. It should also be noted that, as 
an introductory guide, methods may be over sim-
plified for descriptive purposes, and it is again the 
reader’s duty to use the references provided to 
understand the more complex aspects of these 
methods for statistical and modeling analyses for 
health economics.

The purpose of this chapter is to provide a gen-
eral introduction to concepts in statistical and 
modeling analysis methods that is not setting or 
country-specific. Certain examples from the 

Key Points Summary

• Characteristics of data used in economic 
analysis, including different types of 
data (e.g., continuous, categorical, 
bounded) and distributions of data (nor-
mal, skewed), and how these affect sta-
tistical methods in economic evaluation

• The role of regression analysis in the 
context of economic evaluation

• More advanced statistical methods, 
which include nonparametric bootstrap-
ping, area under the curve analysis, 
mapping, and methods to account for 
missing data

• Steps involved in designing a decision- 
analytic model for an economic evalua-
tion and the key elements of the model

• Different types of decision-analytic 
models used for economic evaluation

• The concept of uncertainty in decision- 
analytic models, different types of 
uncertainty that need to be addressed as 
part of a modeling analysis, and appro-
priate methods for reporting uncertainty 
in the results of a modeling analysis
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United Kingdom are used within this chapter to 
illustrate concepts, particularly in terms of sources 
of data, in order to inform decision- analytic mod-
els and applications of methods to real studies.

7.2  Introductory Statistics 
for Health Economics 
and Economic Evaluation

7.2.1  Overview of Introductory 
Statistical Methods 
for Economic Evaluation

Health economics requires statistical methods to 
enable inferences of results from data sets of 
interest for descriptive purposes. Although 
Health Economics as a discipline is not limited to 
just economic evaluations, the introductory sta-
tistical methods described within this chapter 
focus on those methods that are most commonly 
associated with economic evaluations, as well as 
the assessment of costs and outcome data 
obtained from clinical studies. This includes 
describing basic methods for determining statisti-
cally significant results, descriptive statistics 
when reporting results, and then an overview of 
basic linear regression models such as ordinary 
least squares (OLS). Other slightly more 
advanced methods that are commonly used for 
the purpose of economic evaluation are also 
described, such as performing regression analy-
ses using generalized linear models (GLMs), and 
the use of bootstrapping methods for nonpara-
metric assessments and resampling; bootstrap-
ping for the generation of cost-effectiveness 
acceptability curves (CEACs) is also described 
within this chapter. More advanced or generally 
useful methods are also acknowledged; however, 
this is only to make the reader aware of these 
methods for potential use in the future while pro-
viding references for further reading. These 
advanced methods include: (a) area under the 
curve (AUC) analysis for calculating incremental 
benefit; (b) controlling for baseline factors, 
including patient characteristics, utility scores, 
and cost differences between trial arms; (c) multiple 
imputation for missing data; and (d) “mapping” 
(cross-walking) and the potential use of mapping 

algorithms for specific use in cost- utility studies 
when a preference-based measure has not been 
included in the study design [see also Chap. 6 
with regard to cost-utility analysis (CUA)].

7.2.2  A Note on the Distribution 
of Data for Health Economic 
Analysis

It is important to note immediately that data for 
economic analysis are different from clinical 
data. The data for economic analyses are not 
necessarily unique or even complex, but meth-
ods have been developed to analyze the data 
appropriately. Key aspects about the data used 
for economic analysis mostly stem from the dis-
tribution of the data and the type of data being 
analyzed. A normal distribution is a desirable 
trait for data, and statistical methods rely on this 
assumption for appropriate use; however, a nor-
mal distribution is rarely observed within the 
data used for economic analysis. The data can be 
continuous or categorical (or binary) (Box 7.1), 
and often the data are skewed (Box 7.2), bounded 

Box 7.1 Types of Data for Health 
Economic Analysis: Categorical Data
It may be necessary to generate categorical 
(or binary) data from continuous data for 
the purpose of analysis (such as generating 
age groups), or the data may be naturally 
categorical (for example, the three item 
levels of the EQ-5D-3 L domains). 
Categorical data need to be analyzed and 
presented for descriptive purposes in spe-
cific ways, such as using logistic regression 
models or using frequency-based plots for 
descriptive statistics. Often, the data used 
for economic analysis are continuous (such 
as cost data), and so the main focus of this 
chapter is based on continuous data, but the 
reader should be aware that if the data are 
not continuous (categorical or binary, for 
example), then certain statistical methods 
may not be appropriate.
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(Box 7.3), missing (Box 7.4), or censored (Box 7.5). 
A simplistic explanation of what these aspects 
mean for data analysis and when they may 

occur are provided in the descriptions in the 
respective boxes. Simplistic methods for dealing 
with these data traits are described within this 
chapter, but for a more comprehensive overview 
of these statistical methods, please refer to Jones 
et al. [1].

7.2.3  Descriptive Statistics: Use 
and Interpretation

Descriptive statistics are important for any study 
when it is necessary to describe the distribution of 
the data and subsequent results. Mean point esti-
mates are one of the most commonly reported 
descriptive statistics, but it is “arithmetic means” 
(compared with other means such as “geometric” 
or “harmonic” means) that need to be reported for 
health economic analysis. These mean values are 
reported to describe the central tendencies of a 
probability distribution, but they are not robust sta-
tistics for describing the data distribution; within 
health economics we are just as concerned with the 

Box 7.2 Types of Data for Health 
Economic Analysis: Skewed Data
Positively skewed data are most often 
observed with cost data. Costs have a finite 
upper bound but can be bound at zero (logi-
cally, there is no negative price for goods or 
services). Often there is a small number of 
patients with very high costs, and depend-
ing on whether the analysis is specific to a 
whole service or a care service (e.g., inpa-
tient care), people can have zero costs asso-
ciated with a service. When presented with 
skewed data, it might seem rational to just 
report the median, but the median is not 
always appropriate for economic analysis. 
Alternative methods such as bootstrapping 
have been developed for dealing with 
skewed data (see Sect. 7.2.7).

Box 7.3 Types of Data for Health 
Economic Analysis: Bounded Data
Bounded data are most commonly observed 
with outcome measure data or cost data 
(see also “skewed data” in Box 7.2), 
whereby the data are bounded by the scor-
ing algorithm of the measure, or simply a 
lower bound at a value of zero (i.e., no 
cost) for cost data. For preference-based 
measures such as the EQ-5D-3 L (see 
Chap. 6), the preference-based algorithm is 
bounded by a value of −0.594 (states worse 
than death) to 1 (perfect health). The 
bounded nature of the data should be 
accounted for in an economic analysis. For 
example, during mapping exercises (see 
Sect. 7.2.8.4), estimating values outside of 
the measures score range is a real issue that 
can be accounted for using various 
regression- based methods.

Box 7.4 Types of Data for Health 
Economic Analysis: Missing Data
Missing data are common with patient- 
level data. Missing data can occur because 
of poor response rates, incomplete 
responses, or loss to follow-up (due to 
patients dropping out of a study or their 
inability to complete a study, for example). 
Missing data can be particularly problem-
atic for economic analysis, where arithme-
tic mean values are of great importance and 
where not accounting for missing data may 
lead to biased results. For example, patient 
dropout because of an inability to complete 
the study may remove particular patient 
groups (for example, those with very poor 
health or cognitive impairment) from the 
assessment process, which means their 
potential benefit from an intervention is not 
accounted for in the economic analysis. 
Imputing data is useful in this instance (see 
Sect. 7.2.8.3).
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uncertainty around estimates (i.e., the distribution 
of the data) as we are with the mean point value.

A basic overview of some simple descriptive 
statistics is provided in Box 7.6 (point estimates) 
and Box 7.7 (interval estimates); note that these 
descriptive statistics, their use, and their interpre-
tation depend on the distribution of the data. 
Normally distributed data sets rarely exist for the 
purpose of health economic analysis, but for the 
purpose of describing descriptive statistics, we 
now assume that the data are normally distributed 
and compare how these statistics alter when the 
data is non-normally distributed (in this instance, 
positivity skewed for descriptive purposes). These 
descriptive statistics will be reintroduced and then 
expanded upon to deal with different data distribu-
tions later within this chapter.

Figures 7.1 and 7.2 describe how the values of 
central tendency, such as mean and the median 

point estimates, can vary according to the under-
lying empirical distribution. Figure 7.1 includes a 
normal distribution and Fig. 7.2 a positively 
(right) skewed distribution. The latter is common 
with cost data. (Note that cost data often follow a 
gamma distribution rather than a positively 
skewed normal distribution, but the example is 
still useful in this instance).

As can be observed, the mean, median, and 
mode are the same value for a normal distribu-
tion, but these values are different when the data 
are skewed. When the data are right-skewed, the 
mode is a lower value than the median, and the 
median a lower value than the mean (mode < 
median < mean). The general distribution of the 
data around these point estimates is observably 
quite different as well, indicating the need to use 
interval estimates to describe the distribution of 
the data as appropriate.

Box 7.5 Types of Data for Health 
Economic Analysis: Censored Data
Censored data are a specific type of missing 
data (and can be dealt with using similar 
methods; see “missing data” in Box 7.4), 
whereby the data are not collected or not 
used for analysis. For example, this may 
be the result of administrative censoring, 
whereby patients can drop into or out of 
databases, but analysis is carried out for a 
specific period for which data are avail-
able for all/most of the desired patient 
group. A key assumption when using this 
type of data is that the uncensored data are 
the same as the censored data (i.e., the 
censored data is “uninformative”); how-
ever, cost and event data can occur and 
accumulate over time (that is, future 
events are often response on past events), 
and therefore this assumption is not valid, 
and censored data can lead to bias within 
economic analyses.

Box 7.6 Simple Descriptive Statistics 
and Potential Use: Point Estimates

• Mean (average): The arithmetic mean is 
the sum of a collection of observed values 
divided by the number of observations. 
The arithmetic mean value should always 
be described for economic data. To say 
“always reported” may not be restrictively 
true, but it is recommended to report this 
statistic in the vast majority of cases.

• Median: The median, in essence, 
describes the middle value. Consider 
presenting the median when the data 
are skewed; however, still describe the 
arithmetic mean along with this value.

• Mode: The mode is the most commonly 
reported value in a collection of values. 
This statistic is rarely reported along-
side economic data, but it might be use-
ful for frequency data, where knowing 
the mode might be useful.
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7.2.4  Sample Size and Power 
Calculations: Relevance 
for Economic Evaluations

Power calculations are used to establish an 
appropriate sample size in order to identify a 
statistically significant treatment effect (if one 
exists) from a clinical trial. Clear implications 
exist for methods to indicate appropriate sample 
sizes if the primary focus of a trial is the eco-
nomic analysis; however, because the primary 
focus is usually a clinical outcome (health eco-
nomic analysis is dominantly a secondary out-
come), the sample size of clinical trials is of 
little relevance to health economists and their 
desired analysis (which is often focused on 
more generalized health benefits and costs). It is 
worth noting that methods have been developed 
to inform sample sizes if the primary focus of a 
trial was to “power” the economic analysis (for 
example, expected value of sample of informa-
tion [2, 3]), although these methods can be 
applied post hoc, provided an economic model 
is designed alongside the trial.

7.2.5  Hypothesis Testing 
and Statistical Significance

The standard method for statistical inference in 
healthcare research from a clinical perspective 
involves a frequentist approach. This involves 

Box 7.7 Simple Descriptive Statistics 
and Potential Use: Interval Estimates

• Interquartile range (IQR; p50, p25, 
p75): The IQR is a measure of vari-
ability based on dividing the observed 
data into quartiles (p50, p25, p75). In 
this instance, p50 is the same as the 
median; p25 and p75 represent the 
observed value at the 25th and 75th 
percentile of the data spread, respec-
tively. The value of the difference 
between these is the IQR (IQR = p75 – 
p25). Present the IQR when the data 
are heavily skewed; however, consider 
using methods to account for the skew 
to report adjusted (standard errors or 
confidence intervals; adjusted esti-
mates are common when using boot-
strapped estimates) instead of the IQR.

• Standard deviation (SD): The SD is a 
measure of data set value variation 
around the mean. A lower value indi-
cates that data set values are closer to 
the mean and vice versa for higher val-
ues. The SD of the sample is the degree 
to which individuals within the sample 
differ from the sample mean; therefore 
present the SD when the size of varia-
tion in the entire observed data sample 
is the main statistic of interest (see also 
SE for comparative use).

• Standard Error (SE): The SE is the SD of 
the sampling distribution of a statistic, 
which is commonly the mean. For the SE 
of the mean, the SD is divided by the 
square root of the sample size. The SE of 
the sample mean is an estimate of how far 
the sample mean is likely to be from the 
population mean; therefore, present the 
SE when potential error around the mean 
is of interest.

• Confidence interval (CI): The CI is a fre-
quentist statistic that describes a range 
within which the “true value” might exist 
given a particular confidence level (nor-
mally 95%, but could be 99% or 90%). 

For a 95% CI, the interval suggests that 
the true parameter value of interest for a 
patient population may lie with the value 
range, with 95% confidence.

• Credible intervals: Credible intervals are 
similar to CIs but are a Bayesian rather 
than a frequentist statistic. For credible 
intervals, the bounds are regarded as fixed 
and the estimated parameter is a random 
variable, whereas for CIs, their bounds 
are considered random variables and the 
parameter is a fixed value; however, their 
use is analogous.

V. Berdunov and M. Franklin



127

testing specific hypotheses relating to relation-
ships between variables by drawing conclusions 
from the observed frequency of a particular 
event. Within health economics analysis, hypoth-
esis testing is not generally used to establish cost- 
effectiveness. Health economic analyses 
generally uses a Bayesian framework for statisti-
cal inference, which assumes a posterior proba-
bility distribution for the relationship of interest 

based on observed data; however, frequentist 
methods can still be used to describe potentially 
statistically significant differences in costs and 
outcomes between trial arms or patient groups.

As three examples and their potential use, 
hypothesis testing can be based on:

t Test: Consider using the t test when there are 
two groups for comparison, data are normally 
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Normal distribution

Fig. 7.1 Normal distribution
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Positively skewed distribution

Fig. 7.2 Right-skewed distribution
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distributed, and the variable for assessment is 
continuous.

Chi-squared test: Consider using the chi-squared 
test when there are two groups for compari-
son, data are normally distributed, and the 
variable for assessment is categorical.

Analysis of variance: Consider using analysis of 
variance when there are two or more groups 
for comparison, data are normally distributed, 
and the variable for assessment is continuous.

Each of the aforementioned tests are parametric 
tests (i.e., they rely on an assumption about the dis-
tribution of the data) and often assume the data 
assessed have a normal distribution, which is a limited 
assumption when applied to cost and outcome data 
used for economic analyses. Nonparametric tests 
that might be of interest include:

• Wilcoxon rank-sum test (also known as Mann- 
Whitney U test): Consider using when there 
are two explanatory groups for comparison 
and the data are continuous or can have an 
ordinal ranking (i.e., there is way to rank the 
variables to know which is greatest).

• Wilcoxon signed-rank test: Consider using 
when there are two matched or paired groups 
(i.e., from the same population) for compari-
son and the data are continuous or can have an 
ordinal ranking (the sign test could also be 
used in a similar manner).

• Kruskal-Wallis test: Consider using when 
there are two or more groups for comparison 
and the data are continuous or can have an 
ordinal ranking.

Note that these examples describe when these 
tests might be considered useful, but they are by 
no means a comprehensive list of times when 
these tests could or should be used.

These tests and their results (i.e., P values) still 
have a place as descriptive statistics within 
economic analysis, rather than a definitive result 
when used for the purpose of clinical assessments 
(treatment A is statistically significantly more clin-
ically effective that treatment B, for example). For 
example, validity testing (in terms of construct, 
convergent, and discriminant validity) of outcome 
measures can be based on hypothesis testing using 

these types of tests [4–6]. P values can be used as 
an indication of a statistically significant result at a 
predefined significance threshold (e.g., a P value 
<0.05 indicates statistical significance), but they 
should be treated as an indicator of a potential rela-
tionship for descriptive purposes rather than a 
definitive relationship that may be used to support 
the adoption of an intervention based on its impact 
on costs or outcomes (guidance on reporting the 
results of cost- effectiveness analyses is described 
in more detail in Sect. 7.4).

7.2.6  Regression Analysis

7.2.6.1  Simple Linear Regression 
and Continuous Variables

Regression analysis is a statistical method often 
used for inferring relationships between vari-
ables. An example of a simple regression model 
is the OLS model. For this model, it is important 
that the response variable be continuous; how-
ever, if the response variable is categorical, then 
logistic regression analysis is a simple alternative 
(described in Sect. 7.2.6.2). As an example of the 
OLS model, let the population regression equa-
tion be defined as:

 y xi i i= + +a b e  (7.1)

Within this simple regression model, yi is the 
response variable of interest, xi is the explanatory 
variable, β is the OLS estimator, α is the constant 
term, and εi is the error term. The error term and 
the response and explanatory variables are 
defined for a population of N and each observa-
tion from the population of i = 1 ,  …  , N. These 
models are typically used when one wants to 
understand the relationship between y and x, 
which is described by the coefficient β, while 
accounting for the constant term (α) and potential 
“noise” (ε) around the estimation. These models 
often involve the use of multiple explanatory 
variables in an effort to control for “confound-
ing” factors; these regression models can be 
defined as:

 

y x xi p ip i

i i

= + +¼+ +

= + +¢
a b b e

a b e
1 1i

x
 

(7.2)
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Multiple explanatory variables (up to p in this 
example) can be included within a regression 
model, and their relationship with yi is defined by 
the coefficient βp. In Eq. 7.2, ′ denotes the matrix 
transpose, so that b xi

¢  is the scalar resulting from 
the inner product of vectors xi and β; that is, b xi

¢  
represents the multiple possible explanatory vari-
ables and their potential possible relationships 
with the response variable yi.

The purpose of running a simple regression 
model such as OLS is to assess the relationship 
between the response variable (e.g., health- 
related quality of life) and the explanatory vari-
able (e.g., mental health status) while controlling 
for other factors that may have an relationship 
with the response variable (factors such as age 
and sex, for example, can be included as addi-
tional explanatory variables in the regression 
equation). Practical examples are presented in 
Sect. 7.2.6.5.

7.2.6.2  Logistic Regression 
and Categorical Variables

Logistic regression is used when the response 
variable is categorical. Categorical variables 
might include age, sex, or ethnicity; however, 
rarely would these variables be included as the 
response variable within a regression model. 
Types of logistic regression models might some-
times be useful because the response variable is 
categorical, such as for assessing diagnostic 
interventions where the outcome is either “posi-

tive” or “negative” (true or false; an outcome has 
occurred or has not). Practical examples are 
presented in Sect. 7.2.6.5.

7.2.6.3  Generalized Linear Models
A GLM is a flexible version of the OLS model – 
it is flexible in relation to the ability to make 
parametric assumptions about how the explana-
tory variable(s) are related to the response vari-
able. The assumed relationship between the 
linear estimator (β) and the mean of the distribu-
tion function can be explicitly fitted to the model 
using a link function; this allows response vari-
ables that have error distributions other than a 
normal distribution to be included in the regres-
sion model. It is also possible to make assump-
tions around the family of the error distribution 
of the response variable. The ability to fit family 
distributions and link functions (common exam-
ples of which are presented in Table 7.1) to the 
GLM regression model has made this type of 
model popular for the purpose of health eco-
nomic analysis when the response variable can-
not be assumed to be normally distributed. For 
example, when exploring what aspects are driv-
ing costs as the response variable, a GLM model 
could be fitted to a data set with a chosen distri-
bution to account for the skewed and bounded 
nature of costs (e.g., gamma distribution) and a 
defined link function (e.g., identity or log), and 
then explanatory variables could include aspects 
such as age, sex, and/or score from a clinical or 

Table 7.1 Common family distributions and links for generalized linear models

Family name Distribution support Typical uses Link name Link function

Gaussian (normal) Continuous (−∞, +∞) Linear-response 
relationship

Identity βx′ = μ

Gamma Continuous (0, +∞) Exponential-response 
relationship; scale 
parameter

Inverse βx′ = μ−1

Inverse Gaussian Continuous (0, +∞) – Log βx′ = 1n(μ)

Bernoulli Integer Binary outcome Logit

b
m
m

¢=
-

æ

è
ç

ö

ø
÷x ln

1

Binomial Integer 0, 1, …, N Number of successes in a 
sequence of N binary 
(yes/no) experiments

Log-log βx′ =  
− 1n{−1n(μ)}

Poisson Integer 0, 1, 2, … Probability of N events in 
a fixed time interval

Power # βx′ = μ#
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subjective patient-reported outcome measure to 
assess mental health [7–9].

Some link functions are more commonly used 
with particular family distributions (for example, 
a Gaussian distribution with an identify link; this 
is the same structure as an ordinary least squares 
regression model). Mixing link functions with 
distributions is possible within software pack-
ages, but the conceptual basis of doing so should 
be assessed before using link functions with dis-
tributions for practical analysis.

7.2.6.4  Judging Goodness of Fit 
and Specification 
for Regression Models

The goodness of fit of a regression model 
describes the extent to which the model will be 
able to fit predicted values compared with 
observed values. Goodness of fit can be assessed 
in various ways, including by assessing the statis-
tical significance, sign, and size of coefficients 
from the model; R2 and adjusted R2; the Akaike’s 
information criterion (AIC) [10] and the Bayesian 
information criterion (BIC) [11]; tests of model 
fit such as the Ramsey regression equation speci-
fication error test (RESET) [12], the Park test 
[13], and the Jarque-Bera test [14]; and using 
plots to examine whether model assumptions are 

valid. These methods are described within this 
section.

7.2.6.4.1 Statistical Significance, Sign, 
and Size of Coefficients
Two subjective ways of assessing goodness of 
fit are first to judge the statistical significance, 
sign, and size of coefficients from the model 
against a priori assumptions about whether 
explanatory variables should have a certain rela-
tionship with the response variable. This rela-
tionship can also be assessed using visual plots 
(such as scatter plots or kernel density plots), 
whereby the plotted regression line and the 
observed data points can be assessed; this kind 
of subjective judgement is described in relation 
to the R2 statistic.

7.2.6.4.2 R2 and Adjusted R2

Measures of explanatory power (such as the R2 
and adjusted R2 statistics) describe how well a 
model explains the variation in the observed data 
set. This can be visually observed using a scatter 
plot, whereby statistics like R2 describe how well 
the observed data match the fitted regression line 
(see Fig. 7.3 for an example of good fit and 
Fig. 7.4 for an example of poor fit). The R2 statis-
tic lies between a value of 0 (0%) and 1 (100%): 
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Plotted observed Vs fitted values:
R-squared = 0.9886

Fig. 7.3 Judging goodness of fit using R2: example of good model fit
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0 indicates that the regression model explains 
none (0%) of the variability of the response vari-
able data around its mean, whereas 1 indicates that 
the regression model explains all (100%) of the 
variability of the response  variable data around 
its mean. Within Figs. 7.3 and 7.4, a linear 
regression line has been fitted to the plotted rela-
tionship between the observed and fitted values 
from the linear regression model. As can be 
observed, when the plotted relationship is close 
to the fitted linear regression line (Fig. 7.3), the 
R2 statistic is high (R2 = 0.9886) and suggests the 
model may have a good fit because it has high 
explanatory power. However, when the plotted 
relationship is not close (scattered around) the 
fitted linear regression line (Fig. 7.4), the R2 sta-
tistic is low (R2 = 0.1079) and suggests the model 
may not have a good fit because it has low 
explanatory power.

7.2.6.4.3 Akaike’s and Bayesian 
Information Criteria
AIC [10, 15] and BIC [11] provide statistics on 
relative model performance and so can be used 
for model selection when two or more model 
options are available. AIC and BIC offer a statis-
tic of information lost when the model is fitted to 

a set of observed data – the lower the AIC and 
BIC figures, the less information is lost when fit-
ting one model compared with another model. 
For a relative choice between models, the larger 
the difference in the AIC and BIC statistics (the 
one with a lower statistic is the preferred model), 
the larger the “preference” for one model com-
pared with another model. The AIC and BIC 
statistics offer a balance between goodness of fit 
and model complexity, which is a concern when 
overfitting models is possible. It should be recog-
nized that AIC and BIC do not have the same 
criterion for model selection, and so the two may 
disagree about which model is preferred; in this 
situation it is debatable which criterion should be 
used for choosing a model [16].

7.2.6.4.4 Tests of Model Fit
Tests of model fit can also be used, such as the 
Ramsey Regression Equation Specification Error 
Test (RESET) test for omitted variables [12], the 
Park test for heteroscedasticity [13], and the 
Jarque-Bera test for assessing the normality of 
regression errors [14]. Each of these tests can be 
used to test different aspects of model fit. Here I 
explain in more detail (but still in a simplified 
manner) how the Ramsey RESET test can be used.

Plotted observed Vs fitted values:
R-squared = 0.1079
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Fig. 7.4 Judging goodness of fit using R2: example of poor model fit
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The Ramsey RESET for omitted variables 
within linear least-squares (e.g., OLS) regression 
models assesses whether nonlinear combinations 
of the fitted values have power to explain the 
response variable [12]; if this is true, then the 
model could be misspecified in its current form. 
Note that the RESET test is only a test of whether 
the model is linear in the original explanatory 
variables; that is, by adding certain explanatory 
variables into the model in a higher order power 
if these nonlinear combinations have explanatory 
power (e.g. in a squared or cubic form; this is 
why the test is referred to as an omitted variable 
test, the RESET tests if there are any neglected 
nonlinearities in the model) – the RESET test 
cannot be used to pick up the influence of other 
variables.

7.2.6.5  Practical Examples 
of Regression Models 
for Health Economic Analysis

Regression models have multiple applications 
when used for the purpose of health economics, 
and the OLS model is often used first, before more 
complicated models are applied to a data set. Three 
types of commonly used and relatively simple 
regression models have been described. The 
choice of model often depends on the research 
question and the data set used for analysis.

Examples of when these regression models 
have been used include identifying the relation-
ship between quality-of-life aspects and mental 
health [17–19], mapping exercises where a rela-
tionship is defined between two outcome mea-
sures and their constructs, such as the 
five-dimension EuroQoL (EQ-5D) and a clinical 
measure (for example, the Hospital Anxiety and 
Depression Scale [HADS]) [20] (see also Sect. 
7.2.8.4), and identifying aspects that drive 
increased healthcare and associated costs [7–9].

7.2.7  Bootstrap Analysis

Bootstrapping has gained popularity in Health 
Economics as a method of nonparametric assess-
ment through random resampling with replace-
ment. Although a parametric bootstrap is 
possible, what made this method attractive within 

health economics is its ability to perform analysis 
without the need for parametric assumptions, 
particularly when such assumptions are difficult 
to fit to the data. Readers with an interest in the 
more complicated aspects of bootstrapping 
(parametric use, applications, and limitations) 
should refer to Lepage and Billard [21] and the 
extensive work by Bradley Efron [22–25]. This 
section focuses on nonparametric bootstrapping.

Nonparametric bootstrapping has gained 
popularity for the assessment of cost data and is a 
recommended method for economic evaluation 
[26, 27]. Although the bootstrapping method is 
technically valid, it has been criticized when 
applied to cost data because it may lead to inef-
ficient and perhaps misleading inferences as a 
result of not appropriately accounting for the 
skew of the data [28]; for the purposes of the 
discussion here, however, it is important to note 
that nonparametric bootstrapping is a popular 
method for health economic analysis despite 
this  criticism. To provide a relatively simple 
understanding of the process of nonparametric 
bootstrapping, four stages of the process are 
described in Box 7.8, with reference to hypotheti-
cal cost data.

As described, the nonparametric bootstrap 
method allows the sampling distribution to be 
estimated without the need to make a parametric 
assumption. In doing so, alternative statistics are 
required for reporting the distribution of the boot-
strapped (replacement) data set. This includes 
reporting the bootstrapped standard errors (SEs) 
and bias-corrected and accelerated 95% confi-
dence intervals (CIs) [23] rather than the normal 
SE and 95% CI. Although it is possible to report 
these statistics that rely on an assumed normal 
distribution of the residuals (i.e., normal CIs and 
SEs as described in Box 7.7), these alternative 
statistics account for the skew of the data and the 
subsequent effect of the bootstrap. The benefits 
of using these statistics alongside bootstrapped 
analysis are described by Efron [23].

Bootstrapping is the most commonly used 
trial-based technique (compared with modeling 
methods) for (a) obtaining the CIs around an 
incremental cost-effectiveness ratio (ICER; see 
Chaps. 5 and 6) and (b) deriving the CEAC for 
assessing the probability of cost-effectiveness at 
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various willingness-to-pay (WTP) thresholds. In 
the example of the ICER for an analysis of cost 
per quality-adjusted life year (QALY), the boot-
strap is applied to the costs and effects (QALYs) 
from the study of interest. Note that probability 
sensitivity analysis (PSA) could be used in place 
of bootstrapping when the economic evaluation 
is performed within a model; therefore, the use of 
CEACs and WTP thresholds are described within 
Sect. 7.3.7.5 alongside a description of economic 
modeling, rather than repeating these aspect here.

7.2.8  An Acknowledgement 
of Other Advanced and Useful 
Statistical Methods

Statistical methods for health economic analysis 
are constantly advancing. It is difficult to make the 
reader aware of all new and developing  methods; 

however, at the basic level, some advanced statisti-
cal methods often rely on aspects that have already 
been described in this chapter, such as regression-
based methods. This section acknowledges four 
statistical methods that are commonly used for the 
purpose of health economic analysis (particularly 
for economic evaluation) and their importance: (1) 
AUC analysis, which is more commonly used for 
calculating incremental benefit, particularly for 
QALYs within CUA; (2) controlling for baseline 
differences such as patient characteristics, utility, 
and costs; (3) controlling for missing data using 
multiple imputation; and (4) mapping from a non-
preference-based measure to a preference-based 
measure when data have not yet been collected 
using a preference-based measure (specifically for 
use with CUA).

7.2.8.1  Area Under the Curve Analysis
AUC analysis is not really an advanced statistical 
method, but it is useful for calculating incremen-
tal benefit over a particular time period, is often 
used in CUA for calculating QALYs gained, and 
has been used for modeling purposes. It is there-
fore worth noting this method in this section. The 
logic behind the method is that the incremental 
benefit of an intervention is calculated as the dif-
ference between the overall benefit of two inter-
ventions using linear approximation rather than 
simple extrapolation, when benefit (e.g., utility 
value) is recorded at multiple (at least two) time 
points. For the purpose of demonstrating the dif-
ference between linear approximation using AUC 
and simple extrapolation, consider that a person’s 
utility (as a value of a person’s health- related 
quality of life, for example) is captured at five 
time points (this example is presented in Fig. 7.5). 
If a utility value is assumed to be constant 
between time points (simple extrapolation), then 
the area representing the person’s utility would 
be captured by the area under the black lines; 
using linear approximation through the AUC 
method, however, the area of utility representing 
the person’s utility is represented by the area 
under the blue lines. The “area of difference” rep-
resents the difference in the amount of utility cal-
culated using simple extrapolation compared 
with using the AUC method. The AUC method 
does not assume that a person’s health- related 

Box 7.8 Summary Stages 
of a Nonparametric Bootstrapping 
Method When Applied to Cost Data

 1. A sample of cost data is elicited from a 
patient sample of N patients; these are 
described as the observed cost data set.

 2. The bootstrapping method pulls a sam-
ple from (and of equal size to) the obser-
vations of the observed costs data set 
using simple random sampling and 
replacement.

 3. A simple random sample is pulled from 
the observed data and a replacement 
data set is populated based on this ran-
dom sample; with the improvement of 
speed and processing ability of statisti-
cal software, ≥1000 iterations (with 
more rather than less) are preferred, 
which will generate ≥1000 replacement 
data points.

 4. Because of the nature of the nonpara-
metric bootstrap, it is recommend that 
bootstrapped SEs and bias-corrected 
and accelerated 95% CIs be provided 
when reporting the distribution [23].
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quality of life is constant between time points 
(rather, there is a linear change in a person’s util-
ity between time points), and so is considered a 
more accurate measure of calculating utility, 
incremental benefit, and QALYs over time.

In general, QALYs could be calculated using 
the AUC method in two ways: (1) at the group level 
using the mean utility value, and (2) at the patient 
level using patient-level utility values. It is gener-
ally recommended that the patient level be used 
rather than the group level, if possible [29]. The 
AUC method for calculating QALYs using patient-
level data can be expressed using Eqs. 7.3 and 7.4:
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where u is the utility score, i denotes an individ-
ual, and t is time, so that at baseline, t = 0. For 
each group j (where j represent the two groups 
being assessed [e.g., intervention and control]), 
the consecutive time measures can be added, 
averaged, and then rescaled (δ) for the percentage 
of a year that t and t − 1 cover. The total QALYs 
(Q) for the whole estimation period (T) is then 
the sum of the utility values across all time points 
starting at t = 1, such that

 
Q qji

T

t

jti= å
=1

 
(7.4)

In this example, total QALYs can be calcu-
lated for both groups (j), and the incremental 
benefit is the difference between the two total 
QALY (Q) values. Practical examples of using 
the AUC method and its importance for calculat-
ing incremental benefit when using the QALY 
has been described by Hunter et al. [29].

7.2.8.2  Controlling for Baseline 
Differences Between Groups

The need to control for baseline differences when 
making comparisons between at least two groups 
has become the norm within health economic 
analysis, particularly when dealing with observa-
tional data. Often, studies such as randomized 
controlled trials (RCTs) involve a process of ran-
domization (random allocation of patients to the 
intervention or control arm, for example) and 
stratification (specific allocation of certain patient 

groups or characteristics so they are equal in both 
arms) in order to try and achieve balanced charac-
teristics between the two groups, when these 
certain characteristics may have a relationship 
with the outcome of interest (health state, utility, 
or cost of care, for example). Baseline adjust-
ments can also be used to control for these group 
differences, but it should be noted that adjusting 
for baseline differences does come with some 
caveats, and some guidelines or recommendations 
for adjusting for baseline covariates have been 
published [30]. Although patient characteristics 
such as age and sex could be controlled for in the 
baseline adjustment, the examples here focus on 
utility and cost differences because these aspects 
are not usually directly controlled for, even in a 
randomization or stratification process. The rec-
ommended method for baseline adjustment is a 
regression-based method, whereby the outcome 
of interest is the response variable and explana-
tory variables could include a binary dummy vari-
able of the two groups (e.g., 0 = control group; 1 
= intervention group) for comparison and base-
line utility or costs. An educational review about 
dealing with utility data including baseline adjust-
ments (and missing data; also briefly explained in 
the next section) has been provided by Hunter 
et al. [29]; for costs these adjustments have been 
described by van Asselt et al. [31].

7.2.8.3  Controlling for Missing Data
Missing data – where the data for analysis obtained 
from self-reported methods or even healthcare sys-
tems are often incomplete – are a problem for eco-
nomic analysis. Reasons for incomplete data could 
be poor response rates and inadequate or untrust-
worthy data collection or recording, among others. 
Issues with missing data may be the result of a 
study design flaw, but for the purpose of this sec-
tion the focus is on how to deal with missing data 
using statistical  methods while assuming that 
repeat or further data collection is not an option. 
First, it is up to the analyst to determine the “level 
of missingness”; for example, are the data:

 (a) Missing completely at random: no relation-
ship exists between the data that are missing 
and any values in the data set, missing or 
observed.
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 (b) Missing at random: no relationship exists 
between the missing data and the mechanism 
of their missingness, but this mechanism 
may be related to the observed data.

 (c) Missing not at random: a relationship exists 
between the missing data and mechanism of 
their missingness

Dealing with missing data is explored and 
described in more detail by Little and Rubin [32]; 
note that if the data are missing completely at 
random, then little can be done statistically at this 
point, but when the data are determined to be 
missing at random, then imputation can be used 
to predict the missing data. Multiple univariate or 
multivariate methods are available for imputa-
tion: various linear and logistic regressions [33], 
predictive mean matching [34], and multiple 
imputation using chained equations [35]. 
Statistical software packages often include built-
 in code to perform these types of multiple data 
imputations, making what used to be quite com-
plicated methods relatively simple when used 
appropriately. Multiple imputation using chained 
equations has become particularly popular over 
the past decade; guidance on using this method 

with an example focused on mental health data is 
described by White et al. [35].

7.2.8.4  Mapping (Cross-Walking) 
for Cost-Utility Analysis

Statistical mapping has become popular for health 
economic analysis as a method for enabling the 
ability to perform CUA when a preference- based 
measure (e.g., the EQ-5D) was not administered 
within a trial but a non- preference- based measure 
(e.g., HADS) was administered and for which a 
mapping algorithm exists. The mapping algorithm 
defines the statistical relationship between the two 
measures, so that if you know the score for one 
measure (e.g., HADS), you can use the algorithm 
to calculate the (preference-based) score of the 
other measure (e.g., EQ-5D). Brazier et al. [20] 
describe a few examples of this process of map-
ping from a mental health condition-specific mea-
sure (e.g., HADS) to a generic preference-based 
measure (e.g., EQ-5D) in order to elicit a mapping 
algorithm to be used in the future when the non- 
preference- based measure has been administered 
but a preference-based measure has not (i.e., in 
this example, the HADS was administered but the 
EQ-5D was not).

Linear approximation

Area of difference

Simple extrapolation

Time horizon

Point 5Point 4Point 3Point 2
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Fig. 7.5 Calculating utility over time using simple extrapolation or area under the curve
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Methods for producing these mapping algo-
rithms (that is, producing mapping algorithms for 
future use when data from preference-based and 
non-preference-based measures are available to 
infer the statistical relationship) have well set out 
guidelines that include methods for their use, 
regression models that could or have been used, 
as well as methods for assessing performance, for 
example, assessing the goodness of fit (e.g., 
assessing the R2 statistic) and predictive ability of 
the fitted models (e.g., assessing mean absolute 
error) [36]. These guidelines should be consulted 
if there is an interest in or requirement to perform 
cost-per-QALY analysis but a preference-based 
measure has not been administered within a study 
–a mapping algorithm may exist and could enable 
this analysis; if an algorithm is not available, 
these guidelines describe how to elicit a mapping 
algorithm if the appropriate data are available 
from a which a mapping algorithm could be elic-
ited (i.e., an existing data set with a preference- 
based and non-preference-based measure 
included and from which a statistical relationship 
could be inferred). Caveats to using these algo-
rithms also exist and are described within the 
guidance [36]. As of September 2013, a database 
of mapping studies was published by the Health 
Economic Research Centre (http://www.herc.
ox.ac.uk/downloads/mappingdatabase) [37].

7.3  Modeling Methods 
for Health Economics 
and Economic Evaluation

7.3.1  Overview of Economic 
Modeling

The design of an economic evaluation requires 
good-quality data on patient outcomes, the 
costs of an intervention, and its comparators. 
Investigators are frequently limited in the quan-
tity and quality of data obtained from a clinical 
study, which does not allow an adequate assess-
ment of the economic effect of a healthcare 
intervention. This has given rise to mathemati-
cal modeling methods that combine multiple 
sources of data in order to assess economic end 
points that may not be available from a single 

clinical study and that might occur beyond the 
time horizon of the original data source. This 
overview of modeling methods offers an intro-
duction to the various types of decision-ana-
lytic model commonly used to support 
economic evaluations in healthcare and out-
lines the essential elements of a model, such as 
nodes, states, time horizon, and cycle duration. 
This section includes a comment on appropriate 
methods used for sourcing information to popu-
late model parameters and offers a guide for 
reporting economic analysis results obtained 
using both trial-based and modeling methods, 
including appropriate methods for reporting 
point estimates and uncertainty.

A decision-analytic model combines informa-
tion on the likelihood of each consequence with 
the values of outcomes to estimate the expected 
value of each alternative option. The likelihood of 
occurrence of each event built into the model is 
determined by probabilities, which are derived 
either from primary data collected as part of a 
clinical study or secondary data obtained from 
external sources, including previous epidemio-
logical studies, systematic reviews, or meta- 
analyses. The values of consequences are 
evaluated in a way similar to CEA (see Chap. 5) 
or CUA (see Chap. 6), and they typically include 
the total cost per participant accumulated over the 
model horizon and a measure of outcome, such as 
QALYs, life years gained, or a clinical outcome.

One important function of decision-analytic 
models is the possibility of incorporating the 
uncertainty of consequences over a defined time 
horizon. Decision-making in healthcare inevita-
bly has to deal with uncertainty around the like-
lihood of the success or failure of interventions, 
as well as variability around the impact of the 
chosen intervention on the cost of treatment and 
patient outcomes. This chapter discusses two 
types of uncertainty: one that deals with the 
variation of costs and outcomes among individ-
uals, known as first-order or stochastic uncer-
tainty, and variation of the expected value of an 
outcome among multiple trials or samples, 
which is known as second-order uncertainty. An 
appropriately designed decision-analytic model 
needs to characterize both types of uncertainty. 
The issue of uncertainty within decision-analytic 
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modeling in healthcare is explored in more 
depth in Sect. 7.3.7.

Decision-analytic models are often used by 
healthcare authorities to provide evidence on 
whether to reimburse for new health technologies 
[38]. In the context of healthcare in the United 
Kingdom, the National Institute for Health and 
Care Excellence requires that appraisal for candi-
date technologies for reimbursement by the 
National Health Service (NHS) involve an explic-
itly defined decision problem, a synthesis of the 
evidence, and characterization of uncertainty 
around economic end points using a probabilistic 
analysis. Therefore, all three of these aspects are 
vital for a model-based analysis, which aims to 
inform a health technology assessment (HTA).

This section offers an overview of the model-
ing designs most frequently used in economic 
evaluation, rather than an exhaustive list of all 
types of model used, of which there is a large 
number within a rapidly growing field. This text 
is designed as an introduction to the key concepts 
in modeling and the principal decisions involved 
in the design of a model, with reference to 
advanced texts for a more in-depth exploration of 
the subject. Definitions of the concepts addressed 
in this chapter can be found in Box 7.9.

Modeling is applicable to decision problems 
in the context of mental health. This section uses 
an example of a model-based economic evalua-
tion of a mental health intervention from the 
empirical literature to illustrate the main issues in 
the design, conduct, and interpretation of 
decision- analytic models for the purpose of eco-
nomic evaluation.

7.3.2  Designing a Model: 
Conceptualizing 
and Illustrating the Decision 
Problem

7.3.2.1  Defining the Relevant Decision 
Problem, Population, Setting, 
and Comparators

Designing a decision-analytic model requires a 
number of necessary steps. Examine each of 
these is examined here in the context of a study 

by Stevenson and colleagues from the University 
of Sheffield (in the United Kingdom), who aimed 
to estimate the cost-effectiveness of group cogni-
tive behavioral therapy (CBT) in the treatment of 
postnatal depression (PND; also called postpartum 
depression) as an example of a model-based 

Box 7.9 Definition of Key Terms Used 
in Decision-Analytic Modeling

• Decision tree: A graphical method of 
representing every consequence of a 
decision using branches and nodes

• Node: An element of a decision-tree 
model corresponding to a change in the 
pathway, such as a decision, stochastic 
event, or end of the pathway

• Transition probability: Probability of an 
individual patient progressing to a par-
ticular pathway or state in a model

• Time horizon: The time interval over 
which the consequences of treatment 
are evaluated

• State transition model (STM): A model 
that represents a decision problem in 
terms of a set of discrete health states 
and transition probabilities between 
health states

• Markov model: An STM that assumes 
that the probability of progression for an 
individual is explanatory of past health 
states

• Microsimulation: An STM that simu-
lates the progression of individuals, 
rather than the entire cohort, at predeter-
mined time intervals

• Discrete event simulation: A decision- 
analytic model that simulates the time to 
progression to one of a discrete set of 
events

• Expected value of information analysis: 
An approach for quantifying the 
expected monetary value of reducing 
uncertainty around a decision problem 
by obtaining additional or better-quality 
information through research
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economic analysis of a mental health interven-
tion [39]. The details of the study are described in 
Box 7.10.

 1. The first step involves formulating a clear 
research question. It must be set in the form of a 
decision problem presented to a decision maker 
with a limited set of options. In our example, the 
authors used a decision-analytic model to exam-
ine whether group CBT is a cost-effective treat-
ment option in women with PND.

 2. The next step involves identifying relevant 
treatments to be included as comparators in 
order to place the proposed treatment in the 
context of existing modes of care offered to 
patients. Current practice for PND was 
identified as individual CBT and usual pri-
mary care. The authors thus compared 
group CBT with these two alterative 
options.

 3. The authors specified that the cost- 
effectiveness analysis (CEA) included all 
healthcare settings and the model population 
included women with a diagnosis of PND or 
who had been identified as being at high risk 
of developing PND.

 4. After defining the question and the relevant 
options, the investigators stated which end 
points were used to evaluate each option. 
The study used QALYs as a measure of 
utility- weighted health gain to compare the 
intervention with the control treatments over a 
1-year time horizon.

Before proceeding with the model design and 
analysis, the authors explicitly stated the alterna-
tives to the intervention currently available to the 
decision maker, the end points used to evaluate 
the proposed intervention against these alterna-
tives, the setting in which it is planned for deliv-
ery, and the target population.

In the context of healthcare decision-making, 
economic evaluation typically includes measures 
of cost and treatment outcome. Economic analy-
ses commonly include those measures of cost 
and outcome which are strategically relevant to 
the party in charge of funding the proposed inter-
vention in the context of a healthcare system 
(such as an insurance company or state).

7.3.2.2  Model Time Horizons 
and Cycles

The time scale across which treatment conse-
quences are evaluated influences model design 
decisions. Models that evaluate the impact of an 
intervention over the time horizon of a clinical 
trial with limited follow-up may involve a rela-
tively simple design, with most evidence sourced 
from primary data for costs and outcomes. 
However, modeling is more commonly used to 
evaluate the economic consequences of an inter-
vention beyond the follow-up period of the origi-
nal clinical study. A major advantage of modeling 
is that it may be used to synthesize evidence on 
treatment efficacy, cost, and patient outcomes 
from multiple secondary sources.

In our example evaluation of group CBT in 
women with PND, different data sources may be 

Box 7.10 Example Study: Cost- 
Effectiveness of Group CBT for PND: 
Stevenson et al. [39]
Background: The authors aimed to evaluate 
the cost-effectiveness of group CBT com-
pared with usual care in women with PND 
up to 1 year after birth.

Methods: A modeling analysis simu-
lated the comparative effect of CBT com-
pared with usual care for improving 
symptoms of PND and utility, which were 
estimated by mapping the Edinburgh 
Postnatal Depression Scale (EPDS) to a 
preference-based outcome measure (the 
six-dimension Short Form [SF-6D]). An 
incremental CEA was conducted by esti-
mating the mean difference in the cost of 
delivery of group CBT and usual care per 
QALY gained as a result of the interven-
tion. Model parameters were populated 
through data synthesis from published 
studies and expert opinion.

https://www.journalslibrary.nihr.ac.uk/
hta/hta14440#/abstract
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used to populate each component of the model. 
For instance, the efficacy of PND relative to the 
two comparison treatments may be estimated 
from the results of a systematic review of pub-
lished studies. The short-term effect in terms of 
QALYs gained as a result of each treatment may 
be sourced using self-reported outcomes col-
lected from patients with PND. The impact of 
treatment on QALYs generated later in life can be 
extrapolated by combining data collection during 
the follow-up period of the clinical study with 
knowledge of the progression of disease obtained 
from the published literature, then applying 
QALY weights using an AUC approach (the 
AUC method is described in Sect. 7.2.8.1. In cer-
tain cases a modeler may wish to incorporate the 
impact of treatment on the probability of events 
occurring in the future after treatment, including 
recurrence, complications, and death. This likely 
requires a considerably more complex design, 
with a longer pathway and a larger number of 
branches. A more complex design would often be 
required to adequately model such a scenario, 
such as ones featuring Markov chain processes or 
individual-level simulation. These model types 
are defined and examined in Sect. 7.3.4.

Similarly, the timing of disease progression is 
a key consideration for model design. The rate at 
which patients move through a model nodes 
needs to reflect the amount of time that typically 
elapses between the different stages of the dis-
ease or therapy represented in the model.

7.3.3  Decision-Tree Model: A Basic 
Model Structure

The structure of the model reflects both the nature 
of the decision problem and the natural history of 
the disease or other process in question. In our 
example in Sect. 7.3.2.1, the model would involve 
the typical therapeutic pathway for PND and 
would include the possible future consequences 
and subsequent treatment involved under differ-
ent scenarios. Evaluating the decision problem 
involves breaking it down into components. First, 
split the model into separate mutually exclusive 
pathways corresponding to each option: group 

CBT, individual CBT, and usual primary care. 
The initial part of the model contains information 
on the estimated efficacy of each treatment and 
the cost of delivery. This is followed by the short- 
term consequences of each treatment option: in 
our example this involves estimated improve-
ment in quality of life based on the EPDS score 
determined 6 months after treatment. Some deci-
sion problems require the evaluation of long-term 
outcomes, which would require additional model 
components to reflect the effect of alternative 
treatments on life expectancy and QALY gain 
over a lifetime time horizon. The structure of the 
model and the elements included should reflect 
the research question and the nature of the dis-
ease or therapeutic process under investigation.

A basic way of breaking down a decision 
problem into its component parts is to represent it 
using a decision tree, which is a visual represen-
tation of the available options and the conse-
quences corresponding to each choice. A 
decision-tree diagram includes all transitions 
occurring in the model and nodes representing 
decisions and chance events. Figure 7.6 presents 
an example of a decision-tree diagram for the 
problem outlined in Sect. 7.3.2.1, and Fig. 7.7 
defines each node used in the diagram. A stan-
dard way of illustrating nodes in a decision tree is 
from left to right, reflecting the logical sequence 
of decisions and events that are expected to fea-
ture in the pathway.

A decision-tree model contains various ele-
ments. The initial decision node in Fig. 7.6 repre-
sents the choices for treatment of women with 
PND presented to the decision maker. From this 
initial decision node, several branches lead to cir-
cular symbols, which represent chance nodes 
corresponding to the three therapy options: group 
CBT, individual CBT, and standard primary care.

Chance nodes indicate points in the model at 
which two or more possible paths of progression 
exist, and movement of a patient through a node 
is governed by transition probabilities. In our 
example, chance nodes represent the probability 
of success or failure of a therapy and each conse-
quence from these therapy outcomes in terms of 
disease progression. Each chance node must con-
tain at least two subsequent paths of progression, 

7 Introduction to Statistics and Modeling Methods Applied in Health Economics



140

and transition probabilities of each consequence 
necessarily sum to 1 (100%); this is known as 
probability coherence. The consequences that 
follow the decision and the initial response to 
therapy are entirely response on the nature of the 
disease being modeled and the aims of the analy-
sis. The model may end at this point if the inves-
tigator aims to examine only the proportion of 
patients responding to each treatment. However, 
health economists are typically interested in final 
patient end points, such as cost and QALY gain 
per patient, rather than process outcomes such as 
dose response or clinical markers. Therefore, 
pathways represented in health economic models 
tend to include all events up to the final patient 
outcome for a defined time horizon. The final 
nodes in the model, known as terminal nodes, 
represent the point at which the expected values 
of consequences of each treatment option are 
evaluated.

Figure 7.6 represents the decision-tree struc-
ture for the model by Stevenson et al. [39] used as 
the example in this section. The chance nodes, 
which follow the square decision node on the far 
left, each include two options: the treatment is 
either effective or ineffective. The progression of 
patients through the pathway is governed by the 
transition probabilities corresponding to the 
treatment effect of each option: pGCBT for group 
CBT, pICBT for individual CBT, and pUPC for 

usual primary care. The values of end points are 
ascertained at the terminal nodes represented on 
the right side of the diagram.

Figure 7.7 represents the definitions of the dif-
ferent node types used in a decision-tree model.

7.3.4  More Complex Model Designs

7.3.4.1  State Transition Models
In certain cases, the consequences of therapy 
may be conceptualized in terms of discrete health 
states. For instance, in our example evaluation of 
group CBT described in Sect. 7.3.2.1, treatment 
may result in one of three outcomes: recovery (no 
depression), no change (depression), and death. 
Each of these outcomes has consequences in 
terms of healthcare services use and individual 
utility in the future. A state transition model 
(STM) can be used to represent a decision prob-
lem in terms of mutually exclusive discrete health 
states that form part of a known disease or treat-
ment pathway [40]. The movement of individuals 
through the cohort is determined by the likeli-
hood of each outcome (transition probabilities), 
and the consequences of the model are deter-
mined by state values (costs and outcomes asso-
ciated with each health state). The disease or 
treatment pathway incorporates the natural his-
tory of the disease and the effect(s) of treatment.

Group CBT

Individual CBT
Woman with
PND

Usual primary care

Effective

Ineffective

Ineffective

Ineffective

1-UPC

1-ICBT

1-pGCBT

pUPC

pICBT

pGCBT
Cost of GCBT/utility depression-free

Cost of CBT/utility depression-free

Cost of UPC/utility depression-free

Cost of GCBT/utility in depression

Cost of CBT/utility in depression

Cost of UPC/utility in depression

Effective

Effective

Fig. 7.6 Simple decision-tree model
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STMs are useful when an investigator wishes 
to reflect the timing of events or repeated events 
in a model. For instance, the amount of time 
spent in a depressed state as a result of PND var-
ies from patient to patient. Some patients may 
remain depressed for the remainder of their lives, 
whereas others may become depressed for a sec-
ond time following recovery from PND. These 
features may be incorporated into a classic deci-
sion tree using nodes. However, incorporating 
multidirectional movement and timing of events 
results in an exponential growth of the number of 

nodes in a model, increasing the likelihood of 
error in its design. An STM may be a more appro-
priate option for more complex decision prob-
lems, such as the one illustrated in Fig. 7.8. All 
patients start in the PND state. Treatment results 
in one of three outcomes: remain in PND, recov-
ery (move to a depression-free state), and deterio-
ration (move to a general depression state). In 
future life years, patients may transition back and 
forth between depression-free and general 
depression states until death, when they move to 
the absorbing state “Dead.”

Fig. 7.7 Definitions of 
nodes used in a 
decision-tree diagram

PND

Death

Depression-
free

General
depression

Fig. 7.8 Example of a 
state transition model
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STMs have structural similarities to decision- 
tree models and may be conceptualized using a 
Markov tree. The model starts with a decision 
node representing the alternative options in the 
decision problem, with branches leading to mul-
tiple Markov nodes, which represent the modeled 
health states. Three types of STMs are described 
below: cohort simulation models, Markov mod-
els, and microsimulations.

7.3.4.1.1 Cohort Simulation Model
The most basic type of STM is a cohort simula-
tion model, which involves the progression of an 
entire cohort through the model pathway at the 
end of each cycle. An STM is a way of represent-
ing a continuous process, such as disease progres-
sion, in discrete terms whereby individual health 
states correspond to stages of disease and the cor-
responding costs of treatment. Once the model 
has reached a terminating condition set within the 
model (maximum number of cycles elapsed, all 
patients reaching the absorbing state, or other, 
depending on the objectives of the analysis), the 
costs and outcomes are summed for each patient 
in order to estimate the mean cost and outcome 
per patient for the purpose of a cost- effectiveness, 
cost-utility, or cost-benefit analysis.

In a cohort simulation design, the conse-
quences of decisions are modeled as transitions 
between health states, rather than as a sequence of 
chance nodes. This design allows patients to 
remain in a particular state for a longer time 
period or to return to an earlier part of the path-
way and experience an event more than once. A 
cohort simulation model design is appropriate if 
the timing of events is consistent, in which case 
the decision problem can be modeled as a 
sequence of cycles with equal durations. The cho-
sen cycle duration necessarily needs to reflect the 
natural history of the modeled disease process.

Markov Cohort Models
Cohort simulation models are commonly referred 
to as Markov models if they assume the 
Markovian condition, which stipulates that the 
progression of an individual from each state is 
explanatory of the individual’s history. As a 
result, Markov models are often referred to as 
“memory-less” models, in the sense that they do 

not retain information about events that previ-
ously occurred within the model. This may be a 
limitation for certain applications, as patient out-
comes are often response on past events. This is 
particularly relevant in a situation where the 
probability of an event is a condition of its occur-
rence in the past, such as the probability of a 
repeat stroke or myocardial infarction. Memory 
can be built into cohort models by creating addi-
tional health states, which may result in excessive 
complexity if the initial model is large.

Patients in a Markov model accumulate costs 
and outcomes according to the number of cycles 
spent in each health state within the model. The 
aggregate cost and outcome for each individual 
patient in the model is estimated once they reach 
a final state from which no transitions may occur, 
which is known as an absorbing state, or the 
model time horizon is reached. The most com-
monly used absorbing state in health economic 
Markov models is “dead.”

However, cohort simulation models do not 
take into account heterogeneity among patients. 
They make the assumption that all patients in the 
same state have an equal probability of progress-
ing from the state, which allows the entire cohort 
to be simulated at once.

Microsimulation
Individual-level simulation, also known as 
microsimulation, is an extension of the basic 
cohort simulation design. It involves simulating 
the progress of each patient, rather than the entire 
cohort, through the pathway. It is less restrictive 
than cohort simulation design in that it acquires 
memory on past events by updating patient char-
acteristics and reflects patient heterogeneity by 
sampling baseline patient characteristics from 
random distributions, which affects the progres-
sion of a patient through the model. Individual- 
level simulation is computationally intensive, 
requiring a considerably longer amount of time 
to reach stable estimates of the means and SEs of 
the cost and outcome.

7.3.4.2  Design of State Transition 
Models

Designing an STM involves a set of decisions 
similar to those in a decision-tree model.  
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An STM is only applicable if the disease pathway 
can be conceptualized in the form of individual 
health states reflecting the natural history of the 
disease and the expected treatment processes.

Similar to decision-tree models, in STMs 
probability parameters may be populated from 
data collected as part of a previous clinical study, 
a literature review, or expert opinion. In the pres-
ence of collected data on the timing of events, it 
may be possible to derive transition probabilities 
from hazard functions estimated using paramet-
ric time-to-event models, as described by Briggs 
et al. [41]. The effects of the intervention treat-
ment, such as risk ratios, odds ratios, and hazard 
ratios for specific outcomes from clinical stud-
ies, may be incorporated into the model by mod-
ifying the transition probabilities for the 
corresponding health states in the intervention 
pathway. In addition, the treatment effect may be 
reflected by changes in outcomes attached to 
health states. Similarly, cost and utility effects 
for each comparator may be incorporated using 
state cost values using self-reported methods 
(e.g., the EQ-5D and resource use question-
naires) or the literature. Given that most clinical 
studies collecting self-reported outcomes have a 
limited follow-up duration, investigators need to 
consider carefully how cost and utility effects 
may evolve beyond the time horizon of the origi-
nal study.

7.3.4.3  Discrete Event Simulation
A different type of individual-level simulation 
known as discrete event simulation (DES) 
models the progression of patients through a 
pathway using the amount of time spent in a 
particular state, rather than probabilities of pro-
gression. A DES samples the “length of stay” 
for each individual in any particular state as a 
function of the characteristics of that particular 
individual. Just as in a standard microsimula-
tion, DES builds previous events into a memory 
that affects future progression. Thus a DES 
may be used to build both heterogeneity (pro-
gression response on patient characteristics) 
and memory into a model. For a more compre-
hensive overview of DES models, refer to 
Karnon et al. [42].

7.3.5  Methods to Measure 
Consequences

Each consequence of a modeled decision has a 
corresponding end point, depending on the 
research question. One of the end points in a 
health economic model typically reflects the 
resource use or the cost of the initial treatment 
and its consequences. The other end point typi-
cally measures the outcome of treatment. This 
may be an intermediate outcome, such as days of 
illness avoided or improvement in symptoms. 
The expected value of each endpoint is calculated 
for each pathway to compare the consequences of 
each alternative. These end points are then used 
for the purpose of an economic evaluation, such 
as CUA or cost-benefit analysis. Well-designed 
models should incorporate features that allow 
each option to be placed in the context of the bud-
get constraint or WTP threshold relevant to the 
healthcare system in question.

Public bodies that issue guidance based on 
evidence from economic evaluations assign 
greater importance to final patient outcomes, 
such as QALYs gained (see also Chap. 6), com-
pared with intermediate or surrogate clinical out-
comes. However, preference-based scores that 
are used to compute QALYs may not always be 
available. In this case mapping, which is a method 
of converting a condition-specific clinical mea-
sure into a preference-based one, may be used to 
derive QALY estimates using a clinical outcome 
(see Sect. 7.2.8.4 for a description of mapping).

This was the approach taken by Stevenson 
et al. [39] in our example. PND affects health and 
quality of life only in the first 12 months follow-
ing birth, after which any cases are reclassified as 
general depression and would thus be beyond the 
scope of PND care. To handle this issue, the 
authors decided to use an under-the-curve 
approach to estimate the incremental QALY 
gains of the intervention, rather than a standard 
approach that would assume proportional QALY 
gains in patients with and without the disease. 
Data on the improvement of PND symptoms at 6 
months were used to estimate the incremental 
gain in utility, which linearly approached zero 12 
months after treatment initiation.
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In some cases it may not be possible to map a 
non-preference-based measure to one that is 
determined by patient preferences for use in an 
economic evaluation because of an absence of 
prior studies that collected both outcome mea-
sures simultaneously. In this case, an investigator 
may opt to use a clinical or surrogate outcome as 
the denominator in the ICER. This is a common 
approach in evaluations of mental health inter-
ventions because of uncertainty in the effect of 
mental health conditions of patient quality of life. 
For instance, Peveler et al. [43], in an RCT of tri-
cyclic antidepressants, selective serotonin reup-
take inhibitors, and lofepramine for the treatment 
of depression in primary care, used depression- 
free weeks as the outcome of choice in their eco-
nomic evaluation, which was justified by the fact 
that the effect of depression on patient utility was 
unknown. The end point of the economic evalua-
tion was thus the mean cost per depression-free 
week gained. The authors used CEA, rather than 
CUA (see Chaps. 5 and 6).

7.3.6  Sourcing Values for Model 
Parameters

In Sect. 7.3.1, we noted that modeling is appli-
cable in situations when data from multiple 
sources need to be combined in order to conduct 
an economic evaluation. Lack of data on the costs 
and outcomes of treatments is a frequent issue in 
under-researched areas of healthcare, which 
nonetheless require economic evaluations to 
inform decisions about resource allocation. 
Health economists frequently work with patient- 
level study data, which have a short follow-up 
(i.e., <1 year) or missing cost and outcome vari-
ables, which are required to carry out an eco-
nomic evaluation. One of the solutions in this 
case is to complement study data with informa-
tion from external published sources, which may 
include previously published peer-reviewed arti-
cles or HTA reports. In the absence of estimates 
from published sources that are representative of 
the study population, expert opinion may be 
sought to form a more complete picture of the 
economic impact of an intervention.

In our example outlined in Sect. 7.3.2.1, the 
authors found little evidence on the clinical and 
economic effectiveness of CBT for the treatment 
of PND. They constructed a model that used esti-
mates of clinical effectiveness from an RCT. The 
chosen outcome measure for the analysis was the 
number of QALYs gained. However, as the RCT 
used as the primary source of effectiveness data 
used a condition-specific measure (EPDS), the 
authors had to find a way to estimate a utility 
score. This was done by mapping the EPDS (a 
condition-specific measure) to the SF-6D (a 
preference- based measure; the measure is 
described in Chap. 6) using data from another 
RCT that collected data for both measures. A 
regression model with Monte Carlo simulation 
was used to estimate the relationship between the 
EPDS and SF-6D scores among study patients 
and construct a CI for incremental utility gain. 
Finally, the authors estimated the cost of deliver-
ing the intervention and comparators by combin-
ing resource use assumptions made in previously 
published studies with those obtained from expert 
opinion.

Our example illustrates how decision-analytic 
modeling may be used to combine information 
from published sources to inform an economic 
evaluation. A similar approach is appropriate 
when populating parameters for other types of 
models, including STMs and DESs. More com-
plex designs incorporate a large number of com-
ponents, which determine the probability of 
transition and how cost and outcomes are accu-
mulated over a model’s pathways. Such models 
frequently combine data from many primary and 
secondary sources.

It is important for investigators to have a con-
sistent search strategy in order to obtain literature- 
based estimates for a model. Modelers may begin 
by conducting a search of large databases of the 
medical literature, such as MEDLINE and 
EMBASE, using terms from the Medical Subject 
Headings terminology. Systematic reviews may 
be searched using the Cochrane Library. These 
databases contain both clinical and health eco-
nomic studies. For a more targeted search of pre-
viously published economic evaluations, one 
may additionally search the NHS Economic 
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Evaluation Database or HTA reports, which are 
all available from the Centre for Reviews and 
Dissemination at the University of York [44]. As 
in any review of scientific evidence, investigators 
must consider studies in the context of the hierar-
chy of evidence. Priority should be given to meta- 
analyses and systematic reviews of RCTs, 
followed by individual RCTs, which are gener-
ally considered to have better internal validity 
than other study designs. In the absence of evi-
dence from these types of studies, a model may 
incorporate the results from other types of stud-
ies, including observational and case-control 
studies with adequate control for nonrandom 
treatment assignment, followed by cross- 
sectional studies and case series.

Modelers may sometimes make use of data-
bases that specifically focus on the measure-
ment of health economic end points. These 
include the Health Utility Database developed 
by the School of Health and Related Research at 
the University of Sheffield [45], which holds a 
library of studies reporting health state utility 
values for economic evaluations. Another exam-
ple is the Database of Instruments for Resource 
Use Measurement [46], developed by Bangor 
University in collaboration with institutions in 
the United Kingdom; this database contains a 
comprehensive list of resource use question-
naires (see Chap. 13) for use in economic evalu-
ations, with links to specific studies that have 
used these instruments in practice.

The choice of data source to inform cost 
parameters in a model depends on the cost per-
spective and healthcare setting in which the pro-
posed intervention has been set. This aspect of a 
search for evidence is country-specific and often 
depends on the availability of cost estimates spe-
cific to the healthcare system in question. In the 
context of economic evaluation in England, 
investigators often use published sources of unit 
costs to derive cost parameters, which are subse-
quently attached to resource use items. These 
include the NHS Reference Costs (Department of 
Health) [47], which provides unit costs for hospi-
tal inpatient and outpatient care in a dictionary of 
unit costs for primary, specialized, and social 
care issued by the Personal Social Services 

Research Unit [48]. The British National 
Formulary [49] is used to obtain unit costs of 
medications. Alternatives to these data sources 
include unit costs obtained from previously pub-
lished studies and reimbursement costs for pack-
ages of care or equipment obtained directly from 
the finance department of a clinic or hospital.

One of the aims of a modeling analysis is to 
characterize uncertainty around the consequences 
of each option in a decision problem. To this end, 
a modeler needs to obtain estimates of the disper-
sion, as well as point estimates for the value of 
model parameters. One must therefore pay atten-
tion to CIs or SEs reported in studies. This applies 
to all parameters, including clinical effectiveness 
(95% CIs for risk, odds, and hazard ratios), cost 
and utility estimates (a range of 95% CIs). Where 
applicable, investigators should derive distribu-
tion parameters for variables, if such information 
is available – for example, from a previously con-
ducted probabilistic sensitivity analysis. Accurate 
estimates of dispersion and parametric assump-
tions that may be reused in the model may save 
considerable time for the modeler, who may then 
focus their effort on other parts of the model.

7.3.7  Characterizing Uncertainty

7.3.7.1  Introduction to Uncertainty 
in Economic Evaluation

Economic modeling involves the estimation of 
the consequences of a healthcare intervention, 
which are often uncertain. Several factors may 
contribute to this uncertainty: the treatment effect 
of the intervention compared with the control, 
resource use during the model time horizon, and 
individual utility scores in response to treatment. 
In addition, the mean values of parameters esti-
mated empirically are likely to vary from sample 
to sample.

A model that simulates a disease process with 
the aim of informing a healthcare decision needs 
to examine how uncertainty in the values of inputs 
translate into uncertainty around its outputs and 
the decision in question. Addressing uncertainty 
in decision analysis is of importance to healthcare 
policymakers for three reasons. First, resource 
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allocation decisions should be based on the 
expected values of model outputs, rather than 
model inputs. It is thus necessary to obtain the 
distribution of an output by making distributional 
assumptions regarding model inputs, particularly 
in the presence of nonlinear relationships (which 
is the case with cohort simulation or more com-
plex models) [50]. Second, it is of interest to deci-
sion makers in a publically funded healthcare 
system to know the probability of making a sub-
optimal decision, as reversing it may entail sig-
nificant costs. Third, identifying which parameters 
contribute most to decision uncertainty is useful 
for highlighting areas for further research.

When considering uncertainty in the context of 
decision-analytic modeling, a distinction must be 
made between the different types of uncertainty 
that need to be considered. These include variabil-
ity (first-order uncertainty), parametric (second-
order uncertainty), and structural uncertainty [51]. 
The key terms used to describe uncertainty in 
decision-analytic models are defined in Box 7.11.

7.3.7.2  First- and Second-Order 
Uncertainty

At the most basic level, values of inputs vary 
from patient to patient, which is known as vari-
ability, or first-order uncertainty. The level of 
resource use over a model’s time horizon or the 
number of adverse effects from therapy will vary 
among individuals by chance. These differences 
may be driven by patient factors (heterogeneity) 
or random variation. Heterogeneity refers to sys-
tematic variability in outcomes between individ-
uals that may be explained by characteristics 
such as age, sex, or the presence of known risk 
factors. The design of the studies used as sources 
of patient data play an important role in limiting 
the confounding effects of patient or other char-
acteristics on the model outputs. If the distribu-
tion of patient characteristics is assumed to be no 
different among comparison groups, any interpa-
tient variation may be attributed to first-order 
uncertainty.

Second-order, or parametric, uncertainty char-
acterizes the variation in the mean value of a 
parameter, which is analogous to the SE of a 
coefficient estimate in a linear regression model.

Box 7.11 Definitions of Key Terms Used 
to Describe Uncertainty in Decision- 
Analytic Models

• First-order uncertainty: Random vari-
ability around a parameter value among 
individuals in a data sample

• Second-order uncertainty: Variability 
around the mean value among data 
samples

• Heterogeneity: Variability around a 
parameter value attributed to the charac-
teristics of individuals

• Structural uncertainty: Uncertainty in 
model results attributable to the struc-
ture and assumptions of the model

• Deterministic sensitivity analysis: An 
uncertainty analysis designed to mea-
sure the effect of varying the values of 
individual parameters over a preas-
signed range of model outputs

• Monte Carlo error: Variability around 
output values between simulated sam-
ples generated using DES

• Probabilistic sensitivity analysis (PSA): 
An uncertainty analysis that measures 
the aggregate impact on model output of 
varying the values in all model parame-
ters simultaneously by assigning proba-
bility distributions to each model 
parameter

• Incremental cost-effectiveness plane: A 
plot of mean incremental cost (x-axis) 
and mean incremental outcome (y-axis) 
of an intervention versus control treat-
ment generated using a PSA

• Willingness-to-pay: The maximum 
amount a third-party funder is willing to 
invest per unit of outcome, typically per 
QALY gained

• Cost-effectiveness acceptability curve: 
A plot of the probability of the cost- 
effectiveness of one or more interven-
tions (based on the results of a PSA) as 
a function of the ceiling WTP per unit of 
outcome set by the decision maker
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7.3.7.3  Structural Uncertainty
In the context of decision-analytic modeling, 
structural uncertainty refers to the aggregate 
impact of the chosen design and parametric 
assumptions in a model on the values of its out-
puts. The choice of a particular design to model 
the consequences of a healthcare intervention 
invariably affects the results of the analysis as a 
result of the impacts of individual design features 
and constraints imposed by the modeler. For 
instance, a Markov model with a fixed cycle 
duration will produce results different from those 
of a DES, as the Markov model estimates the dis-
tribution of patients in a cohort across a discrete 
set of health states, rather than amount of time 
individual patients take to progress through a 
pathway. Although it is not explicitly quantified 
as part of an assessment of uncertainty in a 
decision- analytic model, investigators need to 
consider the impact of structural assumptions on 
the internal validity of a study.

7.3.7.4  Addressing Different Types 
of Uncertainty in Economic 
Models

An important role of a modeling exercise is to 
derive the distribution of the outcome based on 
defined distributions of input parameters. As 
such, uncertainty surrounding parameter values 
is generally of more interest to modelers that is 
variability among individuals. First-order uncer-
tainty is a major issue in models that simulate 
individual patients, such as microsimulations and 
DESs. In the case of these models, differences in 
outcomes among individuals who pass through 
the model are likely to influence the final model 
outcome, which is known as Monte Carlo error. 
The standard approach for minimizing error in 
individual-level models is to carry out a large 
number of Monte Carlo simulations until 
expected values and SEs become stable. This 
approach is computationally intensive and may 
be require additional computer processing power 
to execute.

Analysis of point estimates derived from a 
modeling analysis should ideally be accompa-
nied by an adequate analysis of uncertainty. This 
allows a modeler to test the robustness of the 

model output against changes in its inputs and 
assumptions. A deterministic sensitivity analysis 
can identify the key areas of uncertainty within a 
model by estimating the model’s sensitivity to a 
change in one or more input parameters. Before 
running a deterministic sensitivity analysis, the 
modeler needs to set a defensible range around 
the point estimate from observed data (a 95% CI 
based on the SE) or prior knowledge regarding 
the variability of the point estimate based on 
expert opinion.

The effect of parametric uncertainty in a 
model may be assessed using a PSA. This 
involves estimation of the uncertainty around 
expected values of the model end points through 
repeated sampling of parameter values from 
probability distributions assumed a priori.

Structural uncertainty cannot be examined as 
part of a formal uncertainty analysis of a model 
because of an absence of standard methods of 
measuring the effects of structural assumptions 
on model output. Appropriate handling of struc-
tural uncertainty involves taking a number of 
steps to improve model credibility: (a) ensuring 
the transparency of the model design by allowing 
access to technical documentation such as model 
diagrams, structural equations, and parameter 
values while ensuring that the model assump-
tions are described in language that is accessible 
to readers who may have less technical training 
than the modeler; (b) providing sufficient infor-
mation to allow the replication of the model 
results by a third party; and (c) validation of the 
model results by comparing those results with 
data obtained from an alternate source.

7.3.7.5  Reporting Uncertainty 
in a Model

Correct and transparent presentation of uncer-
tainty is an important part of good modeling 
practice. Typically, a CEA presents the value of 
an intervention relative to alternative treatments 
in the form of ICERs, which represent the addi-
tional cost incurred per additional unit of out-
come gained (e.g., life year or QALY). Other 
analyses may present the costs and outcomes in a 
disaggregated format (cost-consequence analy-
sis) or examine the net benefit of an intervention 
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by evaluating both costs and outcomes in mone-
tary terms (cost-benefit analysis; see Chap. 4). In 
each case the modeler needs to ensure that uncer-
tainty around each end point included in the 
results is adequately described. Specifically, the 
base case results of a CEA should include the 
expected value of the ICER and a CI between two 
extreme points (typically 2.5% and 97.5%) of the 
distribution of the ICER obtained from a 
PSA. Frequently, decisions based on the results 
of a PSA are supported using a graphical distri-
bution of the ICER mapped on a cost- effectiveness 
plane. This involves plotting each observation 
from a PSA on a graph, with incremental costs of 
the intervention represented along the y-axis and 
incremental outcomes along the x-axis (see the 
example in Fig. 7.9). The four corners of the plot, 
known as quartiles, represent different cost- 
effectiveness scenarios. Points falling in the 
northeast and southwest quadrants on a plot have 
both positive incremental costs and outcomes and 
both negative incremental costs and outcomes, 
respectively, resulting in a positive ICER. The 
northwest and southeast quadrants involve sce-
narios where either the numerator or denomina-
tor of the ICER is negative. The cost-effectiveness 

plane is particularly useful to interpret where 
both x-axis and y-axis values produce a negative 
ICER, which may signify that an intervention is 
dominant (a negative incremental cost and a posi-
tive outcome) or dominated (a positive incremen-
tal cost and a negative outcome). It is difficult to 
distinguish which of these is the case based on 
the ICER alone.

The aggregate effect of uncertainty around the 
values of outputs of an economic evaluation can 
be estimated using a PSA, the exact form of 
which depends on the type of analysis being 
carried out. In a CEA or CUA, where data on 
both the costs and effects of treatment are col-
lected from patients, nonparametric bootstrap-
ping can be carried out to replicate a large number 
of samples of incremental costs and effects based 
on the distribution of the observed data. This 
allows the investigator to construct a distribution 
and 95% CI of the ICER without the need for dis-
tributional assumptions. In the case of an eco-
nomic evaluation based on a decision-analytic 
model, values of inputs are drawn repeatedly 
from prior distributions and fed into the model, 
producing an implicit distribution of the ICER. In 
both cases, the results can be presented graphically 
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using an incremental cost-effectiveness plane, as 
shown in Fig. 7.9. The distribution of points in 
the cost- effectiveness plan can be used to gauge 
the probability of the optimality of each alternative 
option among a range of ceiling WTP values 
using a CEAC, as shown in Fig. 7.10.

Figure 7.9 graphically represents incremental 
cost and outcome points generated by a PSA of a 
hypothetical CEA. Most points lie in the north-
east quadrant, meaning that the decision about 
whether the intervention is cost-effective is 
response on the WTP per unit of outcome by the 
third-party funder. Some of the points lie in the 
other three quadrants, which means there is a 
probability that the intervention could both save 
costs and be more effective (dominant), or be 
more costly and less effective (dominated), com-
pared with standard care. The ceiling WTP 
threshold is represented by the slope of the 
dashed line in Fig. 7.9. An increase in the slope 
(and the amount of money the decision maker is 
willing to invest per QALY) results in a larger 
proportion of points falling below the line, which 
corresponds to a larger probability that the true 
value of the cost per QALY falls below the WTP 
threshold. The relationship between the slope of 
the WTP threshold and the probability of cost- 

effectiveness can be estimated directly from the 
cost-effectiveness plane by changing the slope of 
the line across a predefined range. Figure 7.10 
illustrates a CEAC of the probability of cost- 
effectiveness of the intervention derived from 
Fig. 7.9 across a range of WTP values per QALY 
(£0–100,000). The probability that the interven-
tion is deemed to be cost-effective at a particular 
WTP value can be read directly from the 
CEAC. For instance, if the decision maker is 
willing to allocate a maximum of £30,000 per 
additional QALY gained, the intervention has a 
69% probability of being cost-effective. The 
larger this probability, the more confidence a 
decision maker will have of making a correct 
choice to allocate scarce healthcare resources, 
and the higher the chance of the new intervention 
being adopted.

7.3.8  Expected Value of Information

The purpose of economic evaluation is to inform 
decisions regarding resource allocation toward 
new healthcare interventions. A decision model 
provides an estimate of the economic end points 
under evaluation based on currently available 
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information. Inevitably, a probability of making 
an incorrect decision exists because of the differ-
ent types of uncertainty in a model, which were 
described in Sect. 7.3.7; this is known as “deci-
sion uncertainty.” Incorrect allocative decisions 
represent an opportunity cost in terms of fore-
gone health benefits elsewhere in the system. 
Assessment of decision uncertainty through a 
PSA creates an opportunity to inform research 
priorities through analysis of the expected value 
of information (EVI). EVI analysis allows inves-
tigators to quantify the expected gain in terms of 
reduced uncertainty in a decision resulting from 
the availability of new information. A decision 
maker may delay the decision until better infor-
mation is available, which will reduce the proba-
bility of an incorrect decision, given the cost of 
additional research required to obtain more accu-
rate parameter estimates.

7.4  Reporting Results 
from Statistical 
and Modeling Analyses

This chapter provides an overview of introduc-
tory methods for statistical and modeling analy-
sis in the context of economic evaluation of 
healthcare interventions. It describes methods 
commonly used by health economists when ana-
lyzing data collected alongside clinical studies 
that are aimed at eliciting the explanatory 
effect(s) of a healthcare intervention on economic 
end points of interest, such as the cost of treat-
ment or patient utility. In the absence of sufficient 
data collected alongside a trial to adequately 
measure these end points, a variety of modeling 
methods may be used to combine multiple 
sources of information in order to evaluate the 
costs and effects of an intervention. The choice of 
which specific statistical and modeling tech-
niques to use is response on several factors, such 
as the research question, the type of economic 
end point(s) considered, the study population, 
and the time horizon. There is often more than 
one appropriate way of conducting an economic 
evaluation. Although the choice of method ulti-
mately lies with the investigator, when reporting 
the results of an evaluation it is important to state 

clearly which statistical and/or modeling methods 
were applied and why.

In Sect. 7.2.6 we described the use of regres-
sion analysis to gauge the effects of an interven-
tion on the economic end points in an economic 
analysis, which allows investigators to control for 
factors that may influence this relationship. When 
reporting the results from a regression model, it is 
important to mention the rationale for using the 
particular type of regression and to comment on 
the selection of covariates used within the analy-
sis. It is standard practice to report measures of 
goodness of fit, such as those described in Sect. 
7.2.6.4. The same applies to other statistical 
methods that may be used as part of an analysis, 
such as adjusting for bias within SEs from 
bootstrap- generated data. Any specific methods 
used to account for missing data must be 
addressed, including statistical imputation, as 
these are a potential source of bias. Accurate 
reporting of the statistical analysis methods along 
with the results adds transparency to the reported 
analysis, which allows the reader to judge the 
quality of the specific methods used and the reli-
ability of the study’s conclusions.

A study that requires multiple sources of data 
or aims to extrapolate the results of an economic 
evaluation over a longer time horizon may use 
modeling methods. The starting point in a model-
ing exercise is to state a clearly defined decision 
problem; alternative options to be evaluated; and 
the population, setting, and the time horizon 
across which the economic end points will be 
evaluated. The investigator needs to explain how 
the chosen model design will facilitate a com-
parison between the alternative strategies. In 
addition, the choice of outcome and the perspec-
tive of analysis need to be stated. The sources of 
data used to populate model parameters, such as 
transition probabilities, resource use assump-
tions, unit costs, and utility weights, need to be 
stated and referenced in order to allow the quality 
of underlying data used as a basis for the model 
to be scrutinized. Methods used to quantify 
uncertainty in the economic analysis need to be 
clearly stated, taking into account the different 
types of uncertainty present in the economic data 
(explained in Sect. 7.3.7). Ideally, any reported 
point estimates for the economic end points need 
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Key Messages

• Statistical analyses carried out as part of 
economic evaluations deal with different 
types of data: continuous, categorical, and 
dichotomous. Economic data are often 
non-normally distributed, such as right-
skewed costs or bounded utility scores.

• Regression models are used to infer rela-
tionships between explanatory variables 
(such as treatment assignment) and a 
response variable (such as cost or patient 
outcome), while controlling for other fac-
tors that may influence the response vari-
able (e.g., age, sex, health status). Different 
types of regression models exist: OLS is 
used when the response variable is con-
tinuous, and logistic regression is used 
when it is categorical/dichotomous. A 
GLM allows a parametric distribution to 
be prespecified for the response variable, 
such as a right-skewed distribution of the 
mean cost.

• More advanced statistical methods are 
used in economic evaluation to deal 
with complex economic data. Examples 
include nonparametric bootstrapping 
when it is difficult to fit a parametric 
distribution to the data, AUC analysis to 
compute QALYs, baseline adjustments 
to control for differences among groups 
in an RCT, and mapping to derive pref-
erence-based outcomes in CUA.

• Modeling is used to combine multiple 
sources of information in an economic 
evaluation when data collected along-
side a single study are insufficient to 
adequately measure the health economic 
end points, or when a study aims to 
extrapolate the results of an economic 
evaluation beyond the time horizon of 
the study data collected.

• Several types of decision-analytic 
model are commonly used for eco-
nomic evaluation: decision trees, state 
transitions, Markov chains, microsimu-
lations, and DES. The choice of model 
depends on the research question, 
model population, model horizon, 
cycle duration, and the end points used 
in the analysis.

• A modeler needs to adequately account 
for both first- and second-order uncer-
tainty and report model uncertainty 
using accepted methods, including cost-
effectiveness planes and CEACs gener-
ated using a PSA.

to include a measure of spread, such as an SE or 
a 95% CI, to allow a reader to acknowledge not 
just the expected cost or outcome, but the range 
of values across which it could vary.

The consistent application of good practices 
when conducting and reporting statistical and 
modeling analyses as part of economic evalua-
tions will improve the quality of evidence on the 
relative cost-effectiveness of competing health-
care interventions, leading to better informed 
decision-making.
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Equity and Efficiency

Anita Patel

Abstract

There are insufficient resources to meet all health care needs, and some form 
of prioritization is needed to ensure that these limited resources are used to 
their best effects. Resource allocation decisions need to account for the 
goals of a health care system, which can be numerous, diverse, and possibly 
in conflict with each other. Two such goals, central in many health care sys-
tems worldwide, are to provide health care both efficiently and equitably. 
Efficiency is usually considered in terms of the relationship between 
resource inputs and outputs, with the aim being to maximize “value” from 
the given resources. While the acceptability of including efficiency consid-
erations in resource allocation decisions, the methods of doing so, and sub-
sequent successes vary, seeking efficiency is a relatively noncontroversial 
aim for any health care system. Equity refers to the fair allocation of 
resources and involves subjective and moral judgement. It differs from 
equality, which refers to an objectively equal distribution of inputs or out-
comes across a population. Definitions of equity are characterized by varia-
tions in underlying principles of access and need. While many governments 
consider equity alongside efficiency in policymaking, methods for doing so 
are not as explicit as those for efficiency considerations, and there is a belief 
that the two criteria of efficiency and equity are not fully compatible.
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8.1  Introduction

Previous chapters and this book emphasize more 
generally the disparity between the resources that 
are available for healthcare and the demands 
placed on those resources. Furthermore, resources 
are becoming ever scarcer in many health sys-
tems, while demand continues to rise. Tackling 
this growing gap is a fundamental concern world-
wide, especially for low- and middle-income 
countries [1].

Balancing supply and demand in healthcare is 
a challenge even in flourishing economies. The 
economic theory of competitive markets suggests 
that, in a perfectly competitive market, supply and 
demand will reach an equilibrium whereby no 
supply is wasted and no demand is unmet. This is 
reached through demand, supply, prices and prof-
its guiding both suppliers’ and buyers’ decisions 
about investment. If we consider the theoretical 
conditions that define a perfectly competitive 
market, however, it becomes clear why this equi-
librium cannot be achieved in healthcare markets: 
fully informed consumers, numerous sellers, 
largely homogeneous products, and freedom of 
entry into and exit from the market (see Chap. 1). 
Further, many health systems (and related sectors, 
such as social care) are publicly funded to varying 
degrees, and goods and services are often pro-
vided free at the point of delivery or for less than 
their production costs. Therefore, prices charged 
to healthcare consumers do not reflect the full 
costs of providing that care. This absence of per-
fect competition conditions and an adequately 
functional price mechanism in healthcare pre-
vents equilibrium between supply and demand – a 
situation termed market failure, which triggers a 
requirement for government intervention/regula-
tion to help achieve an efficient allocation of 
resources and address the usually negative conse-
quences of an imperfect market.

A major issue related to public-sector health-
care provision is that of limited budgets, certainly 
in relation to the costs of meeting all healthcare 
needs. At a broad level, some form of prioritiza-
tion is needed to ensure the limited resources that 
are available for healthcare are used to their best 
effects. Resource allocation is arguably more 

contentious in low- and middle-income countries 
(see Chap. 11), where there are often less 
resources for health care, significant socioeco-
nomic inequality, and larger gaps between the 
number of people with mental health problems 
and the number receiving treatment for such 
problems [1, 2].

Resourcing aside, a key complexity here is 
that the goals of a healthcare system can be many 
in number, diverse in nature, and possibly in con-
flict with each other, particularly when the health-
care economy cuts across both public and private 
sectors, as is the case in virtually all countries 
worldwide. Two such goals central to many 
healthcare systems are to provide healthcare both 
efficiently and to provide it in an equitable, 
socially acceptable way. So, the growing gap 
between the supply of and demand for healthcare 
represents not only a significant funding chal-
lenge to many governments and other agencies, 
but also a complex allocation challenge. This 
chapter thus examines these central concepts of 
efficiency and equity in turn and discusses some 
complex interactions between them.

8.2  Efficiency

Efficiency is usually considered in terms of the 
relationship between resource “inputs” and “out-
puts” (see Knapp [3], page 16, for an example of 
a production of welfare diagram), and is thus a 
measure of the extent to which a particular 
resource configuration achieves outcomes. In the 
case of healthcare, inputs could be staff time, 
equipment, and buildings, whereas outputs of 
interest could be any number of either intermedi-
ate/final health outcomes (such as correct diagno-
sis, cure, death, quality of life, quality-adjusted 
life years (QALYs), alleviation of symptoms) or 
measures of the process of care (e.g., time spent 
waiting for treatment). Economists refer to sev-
eral types of efficiency [4], three of which are 
commonly discussed in relation to health:

Technical Efficiency Technical efficiency relates 
to quantities of physical resources, for example, 
staff hours or the number of specific pieces of 
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equipment. It concerns finding a way of  producing 
a given output using the smallest amount of these 
resources, such as which of two treatment 
approaches use the least staff time to achieve a 
desired health outcome, or which of two treat-
ment approaches maximizes a desired outcome 
for an available level of staff time? Technical 
inefficiency implies that the maximum amount of 
output is not being achieved from a given combi-
nation of inputs. Examples of leading causes of 
technical inefficiency in health systems include 
inappropriate or costly staff mix, substandard or 
counterfeit drugs, and inappropriate hospital 
admissions [5].

Productive Efficiency Where treatment compari-
sons involve different, and thus incomparable, 
sets of physical resources (e.g., consultations 
with hospital staff versus self-monitoring equip-
ment), it is more convenient to consider and com-
pare the total costs, rather than physical quantities, 
of these resources. Therefore, production effi-
ciency concerns maximizing outcomes for a 
given cost or minimizing costs to achieve a spe-
cific outcome. Note that although this may be a 
more useful concept than technical efficiency for 
the evaluation of healthcare interventions, given 
the diversity of resources used even within a sin-
gle clinical condition (e.g., psychological therapy 
versus medication for depression), it nevertheless 
carries a requirement for a common outcome of 
interest to enable a comparison of two or more 
alternatives. This presents a very real challenge 
or constraint for those who want to use efficiency 
assessments in their decision-making, as dis-
cussed in Chap. 5.

Allocative Efficiency Technical and productive 
efficiency have an implicit focus on maximizing 
aggregate outcomes or minimizing aggregate 
resources/costs, without considering distribu-
tional implications. Therefore, it is possible that a 
productively optimal approach to healthcare isn’t 
the “right” mix. For example, centralizing spe-
cialist mental health services in one location may 
create productive efficiency but may also prevent 
access for particular subsets of patients (e.g., 
those without their own transportation), thus 

 providing better health outcomes for some at the 
expense of negative health consequences for oth-
ers. Such allocative concerns tend to be consid-
ered within a broader, population-level context 
because they naturally relate to the overall goals 
of health systems, which in turn may relate to 
wider goals concerning societal welfare or social 
justice.

These economic definitions clearly illustrate 
that seeking efficiency is a relatively uncontro-
versial aim for any healthcare system – hence the 
earlier chapters outlining the main economic 
evaluation methods available to assess the rela-
tive efficiency of different healthcare interven-
tions. The explicit examination of the efficiency 
of alternative treatments is therefore an activity 
undertaken by many healthcare systems, although 
the methods, successes, and acceptability of the 
approaches taken vary extensively [6], and much 
is yet to be done given the large-scale inefficien-
cies that continue to exist even in better-resourced 
healthcare systems [5]. A well-known example 
of efficiency considerations in national policy- 
making – one being emulated by many coun-
tries – is that of the National Institute for Health 
and Care Excellence in England, which produces 
guidelines for the management of specific health 
conditions/treatments, with an explicit consider-
ation of cost-effectiveness. In a completely dif-
ferent context, Brazil’s evolving priority-setting 
process has been documented by Cruz et al. [7], 
who describe the country initiating over a decade 
ago, a process to define its prioritization criteria, 
develop methodology for assessing healthcare 
interventions, commission new research, and 
produce mechanisms for disseminating assess-
ment findings. At the core of this is an explicit 
consideration of efficiency. Other key healthcare 
prioritization attempts that explicitly consider 
efficiency and are specifically in the area of men-
tal health care have been usefully described by 
Mihalopoulos et al. [8]. These include the use of 
a program budgeting and marginal analysis 
approach to appraise community mental health 
services in South Australia, whereby stakehold-
ers were asked to select options to appraise and 
define what constitutes a benefit. Three dimen-
sions of benefit were identified in this respect: 
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health gain, equity, and empowerment. Another 
example, also from Australia but subsequently 
applied in several other countries, is the assessing 
cost-effectiveness approach. This entails a 
stepped approach that starts with a relevant 
research/policy question and then proceeds, with 
stakeholder involvement, to select interventions 
and methods, assess their cost-effectiveness, and 
agree on and disseminate findings.

However, some mistrust of economic consid-
erations in health care remains [9, 10]. Reasons 
are many, ranging from misconceptions of eco-
nomics/efficiency entailing only monetary ration-
ing to concerns about the methods that are used 
to operationalize underlying economic theory to 
unease about specific decisions that incorporated 
efficiency considerations. A well-documented 
example of this comes from the priority-setting 
system implemented in Oregon in the United 
States in 1990 [11]. To try to extend health insur-
ance coverage to a larger proportion of its popu-
lation, Oregon prioritized interventions using an 
explicit ranking of condition-treatment pairs 
based on cost-effectiveness; this covered both 
physical and mental health, with effectiveness/
cost-effectiveness assessment based on the 
Quality of Well-Being Scale. Both the methodol-
ogy used to generate the list and the treatment 
decisions it implied proved highly unpopular. 
While a form of the process remains in place, the 
emphasis now is on broader criteria, although 
methodological refinement is ongoing. This 
example illustrates that the palatability of effi-
ciency considerations is very dependent on the 
robustness with and context through which effi-
ciency is assessed. Context becomes particularly 
relevant in relation to mental health because it 
carries many specific challenges for assessing 
both outcomes and costs [2], as discussed in ear-
lier chapters.

It is thus clear that efficiency considerations 
must necessarily account for other goals of a 
healthcare system. Healthcare is merely one con-
tributor to health, and health itself is one contrib-
utor to broader welfare. The outcome goals of 
healthcare systems can thus extend beyond health 
improvements toward broader societal goals such 
as welfare maximization. As mentioned earlier, 

equity remains a major criterion against which 
healthcare systems are judged – if not by govern-
ments, then certainly by those who observe, mon-
itor, and compare healthcare system performance, 
such as the World Health Organization or the 
European Observatory on Health Systems and 
Policies [12].

8.3  Equity

From the outset, it is important to note that we are 
discussing here the concept of equity, rather than 
equality. Equality refers to an objectively equal 
distribution of inputs or outputs across a popula-
tion, whereas equity refers to a more subjective, 
or moral, judgement of what is fair [13]. Given 
the subjectivity surrounding notions of equity, 
the principles of equity in the context of health-
care can vary [14, 15]. Oliver and Mossialos [15] 
describe three:

• Equal access to healthcare for those in equal 
need of healthcare

• Equal utilization of healthcare for those in 
equal need of healthcare

• Equal/equitable health outcomes

Despite much consideration in the literature, 
no consensus yet exists regarding what the cen-
tral concepts within these principles – access and 
need – even mean [15], and health outcome can 
be conceived and assessed using one of many 
ways. Oliver and Mossialos [15] discuss the sig-
nificant implications of this conceptual uncer-
tainty for policymakers internationally.

More generally, equity in the area of health-
care refers to the fair or just allocation of inputs 
(healthcare/funding) or outputs (outcomes). This 
may mean that resources may be distributed 
unequally with the aim of, for example, creating 
a more equal opportunity to benefit from health-
care, regardless of factors such as age and 
income. As mentioned earlier, this may result in a 
 situation whereby total health benefits across a 
population are lower than if such social justice 
criteria were ignored. This tension between 
equity and egalitarianism is evident in relation to 
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universal health coverage schemes [16], which 
may, for example, equalize access to healthcare 
but not necessarily provide an equitable distribu-
tion of health outcome.

Per the distinctions between different types of 
efficiency, two main types of equity are discussed 
in relation to healthcare:

Horizontal Equity Equal treatment of those who 
share similar circumstances. For example, two 
people diagnosed with the same condition with 
the same severity would receive the same health-
care package regardless of other circumstances 
such as income.

Vertical Equity Unequal treatment of those with 
unequal circumstances. An example of this may 
be offering priority access to a healthcare service 
to those from lower-income groups because they 
have a reduced overall capacity to achieve the 
same health status as those from higher-income 
groups.

Many governments explicitly consider equity 
in their policy-making (e.g., progressive income 
taxation systems address issues of vertical 
equity). Examples specifically related to mental 
health care exist: the 2015 Mental Health Act 
1983: Code of Practice in England [17] refers to 
both efficiency and equity in its “guiding princi-
ples.” However, equity in the distribution of 
health and healthcare remains elusive for many 
countries, including high-income ones [18, 19]. 
Moreover, while social justice is an important 
dimension of health, it is often perceived to be a 
dimension that competes with efficiency, requir-
ing some level of trade-off between the two [20]; 
this trade-off suggests a tension between differ-
ent stakeholders (e.g., healthcare funders versus 
healthcare recipients) (see Chaps. 9, 10, and 11).

8.4  Efficiency and Equity, or 
Equity Versus Efficiency?

While it is clear that both efficiency and equity 
broadly refer to optimal balances between out-
comes and costs, it is also evident that conceptual 
and practical definitions have many nuances, and 

that a perception exists that the two goals conflict 
with each other.

A clear example relates to the common use of 
the QALY as a metric for outcome measurement in 
economic evaluations (i.e., assessments of 
 productive efficiency). As discussed in Chap. 6, 
this outcome has several advantages for decision- 
making: it has a generic (rather than condition- 
specific) nature, it is based on preferences, and it is 
able to provide a combined measurement of two 
keys aspects of health – duration and quality of life. 
However, the equity implications of the bias of 
QALY values raise concerns since they favor peo-
ple who are less disabled or who are more likely to 
have a longer life expectancy [21], with the impli-
cation that such groups of individuals somehow 
carry greater social value [22] simply because they 
have greater opportunities to generate more 
QALYs. Various solutions to the QALY equity 
issue have been discussed; the most common is the 
use of equity/distributional weights, that is, allocat-
ing a greater weight to the QALYs of those with 
greater disability (or other disadvantage). However, 
the operationalization of this remains a challenge 
because it is unclear what the basis of such weights 
should be (see Chap. 9). More generally, it suggests 
that some level of compromise in total health gain 
(and thus in productive efficiency) is required so 
that a fairer distribution of health can be achieved, 
and it requires prior knowledge of the potential for 
individual-level health gain [22]. Franklin [22] pro-
poses an alternative approach of recalibrating 
QALY values such that the zero-to-one scale repre-
sents an individual-level capacity to benefit. The 
theory of capability and functioning [23] was 
developed as an alternative to welfarist  economics 
and is now developing quickly in the field of out-
come measurement for economic evaluation, 
including in the mental health area (see Chap. 9). 
While Franklin [22] concedes conceptual and prac-
tical challenges associated with rescaling QALY 
values still exist, it offers a start in avoiding 
“implicit discrimination” (p. 1) against some sub-
groups in the population. Developing an alternative 
approach that is not similarly characterized by 
inconsistencies is a challenge, perhaps reflecting 
the paradoxes that exist in individual and societal 
attitudes and practices related to social justice.
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Chisholm and Stewart [20] helpfully describe 
some specific competing economic incentives 
and ethical trade-offs that occur at three key lev-
els of the mental health system – government and 
society, care purchasers and providers, and users 
and carers – and in doing so summarize a long- 
accepted paradigm that “equity must come at a 
price” (p. 61). Two commonly experienced and 
discussed examples illustrate such potential 
trade-offs. First, resource pressures can prevent 
the adoption of newer and more cost-effective 
interventions, especially if they might benefit a 
smaller proportion of the population than adopt-
ing a less cost-effective intervention that can be 
delivered more cheaply overall and/or reach more 
people. Examples of this can be found in many 
contexts, but particularly in low- and middle- 
income countries, where resource pressures can 
be exceptionally acute in both monetary and 
physical terms. Second, the implications that 
may arise from the use of hard cutoffs for cost- 
effectiveness thresholds. In England, the unpopu-
larity of some decisions made on this basis has 
led to the less than equitable outcomes of excep-
tions to the rule (in relation to access to expensive 
cancer drugs) and geographic variations in access 
to healthcare within the country (since local deci-
sion makers can nevertheless offer treatments 
that are not recommended at a national level).

However, Anthony Culyer, a British econo-
mist who has long written about matters of effi-
ciency, equity, and ethics, asserts that nuances 
exist in the traditional definitions of efficiency 
and in the relationship between efficiency and 
equity, which mean that trade-offs between the 
two are not necessarily required. He illustrated 
this recently using a health frontier – a chart 
showing the health allocation between two 
groups of people – to represent a classic heath 
allocation scenario whereby the average health of 
one group can only be improved at the expense of 
less health for the other group [24]. This situation 
is termed Pareto efficiency (see Chaps. 1 and 4) 
and describes a resource allocation in which one 
person’s health cannot be further improved with-
out reducing at least one other person’s health. 
Culyer then goes on to illustrate alternative health 
allocations on the health frontier in which both 

efficiency and equity can be preserved but depend 
on what criteria are being used regarding equity 
(e.g., equal health gain versus equal marginal 
value). He therefore concludes that the important 
question “equity of what?” is the source of trade- 
offs and requires greater explicit consideration 
than it is currently given.

Equity is a key societal concern with policy 
relevance; however, proper consideration of 
equity issues are perceived by many to trail 
behind efficiency issues. It has also been noted 
that when equity is given its due consideration, it 
may involve an element of waste, for example, in 
relation to the large costs associated with admin-
istering a publicly funded health system [25] –
which again suggests some level of unavoidable 
trade-off.

8.5  Conclusion

This chapter has described how the situation of a 
lack of equilibrium or of market failure in the 
area of healthcare necessitates intervention, and 
that a common pursuit of many healthcare 
funders is the achievement of greater efficiency 
(see Chap. 1). Efficiency is simply about the opti-
mal production and distribution of resources or, 
more simply, achieving the best value. However, 
for a “commodity” as complex and emotive as 
healthcare (and health), this raises important 
questions about what efficiency/inefficiency 
actually mean and whether an efficient allocation 
of resources would be considered desirable based 
on other important criteria such as equity (see 
Chaps. 4, 9, and 10). Complex issues exist in 
terms of both definition and measurement. And 
complexities abound given the numerous social 
and physical determinants of health (see Chap. 
24) beyond the healthcare system (e.g., housing, 
income, education), particularly for the area of 
mental health, which is characterized not only by 
many determinants but also comorbidity, multi-
sectoral care inputs, broad impacts beyond health, 
and multiple outcomes of relevance.

Despite a dominant belief in the incompatibil-
ity of efficiency and equity, it is clear that any 
possible trade-off is not a direct one, and that that 
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the balance between the two is influenced by def-
initions and societal goals related to equity [24]. 
It is worth noting that while we have focused our 
attention on efficiency and equity, given their 
particular relevance and importance in health 
systems, these are nevertheless just two of many 
criteria (see Sabik and Lie [6] for others) upon 
which healthcare provision is allocated and 
judged (see Chaps. 9, 10, and 11).
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Key Messages

• Limited resources in healthcare systems 
worldwide necessitate prioritization of 
what can be offered to populations.

• Efficiency and equity are two important 
considerations in resource allocation 
decisions.

• Both efficiency and equity have several 
definitions, and the latter is particularly 
nuanced because of the greater subjec-
tivity involved.

• Efficiency and equity goals are often 
seen to be in contention with each other.
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Abstract

This chapter focuses on the ethical values that underpin different types of 
economic evaluation. Welfarism, the standard health maximization 
approach to extra-welfarism, and a capability approach to extra-welfarism 
are all discussed in terms of the different values incorporated. Alternative 
decision rules around maximization and sufficiency are also examined. 
These theoretical discussions are then supplemented by two case studies 
related to mental health. The first considers the relative priority that might 
be given to depression treatment relative to a variety of physical health 
conditions, using both forms of extra-welfarism. The second explores the 
use of health and capability measures in interventions for drug addiction. 
The evidence presented indicates that interventions for mental health con-
ditions will receive different priorities where different value judgements 
form the basis for the economic evaluation. This underlines the impor-
tance of these ethical decisions.
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9.1  Introduction

This chapter focuses on the value judgements 
that underlie the economic analysis of health-
care interventions. These value judgements are 
numerous, ranging from broad judgements, 
such as the perspective from which an eco-
nomic evaluation should be conducted, to more 
specific judgements, such as who should pro-
vide the tariff scores we use in assessing bene-
fit. One value judgement that is common to all 
such evaluative attempts, however, is a popula-
tion focus, rather than the more common ethical 
focus of clinicians on an individual patient. In 
this chapter, this population focus is assumed as 
a given for economic analysis and is not dis-
cussed further; rather, the focus is on the value 
judgements made within population-based eco-
nomic evaluations.

This chapter focuses specifically on two areas 
of value judgement: the evaluative space within 
which the economic evaluation is conducted, and 
the decision or combining rule used to make a 
judgement about the appropriate course of action.

Here, the evaluative space is concerned with 
what we are interested in assessing. This may at 
first seem self-evident: surely we are just con-
cerned about getting the best outcomes we can? 
Yet, it is considerably more complex than this. 
Traditionally, economists have been concerned 
with utility (see Chaps. 1 and 6), which is 
essentially an ordering of preferences but can 
be seen as somehow representing pleasure or 
satisfaction (See Chap. 4) [1]. Mainstream 
health economists, on the other hand, are 
focused on health, where health is often mea-
sured as concern with such factors as mobility, 
pain and anxiety, or depression, as well as the 
ability to complete functional activities [2].

While these two outcomes often align, they 
may not always do so: a good example relates to 
physical activity and obesity – my preferences 
(utility) might be maximized by eating a bar of 
chocolate and lazing on the sofa watching televi-
sion, whereas my health might be maximized by 
going for a walk and eating a carrot or a stick of 

Key Points Summary

• All economic evaluations are based on 
particular ethical positions; the value 
judgements that result from these ethi-
cal positions drive how an economic 
evaluation is conducted, influencing 
both the evaluative space and the deci-
sion rule used.

• Welfarism, the traditional economic 
approach, is associated with an evalua-
tive space of utility and uses a maximi-
zation rule based on Pareto optimality.

• Extra-welfarism as usually practiced 
in health economic evaluation is asso-
ciated with an evaluative space of 
health and uses a maximization rule 
based on maximizing cardinal health-
related utility.

• An emerging alternative application of 
extra- welfarism associated with the 
capability approach uses an evaluative 
space of capability well-being and may 
use decision rules based on maximiza-
tion or sufficiency.

• Sufficiency is an alternative decision 
rule to maximization and aims to bring 
all members of society to a sufficient 
level of what is being measured, rather 
than to maximize the total level of this 
within society.

• Two mental health case studies are 
examined in relation to the priorities 
and choices that would result from 
application of extra- welfarism in both 
its health and capability variants.

• Both case studies suggest that differ-
ent funding priorities would result 
from making different value judge-
ments about the evaluative space; the 
capability approach seems to favor 
interventions for mental health condi-
tions relative to those for other 
conditions.
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celery. A choice to focus on health or utility here 
would lead to different recommendations about 
the optimal course of action. An alternative to 
both of these approaches, the use of capability 
well-being (the well-being that arises from what 
a person is able to do or be in their life), is cur-
rently also being explored by health economists 
because of its potential to consider a broader set 
of outcomes that relate to what is valuable to 
people in their lives [3–5].

Decision, or combining, rules are concerned 
with how we aggregate information about costs 
and benefits and how that feeds through into 
our decision-making processes. Approaches 
within economic evaluation are almost exclu-
sively focused on maximizing outcomes, that 
is,  achieving the most total utility or total 
health gain from the resources available [6]. 
This focus on maximization derives from the 
economist’s concern with an efficiency objec-
tive, yet other objectives may be considered in 
resource allocation (see Chaps. 8 and 10). 
These have been acknowledged by health 
economists in efforts to establish equity con-
cerns (see Chap. 8) within a population and 
determine ways of incorporating these into 
economic evaluation while still retaining an 
overall focus on maximization [7–9]. 
Unfortunately, while these efforts have resulted 
in much being learned about what objectives 
are important within a population, such equity 
concerns have not made it into the day-to-day 
practice of economic evaluation.

It is important to note that the value judge-
ments we make about what to measure, and how 
to use those measures in decision-making, deter-
mine in part which (mental health) interventions 
seem (most) cost-effective. Indeed, there is no 
escaping ethical issues when conducting eco-
nomic analysis, and implications for both effi-
ciency and equity certainly stem from the choices 
made (see Chap. 8). These issues are explored 
further in the sections below, both in theoretical 
terms and empirically, using two case studies 
from within mental health.

9.2  Ethical Value Judgements 
in Welfarism 
and Extra-Welfarism

9.2.1  Choice of Evaluative Space

Normative debates on the appropriateness of 
welfarism and extra-welfarism for the economic 
evaluation of healthcare interventions continue to 
remain central in the health economics literature 
(see Chaps. 1, 4, 5, and 6). At the heart of these 
debates lie, primarily, opposing value judgements 
about the choice of utility or health as the appro-
priate evaluative space [3, 10]. Welfarism evalu-
ates healthcare interventions on the basis of their 
indirect effects on individual expected utility (see 
Chap. 4), whereby health is accounted for only 
insofar as utility is derived from the consumption 
of healthcare. Extra-welfarism evaluates health-
care interventions on the basis of their direct 
effects on health status, irrespective of the level 
of utility that a person then derives from that 
healthcare consumption (see Chaps. 5 and 6).

Welfarism has robust theoretical foundations 
in neoclassical welfare economics (see Chaps. 1 
and 4), but ethical and methodological limita-
tions associated with the source and method of 
utility valuation have limited its use in healthcare 
decision-making. All national health technology 
assessment agencies [11] that use economic eval-
uation or cost-effectiveness information as the 
basis for decision-making (for example, the 
National Institute for Health and Care Excellence 
in the United Kingdom, the Zorginstituut 
Nederland in the Netherlands, the Canadian 
Agency for Drugs and Technologies in Health, 
and the Pharmaceutical Benefits Advisory 
Committee in Australia) base reimbursement and 
coverage decisions on the extra-welfarist frame-
work. Even though supplementary welfarist 
approaches may sometimes be permitted, these 
have been found to influence health technology 
assessment decisions only rarely [12].

Welfarism, having as a source of valuation the 
expected utility of “affected” individuals, can 
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suffer from the problem of adaptation, whereby 
individuals may adjust their expectations to meet 
the adversities they experience in life as well as 
their objective circumstances or personal charac-
teristics. Amartya Sen [13] (pp. 21–22) argued that 
“mental reactions to what we actually get and what 
we can sensibly expect to get may frequently 
involve compromises with a harsh reality.”

According to Sen, utility as an evaluative 
space is dependent on a person’s mental attitudes 
and, as a result of these compromises and realis-
tic adaptations, utility may overlook the person’s 
physical health state (physical condition neglect) 
or personal values (valuation neglect). For this 
reason, utility has been judged by some as an 
“unsuitable” evaluative space on which to base 
resource allocation decisions in healthcare [14].

The welfarist contingent valuation method 
(see Chaps. 3 and 4) for estimating expected util-
ity has also been criticized within the healthcare 
decision-making context [15, 16]. One issue is 
that contingent valuation is dependent on the dis-
tribution of economic resources such as income 
and wealth, which potentially biases resource 
allocation decisions against more deprived indi-
viduals. Another issue is that a key underpinning 
of welfare economics, that of individual sover-
eignty, may not hold in all circumstances, such as 
in mental health conditions [2], which could pro-
hibit the application of exercises to determine 
monetary valuations in this population group 
[17] (see Chap. 4). Other concerns with a wel-
farist approach in healthcare that have limited its 
use in practice are the consistency and reliability 
of results [17, 18], individuals’ willingness to 
participate in such valuation exercises [18], and 
the tendency of the method to overestimate the 
value of interventions offering small clinical ben-
efits [19]. A move from expected utility to expe-
rienced utility [20, 21] (see Chap. 4) within the 
welfarist framework may overcome problems 
with the source and method of utility valuation, 
but still leaves the focus on utility alone, without 
accounting for nonutility characteristics such as 
health and capabilities [22].

Is health, however, a more appropriate evalua-
tive space for economic evaluations? Extra- 
welfarism emerged from the need to directly 

account for people’s characteristics in healthcare 
decision-making [2], but its narrow focus on an 
individual’s health is increasingly criticized [23–
27] on the grounds that healthcare interventions 
may affect outcomes other than health. In the 
case of mental health, for example, outcomes 
such as personal autonomy, social involvement, 
sense of achievement, and self-perception may 
determine patient well-being but may not be per-
ceived as directly tapping into the health domain 
[28, 29] (see Chaps. 1, 3, 4, and 25). Interventions 
may also cross health and other domains, affect-
ing a variety of outcomes through integrated 
packages of care. The recovery model that is pur-
sued in the United Kingdom for mental health, 
for example, involves collaboration between 
health and social care services with aims that go 
beyond treating and managing health-related 
symptoms to also focus on helping individuals 
regain control, on supporting recovery, and, ulti-
mately, on helping these individuals to lead 
meaningful lives [30]. Finally, health and social 
care interventions may have external nonhealth 
effects on groups other than the patient, such as 
informal caregivers (see Chaps. 17 and 27), close 
family, and friends [24, 31]; this may be a par-
ticular issue for mental health conditions. Since 
the current narrow application of extra-welfarism 
using patient health status as the evaluative space 
cannot appropriately capture these effects, it can 
be argued that some interventions and population 
groups, such as those with severe conditions like 
schizophrenia, Alzheimer’s disease, or other 
forms of dementia, are disadvantaged using the 
current orthodoxy in decision-making regarding 
resource allocation (see Chap. 10).

9.2.2  Choice of Maximization 
as the Appropriate 
Combining Rule

The normative focus on maximizing total utility 
within economics, and latterly health econom-
ics, derives from Paretian welfare economics 
[32] (see Chaps. 1 and 4). The focus on maximi-
zation is justified through the possibility that 
those who lose utility as the result of an interven-
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tion can theoretically be compensated in utility 
terms by those who gain. Where this situation 
arises, it is known as a “potential Pareto improve-
ment,” and the notion of theoretical compensa-
tion was justified by Hicks [33, 34] and Kaldor 
[35] (see Chap. 4), with the most convincing 
argument being that decisions could theoreti-
cally be split into an “efficiency” decision (in the 
economist’s domain and focusing on whether the 
total gain from a policy intervention leads to an 
increase in utility) and a separate “distributive” 
decision (in the domain of politicians and focus-
ing on judgement about how gains and losses 
should be distributed) [35].

For example, within a utility evaluative 
space, evaluation of a proposed policy change 
might suggest that large utility gains will be 
obtained from developing a new facility to treat 
mental health problems, but in doing so an exist-
ing parking lot will be lost, causing a loss in 
utility for those who will now have to use public 
transport alternatives or walk farther to arrive at 
their place of employment. If the gain in utility 
from the facility is greater than the loss in utility 
to those using the parking lot, then the parking 
lot users could be compensated with anything 
that replaces their utility loss – a free bus pass, 
an annual health checkup, or even champagne 
and chocolate bars. Of course, this utility 
replacement does not need to actually happen; 
to meet the efficiency criterion and thus allow 
economists to focus on maximization, it is 
enough that it could happen theoretically. This 
focus on efficiency in terms of achieving the 
greatest amount of utility from the resources 
available is intrinsic to welfarism and is based 
on this sound theoretical base. It should be noted 
that this theoretical basis arises from a relatively 
small number of value judgements that are often 
seen as being relatively weak and therefore 
uncontroversial [6].

The shift within health economics to an extra- 
welfarist health evaluative space has not altered 
the maximization rule (see Chaps. 4–6), despite 
the fundamentally different nature of the evalua-
tive space. Indeed, this “drift” [6], largely unac-

knowledged, occurred at the same time as the 
much more openly justified shift in the evaluative 
space [36] from welfarism to extra-welfarism. 
This drift toward the maximization of health 
within extra-welfarism cannot, however, be justi-
fied using the same theoretical mechanisms as for 
the potential Pareto improvement and hypotheti-
cal compensation [6]. The production of health 
gain is inextricably linked to an individual, and 
thus the decision to provide health gain through 
one intervention is also, and inevitably, a deci-
sion to provide healthcare to some persons and 
not others. (Although, in a small number of 
instances – for example, infectious disease or 
jointly produced health gain such as for a mother 
and baby or, potentially, a patient and their care-
giver – the issue becomes production of health 
gain that is inextricably linked to a dyad or group 
of individuals at the expense of other individu-
als.) It is not possible to compensate such others 
within a health evaluative space, and so the 
choice to pursue a maximization rule is much 
closer to the idea of Bentham’s “felicific calcu-
lus,” or achieving the greatest good [37]. Extra- 
welfarists who choose not to make any equity 
adjustments within their analyses are “endorsing 
the ethical position that the total sum of health 
produced within the health care system is what 
matters, no matter how that health is distributed” 
(Coast [6], p. 789); this is the usual position taken 
within the vast number of published health eco-
nomic evaluations in mental health and elsewhere 
in the healthcare system.

Of course, in the realities of decision-making 
through health technology agencies, this maximi-
zation position is not completely upheld. In the 
United Kingdom, for example, an element of 
deliberation enables decision makers to go 
beyond a pure focus on maximization of health 
[38], and in the Netherlands there is an explicit 
focus on considering equity through the mecha-
nism of “proportional shortfall” [39]. 
Nevertheless, there may be other alternatives to a 
pure maximization rule that enable focusing on 
those with the most severe problems; this possi-
bility is considered later in this chapter.
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9.3  Alternative Ethical Value 
Judgements

9.3.1  Capability as an Alternative 
Evaluative Space

Recent years have seen the major growth of an 
approach that uses an evaluative space that is an 
alternative to both that of utility and the standard 
interpretation of extra-welfarism as health gain. 
This is evaluation within a capability well-being 
space, where the evaluation considers gains in 
what a person is able to do or be within his or her 
life [40]. The approach is thus broader than a 
single focus on utility or a single focus on health 
[41], instead providing a multidimensional 
approach to the measurement of well-being.

The notion of capability well-being as an eval-
uative space arises from the work of Amartya Sen 
[40], who generated the concept in response to 
the adaptation problem outlined above; much of 
Sen’s work has been conducted in the context of 
human development, where the possibility of 
adaptation becomes particularly acute. This led 
Sen to focus on what he refers to as “function-
ings” and “capabilities” as the appropriate focus 
of evaluation [40]. Here, functionings refer to 
those things that a person does or is in his/her 
life, whereas capability shifts the focus to a per-
son’s ability to do or be those things, whether or 
not they choose to do so. Sen’s preferred focus 
for evaluation is capability, rather than function-
ing, because it allows for the freedom to choose. 
In the mental health context, for example, a per-
son may be able to have a role (for example, a 
job), even if they choose not to do so; it would be 
the ability to pursue a role that is considered 
important from a capability well-being perspec-
tive, rather than actually having a job at the cur-
rent time. Of course, capability well-being may 
be affected by many factors, not just health.

Within the recent health economics literature, 
there has been a variety of attempts to generate 
measures of capability well-being for use in eco-
nomic evaluation. These include the ICECAP 
measures, which are based on a life-course 
approach and, to date, include measures for the 
adult population [42], older people [43], and 

those at the end of life [44]; the Oxford Capability 
(OxCAP) measures, which derive from a 64-item 
inventory and have specific measures for public 
health (the OCAP-18) [45] and mental health 
[46]; and more specific measures of capability 
well-being for patients with chronic pain [47], 
for social care (Adult Social Care Outcomes 
Toolkit, or ASCOT) [48], and for women in rural 
Malawi [49].

These measures contain a variety of attributes 
developed either through participatory methods 
[42, 44, 47, 49, 50] or by drawing on philosophi-
cally generated lists of capabilities [45, 46]. The 
two most relevant from a mental health perspec-
tive are probably the generic ICECAP-A measure 
for all adults, which contains attributes relating to 
stability, autonomy, achievement, attachment, 
and enjoyment [42], and the OxCAP mental 
health measure, which contains questions relat-
ing to life expectancy, daily activities, suitable 
accommodation, neighborhood safety, potential 
for assault, freedom of expression, imagination 
and creativity, love and support, losing sleep, 
planning one’s life, respect and appreciation, 
social networks, discrimination, appreciate 
nature, enjoy recreation, influence local deci-
sions, property ownership, and access [46].

The ICECAP and ASCOT measures have both 
generated value sets [48, 51] that allow meaning-
ful comparison among items within the measure 
and across interventions using best/worst scaling 
[52] as the method of valuation. By contrast, for 
the OxCAP mental health measure, Simon et al. 
[46] argue for the multidimensional nature of the 
capability approach as a basis for not generating 
a single value representing trade-offs between 
items. Again, this is an example of the different 
value judgements that can go into different 
approaches, even when the measures fall into the 
same broad evaluative space.

9.3.2  Sufficiency as an Alternative 
Decision Rule

Standard welfare economics is primarily con-
cerned with the efficient allocation of resources 
to produce their maximum benefit. In many ways, 
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this relates to the notion of an ideal economically 
efficient world in which perfect competition (in 
healthcare) theoretically leads to the optimum 
benefit for suppliers and consumers. Market fail-
ure (see Chaps. 1, 4, 8, and 10) in healthcare, 
however, is the reason why national governments 
usually provide at least some form of public 
healthcare.

With the move away from healthcare markets 
toward public provision, the focus of evaluations 
has changed, with space being created to focus 
on health-related aspects of quality of life as the 
primary evaluative space. The rejection of health-
care provision on the basis of ability to pay and in 
favor of access based on needs also provides a 
reason for considering objectives other than the 
maximization of output; if meeting needs is 
important, then maximizing total benefit, no mat-
ter to whom it accrues, may not be considered 
appropriate as the sole objective of healthcare.

One alternative approach is to set the objec-
tive of healthcare resource allocation in a way 
that focuses on whether people reach a suffi-
ciently high level of attainment [53–56]. 
Sufficiency as an objective would aim to get all 
members of a population to a sufficient or 
“decent” level as a priority. Therefore, it is dis-
tinct from a maximization approach in two ways. 
First, all gains in attainment of capability well-
being are not treated equally. Priority is given to 
those who have not reached a sufficient level 
[56]. Second, any gains above the sufficient 
level are treated the same as no change in levels 
below the sufficient level [56].

It is clear that a shift from maximization to 
this sort of sufficiency objective would be likely 
to make a difference in how healthcare resources 
are prioritized. For example, consider two patient 
groups, both of which could be treated for their 
conditions; the available healthcare budget, how-
ever, provides only enough resource to treat one 
group. The available evidence suggests that 
patient group A would receive the greatest abso-
lute benefit of 30 units from treatment, moving 
from 60 to 90 on a 0–100 outcome scale. Patient 
group B would only benefit by 20 units, moving 
from 40 to 60 on the same scale. With a maximi-
zation rule, group A would be treated because 

this would lead to a greater total benefit overall. 
If, however, a sufficiency rule was in place, the 
results could be viewed differently. For example, 
if the particular sufficiency rule aimed to achieve 
a minimum level of 70 on the outcomes scale for 
all members of the population, priority would 
instead be given to patient group B, whose 
20-unit benefits are all below the sufficiency 
level, whereas for patient group A only 10 of the 
30 units of benefit would be below the sufficiency 
level and thus would “count” in terms of the suf-
ficiency decision-making rule. Essentially, 
resources are focused on improving the lot of 
those with greater poverty in terms of capability 
well-being, whereby capability well-being could 
be measured using the sorts of index measures 
outlined above.

Notions of sufficiency have not been exten-
sively explored within health economics, but the 
capability approach, with its greater focus on 
equity [57], has been more open to different 
approaches and is leading the way in this respect 
[55], with some work specifically on shortfalls in 
health capability [53]. A recent review of the 
capability literature, for example, found that a 
focus on sufficiency occurred more often than a 
focus on maximization in studies looking to iden-
tify objectives when measuring people’s capabil-
ities [54]. Practical methods have also been 
developed to apply a sufficiency objective in rela-
tion to the ICECAP measures [56]. In relation to 
the latter, years of full capability (YFCs) (equiva-
lent) have been proposed to measure capability 
gains in a similar way to how health-focused 
quality adjusted life years (QALYs) are estimated 
[51], albeit they are based on differing anchors 
for the ICECAP measures: 1 for full capability, 
and 0 for no capability [43]. A year of full capa-
bility is equivalent to having full capability, that 
is, being at the highest capability level on all 
ICECAP items and remaining in full capability 
for a year. Years of sufficient capability (YSCs) 
have been proposed as an outcome in line with 
the majority of capability applications in practice 
[54]. A year of sufficient capability is equivalent 
to having sufficient capability on all ICECAP 
items, however defined, and remaining at or 
above sufficient capability for a year [56]. The 
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key distinction with YSCs is that changes above 
the sufficient level are not valued; only gains 
below the sufficient level are valued.

While there has been more concern within 
health economic evaluation about the value 
judgements associated with the evaluative space 
than the decision rule, both are important in 
determining how resources are allocated. A suf-
ficiency rule may provide an alternative to maxi-
mization that enables a greater focus of resources 
on those most in need.

9.4  Potential Impact of Differing 
Ethical Value Judgments 
on Priorities

Much of the argument for shifting the evaluative 
space to capability well-being has been based on 
the sorts of academic debates surrounding the 
theory underpinning economic approaches to 
assessing welfare that are outlined above. 
However, real-life evidence is beginning to 
emerge that shows that the use of different evalu-
ative spaces could also have potentially impor-
tant implications for how resources are allocated 
in practice. This section outlines two case studies 
in which we had a role, and both consider these 
important questions in the context of mental 
health conditions.

9.4.1  Priorities for Depression 
Compared with Other Health 
Conditions

A recent research study attempted to determine 
what impact a shift in evaluative space from 
health status to capability might have on treating 

and preventing a number of common health con-
ditions (for full details, see Mitchell et al. [58]). 
A multi-instrument comparison data set collected 
self-reported information for individuals from six 
countries (Australia, Canada, Germany, Norway, 
the United Kingdom, and the United States). 
Individuals were categorized into eight different 
population groupings: a healthy population and 
seven other groups comprising individuals report-
ing a primary health condition of arthritis, 
asthma, cancer, depression, diabetes, hearing 
loss, or heart disease. Individuals who were clas-
sified as healthy reported no health condition and 
scored 70 or higher on a 0–100 visual analogue 
scale measuring overall health.

All eight population groups completed ques-
tions about their health status, subjective well- 
being, and capability well-being [58]. The seven 
health condition populations also completed 
condition- specific measures; those with a pri-
mary condition of depression completed two 
related measures: the 21-item Depression, 
Anxiety and Stress Scale [59] and the Kessler 
10-item Psychological Distress Scale [60]. The 
measures focused on in this study were the 
EQ-5D-5L (a health-related quality-of-life mea-
sure used to generate QALYs) [61], the 
ICECAP-A [42], and the condition-specific ques-
tionnaires. Both the EQ-5D-5L and ICECAP-A 
ask five questions, but the content of each mea-
sure varies, as demonstrated in Table 9.1. U.K. 
population values were attached to both the 
health and capability states recorded by respon-
dents in order to generate overall scores for health 
utility and capability [51, 62].

Two types of analysis were conducted in this 
comparison of the relative effects on health status 
and capability well-being. The first analysis 
looked at how preventing the primary health con-

Table 9.1 Dimensions on measures of overall health status (EQ-5D-5L) and capability well-being (ICECAP-A)

EQ-5D-5L dimensions ICECAP-A

Dimensions Expression

Mobility Stability Feeling settled and secure

Self-care Attachment Love, friendship, and support

Usual activities Autonomy Independence

Pain/discomfort Achievement Achievement and progress

Anxiety/depression Enjoyment Enjoyment and pleasure
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ditions prevalent in this data set would be priori-
tized based on reductions in the health utility and 
capability of the groups with health conditions 
relative to the healthy population. The second 
analysis looked at the potential effects of treating 
those with differing severities of their condition. 
Those with health conditions were grouped as 
having mild, moderate, or severe conditions 
based on their responses to the particular 
condition- specific questionnaires.

The results of the first analysis showed that 
although both health utility and capability reduc-
tions are highest for those with depression, dif-
ferences exist in the relative effects across health 
conditions; for example, individuals who have a 
primary condition of arthritis have a mean health 
utility score close to that of those with depres-
sion, but their capability score is closer to that of 
the healthy population. The much greater reduc-
tion in capability well-being for those with 
depression suggests that, were capability well- 
being the basis for setting priorities, those with 
depression would receive higher priority than 
they would under a health evaluative space. 
Figure 9.1 shows the loss in both capability and 
health for those in each of the health condition 
groups relative to the healthy population.

For the second analysis the findings are sum-
marized in Fig. 9.2. Differences in both capability 
and health scores exist between those categorized 
as severe and moderate, and between those catego-
rized as moderate and mild. It is interesting to 
note, however, that when comparing overall health 
and capability scores for individuals with a mild 
health condition with those of the healthy popula-
tion, only those with depression record a statisti-

cally meaningful difference in mean capability 
score (or “effect size,” to be precise). However, all 
health conditions record meaningful differences in 
mean health utility in this comparison between the 
mild health  conditions and the healthy population. 
Therefore, across mild conditions, priority would 
only be given to people with depression if the 
focus was on capability.

There are a number of limitations to these 
research findings. The study was cross-sectional, 
so it is not known how capability and health util-
ity change as diseases progress with or without 
treatment. The effect of mortality in these health 
conditions could also not be incorporated into the 
analysis because of the study design, and this 
clearly would also affect priorities. From the per-
spective of this chapter, this study also does not 
provide evidence of the potential for differing 
priorities between these two evaluative spaces 
and that of utility. Nonetheless, some interesting 
findings do emerge. In particular, the effect of 
depression on capability seems to be far greater 
than that of any of the other (physical) health 
conditions studied here. Indeed, the only mild 
health condition for which capability differed in 
any meaningful way from the healthy population 
was depression.

Reporting this study in this chapter is not 
intended to advocate for health or capability as 
the appropriate evaluative space in mental health 
economic evaluations, but it is intended to high-
light the importance of this value judgement at 
the outset of any evaluation. This work suggests 
that there is potential for differing implications 
for depression treatments if these different evalu-
ative spaces are used. As yet, it is unclear whether 

% of total
decrement across
health conditions
relative to healthy
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capability
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Fig. 9.1 Reductions in capability and overall health among those with health conditions compared with the healthy 
population (Data based on Table 3 from Mitchell et al. [58])
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similar results would be obtained for other men-
tal health conditions.

9.4.2  Economic Evaluation 
and Evaluative Spaces in Drug 
Dependence

The recovery model in psychiatric care requires 
clinicians and policymakers to look beyond clini-
cal recovery to the wider impact of interventions 
on valuable goals and outcomes for service users 
and their families. Clinical and policy objectives 
in drug dependence have been extended to incor-
porate not just control over drug use, but also the 
management of physical and mental health prob-
lems, engaging individuals in meaningful roles 
within society; helping them build self-esteem, 
aspirations and hope; and reestablishing relation-
ships [63, 64].

A unidimensional health-centered approach, 
as empirically offered by extra-welfarism, may 
not be appropriate in this context given the multi-
dimensional treatment objectives [65] and the 
need for an evaluative space that goes beyond 
health-related quality of life and the functional 
status of individuals [66]. In an influential book 

titled Power, Powerlessness and Addiction, Jim 
Orford uses the capability approach developed by 
Sen [40] and the central human capabilities out-
lined by Nussbaum [67] to illustrate the personal 
and interpersonal effects of addiction from a clin-
ical perspective [68]. From a health economics 
perspective, the use of the capability evaluative 
space and sufficient capability as a decision rule 
also offer an appealing evaluative framework for 
assessing interventions for substance use 
disorders.

A recently published study explored whether 
capability well-being offers a more suitable eval-
uative space than health in the context of opiate 
dependence (for full details, see Goranitis et al. 
[69]). The study relied on data from a pilot ran-
domized controlled trial designed to investigate 
the feasibility and efficacy of delivering an indi-
vidual and social-based active psychological 
intervention as an adjunct to usual care for indi-
viduals receiving opiate substitution treatment 
who still reported heroin use [70]. Trial partici-
pants therefore represented a population group 
that had failed to receive a maximum benefit 
from treatment.

For the evaluation of health and capability 
well-being, participants completed the EQ-5D-5L 
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from Mitchell et al. [58])

J. Coast et al.



173

[61] (see Chap. 6) and ICECAP-A [42] at base-
line and at the 3- and 12-months follow-ups. A 
health and capability score was assigned to indi-
vidual responses to the two measures using scor-
ing algorithms developed based on preferences 
elicited from a representative sample of the 
English [71] and U.K. population [51], respec-
tively. A number of condition-specific measures 
were also completed: the Treatment Outcomes 
Profile [72], the Clinical Outcomes in Routine 
Evaluation – Outcome Measure [73], the 
Interpersonal Support Evaluation List [74], the 
Leeds Dependence Questionnaire [75], and the 
Social Satisfaction Questionnaire [76].

The analysis looked at the ability of the 
EQ-5D-5L and ICECAP-A to identify statisti-
cally significant differences between participants 
being better off and participants being worse off 
in the dimensions of each condition-specific 
measure. The results showed that the ICECAP-A 
was able to capture not only those significant dif-
ferences detected by the EQ-5D-5L but also sig-
nificant differences in broader well-being 
indicators that were not detected by the 
EQ-5D-5L, such as the capacity to benefit from 
having close people with whom to discuss per-
sonal issues and socialize, having personal self- 
esteem, and being socially satisfied. The analysis 
also looked at whether capability well-being 
would be more affected by changes in clinical 
indicators related to mental health, substance 
dependence, social support, and social satisfac-
tion. As shown in Fig. 9.3, the ICECAP-A was 
found to be at least as sensitive as the EQ-5D-5L 
in capturing effects on health-related clinical 
indicators and significantly more sensitive for 
clinical indicators of broader well-being for both 
follow-up periods [69].

Using the same trial information, a method-
ological case study was subsequently undertaken 
to explore within an economic evaluation whether 
the change of evaluative space from health to 
capability well-being, and the change of decision 
rule from health maximization to the maximiza-
tion of sufficient capability, could affect policy 
recommendations (for full details, see Goranitis 
et al. [77]). For the purposes of the study, an 
incremental cost-effectiveness analysis was car-

ried out from both a health and personal social 
services perspective and a government perspec-
tive, based on the outcomes of (a) cost per QALY, 
estimated using the EQ-5D-5L; (b) cost per YFCs 
equivalent, estimated using the ICECAP-A; and 
(c) cost per YSC equivalent [56], also estimated 
using the ICECAP-A. QALYs, YFCs, and YSCs 
were all estimated using the standard area under 
the curve approach [78].

The authors found that, with the standard 
extra-welfarist (cost per QALY gained) approach, 
incorporating health as the evaluative space and 
maximization as the combining rule, the 
individual- based intervention was the recom-
mended treatment option, producing a greater 
health benefit at a lower cost than the other two 
treatment interventions [77]. The treatment rec-
ommendation, however, differed when the evalu-
ative space was broadened from health to 
capability well-being. At this point, usual care 
became the optimal strategy from both 
 perspectives of the analysis. Similarly, usual care 
was found to be the recommended intervention 
when the decision rule was altered from health 
maximization to capability sufficiency. The 
results differed not only because usual care 
seemed to offer more value for the money at 
potentially acceptable thresholds of willingness 
to pay per additional YFC or YSC, but also 
because the uncertainty associated with the deci-
sion to fund any intervention other than usual 
care was prohibitive for rational decision makers. 
Despite the limitations of this study, the findings 
highlight that incorporating differing value 
judgements into an economic evaluation has the 
potential to lead to different priorities and treat-
ment recommendations (see Chap. 10).

9.5  Discussion

This chapter has outlined the importance of ethi-
cal values in economic evaluation and has 
emphasized their role in determining important 
aspects of the evaluation and, indeed, the results 
obtained. For this reason, it is important to be 
clear on these value judgements and the reasons 
for them in any evaluation.

9 Ethics and Values in Welfarism and Extra-Welfarism
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Fig. 9.3 Sensitivity to change of capability well-being (ICECAP-A) and health (EQ-5D-5L) for those participants 
reporting improvements in clinical indicators at 3 (a) and 12 (b) months of follow-up
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The chapter focused on standard versions of 
welfarism (utility) and extra-welfarism (health), 
but also described a new approach to extra- 
welfarism based on the capability approach 
described by Sen. This capability approach is 
clearly defined by a different set of ethical prin-
ciples, in that what matters goes beyond health or 
utility to focus on what is important to people in 
their lives.

The chapter also considered efficiency as the 
“automatic” goal of economic analysis, rehears-
ing arguments that the ethical judgements around 
use of maximization in health are different from 
those in welfarism, and that the use of maximiza-
tion (without any equity adjustment) in the health 
context implies an acceptance that distribution of 
health is unimportant. The possibility of using 
the concept of sufficiency to temper such argu-
ments in favor of those with lower health/capabil-
ity was also discussed, although this approach 
has made greater inroads in the capability litera-
ture to date.

The two case studies both emphasized the dif-
ferent results that are obtained when the 
 evaluative space is altered. Although both studies 
have limitations, it would be helpful to repeat this 
approach in other studies to determine the con-
texts in which results tend to change across the 
different evaluative spaces. It would also be help-
ful to include the welfarist approach in such 
studies.

The main implication of the chapter is the 
importance of understanding the value judge-
ments enshrined in the chosen approach to eco-
nomic evaluation, and shifting the approach if 
these value judgements are considered to be 
unsatisfactory. For many readers of this text, 
however, these value judgements will have been 
made, at least in part, by the regulatory authori-
ties in the context in which they are working. 
This does not mean, however, that these value 
judgements cannot be challenged, either within 
the regulatory process itself or via the presenta-
tion of analyses from more than one ethical per-
spective, as in the second case study described 
above.

For health economics applied to mental health, 
to truly help optimize resource allocation and 
make better decisions, the ethics of the value 
judgements incorporated in an analysis must be 
both understood and accepted in the context in 
which the evaluation is being conducted.

Acknowledgments Joanna Coast and Paul Mitchell are 
partly funded by the National Institute for Health Research 
Collaboration for Leadership in Applied Health Research 
and Care West (NIHR CLAHRC West). Paul Mitchell is 
also cofunded by the UK Renal Registry. The views 
expressed are those of the authors and not necessarily 
those of the National Health Service, the National Institute 
for Health Research, the Department of Health, or the UK 
Renal Registry.

References

 1. Hargreaves Heap S, Hollis M, Lyons B, Sugden R, 
Weale A. The theory of choice. A critical guide. 
Oxford: Blackwell; 1992.

 2. Culyer AJ. The normative economics of health 
care finance and provision. Oxf Rev Econ Policy. 
1989;5(1):34–56.

 3. Coast J, Smith RD, Lorgelly P. Welfarism, extra- 
welfarism and capability: the spread of ideas in health 
economics. Soc Sci Med. 2008;67:1190–8.

 4. Coast J, Smith RD, Lorgelly P. Should the capability 
approach be applied in health economics? Health 
Econ. 2008;17:667–70.

Key Messages

• All forms of economic evaluation rely 
on ethical value judgements.

• These value judgements determine the 
important outcomes to include in the 
economic evaluation.

• They also establish how cost and out-
come data are combined to aid 
decision-making.

• The evidence presented here suggests 
that interventions for mental health con-
ditions are prioritized differently when 
different evaluative spaces are used.

9 Ethics and Values in Welfarism and Extra-Welfarism



176

 5. Anand P. Capabilities and health. J Med Ethics. 
2005;31:299–303.

 6. Coast J. Maximisation in extra-welfarism: a critique 
of the current position in health economics. Soc Sci 
Med. 2009;69:786–92.

 7. Dolan P, Shaw R, Tsuchiya A, Williams A. QALY maxi-
misation and people’s preferences: a methodological 
review of the literature. Health Econ. 2005;14:197–208.

 8. Rowen D, Brazier J, Mukuria C, Keetharuth A, Hole 
AR, Tsuchiya A, et al. Eliciting societal preferences 
for weighting QALYs for burden of illness and end of 
life. Med Decis Mak. 2016;36:210–22.

 9. Van de Wetering EJ, Van Exel NJA, Rose JM, Hoefman 
RJ, Brouwer WBF. Are some QALYs more equal than 
others? Eur J Health Econ. 2016;17:117–27.

 10. Brouwer WBF, Culyer AJ, van Exel NJA, Rutten 
FFH. Welfarism vs. extra-welfarism. J Health Econ. 
2008;27:325–38.

 11. Mathes T, Jacobs E, Morfield JC, Pieper D. Methods 
of international health technology agencies for eco-
nomic evaluations – a comparative analysis. BMC 
Health Serv Res. 2013;13(1).

 12. Buchanan J, Wordsworth S. Welfarism versus extra- 
welfarism: can the choice of economic evaluation 
approach impact on the adoption decisions recom-
mended by economic evaluation studies? 
PharamacoEconomics. 2015;33(6):571–9.

 13. Sen A. Commodities and capabilities. New Delhi: 
Oxford University Press; 1999.

 14. Cohen GA. Equality of what? On welfare, good and 
capabilities. In: Nussbaum MC, Sen AK, editors. The 
quality of life. Oxford: Clarendon Press; 1993. p. 9–29.

 15. Gold MR, Siegel JE, Russell LB, Weinstein MC. Cost- 
effectiveness in health and medicine. New York: 
Oxford University Press; 1996.

 16. Kenkel D. On valuing morbidity, cost-effectiveness 
analysis, and being rude. J Health Econ. 1997;16(6): 
749–57.

 17. O’Brien B, Viramontes JL. Willingness to pay. A valid 
and reliable measure of health state preference? Med 
Decis Mak. 1994;14(3):288.

 18. Diamond PA, Hausman JA. Contingent valuation: is 
some number better than no number? J Econ Perspect. 
1994;8(4):45–64.

 19. Cookson R. Willingness to pay methods in health care: 
a sceptical view. Health Econ. 2003;12(11):891–4.

 20. Kahneman D, Wakker PP, Sarin R. Back to Bentham? 
Explorations of experienced utility. Q J Econ. 
1997;112:375–405.

 21. Kahneman D, Sugden R. Experienced utility as a 
standard of policy evaluation. Environ Resour Econ. 
2005;32(1):161–81.

 22. Sen A. Personal utilities and public judgements: or 
what’s wrong with welfare economics? Econ 
J. 1979;89:537–58.

 23. Birch S, Donaldson C. Valuing the benefits and costs 
of health care programmes: where’s the ‘extra’ in 
extra-welfarism? Soc Sci Med. 2003;56:1121–33.

 24. Coast J, Flynn N, Sutton E, Al-Janabi H, Vosper J, 
Lavender S, et al. Investigating choice experiments 
for perferences of older people (ICEPOP): evaluative 
spaces in health economics. J Health Serv Res Policy. 
2008;13(Suppl 3):31–7.

 25. Lorgelly PK, Lawson KD, Fenwick EAL, Briggs 
AH. Outcome measurement in economic evaluation 
of public health interventions: a role for the capability 
approach? Int J Environ Res Public Health. 
2010;7:2274–89.

 26. Chalkidou K, Culyer A, Naidoo B, Littlejohns 
P. Cost-effective public health guidance: asking ques-
tions from the decision-maker’s viewpoint. Health 
Econ. 2008;17:441–8.

 27. Coast J. Strategies for the economic evaluation of 
end-of-life care: making a case for the capability 
approach. Expert Rev Pharmacoecon Outcomes Res. 
2014;14(4):473–82.

 28. Chisholm D, Healey A, Knapp M. QALYs and mental 
healthcare. Soc Psychiatry Psychiatr Epidemiol. 
1997;32:68–75.

 29. Brazier J, Connell J, Papaioannou D, Mukuria C, 
Mulhern B, Peasgood T, et al. A systematic review, 
psychometric analysis and qualitative assessment of 
generic preference-based measures of health in men-
tal health populations and the estimation of mapping 
functions from widely used specific measures. Health 
Technol Assess. 2014;18(34):1–188.

 30. Department of Health. Closing the gap: priorities for 
essential change in mental health. London: 
Department of Health; 2014.

 31. Al-Janabi H, Flynn TN, Coast J. QALYs and carers. 
PharmacoEconomics. 2011;29(12):1015–23.

 32. Boadway RW, Bruce N. Welfare economics. Oxford: 
Blackwell; 1993.

 33. Hicks JR. The foundations of welfare economics. 
Econ J. 1939;49:696–712.

 34. Hicks JR. The rehabilitation of consumers’ surplus. 
Rev Econ Stud. 1941;8:108–16.

 35. Kaldor N. Welfare propositions of economics and 
interpersonal comparisons of utility. Econ J. 1939;49: 
549–52.

 36. Culyer AJ. Inequality of health services is, in general, 
desirable. In: Green DG, editor. Acceptable inequali-
ties? Essays on the pursuit of equality in health care. 
London: The IEA Health Unit; 1988. p. 31–47.

 37. Roncaglia A. The wealth of ideas. A history of eco-
nomic thought. New York: Cambridge University 
Press; 2005.

 38. Rawlins M, Barnett D, Stevens A. Pharmacoeconomics: 
NICE’s approach to decision-making. Br J Clin 
Pharmacol. 2010;70(3):346–9.

 39. Van de Wetering EJ, Stolk EA, Van Exel NJA, Brouwer 
WBF. Balancing equity and efficiency in the Dutch 
basic benefits package using the principle of propor-
tional shortfall. Eur J Health Econ. 2013;14:107–15.

 40. Sen A. Capability and well-being. In: Nussbaum MC, 
editor. The quality of life. Oxford: Clarendon Press; 1993.

J. Coast et al.



177

 41. Coast J, Kinghorn P, Mitchell P. The development of 
capability measures in health economics: opportuni-
ties, challenges and progress. The Patient. 
2015;8:119–26.

 42. Al-Janabi H, Flynn TN, Coast J. Development of a 
self-report measure of capability wellbeing for 
adults: the ICECAP-A. Qual Life Res. 2012;21: 
167–76.

 43. Coast J, Flynn TN, Natarajan L, Sproston K, Lewis J, 
Louviere JJ, et al. Valuing the ICECAP capability index 
for older people. Soc Sci Med. 2008;67:874–82.

 44. Sutton E, Coast J. Development of a supportive care 
measure for economic evaluation of end-of-life care, 
using qualitative methods. Palliat Med. 2014;28: 
151–7.

 45. Lorgelly PK, Lorimer K, Fenwick EAL, Briggs AH, 
Anand P. Operationalising the capability approach as 
an outcome measure in public health: the develop-
ment of the OCAP-18. Soc Sci Med. 2015;142: 
68–81.

 46. Simon J, Anand P, Gray A, Rugkasa J, Yeeles K, 
Burns T. Operationalising the capability approach for 
outcome measurement in mental health research. Soc 
Sci Med. 2013;98:187–96.

 47. Kinghorn P, Robinson A, Smith RD. Developing a 
capability-based questionnaire for assessing well- 
being in patients with chronic pain. Soc Indic Res. 
2014;120:897–916.

 48. Netten A, Burge P, Malley J, Potoglou D, Towers 
A-M, Brazier J, et al. Outcomes of social care for 
adults: developing a preference-weighted measure. 
Health Technol Assess. 2012;16(16):1–166.

 49. Greco G, Skordis-Worrall J, Mkandawire B, Mills 
A. What is a good life? Selecting capabilities to assess 
women’s quality of life in rural Malawi. Soc Sci Med. 
2015;130:69–78.

 50. Grewal I, Lewis J, Flynn TN, Brown J, Bond J, Coast 
J. Developing attributes for a generic quality of life 
measure for older people: preferences or capabilities? 
Soc Sci Med. 2006;62:1891–901.

 51. Flynn TN, Huynh E, Peters TJ, Al-Janabi H, Clemens 
S, Moody A, et al. Scoring the ICECAP-A capability 
instrument. Estimation of a UK general population 
tariff. Health Econ. 2015;24(3):258–69.

 52. Louviere JJ, Flynn TN, Marley AAJ. Best-worst scal-
ing: theory, methods and applications. Cambridge: 
Cambridge University Press; 2015.

 53. Ruger JP. Health and social justice. Lancet. 
2004;364:1075–80.

 54. Mitchell P, Roberts TE, Barton PM, Coast 
J. Applications of the capability approach in health: a 
literature review. Soc Indic Res. 2016; doi: 10.1007/
s11205-016-1356-8.

 55. Fourie C, Rid A. What is enough? Sufficiency, justice 
and health. Oxford: Oxford University Press; 2016.

 56. Mitchell PM, Roberts TE, Barton PM, Coast 
J. Assessing sufficient capability: a new approach to 
economic evaluation. Soc Sci Med. 2015;139:71–9.

 57. Sen A. Inequality reexamined. New York: Russell 
Sage Foundation; 1992.

 58. Mitchell P, Al-Janabi H, Iezzi A, Richardson J, Coast 
J. The relative impacts of disease on health status and 
capability wellbeing: a multi-country study. PLoS 
ONE. 2015;10(12).

 59. Lovibond SH, Lovibond PF. Manual for the depres-
sion anxiety stress scales. Sydney: Psychology 
Foundation; 1995.

 60. Kessler RC, Barker PR, Colpe LJ, Epstein JF, Gfroerer 
JC, Hiripi E, et al. Screening for serious mental illness 
in the general population. Arch Gen Psychiatry. 
2003;60(2):184–9.

 61. Herdman M, Gudex C, Lloyd A, Janssen MF, Kind P, 
Parkin D, et al. Development and preliminary testing 
of the new five-level version of EQ-D (EQ-5D-5L). 
Qual Life Res. 2011;20:1727–36.

 62. Van Hout B, Janssen MF, Feng Y-S, Kohlmann T, 
Busschbach J, Golicki D, et al. Interim scoring for the 
EQ-5D-5L: mapping the EQ-5D-5L to EQ-5D-3L 
value sets. Value Health. 2012;15:708–15.

 63. Department of Health. Drug strategy 2010. Reducing 
demand, restricting supply, building recovery: sup-
porting people to live a drug free life. London: 
Department of Health; 2010.

 64. UK Drug Policy Commission. The UK drug policy 
commission recovery consensus group: a vision of 
recovery. London: UKDPC; 2008.

 65. Sindelar JL, Jofre-Bonet M, French MT, McLellan 
AT. Cost-effectiveness analysis of addiction treat-
ment: paradoxes of multiple outcomes. Drug Alcohol 
Depend. 2004;73(1):41–50.

 66. De Maeyer J, Vanderplasschen W, Broekaert 
E. Quality of life among opiate-dependent individu-
als: a review of the literature. Int J Drug Policy. 
2010;21(5):364–80.

 67. Nussbaum MC. Creating capabilities: the human 
development approach. Cambridge, MA: Harvard 
University Press; 2011.

 68. Orford J. Power, powerlessness and addiction. 
Cambridge: Cambridge University Press; 2013.

 69. Goranitis I, Coast J, Day E, Copello A, Freemantle N, 
Seddon J, et al. Measuring health and broader wellbe-
ing benefits in the context of opiate dependence: the 
psychometric performance of the ICECAP-A and 
EQ-5D-5L. Value Health. 2016;19:820–8.

 70. Day E, Copello A, Seddon JL, Christie M, Bamber D, 
Powell C, et al. Pilot study of a social network inter-
vention for heroin users in opiate substitution treat-
ment: study protocol for a randomized controlled 
trial. Trials. 2013;14(1):264.

 71. Devlin N, Shah K, Feng Y, Mulhern B, Van Hout 
B. Valuing health-related quality of life. An EQ-5D-5L 
value set for England. London: Office of Health 
Economics; 2016.

 72. Marsden J, Farell M, Bradbury C, Dale-Perera A, 
Eastwood B, Roxburgh M, et al. Development of the 
treatment outcomes profile. Addiction. 
2008;103(9):1450–60.

 73. Evans J-C, Margison F, Barkham M, Audin K, 
Connell J, McGrath G. CORE: clinical outcomes in 
routine evaluation. J Ment Health. 2000;9(3):247–55.

9 Ethics and Values in Welfarism and Extra-Welfarism

http://dx.doi.org/10.1177/0272989X16678844
http://dx.doi.org/10.1177/0272989X16678844


178

 74. Cohen S, Hoberman HM. Positive events and social 
supports as buffers of life change stress. J Appl Soc 
Psychol. 1983;13(2):99–125.

 75. Raistrick D, Bradshaw J, Tober G, Weiner J, Allison J, 
Healey C. Development of the leeds dependence 
questionnaire (LDQ): a questionnaire to measure 
alcohol and opiate dependence in the context of a 
treatment evaluation package. Addiction. 
1994;89(5):563–72.

 76. Tober G, Brearley R, Kenyon R, Raistrick D, 
Morley S. Measuring outcomes in a health service 

addiction clinic. Addict Res Theory. 
2000;8(2):169–82.

 77. Goranitis I, Coast J, Day E, Copello A, Freemantle N, 
Frew E. Maximizing health or sufficient capability in 
economic evaluation? A methodological experiment 
of treatment for drug addiction. Med Decis Making. 
2016; doi:10.1177/0272989X16678844.

 78. Drummond MF, Sculpher MJ, Claxton K, Stoddart 
GL, Torrance GW. Methods for the economic evalua-
tion of health care programmes. Oxford: Oxford 
University Press; 2015.

J. Coast et al.

http://dx.doi.org/10.1177/0272989X16678844


179© Springer International Publishing AG 2017 
D. Razzouk (ed.), Mental Health Economics, DOI 10.1007/978-3-319-55266-8_10

Health Economics as a Tool 
for Decision-Making in Mental 
Health Care

Martin Knapp

Abstract

Economic analysis aims to help decision makers make better decisions. It 
is primarily concerned with efficiency: using available resources to maxi-
mize achievements in terms of better health and well-being. Cost-
effectiveness, cost utility, and cost-benefit analyses are the main tools used 
by economists for this purpose. Equity is another criterion increasingly 
recognized as important; equity ensures that access to services and pay-
ments for them are distributed fairly across different population groups, 
with the hope that treatment outcomes might also be more fairly experi-
enced. In this chapter I discuss what decision makers want from economic 
evaluation and consider some of the uses to which such empirical evidence 
could be put in the mental health field. These uses – by decision-makers 
and by others – include lobbying, marketing, comparison, commissioning, 
health technology appraisal and guidance, policy development, and person-
alization and empowerment. Each use is illustrated with brief examples.

M. Knapp (*) 
PSSRU, London School of Economics and Political 
Science, Houghton Street, WC2A2AE London, UK
e-mail: M.Knapp@lse.ac.uk

10

mailto:M.Knapp@lse.ac.uk


180

10.1  Why Is Economics Evidence 
Needed?

When considering whether a treatment or care 
service should be provided, the core “clinical” 
question is whether it reduces symptoms, 
improves functioning, or has a positive effect on 
quality of life. The equivalent for preventive 
strategies would be whether the risk of develop-
ing the target illness is reduced or its effects 
reduced. If one adopts a recovery focus to mental 
health, the equivalent question would be the 
degree to which an individual can achieve goals 
that they have set personally, whether in terms of 
objective indicators of social roles (such as hav-
ing paid employment or being in a relationship) 
or more subjective indicators of personal goals 
[1]. But because resources are scarce – and of 
course they are always scarce – individuals who 
are responsible for deciding how to allocate 
resources not only want to consider these ques-
tions but also the economic question: Are the 
resources that are required in order to deliver the 
treatment (or the preventive strategy or recovery- 
focused approach) justified by the achievements 
made in terms of better outcomes?

Scarcity of resources means that choices have 
to be made (see Chap. 1). They are not likely to 
be easy choices. For example, to what extent 
should services for people experiencing episodes 

of severe psychotic symptoms be delivered in 
inpatient hospital settings or by specialist com-
munity teams? If those psychosis services are 
stretched too far, with more individuals needing 
treatment than the services can support, which 
patients should be prioritized? How much treat-
ment time (e.g., how many psychotherapy ses-
sions, or how many home visits) should be 
allocated to each patient? What proportion of the 
budget should be diverted from treating mental 
health problems identified today in order instead 
to uncover previously unrecognized needs or to 
invest in a broader health promotion strategy that 
might prevent similar needs emerging in the 
future? When is it reasonable to stop treatment 
for one particular patient and instead use thera-
pist time to start treatment for another patient? 
Should healthcare professionals focus only on 
alleviating symptoms rather than on wider issues 
such as whether their patients are employed or 
claiming welfare benefits to which they are 
entitled?

First and foremost, these are all clinical- or 
service-focused questions. In searching for 
answers, however, decision makers would do 
well to recognize that they are also economic 
questions. Answering each of these questions 
entails a tough choice for the people who control, 
manage, or allocate resources, because they will 
almost never have all the resources they would 
like in order to uncover or respond to every need, 
treat every patient, invest in prevention, or help 
individuals to achieve their broad life goals.

Those decision makers include government 
ministers, elected politicians, chief executives and 
boards of major corporations and nonprofit orga-
nizations, owners of small enterprises, health 
insurance fund managers, and almost every pur-
chaser, provider, and professional in health, social 
care, housing, education, and other systems. 
People with lived experience of mental illness and 
their families are also decision makers in that they 
must choose how to use their own resources of 
income and time. For each of these people – for 
each of us – scarcity is an everyday reality.

If we assume that these individuals and orga-
nizations aim to be reasonably rational in their 
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decision-making, they will allocate their 
resources so as to do the best they can in terms of 
one or more patient-related consequences. These 
consequences are likely to include how well 
needs are met or symptoms are alleviated, how 
much pain can be reduced, whether normal func-
tioning at work or in relationships can be restored, 
what improvements can be made to overall qual-
ity of life, and the extent to which future risks of 
disorders are reduced. The aim of economic anal-
ysis is to help decision makers make their deci-
sions: to use their available resources so as to 
maximize achievements in terms of relevant con-
sequences. As other chapters in this book 
describe, cost-effectiveness, cost-utility, and 
cost-benefit analyses are tools economists use to 
provide decision makers with what is hoped to be 
helpful evaluative evidence (see Chaps. 4, 5, and 
6). In this chapter I discuss what decision makers 
want from economic evaluation, then illustrate 
the potential uses of such empirical evidence in 
the mental health field.

10.2  What Do Decision Makers 
Want?

As noted earlier, any mental health system con-
tains many decision makers, from those who con-
trol the budgets to those who actually deliver and 
use the services. Each of them is likely to be 
acutely aware that the resources available to them 
are limited. In choosing one option over another, 
they might have access to a number of resource- 
related criteria to guide their decisions. They are 
likely to want to maximize what they can achieve 
(in terms of the impact of treatment or care) from 
the resources they control. They might want to 
broaden access to evidence-based therapies, 
remove barriers to services, improve social and 
economic integration of people experiencing 
mental health issues, tackle unfair inequalities in 
what individuals or families are expected to pay 
for their treatment, or better target available ser-
vices so they reach people with the greatest or 
most urgent needs. Many of these criteria fall into 
two groups: efficiency and equity.

10.2.1  Equity

Equity refers to the extent to which treatment out-
comes, access to services, and payment for them 
are distributed fairly across the population (see 
Chap. 8). For instance, are these outcomes, ser-
vices, and costs distributed unequally by sex, age, 
ethnicity, language, religion, political beliefs, 
sexual orientation, socioeconomic position, or 
place of residence? If so, is this inequality con-
sidered to be appropriate and fair? This obviously 
begs the question of what is meant by “fair.” 
Equity (or fairness) is clearly not the same as 
equality in the provision of services, as all people 
do not have exactly the same needs or circum-
stances. Most people are likely to agree that it 
would be more equitable to allocate resources so 
that more treatment and access to care are pro-
vided to people with greater or more urgent 
needs. Similarly, many people might agree that it 
would be more equitable to ask individuals with 
less ability to pay for their treatment – probably 
those people with lower incomes or fewer assets – 
to pay smaller amounts to be able to receive those 
treatments compared with individuals with  
greater ability to pay.

A frequently discussed equity issue faced by 
mental health decision makers today relates to 
the links between incidence and prevalence, on 
the one hand, and socioeconomic status, ethnic-
ity, age, and other personal characteristics, on 
the other hand. There is also a link between 
access to evidence-based care and treatment, and 
the type and level of need, as well as to other 
personal characteristics. How mental health care 
is financed and whether and how ability to pay is 
taken into account are widely discussed. In each 
respect, plenty of evidence of inequities exists. 
Work from my own research group, for example, 
has shown that income-related inequality in rela-
tion to prevalence in the United Kingdom is 
markedly worse for mental illness than for gen-
eral ill health [2], and it varies, again markedly, 
by ethnicity [3]. We have also shown that 
income- related inequalities in relation to depres-
sion and suicide worsen considerably during 
periods of economic recession, as during the  
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sustained economic difficulties experienced in 
South Korea during the 1990s [4]. Questions 
about inequities also need to be asked in relation 
to the receipt of healthcare; a very useful, recent 
review article by Cookson et al. [5] summarizes 
what is known about the distribution of health-
care in general in England.

10.2.2  Efficiency

Efficiency can be defined in a number of ways, 
but at the heart of this criterion is the relationship 
between effectiveness and cost: How many ser-
vices or how much health gain is achieved from a 
specified volume of resources? An efficient allo-
cation of resources is one that delivers a particu-
lar set of services at minimum cost, or achieves 
the greatest population health gain from a given 
budget. It is also important that the services deliv-
ered or the health gains achieved from those 
resources are those that society actually views as 
most desirable (a concept often described as 
“allocative efficiency”).

Economic evaluation is primarily concerned 
with addressing questions of efficiency, although 
health economists are gradually paying more 
attention to equity issues in their evaluations [6]. 
The essence of an economic evaluation is to cal-
culate the costs associated with an intervention – 
such as a medication, psychotherapy, or service 
arrangement – factor in any downstream mone-
tary savings that might flow from using that inter-
vention, and compare those costs with costs of 
some alternative intervention. The outcomes from 
each of the two (or more) interventions would 
also be measured, perhaps in terms of reduced 
symptoms, improved functioning (e.g., in relation 
to employment or personal relationships), and 
better well-being. The costs and outcomes would 
then need to be considered together: Is one inter-
vention both cheaper and more effective than the 
other? If so, then it clearly represents a more effi-
cient use of available resources. Does one inter-
vention achieve better outcomes, but only at the 
expense of higher net costs (costs minus savings)? 
If so, it may not be immediately clear whether the 
intervention with the better outcomes is the more 

efficient choice. The quandary is whether the bet-
ter outcomes justify the higher cost, and the deci-
sion maker needs to consider the trade-off 
between the better outcomes and the higher costs. 
This is a value judgement and is not reducible to a 
scientific algorithm.

10.3  Types of Questions 
and Evaluations

Economists can support decision makers to make 
these difficult value judgements in a number of 
ways, in particular through different types of eco-
nomic evaluation. These evaluations share many 
common features but because they address differ-
ent questions, they differ mainly in terms of how 
they define and measure outcomes. It is worth 
noting immediately that these evaluation types 
are not mutually exclusive: a single research 
study often addresses more than one question, 
and therefore involves more than one type of 
analysis; in this way the study offers answers to 
more than one decision-relevant question.

When evaluating an intervention targeted to a 
particular condition (such as severe depression) 
and comparing it with another intervention with 
the same purpose, the most relevant outcomes to 
use would be specific to the condition (such as 
alleviating core depressive symptoms, in this 
case). As other chapters in this book have 
described, the most appropriate type of evaluation 
for this task is a cost-effectiveness analysis (see 
Chap. 5), and this evaluative type is used most 
often in health economics research. It looks at dis-
order-specific outcomes and the costs needed to 
avoid them (for a preventive intervention) or to 
improve them (for a treatment intervention).

But the context for the decision could be 
broader. For example, the question could be 
whether to invest in preventing anxiety or prevent-
ing coronary heart disease. In this case, a disease-
specific measure – such as one that assesses 
anxiety symptoms or one that assesses the degree 
of atherosclerosis – is not going to be very helpful 
because it is relevant to only one of the two dis-
eases, and comparisons between them are mean-
ingless. Health economists often turn to a generic 
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outcome measure for this purpose, for example, 
health-related quality of life or disability, which 
lead to measures of quality-adjusted life years 
(QALYs) or disability-adjusted life years, respec-
tively. When using QALYs to indicate the out-
comes of treatment or prevention, this form of 
evaluation is referred to either as a cost- utility 
analysis (see Chap. 6) or, slightly confusingly, a 
cost-effectiveness analysis, albeit one that uses a 
generic outcome measure. A cost- utility analysis 
can tell the strategic decision maker where among 
a range of potentially quite different intervention 
options and disease areas they are likely to achieve 
the biggest effect from their resources[7].

The broadest of economic evaluations is cost- 
benefit analysis (see Chap. 4). This type of evalu-
ation is helpful if a decision maker must choose 
how to allocate resources across diverse areas 
such as healthcare, education, and housing. In 
this case, the only feasible outcome to consider is 
either monetary valuations of what is achieved or 
perhaps a high-level hedonic well-being measure 
such as life satisfaction [8]. It is not easy to calcu-
late the monetary values of mental health out-
comes, and the use of life satisfaction as an 
overarching indicator of an outcome such as 
well-being has not been explored much to date. 
Consequently, cost-benefit analyses are rare in 
mental health contexts (indeed, they are rare 
across the whole health spectrum). Occasionally, 
it makes sense to use as the primary outcome in 
an evaluation something such as whether indi-
viduals are able to gain or retain employment; in 
this case, the evaluation could potentially attach a 
monetary value to the productivity gains that 
result, since those gains usually have market 
value (i.e., a price). We were able to do this in our 
evaluation of individual placement and support in 
a six-country European study. Employment gain 
was the main purpose of the intervention, and so 
we were able to conduct a cost-benefit analysis as 
well as other analyses [9]. Interestingly, one of 
the very first economic evaluations in the mental 
health field – a randomized controlled trial of the 
Training in Community Living model in 
Wisconsin (an assertive outreach service) – 
focused exclusively on patient earnings as mon-
etized benefits of care [10]. Although the 

economic evaluation was therefore somewhat 
narrowly conceptualized, it was published in tan-
dem with an article reporting the clinical out-
comes measured more conventionally. Our own 
evaluation of the London equivalent – the 
Maudsley Daily Living Programme – did not 
include a cost-benefit calculation because gain-
ing employment (hence achieving earnings) was 
not an objective of the service; we instead per-
formed a cost-effectiveness analysis [11].

10.4  Uses of Economic Evidence

It should be clear from what has already been dis-
cussed that the evidence from an economic evalu-
ation could have a number of potential uses; 
therefore it is possible to find many ways in which 
economic evaluation is blended with other evi-
dence to inform and support the actions of deci-
sion makers. I have organized this discussion 
under a number of headings, distinguishing the 
following inter-connected uses: lobbying, market-
ing, comparison, commissioning, health technol-
ogy appraisal and guidance, policy development, 
and personalization and empowerment. Each of 
these uses is illustrated by some brief examples.

10.4.1  Lobbying

Although not strictly a form of economic evalua-
tion, cost-of-illness calculations have often been 
used to argue the case for more resources to be 
devoted to a particular field or to address a spe-
cific disorder. Cost-of-illness studies identify, 
measure, and then aggregate the economic effects 
of a disorder. The best such studies include all or 
most of those effects, particularly direct costs 
associated with treatment and care, as well as 
indirect costs linked to reduced productivity that 
might arise because of disrupted employment or 
to the unpaid care provided by a family member 
or friend. These calculated cost aggregates are 
not evaluative because they do not compare two 
or more treatment options and therefore do not 
provide any information to a decision maker 
about what should be done to meet mental health 

10 Health Economics as a Tool for Decision-Making in Mental Health Care



184

needs or to invest in prevention. But they can still 
be useful for highlighting the scale of an issue.

Cost-of-illness studies are popular with advo-
cacy groups and patient organizations because the 
calculations usually conclude that the disorder 
being studied generates high, wide-ranging, and 
long-lasting costs. These figures can then be used 
to grab the attention of the media and also, it is 
hoped, the budget holders within strategic deci-
sion-making bodies. People usually propound the 
argument that a disorder that generates high costs 
deserves high investment in terms of funded treat-
ment and care. In turn, this would lead to better 
health and quality of life for people living with the 
condition and for their families. Pharmaceutical, 
medical device, and other companies also often 
commission and use cost-of- illness results to 
draw attention to what they might argue is an 
under-resourced treatment area, thereby hope-
fully increasing demand for their products. It does 
need to be emphasized, however, that the scale of 
economic impact alone is insufficient grounds for 
the efficient allocation of resources; for that pur-
pose we need to know what outcomes would flow 
from the investment and from the best alternative 
way(s) to use that same amount of resources.

I and my colleagues have conducted a few 
cost-of-illness studies in the mental health field. 
These include two dementia studies commis-
sioned by the Alzheimer’s Society, the leading 
charity for dementia support and research in 
England, Wales, and Northern Ireland [12, 13]. 
The 2014 dementia study had a simple struc-
ture: we first divided the older population into 
subgroups by age, sex, and severity of dementia, 
then we assigned people to different care set-
tings (in the community, care homes, or a hospi-
tal) on the basis of national statistics. We then 
estimated spending on care by attaching an 
average weekly cost to each type of care and 
each severity category (including an imputed 
cost for unpaid support). The 2007 study 
included prevalence and cost projections, as 
well as evidence on care variations across the 
country, and argued the case for improving ser-
vice quality; these findings have been credited 
[14] as leading directly to England’s first 
national dementia strategy [15].

Another of our studies calculated the overall 
cost of Alzheimer disease in the United Kingdom, 
and compared it with similar calculations for 
stroke, heart disease, and cancer. Then it com-
pared research expenditures in each of those 
same disease areas [16]. This study was funded 
by Alzheimer’s Research UK, another leading 
charity.

We also completed two calculations of the 
overall costs of autism in the United Kingdom 
[17], and a third that compared costs between the 
United Kingdom and United States [18]. All were 
commissioned by autism charities, and the find-
ings were extensively used to argue that autism is 
relatively neglected with regard to diagnosis, 
treatment, care, and research see Chap. 23).

Lobbying for more and better mental healthcare 
can of course also build on cost- effectiveness and 
other evaluations. For example, a membership orga-
nization of psychologists and other counselors 
might want to use evidence of both effectiveness 
and cost-effectiveness to argue for a greater propor-
tion of treatment resources to be allocated to psy-
chosocial interventions. Or a provider of services 
might use economic evaluation evidence to demon-
strate how its activities are saving costs elsewhere or 
promoting better health and well-being for patients.

10.4.2  Marketing

This then takes us to a second broad use of eco-
nomic evidence: for the purposes of marketing. 
Although pharmaceutical companies and other 
manufacturers can make good use of cost-of- 
illness studies, they might be able to garner stron-
ger interest in their products if they demonstrate 
cost-effectiveness. Therefore, these companies 
often commission a cost-effectiveness study or 
other economic evaluation in the hope that it helps 
to influence local or national patterns of treatment. 
In fact, some countries now formally require man-
ufacturers (particularly of new pharmaceutical 
products) to submit evidence of cost- effectiveness 
to regulatory or health technology assessment 
(HTA) bodies. Subsequently, these HTA or other 
bodies might commission their own “indepen-
dent” economic evaluations, or build simulation 
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models (see Chap. 7) that pool evidence from 
commercially supported and other studies.

Some of the earliest economic evaluations in 
the mental health field were funded by pharma-
ceutical companies. The first economic study of 
the new class of selective serotonin reuptake 
inhibitors for treating depression focused on 
fluoxetine and was commissioned by Eli Lilly, its 
manufacturer [19]. The first economic study of 
so-called atypical antipsychotics for treating 
schizophrenia was a retrospective database eval-
uation of risperidone and was funded by Janssen, 
the drug’s manufacturer [20].

Of course, no manufacturers can commercial-
ize interventions such as psychosocial therapies 
or particular service configurations (such as case 
management), and hence there are no “product 
champions.” Evidence of their effectiveness or 
cost-effectiveness therefore needs to be gener-
ated elsewhere, for example, by a professional 
body, a government department, or a research 
charity.

10.4.3  Comparisons

Evaluations are, by definition, comparisons: in 
the context of treatment for a particular  condition, 
a clinical evaluation compares the outcomes of 
two or more medications or other interventions, 
and an economic evaluation compares their rela-
tive cost-effectiveness. Beyond that, evidence 
from economic evaluations or other studies can 
be used for wider comparisons. For example, the 
international charity Alzheimer’s Disease 
International commissioned research that calcu-
lated and used estimates of the global cost of 
dementia to support its case for earlier diagnosis, 
better care and treatment, and more research on 
causes [21]. In its subsequent annual World 
Alzheimer Report, the focus turned to the cost- 
effectiveness of shifting tasks and providing bet-
ter treatment for dementia (see Chap. 22), and 
included detailed economic modeling of a range 
of evidence-based interventions in some sample 
countries (Canada, China, Indonesia, Mexico, 
South Africa, South Korea, and Switzerland). 
One purpose was to demonstrate how resources 

could be used efficiently to achieve better out-
comes for people living with dementia and their 
families, and to stimulate local discussion in part 
through international comparison [13].

Other examples can be given. One of the 
autism cost-of-illness studies mentioned ear-
lier integrated data from a number of previous 
studies of accommodation, medical services, 
nonmedical services, and out-of-pocket pay-
ments by families in both the United Kingdom 
and the United States, then combined these 
data with estimates of prevalence [18]. One 
interesting result was that the lifetime cost for 
an individual with autism and intellectual dis-
ability was very similar in the two countries. In 
general, descriptive evidence of patterns of ser-
vice use, employment difficulties, costs, and 
other economic dimensions can provide help-
ful platforms for a discussion of policy frame-
works and practice-level implementation. A 
more recent study compared the workplace- 
related absenteeism and presenteeism costs 
associated with depression across eight diverse 
countries (Brazil, Canada, China, Japan, South 
Korea, Mexico, South Africa, and the United 
States). A number of individual, workplace, 
and societal factors were found to be associ-
ated with lower productivity [22].

Heterogeneity is the norm – not the exception – 
between and within countries and regions, and 
between different service providers and funding 
bodies. Most obvious are the marked differences 
between patients with respect to their needs, 
strengths, characteristics, family  circumstances, 
community contexts, preferences, and so on. These 
individual-level differences probably work to affect 
the outcomes and costs of treatment and support. 
Understanding what those cost and outcome varia-
tions are and the extent to which they are systemati-
cally associated with the characteristics of 
individual patients will help decision makers plan 
the funding, delivery, and targeting of treatments.

In our own work, we often seek to describe 
and then “explain” statistically patterns of cost 
variation and association. We did this, for exam-
ple, at a time when national and local decisions 
were being taken to close long-stay psychiatric 
hospitals in England, and so plans were needed to 
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allow long-term residents to move toward new 
lives in the community. A number of our studies 
looked at the economic considerations [23], 
including an examination of whether one pro-
vider sector is more costly than another in achiev-
ing good outcomes [24]. We subsequently 
reviewed the economic evidence on deinstitu-
tionalization [25].

In another study, we used a large, nationally 
representative epidemiological survey to show 
how service utilization and cost differences for 
children and adolescents with mental health 
problems were significantly associated with the 
child’s age, sex, ethnicity, type of disorder, sever-
ity of symptoms, and reading attainment; mater-
nal age; parental anxiety and depression; social 
class; and family size and functioning [26].

10.4.4  Commissioning

Healthcare financing can take many different 
forms, from public-sector arrangements such as 
taxation (local or national, direct or indirect, gen-
eral or earmarked) and social health insurance to 
private-sector arrangements such as voluntary 
health insurance, medical savings accounts, and 
user charges (out-of-pocket expenditures or 
copayments). The funds traverse a number of 
channels to reach the treatment and care 
 providers, including block budgets, a capitation 
system, prices linked to diagnosis-related groups 
and other case-based arrangements, and 
 fee-for- service transfers [27]. Attention is 
increasingly focused on pay-for-performance ini-
tiatives within some of these mechanisms, with 
the aim being not simply to pay for activity, but 
instead to reward achievement.

Each of these various payment mechanisms 
represents a form of commissioning, the aim of 
which is to improve quality, effectiveness, and 
efficiency. Commissioners need to know what it 
costs to provide a particular type of treatment for 
a particular type of patient, and how those costs 
relate to the outcomes that are achieved. The 
diagnosis-related groups system is especially 
dependent on high-quality economic evidence of 
this kind. A payment schedule might then be 

designed to encourage treatments to be targeted 
at individuals who are thought to be especially 
vulnerable or deemed to be priority cases because 
of urgent need or other factors. The studies I 
described earlier that explored the extent and 
sources of cost variations could certainly greatly 
help in this regard.

10.4.5  Health Technology Appraisal 
and Guideline Development

Many countries now have formal mechanisms to 
consider effectiveness and cost-effectiveness evi-
dence on new technologies (such as new medica-
tions and medical devices) to feed into decisions 
about reimbursement and coverage [28] and to 
develop guidance. The work of the National 
Institute of Health and Care Excellence (NICE) in 
England and Wales is internationally well known 
for its thorough technology appraisals and its sub-
sequent development of clinical guidelines. NICE 
conducts literature reviews, meta- analyses, and 
expert appraisals; synthesizes information on 
clinical effectiveness and cost- effectiveness; and 
then develops guidelines to help individual clini-
cians and other professionals choose the best 
treatment in the sense that it is known to be effec-
tive and is considered to be cost-effective in the 
context of National Health Service structures and 
funding levels in England and Wales. NICE uses a 
cost-per-QALY threshold to guide its decisions: 
effective interventions found to have a cost per 
QALY gained less than £20,000 are likely to be 
recommended for use within the National Health 
Service, whereas a cost per QALY that exceeds 
£30,000 is unlikely to be recommended, unless 
powerful other considerations exist (such as being 
an “orphan” technology).

HTA mechanisms vary from country to coun-
try, as do decisions about health technology use. 
For example, a comparison of HTA processes in 
England, Scotland, France, and the Netherlands 
revealed that a range of factors were associated 
with decisions – some linked to evidence of 
effectiveness and cost-effectiveness, and some 
other considerations – although a large propor-
tion of variance remained unexplained [29].
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10.4.6  Policy Development

Today, it is common to see economic evidence 
being used to inform policy-making at local, 
regional, and national levels. Strategic planning 
and development of mental health systems 
increasingly rely on such evidence, which then 
cascades down to influence ground-level service 
delivery. Government bodies might also deploy 
economic methods to monitor the consequences 
of policy change.

An early example from my own experience is 
how economic analysis helped to inform both 
broad policy discussion and local implementa-
tion plans in relation to the closure of psychiatric 
and other long-stay hospitals in England. My 
group’s later systematic review of the economic 
evidence concluded that community-based mod-
els of care are not inherently more costly than the 
institutions they are intended to replace, once 
individuals’ needs and the quality of care are 
taken into account [25]. But neither are they 
cheaper, and any policy predicated on the expec-
tation that hospital closure will save money risks 
failure in the sense that many vulnerable people 
could be left with dangerously inadequate sup-
port in the community. Our review found that 
even if community-based care arrangements are 
more expensive than long-term hospital care, 
they could still be more cost-effective because 
they have the potential to deliver better 
outcomes.

Another example of direct influence on policy 
development is modeling of the economic conse-
quences of common mental disorders and their 
treatment through psychological therapies, par-
ticularly cognitive behavioral therapy. The mod-
eling study was published by Layard et al. [8]. 
This analysis influenced the U.K. Labour Party’s 
decision to make access to psychological therapy 
a manifesto commitment in its national election 
campaign in 2005, and this subsequently became 
a major plank of health policy in the form of the 
Improving Access to Psychological Therapies 
(IAPT) program. IAPT has greatly improved 
access to evidence-based psychotherapy for peo-
ple with mental health needs, thereby improving 
their quality of life and reducing workplace 

absenteeism, unemployment, and long-term 
National Health Service costs. The effectiveness 
of cognitive behavioral therapy was fundamental 
to the decision to invest in IAPT, but it was the 
economic evidence that tipped the balance and 
made sure that the policy idea became a service 
reality.

Numerous other examples can be given. The 
Department of Health in England commissioned 
a collection of small modeling studies from my 
research center, PSSRU at the London School of 
Economics, to examine the economic case for 
mental health promotion and mental illness pre-
vention [30]. Among the studies included in our 
report were economic models of services or pro-
grams delivered in schools, workplaces, commu-
nities, and healthcare settings, and those targeted 
at groups including pregnant women, families 
with young children, school students, socially 
isolated older people, individuals with medically 
unexplained symptoms, and people who might be 
considered at risk for suicide. Well-established 
evidence of effectiveness already existed for each 
of the 15 interventions that were modeled, and 
our aim was to examine whether economic pay- 
offs were achieved from these interventions in 
terms of direct (immediate or longer-term) cash 
savings to the public sector, to employers, or to 
the wider society (for example, through crimes 
averted). The findings fed directly into national 
policy discussions and local commissioning 
decisions.

A final example is the impressive program of 
cost-effectiveness work conducted by the World 
Health Organization in its Choosing Interventions 
that are Cost Effective (CHOICE) program. This 
international endeavor has collated information 
on the costs, effect on population health, and 
cost-effectiveness of a range of different mental 
health interventions for each of the 17 World 
Health Organization subregions [31].

10.4.7  Personalization 
and Empowerment

A final use for economic evidence links to the rela-
tively recent drive in some countries to help 
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empower people with disabilities, long-term condi-
tions, and mental health problems. Some health 
and social care systems now have various forms of 
a consumer-directed payment scheme, whereby 
individual patients or service users decide for 
themselves how to spend public resources allo-
cated to them in order to best meet their needs. This 
is in response to growing recognition that individu-
als want more control of their lives by participating 
in decisions about their treatment and care. It is 
also consistent with a wider change in policy and 
practice over recent decades to shift the balance of 
risk and responsibility – slowly but inexorably – 
from the state to the individual. This can be seen in 
attempts to widen choice in relation to provider, 
type, and time of treatment within publicly funded 
care systems. It has been central to the introduction 
of direct payments and personal budgets, which 
seem to be effective and cost-effective for, and 
popular with, people with mental health problems 
[32, 33]. It represents a core premise of case man-
agement arrangements that seek to tailor care and 
support to meet individual needs, circumstances, 
and preferences. Public health  campaigns that 
emphasize personal responsibility to reduce future 
risk of poor health should also be mentioned. Most 
recent is the rapid growth of interest in what is now 
referred to as “precision medicine”: using diagnos-
tic testing to “steer patients to the right drug at the 
right dose at the right time” [34]. The more that 
responsibility shifts to the individual, the more 
funding bodies will need to know what resources 
are needed and how to transfer them, and the more 
individuals will need and want to know what con-
sequences (economic and otherwise) they might 
expect from their actions.

10.5  Conclusions

Even if good economic evidence is available, it 
does not immediately follow that policy will be 
reoriented or that treatment practice will change. 
Among barriers to these goals are, for example, 
resource shortages (underfunding or a lack of 
staff with the appropriate skills) or their poor 
distribution (perhaps concentrated in major con-
urbations and unavailable in rural areas). The ser-

vices available might be inappropriate in that 
they do not match individual needs or prefer-
ences, or they could be appropriate but poorly 
coordinated across health, social care, housing, 
and other systems [35].

These barriers obviously need to be overcome. 
The parlous macroeconomic state of some high- 
income countries has led to cuts in spending on 
healthcare and related services, but also a realiza-
tion – even though it should have been recog-
nized much earlier – that economic evidence is 
needed to guide decision-making.

Most economic analyses revolve around the 
question, “Is it worth it?” That is, are the 
resources expended to deliver an intervention 
justified by the outcomes that are achieved? I 
have emphasized that cost-effectiveness (or effi-
ciency, to use a more general label) is only one 
criterion among many that decision makers 
must use to allocate resources. I have also 
argued – and illustrated through a series of 
examples – that it is a criterion that needs to be 
taken very seriously.

Key Messages

• Most economic evaluations in the men-
tal health field are concerned with the 
question, Is it worth it?

• Determining whether resources are used 
to their best effect in delivering a par-
ticular intervention is not the only con-
cern of decision makers, but it is one 
that they would be foolish to ignore.

• Equity is an important consideration for 
decision makers – that is, whether avail-
able resources are distributed and 
deployed fairly.

• Evidence provided by economic evalua-
tions has many potential uses in inform-
ing and supporting different decision 
makers, especially when blended with 
other kinds of evidence.

• Cost-effectiveness and related studies 
have long been used to support the mar-
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Abstract

This chapter provides a brief overview of the current level of funding for 
mental health within low- and middle-income countries. It then looks at the 
principal financing mechanisms used for funding in low- and middle- income 
countries and their implications for equity, efficiency, and sustainability at a 
time when a common goal is universal access to healthcare across the globe. 
The chapter provides some examples of approaches to funding mental health 
in different contexts and considers the role that can be played by aid from 
international donors in supporting the development of mental health ser-
vices and supports. In making the case for investment, it also is important to 
look beyond mental health outcomes. Health policymakers and service pro-
viders may be more interested in the impacts on physical rather than mental 
health, whereas in other cases it will be valuable to identify non-health ben-
efits and, if possible, attach a plausible value to these benefits.
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11

Key Points Summary

• Many low- and middle-income coun-
tries have severely inadequate levels of 
funding for mental health relative to 
population needs.

• It does not automatically follow that 
achieving universal healthcare coverage 
will mean universal coverage of mental 
healthcare.

• Historically, supporting mental health 
has been a low priority. Country-specific 
economic evidence can help strengthen 
the case for investment.

(continued)
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11.1  Introduction

Many chapters in this volume have highlighted 
the profound effects of poor mental health both 
within and outside healthcare systems. These 
challenges are particularly acute in low- and 
middle- income countries (LAMICs) (see Box 11.1 
for definitions), where resources for healthcare in 
general, let alone for mental health, typically are 
very limited.

This chapter provides a brief overview of the 
current level of funding for mental health within 
LAMICs. It then looks at the principal financing 
mechanisms used for funding in LAMICs and 
their implications for equity, efficiency, and sus-
tainability at time when a common goal is univer-
sal access to healthcare across the globe. As the 
chapter highlights, in many countries, inadequate 
levels of funding are provided for mental health 
relative to need within publicly funded healthcare 
systems. It considers how this situation can be 
remedied, including the key role of evidence- 
based information in the economic case for 
investment in mental health, both within and out-
side healthcare systems. In doing this, the chapter 
provides some examples of approaches to fund-
ing mental health in different contexts and con-
siders the role that can be played by aid from 
international donors in supporting the develop-
ment of mental health services and supports. This 
chapter does not seek to explore the situation in 

all LAMICs, but rather to provide an idea of 
some of the key issues and concerns in differing 
contexts around the globe.

11.2  Living on the Edge: Funding 
for Mental Health in Low- 
and Middle-Income 
Countries

It remains difficult to obtain accurate information 
on the level of funding for mental health in almost 
any country. Funding may come from multiple 
health or insurance funds at national, regional, 
and local levels, as well as through out-of-pocket 
payments. Responsibility for services may also 
be fragmented so that sectors other than health 
may have responsibility to fund/provide some 
services; for example, in some countries support 
for child mental health may be part of the respon-
sibilities of ministries of education and 
development.

Nonetheless, it is abundantly clear that many 
LAMICs spend very little on publicly funded 
health care. Only a very small fraction of health-
care budgets tend to be allocated to mental health. 
The World Health Organization’s (WHO’s) 2014 
Mental Health Atlas was only able to obtain suf-
ficient data on 23 middle-income countries to 
estimate that they spent, on average, around 1% 
of their health budgets – or less than $2 per 

Box 11.1 Defining Low-, Middle-, 
and High-Income Countries
For the 2017 fiscal year, low-income econ-
omies are defined as those with a gross 
national income (GNI) per capita (in inter-
national dollars) of $1025 or less in 2015; 
lower-middle-income economies are those 
with a GNI per capita between $1026 and 
$4035; upper-middle-income economies 
are those with a GNI per capita between 
$4036 and $12,475; and high-income 
economies are those with a GNI per capita 
of $12,476 or more.
Source: [1].

• As economies grow there will be more 
opportunities for internally sustainable 
healthcare financing.

• Only 1% of development aid from inter-
national donors is currently allocated to 
mental health. More can be done to 
work with donors to change this.

• An intersectoral approach to funding is 
required for implementation of mental 
health promotion and disorder preven-
tion strategies.

(continued)
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person – on mental health in 2013 [2]. Seven 
lower- middle- and 16 upper-middle-income 
countries in that study allocated 80% and 50% of 
funds, respectively, to psychiatric hospitals, thus 
limiting reach, compared with just over 30% in 
17 high-income countries. Substantive variation 
exists between some countries; for instance, gov-
ernment expenditures on mental health as a per-
centage of total government health budgets in 
seven Arab countries ranged from 2% in Syria 
and Egypt to 7% in Algeria [3]. In Georgia, a 
recent situational analysis, while not specifying 
the level of funding, indicated insufficient 
resources to adequately cover basic costs of staff-
ing and premises, let alone to reform and mod-
ernize mental healthcare [4].

Turning to Africa and Asia, detailed analysis 
of three low-income countries revealed that 
resources invested in tackling psychosis and 
depression range between $0.11 and $0.33 per 
capita per annum in Ethiopia, Nepal, and Uganda 
[5]. Another recent estimate for all 31 World 
Bank–defined low-income countries suggests 
that the per-capita investment for mental health in 
2014 was just $0.20 per person per annum, or just 
half of 1% of their total health expenditure [6].

So, there is a common pattern of low invest-
ment in many LAMICs. This low level of invest-
ment is insufficient to meet the costs of delivering 
a basic core package of mental health services 
(as defined by the WHO), which in low-income 
countries requires up to $2.60 per person, and as 
much as $6.25 in lower-middle-income coun-
tries [7]. This current level of investment trans-
lates into meeting only 11% of the desired 
investment in mental health necessary for an 
essential package of mental health services in 
low-income countries and between 14% and 
19% of the necessary investment in lower-mid-
dle-income countries [8].

The lack of investment is compounded by 
political uncertainty and in some cases conflict, 
high disease burden, and a limited mental health-
care workforce. Healthcare systems, especially in 
low-income settings, have traditionally priori-
tized health problems that have high mortality 
rates. Such mortality data ignore comorbidities 

and do not account for the fact that poor mental 
health is a trigger for premature mortality from 
physical health disorders. Going forward, it is 
essential that the effects of poor mental health on 
multimorbidity, including effects on the manage-
ment of conditions such as diabetes, heart dis-
ease, HIV/AIDs, tuberculosis, and malaria, are 
fully factored into estimates of the impacts of 
poor mental health.

A lack of investment in publicly funded men-
tal health services potentially has far-reaching 
consequences. Failure to intervene early when 
mental health is at risk may mean more health 
problems that have to be addressed later. There 
will also be adverse consequences for physical 
health: poor mental health is associated with 
poorer management of physical health, which in 
turn contributes to the much higher rate of mor-
tality among individuals with mental health needs 
compared with the general population [9].

But it is not just about effects within health-
care systems. There will also be economic strain 
and other consequences for family members, 
including children and young people who may 
have to take on caring responsibilities or engage 
in work (thus losing time from education) as a 
result of the poor mental health of their parents or 
siblings. At a societal level, poor mental health 
may also be associated with avoidable externali-
ties related to social exclusion and stigmatization 
(see Chap. 27), including contacts with the crimi-
nal justice system, as well as lost opportunities in 
the labor market (see Chaps. 25 and 28). 
Understanding these wider impacts is valuable 
because it helps to raise the importance of mental 
health when looking at different Sustainable 
Development Goals (SDGs), for instance, the 
objective to “protect labour rights and promote 
safe and secure working environments for all 
workers, including migrant workers, in particular 
women migrants, and those in precarious employ-
ment” [10]. Opportunities may arise to consider, 
for example, how to seize a chance to achieve 
inclusive, quality, and lifelong education for all 
in order to promote and protect mental health, as 
well as to consider how better mental health may 
help countries attain their educational goals.

11 Financing Mental Health in Low- and Middle-Income Countries…
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11.3  How Is Mental Health 
Financed in LAMICs?

Sustaining publicly funded healthcare systems 
in LAMICs is challenging because of the diffi-
culties in making use of tax and/or social health 
insurance mechanisms, the mainstays of health 
system financing in high-income countries. 
Income-related taxation in particular tends to be 
a progressive and equitable way of supporting 
health, including mental health, but raising suf-
ficient funds through income tax is not feasible 
in many LAMICs. It has been argued that “the 
combination of an informal economic structure, 
income from natural resources or specific com-
modities, and the availability of aid (for some 
countries) pushes many low-income countries 
into a situation of a low tax/GDP (Gross 
Domestic Product) ratio (around 20% of GDP 
compared to 40% in high income countries) lev-
ied on a narrow tax base and a narrow set of 
individuals” [11].

Social health insurance schemes, which usually 
set insurance premiums on the basis of community 
rather than individual risk, may ensure, to a greater 
extent than taxation, the availability of a defined 
pool of resources/benefits for mental health needs. 
Individuals who cannot afford to pay into these 
insurance schemes would have their costs met by 
the public purse, meaning that schemes should 
cover the population. There are, of course, some 
success stories where insurance works, as in Costa 
Rica, but insurance schemes can be administra-
tively complex, and some LAMICs may find it dif-
ficult to raise sufficient revenue through social 
health insurance schemes because of low levels of 
participation in the formal economy [12].

One key challenge for access to healthcare in 
general, therefore, is how to increase the level of 
financial protection and reduce the risk of cata-
strophic healthcare costs, particularly in low- 
income countries. Employees can be enrolled in 
social health insurance or, alternatively, revenues 
generated through payroll taxes can be used to fund 
healthcare. Some governments will expand the use 
of these financing mechanisms as the economy 
grows, but in general there are questions of whether 
low-income countries will be able to raise suffi-

cient revenue from any type of taxation to ensure 
access to healthcare for the majority of the popula-
tion, or even whether it might be possible to volun-
tarily or mandatorily enroll  more of the population, 
including those in the informal economy, into a 
social health insurance scheme. Even when coun-
tries have been successful in rolling out tax- or 
insurance-based schemes (e.g., in Rwanda), the 
level of general healthcare services covered can be 
very limited [13]. The case for mental health cover-
age still needs to be made, even in Rwanda, where 
an officially approved mental health policy exists.

In Ghana, although the publicly funded health-
care system provides some coverage for mental 
health, this does not extend to physical health needs, 
which are funded separately through a social insur-
ance scheme that many people with mental health 
needs are not eligible for [14, 15]. The lack of access 
to healthcare can itself also be a risk factor for poor 
mental health. One analysis of more than 4000 
adults in China found that individuals who did not 
have health insurance had almost double the risk of 
developing severe depression over a 20-month time 
frame compared with insured individuals [16].

In the absence of taxation and social insur-
ance, development aid from international donors 
remains a major source of funding for healthcare 
in many LAMICs, but crucially, very little of this 
funding seems to be allocated to mental health. 
One study used the Aid Activities Database from 
the Creditor Reporting System of the Organisation 
for Economic Co-operation and Development’s 
Development Assistance Committee to trace 
development assistance for mental health from 
55 donors between 2007 and 2013 [8]. It found 
that only 1% of the total expenditure on develop-
ment assistance for health during this time period 
focused on mental health: an average of $136.12 
million per year compared with $6.8 billion for 
HIV/AIDS [17]. In 2011 this equated to an aver-
age of only 0.05 per person in low-income coun-
tries, $0.02 for lower-middle-income countries, 
and $0.03 in upper-middle-income countries.

The uncertainties of the viability of social 
health insurance, a stable taxation system, and 
dedicated donor aid inevitably mean that out-of- 
pocket payments and private insurance schemes 
are relied on much more. This is inevitable in 
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countries that have difficulties in developing an 
infrastructure and supporting a formal economy 
that can sustain a publicly funded healthcare sys-
tem. In 2014, out-of-pocket payments accounted 
for at least 50% of all healthcare expenditures in 
23 of 78 low- and lower-middle-income coun-
tries; the highest level of out-of-pocket payments 
(76% of all health care expenditures) occurred in 
Yemen and the Sudan (Fig. 11.1).

Relying so heavily on out-of-pocket pay-
ments in order to provide mental health services 
is both inequitable and inefficient [12]. In low-
income countries, these out-of-pocket payments 
may often represent the entire costs of care; as 
such they are very regressive, as the costs are 
greatest for those who are least able to pay, 
heavily restricting their access to services. 
Given the strong correlation between mental 
health problems, exclusion from the labor force, 
and low socioeconomic status, user charges for 
mental health services are highly inequitable 
(see Chaps. 24, 25, and 28): those needing ser-
vices most often are the least able to pay. The 
chronic nature of some mental disorders means 
that ongoing (possibly catastrophic) costs could 

potentially be incurred over many years – again 
discriminating against those with mental health 
problems, who are not often in a position to 
make ongoing payments.

Even in more advanced economies that have a 
greater fiscal space for health funding and where 
out-of-pocket payments are more of a supplement 
to revenues from tax or insurance premiums, they 
still almost certainly aggravate inefficiencies in the 
utilization of mental health services. Out-of-pocket 
payments in high-income countries are used to 
reduce unnecessary demand for services; in the 
case of mental health, however, this issue of excess 
demand is much less of an issue than might be the 
case for physical health concerns. Even without the 
financial costs of out- of- pocket payments, the 
stigma associated with mental illness means that 
individuals and their families may be reluctant to 
contact services (see Chap. 27). In fact, it has been 
estimated that at least 75% of all those who could 
benefit from mental health treatment in many 
LAMICs do not come into contact with services 
[19]. This increases to 89% when considering only 
treatment for schizophrenia in low-income coun-
tries [20]. Much of this is about the lack of services, 

Fig. 11.1 Out-of-pocket expenditures as a share of total health expenditure in selected low- and middle-income coun-
tries (Source: [18], National Health Account Indicators 2014 data)
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but stigma plays a role, with some individuals pre-
ferring to pay for complementary and/or traditional 
healing rather than use any mental health service.

Private, rather than social, health insurance 
schemes can be found in many LAMICs. These 
schemes tend to be small, and while they provide 
healthcare coverage for the usually small propor-
tion of the population that can afford to subscribe, 
even for these individuals, private health insur-
ance schemes severely restrict mental health cov-
erage, including preventing enrollment or 
coverage for individuals who may be identified as 
being at high risk of developing mental health 
problems; this is also the case in some high- 
income countries. Policymakers may wish to con-
sider whether there is any scope for the revenues 
raised from private insurance to help subsidize 
some of the costs of essential mental health ser-
vices for the majority of the population who can-
not afford such insurance coverage.

In many LAMICs, mental health coverage 
through private insurance is, in any case, often 
heavily restricted, although examples of how pri-
vate insurance coverage can help sustain more 
choice and greater access to higher quality men-
tal health services for enrollees, including access 
to psychological therapies, can be seen in some 
countries, for example, in a hospital in Kenya 
[21]. In the case of this Kenyan study, however, 
the authors were careful to note that it was not 
possible to make any generalization “on the over-
all quality of private versus public care,” adding 
that the example is not generalizable “because its 
concentration of qualified mental health care pro-
fessionals would be unsustainable at scale in this 
low-income setting” [21].

Regardless of the funding mechanisms, it 
should also be stressed they will not directly 
influence actions that are the responsibility of 
other national or regional government depart-
ments. The effects of poor mental health on many 
different parts of the economy mean that an inter-
sectoral approach is essential. Unfortunately, lit-
tle is known about funding for mental health that 
does not come from health budgets in LMICs. In 
addition to better estimating the level of funds 
from these sectors, another challenge is to per-
suade budget holders in non-health sectors to, for 
example, support programs for mental health in 

the workplace or tackle addiction and mental 
health problems within the prison system.

11.4  Moving to Universal 
Healthcare Coverage: What 
Might It Mean for Mental 
Health?

The UN declaration on SDGs notes that “to pro-
mote physical and mental health and well-being, 
and to extend life expectancy for all, we must 
achieve universal health coverage and access to 
quality health care” [10]. Universal health coverage 
has been defined as meaning that “all people and 
communities can use the promotive, preventive, 
curative, rehabilitative and palliative health services 
they need, of sufficient quality to be effective, while 
also ensuring that the use of these services does not 
expose the user to financial hardship” [22]. This in 
turn implies greater equity in access to health ser-
vices, so that this is based on need rather than ability 
to pay, with protection against catastrophic financial 
loss that might otherwise be associated with paying 
for healthcare services [23] .

However, while countries may now be striving 
to find ways to meet the welcome objective of 
universal healthcare coverage, what this will 
actually mean for mental health when imple-
mented is far from clear. It certainly does not 
automatically mean that countries will achieve 
universal mental healthcare coverage for even the 
most basic package of services. Coverage of 
mental health has often been far from ideal, even 
within high-income countries that would be con-
sidered to have universal health coverage.

In many settings, securing good mental health 
has sometimes been perceived as a lower priority 
than investment in physical health, perhaps 
because poor mental health is sometimes 
(wrongly) perceived as having no impact on 
 mortality. Mental illness is still a taboo topic in 
many societies; this may also have a bearing on 
the willingness of societies to adequately fund 
mental health, despite its substantive contribution 
to the overall global burden of disease and the 
importance of good mental health for economic 
development. As Jim Yong Kim, President of the 
World Bank, said, “mental health has remained in 
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the shadows. This is not just a public health 
issue—it’s a development issue. We need to act 
now because the lost productivity is something 
the global economy simply cannot afford” [24].

11.5  Leveraging More Funding 
from Governments 
and International Donors

The lack of funding for, and low priority given to 
mental health, means that there is a need not 
only to convey the economic case for action to 
national decision makers, but also to make a case 
to both international and national donors on the 
value of investing their finite resources in 
strengthening mental health systems. The recog-
nition of mental health within the SDGs creates 
an opportunity for action, but there still is a 
pressing need to communicate effectively on 
what works, such as the integration of mental 
health within public health services, and the 
adverse effects of not taking action (see Box 
11.2). There is also a case to be made for both 
ministries of health and donors to have protected 
budgets for mental health; this at least can help 
ensure that resources intended for mental health 
do indeed reach mental health services and can 
reduce some uncertainty about the sustainability 
of services.

Focused donor aid can make a difference. 
One example of this is the work of Basic Needs, 
a non-governmental organization that works to 
improve the lives of people with mental health 
problems. It invested more than $2 million for 
community mental health services in 11 pre-
dominantly LAMICs in 2011, benefiting almost 
40,000 people [25]. Analysis in Kenya demon-
strated that this multi-component mental health 
program was cost-effective, with a cost per dis-
ability life year averted of $727, similar to that 
for drug treatment for HIV/AIDs [26], while 
reaching the most vulnerable. Service users 
financially gained through an increased return 
to their normal economic activities, while 
avoiding the need to pay for some ongoing 
treatment costs.

While these economic benefits are strong, it is 
always important to remember that budgetary 

impacts also determine sustainability. Sustaining 
the Basic Needs program model without interna-
tional donor assistance would be difficult, as 80% 
of the costs were borne by Basic Needs rather 
than local partners. The annual cost of $540 per 
year for each individual treated would be com-
pletely beyond the budget of the Kenyan govern-
ment. Basic Needs itself relied on international 
donor aid in order to be in a position to provide 
these services – hence the importance of making 
a strong health and economic case to interna-
tional donor governments and other international 
organizations whose objective is to promote 
global mental health.

11.6  Strengthening the Evidence 
Base for the Economic Case 
for Investment in Mental 
Health

World Bank President Kim’s call to action recog-
nizes the many negative externalities of not tak-
ing action against poor mental health that were 
highlighted earlier in this chapter and in particu-

Box 11.2 Facilitating Development 
Assistance and Governmental Support 
for Mental Health (Adapted from [8])

• Evidence of the effectiveness of inte-
grating mental health services within 
public health services should be better 
documented and communicated to 
donors and policymakers.

• Development assistance could be used 
to strengthen capacity for sustainable 
mental health systems in the public 
health sector.

• Raise awareness among donors and 
governments of the health, developmen-
tal, and economic costs of poor mental 
health, benefits of treatment, and current 
low levels of funding relative to need.

• Donors and governments should specify 
a budget for mental health activities.
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lar in Part 4 of this volume. Economic evidence 
can help persuade policymakers to invest a 
greater share of their health budgets in mental 
health. Moreover, the aim of the SDGs to achieve 
universal healthcare coverage should mean that 
policymakers in LAMICs will be interested in 
information that can help them determine what 
packages of health care might be covered.

Martin Knapp, in Chap. 10 in this volume, writes 
extensively about the different ways in which eco-
nomic evidence can be used to inform the decision-
making process. Much of that chapter draws on 
examples of practice from high- income countries, 
but the principles apply equally in LAMICs. This 
brief section focuses on  specific issues that must be 
contended with more often in LAMICs.

11.6.1  Strengthening Capacity 
to Conduct and Interpret 
Economic Evaluation 
in LAMICs

There is a need to strengthen the capacity to con-
duct economic evaluations and to communicate 
and understand their results in policy-relevant 
language. One recent survey of policymakers in 
LAMICs suggests that local health economics 
capacity, for instance in universities, has only 
very limited contact with policymakers in many 
countries [27]. Thus it is important to strengthen 
these links, and one way to help create the condi-
tions for effective long-term knowledge exchange 
between the health economics community and 
policymakers is through building collaborative 
partnerships, for instance, by involving policy-
makers in all aspects of health economics and 
health services research initiatives that may be 
funded through international donor aid. Example 
of this include the EMERALD and PRIME proj-
ects, funded by the European Union and the 
U.K. Department for International Development, 
respectively, which have brought together aca-
demics including health economists, the WHO, 
and senior civil servants from ministries of health 
in a number of LAMICs in sub-Saharan Africa, 
India, and Nepal to collaborate on long-term 
projects to promote mental health [28, 29]. These 
types of initiatives also allow researchers to 

obtain better insight into the ways in which the 
policy-making process works.

11.6.2  Making an Economic Case 
for the Prevention 
of Multimorbidities

Some health policymakers have little or no 
interest in mental health. Indeed, some may har-
bor negative attitudes and prejudices similar to 
those held by some members of the general pub-
lic. These policymakers may, however, be much 
more interested in any actions that ultimately 
improve physical health outcomes. For instance, 
the World Mental Health Survey indicates that 
36% of people with psychosis in LAMICs have 
two or more physical morbidities, compared 
with just 11% of individuals without psychosis 
[9]. A small but growing body of evidence looks 
at the benefits of better mental health as a way 
of avoiding diabetes, HIV, and their complica-
tions in LAMICs [30–32]. If investment in bet-
ter mental health can be shown to have a positive 
impact on the incidence or severity of communi-
cable or chronic diseases, then decision makers 
may believe the case for investment to be more 
compelling.

11.6.3  Making an Intersectoral Case 
for Investment in Mental 
Health

To strengthen the argument for investment in men-
tal health going forward, it is also important to put 
more emphasis not only on the immediate and 
long-term benefits of improved mental health to the 
health system, but also some of the benefits of bet-
ter mental health to other sectors. In high- income 
countries, the economic case for investing in the 
mental health of children and young people is 
increasingly focused on positive benefits to the 
education sector, such as improved academic per-
formance and reduced levels of truancy [33], 
whereas in the criminal justice sector policymakers 
may be interested in reducing levels of violence.

International actors such as UNESCO, WHO, 
the International Labour Organisation, and the 
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Organisation for Economic Co-operation and 
Development are interested in ways in which to 
address health issues, including mental health 
promotion, through intersectoral actions. It there-
fore makes sense for health economists to put 
some focus on the outcomes of most interest to 
all organizations that are responsible for funding 
a mental health service.

For instance, in LAMICs, economists should 
consider how best to put an economic value on 
the attainment of some of the education-related 
objectives of the SDGs. In some countries, the 
education sector may fund several school-based 
mental health interventions, such as providing 
support for the victims and perpetrators of bully-
ing or promoting emotional health literacy and 
resilience [33].

International donors and governments could 
also specify that some funding for actions to pro-
mote and protect mental health is conditional on 
the involvement of different sectors, so as to 
involve, for instance, education and health in order 
to provide better mental health support for chil-
dren and young people. Demonstrating benefits to 
all participating sectors associated with these col-
laborations can also aid implementation [34].

11.6.4  Modeling the Costs 
and Benefits of Different 
Policy Options

Economic modeling studies can also be used to 
inform decision-making [35]. Essentially, models 
provide a mathematical framework to estimate 
the consequences of different policy and practice 
decisions. Long used in high-income countries, in 
resource-constrained LAMICs these models pres-
ent a pragmatic way to measure the cost-effec-
tiveness of different mental health interventions. 
They allow evidence of effectiveness from a local 
or external context to be synthesized with local 
information on the costs of action and the effec-
tiveness of appropriate local comparators. Thus 
the results of a trial looking at the effects of an 
intervention in tackling perinatal depression in 
one specific setting, such as a state in India, might 

be adapted to another context, for example, in Sri 
Lanka. The assumptions and values used in mod-
els can be varied to give decision makers a sense 
of potential economic benefits, given specific fac-
tors (e.g., the level of uptake or duration of effect). 
This information can be particularly insightful in 
the absence of opportunities to conduct local ran-
domized controlled trials.

There are many different approaches to mod-
eling, some of which were discussed in Chap. 7 
in this volume. One that can be highlighted here 
is the micro-simulation modeling approach that 
has been used by WHO as part of its CHOICE 
(Choosing Interventions That Are Cost Effective) 
program to look at the cost-effectiveness of vari-
ous packages of interventions for different men-
tal health problems in the 17 subregions, or 
geographic clusters of countries that are mem-
bers of WHO [36]. Outcomes are expressed in 
terms of disability-adjusted life years, with costs 
(to the healthcare system only) adjusted to 
account for differences in purchasing power and 
expressed as international dollars. The relative 
cost-effectiveness of interventions for different 
mental disorders can be compared – these can, 
for instance, highlight that for people with 
schizophrenia or bipolar disorder in sub-Saharan 
Africa, a package of community outpatient care, 
older-generation psychotropics, and psychoso-
cial care are far more cost-effective and less 
costly than relying on inpatient care using the lat-
est antipsychotics [37].

While the economic information from 
CHOICE is powerful, it can be even more power-
ful if country-specific simulation models can be 
constructed. In Nigeria, modeling was used to 
determine that a package of interventions for 
 epilepsy, schizophrenia, depression, and hazard-
ous alcohol use was less than $320 per disability- 
adjusted life year avoided [38]. This would be 
cost-effective in a Nigerian context. Again, adapt-
ing this type of modeling to any specific local 
context requires collaboration between health 
economists and local policymakers/planners. The 
limits in expertise and resources for modeling in 
many LAMICs may act as a barrier to the devel-
opment of country-specific estimates [35].
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11.7  Strengthening the Evidence 
Base of the Case 
for Investment in Mental 
Health Promotion

More attention is being paid to the cost- 
effectiveness of interventions to promote mental 
health and prevent mental disorders [39]. In 
LAMICs, where funds are tight, cost-effective 
prevention/promotion actions could help to 
reduce the level of future need for costly special-
ist mental health services. In high-income coun-
tries there is an evidence base pointing to 
significant costs that could be averted as a result 
of some promotion and prevention actions; eco-
nomic evidence is being used in some countries 
(e.g., England) to inform national mental health 
policy (Box 11.3). This approach could be used 
to model the potential economic case for a group 
of country-relevant actions.

11.8  Conclusion

Funding for mental health in many LAMICs is 
precarious, only accounting for around 1% of total 
healthcare expenditures in some countries. Support 
for mental health has not been viewed as a priority, 
and financing mechanisms such as taxation and 
social health insurance premiums may not be via-
ble ways of sustaining the public healthcare sys-
tem. Yet, there will be adverse effects not only for 
individuals but also for society as a result of the 
low level of access to mental health services.

This chapter notes that many LAMICs are heavily 
dependent on support from international donors, but 
less than 1% of donor aid for health is allocated to 
mental health. Funds for mental health in LAMICs 
account for only 11% to 19% of what would be 
required to provide a very basic package of mental 
healthcare services. In some of the poorest countries 
in the world, up to 76% of healthcare expenditures 
consist of out-of- pocket payments. Individuals with 
severe and enduring mental health problems tend not 
be employed and many will not be able to afford ser-
vices. Private health insurance can help to promote 
choice but has a limited reach within the population; 
one question is whether charges on health insurers 
could help to fund some service provision for indi-
viduals without insurance.

The SDGs explicitly include mental health, 
and the objective of universal healthcare cover-
age will potentially increase access to publicly 
funded mental healthcare services. However, it is 
far from clear that essential packages of care 
made available as part of universal healthcare 
coverage will include any mental health supports. 
The move toward universal healthcare coverage 
should, however, pique interest in economic anal-
yses of the potential costs and benefits of differ-
ent mental health interventions that could be 
covered within a basic package of care.

There is also an ever-increasing evidence base 
of actions that are cost-effective in LAMICs, but 
it is imperative to effectively communicate the 
costs and consequences of not taking action, as 
well as the benefits that arise from investing in 
mental health. These messages need to reach 
multiple stakeholders: ministries of health and 

Box 11.3 Making an Economic Case 
for Mental Health Promotion 
and Disease Prevention
In England, the Department of Health com-
missioned research to examine the eco-
nomic case for mental health promotion 
and mental illness prevention. Fifteen 
models of prevention and promotion 
actions were developed, including mea-
sures to tackle conduct disorder in schools, 
poor health in the workplace, stress arising 
from unmanageable debt or programs, and 
suicide prevention. Models provided infor-
mation on economic payoffs to health and 
other sectors over time periods of up to 10 
years. The findings fed directly into 
national policy documents and have been 
used frequently by organizations responsi-
ble for commissioning mental health 
services.

Source: [40].
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other relevant sectors, such as education; interna-
tional donors; service providers; researchers; and 
potentially the media and the general public.

It would also be helpful to strengthen the capac-
ity to both conduct and interpret the results of eco-
nomic analyses. Donor-supported economic 
evaluations of mental healthcare policy and prac-
tice could also provide opportunities for research-
ers and policymakers to collaborate directly to 
improve understanding of their respective work 
and develop mutual trust. This may involve evalua-
tion of practice within any country, but it is proba-
bly going to make use of modeling techniques to 
give policymakers and others a sense of how likely 
any one intervention is to be cost-effective.

In making the case for investment, it will also be 
important to look beyond mental health outcomes. 
Health policymakers and service providers may be 
more interested in the impacts on physical rather than 
mental health, whereas in other cases it will be valu-
able to identify non- health benefits and, if possible, 
attach a plausible value to these benefits. Finally, 
opportunities exist to place a greater focus on the 
evaluation of mental health promotion and disorder 
prevention interventions. In high-income countries, 
economic arguments – particularly around the men-
tal health of children – have been very influential in 
resources being allocated to mental health.
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Abstract

Assessing the quality of healthcare services is challenging because the 
concept is multidimensional and difficult to operationalize. One com-
monly accepted approach is to assess three main constructs: (1) clinical 
improvement, (2) patient safety, and (3) patient experience of treatment/
care. Clinicians and healthcare providers often conflate indicators of 
health processes (inputs) with outcomes (outputs). For example, the per-
centage of people with a specific diagnosis who are offered an appropriate, 
evidence-based treatment is an indicator of process, whereas a measure 
showing improvement in symptoms is an outcome. As well as clarifying 
exactly which outcomes and indicators of safety and patient experience 
are to be assessed, additional factors have to be taken into account when 
choosing measures to assess service quality: the availability of relevant 
data; whether the psychometric properties (reliability, validity) of any 
standardized measure under consideration are adequate; whether staff will 
require training to use the measure; whether there is any cost for using the 
measure; how data collection will be coordinated; how data will be man-
aged (input, cleaned, and collated); and how data will be reported, by 
whom, and for what purpose/audience. Most of these factors require spe-
cific resources and designated systems and individuals in order to collect 
and report data so that they can be interpreted meaningfully and inform 
further improvements to services.
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12.1  Introduction

This chapter aims to give an overview of the use 
of quality indicators in mental health. To do this, 
it is necessary first to clarify how the concept of 
quality can be operationalized with regard to 
healthcare, including the difference between pro-
cesses and outcomes. The factors that require 
consideration when choosing measures and out-
comes that can assess the quality of mental health 
services are then described before specific, com-
monly used tools are detailed. The example of 
mental health rehabilitation services is used to 
illustrate the need to tailor the choice of measures 
and indicators to the main activities and aims of a 
service. Finally, the chapter provides a brief over-
view of how routinely collected data can be used 
to improve service performance.

12.2  What Do We Mean 
by “Quality”?

The term quality implies a degree of relativity – 
how well something measures up against other, 
similar things. It follows that we cannot assess 

quality without knowing what standard or stan-
dards we are judging against. When we apply this 
concept to health service, the problem is that 
what constitutes good-quality care is multidi-
mensional, extending beyond the delivery of spe-
cific evidence-based treatments and interventions. 
This makes “quality” something that is poten-
tially difficult to operationalize and measure. In 
the United Kingdom, the Department of Health 
has defined health service quality as the effec-
tiveness and safety of treatment and care along-
side a positive experience for those who use 
services [1]. This basically translates into mea-
suring (a) clinical improvement from the per-
spective of both clinicians and service users (and 
sometimes also caregivers); (b) patient safety 
(“doing no harm”); and (c) patient experience 
(treating patients with compassion, dignity, and 
respect). The assessment of these different com-
ponents of quality necessarily vary from one spe-
cialty to another; within a specialty, such as 
mental health or psychiatry, there need to be 
some universal measures or metrics that can be 
applied to all services and some that are relevant 
only for subspecialties.

12.2.1  Difference Between Processes 
and Outcomes

To have a positive impact on patients, services 
need to “do something,” that is, perform some 
kind of treatment or intervention, or deliver some 
specific support. Another term for this is process. 
Whether the process actually leads to an improve-
ment for patients is measured in terms of the 
“outcome.” Measures of process often are con-
flated with measures of outcome. An example of 
a process metric is the percentage of people with 
a specific symptom or diagnosis who are offered 
an evidence-based intervention for that problem 
(e.g., the percentage of people diagnosed with 
depression in an outpatient clinic who are offered 
cognitive behavioral therapy [CBT]). Another 
important process metric in this example is the 
percentage of people offered CBT who engaged 
with it. A relevant outcome metric would then be 
the percentage of those who engaged with CBT 

Key Points Summary

• Assessment of the quality of mental 
healthcare should include measures of 
clinical improvement, patient satisfac-
tion with care, and patient safety.

• When choosing measures, psychometric 
properties and resource implications (staff 
 training, staff burden, data management 
and reporting) need to be considered.

• While “universal” tools have the advan-
tage that data can be collated across groups 
and services, disorder-specific tools may 
provide more clinically useful data.

• Few specific mental health service qual-
ity assessment tools exist, with the 
exception of the Quality Indicator for 
Rehabilitative Care.
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who showed an improvement in their depressive 
symptoms within a specific time frame (assessed 
using a standardized measure of depressive 
symptoms). However, another relevant outcome 
indirectly related to the process might be the per-
centage of people who gained/regained employ-
ment within a specific time period of their CBT.

At a group or service level, it might also be 
relevant to report outcome metrics such as admis-
sion rates or length of admission for people with 
depression, whether or not they engaged with a 
cognitive behavioral therapist, in order to assess 
whether the investment in the cognitive behav-
ioral therapist might be associated with reduced 
service use (and costs) elsewhere in the system. 
Although it is important to be clear whether the 
data presented are reporting on processes or out-
comes, both are clearly relevant in the assess-
ment of quality. Whether an individual is offered 
appropriate treatment has a bearing not just on 
outcome but also on the person’s experience of 
care – both of which are key constructs contribut-
ing to the concept of service quality.

12.3  Principles When Choosing 
Outcome Measures 
and Indicators

When first considering how to assess the quality of 
a service, it is tempting to jump to the conclusion 
only an outcome tool is needed. However, a num-
ber of factors need to be taken into account before 
deciding which measure(s) to choose and which 
data are needed to complement any standardized 
tool(s) in order to capture best the different quality 
dimensions relevant to each service.

First, data have to be available. This may seem 
obvious, but although it might make perfect sense 
to, for example, assess clinical symptoms in 
order to monitor whether a service is having a 
good effect, such assessments require skilled, 
trained clinical staff. If a standardized tool is 
going to be used, all staff need to be trained to use 
it to ensure good interrater reliability. There need 
to be systems in place to coordinate when the 
assessments will be carried out (e.g., at the start 
and end of a hospital admission or other, specific 

episode of treatment). Busy clinicians may need 
to be reminded to complete the assessment at 
these times and provided incentive to build this 
into their schedules. Some services produce regu-
lar feedback to individual services, teams, or cli-
nicians regarding completion of routinely 
collected data, which can act as a helpful driver. 
Some electronic case note systems have auto-
mated pop-ups when an assessment is overdue to 
remind clinicians each time they log into relevant 
patient case notes.

Given how busy clinical teams are, it is vital 
that any assessment tools that require clinicians 
to complete them minimize the burden on staff 
time. It therefore makes sense to choose brief, 
simple, well-validated measures – otherwise 
people will simply stop using them. If tools do 
not have good psychometric properties (e.g., 
internal and external validity, reliability, sensi-
tivity to change), they will not produce meaning-
ful results [2]. This could have negative 
consequences for a service; being judged by a 
measure that gives inconsistent results or pro-
duces data that are not relevant to the aims of the 
service will make impossible any interpretation 
of how well the service is performing. In addi-
tion, some standardized tools have copyright 
restrictions and require a fee for use. This also 
needs to be taken into account when choosing 
the tool, and the payment of any associated costs 
must be clarified before it is rolled out. As well 
as agreeing on any standardized measures, other 
relevant process and outcome metrics should be 
agreed on. It may be possible for data for at least 
some of these to be collated centrally from the 
organization’s existing systems (e.g., the number 
of referrals to a service over a specific time 
frame, the length of stay on an inpatient unit). 
The more data can be collated centrally within 
existing systems, the less burden will be placed 
on frontline clinical staff.

12.3.1  Data Collation and Reporting

Data collation and reporting also require invest-
ment. Having appropriate systems in place and indi-
viduals with responsibility for data management, 
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cleaning, and reporting are vital components in any 
quality monitoring system. The same data may be 
needed for different purposes; thus reporting needs 
to be tailored accordingly. For example, inpatient 
data (number of admissions, length of stay) might 
be useful across the entire organization and at the 
individual ward level. Different wards may have 
different groups of patients, some with an expected 
length of stay much longer than others; therefore 
pooling data would not be helpful. Conversely, the 
number of inpatients who commit suicide within a 
defined period is of obvious relevance across all 
wards in terms of addressing universal issues of 
safety (such as ligature points). Whoever is tasked 
with reporting routinely collected data needs to be 
given clear guidance on what the data are to be used 
for so they can analyze and present the data 
appropriately.

Those who read the report need to be able to 
interpret its meaning with regard to whether any 
changes are required to improve the quality of 
their service. It is disappointing how often data 
reports use language that is incomprehensible to 
the average clinician. Brief explanatory text 
should be included in any data report; this may 
require discussion between the data analyst, cli-
nicians, and service managers to agree on the 
appropriate (or possible) interpretations of the 
results. A related issue is that service managers 
often want to review data at the service level, 
whereas clinicians might also be interested in 
individual patient data. Choosing measures and 
metrics that can deliver meaningful data for both 
purposes can be extremely tricky, but there are 
some examples of measures where this is possi-
ble. Again, the process for reporting data at the 
individual level needs to be established and 
appropriately resourced.

12.3.2  Measures and Metrics 
Recommended for Mental 
Health Services

The U.K. Royal College of Psychiatrists’ publica-
tion “Outcome Measures Recommended for Use 
in Adult Psychiatry” [3] includes specific metrics 

and measures for mental health that incorporate 
the three main constructs of healthcare quality 
assessment. It was suggested that clinical effec-
tiveness should be assessed through monitoring 
patient-identified goals; using a standardized cli-
nician-reported measure of clinical and social 
function – the Health of the Nation Outcome 
Scales (HoNOS) [4], physical health measures 
(e.g., blood pressure, body mass index), and social 
outcomes (e.g., employment, accommodation, 
community engagement); and providing a choice 
of 15 symptom-specific scales and 3 service-spe-
cific scales This research recommended that 
patient safety be assessed through a number of 
metrics that would allow benchmarking and 
review of incident reporting, suicide and self-
harm rates, harm caused to others, and in- patient 
safety measures. At the time, no validated patient 
and carer experience measures had been devel-
oped with patient and caregiver involvement. 
Clearly, a detailed description of all these mea-
sures is beyond the scope of this chapter (and 
many published compendia of specific measures 
already exist), but the HoNOS deserves special 
mention, as it is probably the most widely used 
routine outcome measure in mental health 
services.

No assessment tool is perfect, and the HoNOS 
has had its critics [5], but it is now established as 
the universal clinician-rated outcome measure 
for mental health services in the United Kingdom. 
It has also been used similarly for many years 
across Australia, along with the Life Skills 
Profile, a clinician-rated outcome measure of 
social function [6]. The HoNOS is also used as a 
mandated routine clinical outcome measure in 
the Netherlands and is incorporated into their 
national quality assessment processes for mental 
health services. HoNOS comprises 12 items, 
each rated on a scale from 0 to 4, that assess a 
patient’s behavior, self-harm, substance misuse, 
cognition, physical health, psychotic symptoms, 
depressive symptoms, neurotic symptoms, social 
relationships, social function, accommodation, 
and occupation. In the United Kingdom, all 
National Health Service mental health staff are 
trained to use it, and this use is incentivized in 
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that organizations are penalized financially if 
completion rates are low. In England it is likely 
that HoNOS data will be used as a mechanism to 
allocate resources to services according to differ-
ent levels of patient need (through a so-called 
tariff-based system; see Chap. 6).

The current recommended universal patient- 
reported experience measure for mental health 
services in the United Kingdom is the Family and 
Friends Test. This is a single item extracted from 
the Client Satisfaction Questionnaire [7]: “How 
likely are you to recommend our service to 
friends and family if they needed similar care or 
treatment?” The patient is asked to rate this item 
on a scale from 1 (extremely unlikely) to 5 
(extremely likely). Also, work is ongoing to test 
a brief version of the Manchester Short 
Assessment of Quality of Life (MANSA) [8] for 
potential use as the universal patient-reported 
outcome measure for mental health services 
through an interactive web-based application 
called DIALOG. The MANSA has 12 items that 
assess different aspects of life, which patients 
rate on a scale from 1 (couldn’t be worse) to 7 
(couldn’t be better), and then generates a total 
mean score between 1 and 7. The adaption of the 
MANSA to DIALOG has the advantage that 
patients are able to review regularly, on a hand-
held device, their satisfaction with different 
aspects of their life; together with their clinician, 
they discuss and agree on actions that can help 
them achieve their goals and improve their rat-
ings. This approach therefore provides both a 
vehicle to collect routine outcome data and acts 
as a useful tool for care planning that encourages 
completion because of its clinical usefulness. The 
clinical effectiveness and cost-effectiveness of 
DIALOG are being assessed though a cluster 
randomized controlled trial [9].

Currently, the U.K. Department of Health is 
working with the Royal College of Psychiatrists 
to agree on additional outcome measures for each 
mental health specialty. In the next section, men-
tal health rehabilitation services are used as an 
example.

12.4  Recommending Routine 
Outcome Measures 
and Metrics: The Example 
of Mental Health 
Rehabilitation Services

Mental health rehabilitation services focus on 
people with especially complex needs who strug-
gle with managing everyday activities and whose 
mental health problems make them vulnerable to 
exploitation. These include treatment-resistant 
positive symptoms, severe negative symptoms 
(amotivation and apathy), cognitive impairment 
(particularly those affecting organizational 
skills), and other issues that further complicate 
recovery, such as substance misuse and challeng-
ing behaviors [10]. Their complexity means that 
this group tends to require lengthy hospital 
admissions and has high support needs upon dis-
charge into the community. Given these issues 
and the vulnerability of these patients to abuse, it 
is imperative that appropriate processes be avail-
able to assess and monitor the quality of care pro-
vided. Although it has long been known that 
good leadership, adequate resources, regular 
supervision of staff, and avoidance of physical or 
organizational isolation of the service are key in 
preventing abuses of care [11], contemporary ser-
vices need more guidance to ensure they provide 
good-quality, long-term mental health interven-
tions and support.

Mental health rehabilitation services are 
unusual in that they have a specific, standardized 
quality assessment tool (the Quality Indicator for 
Rehabilitative Care, or QuIRC) to assist them. 
The QuIRC was developed between 2007 and 
2010 through a research project funded by the 
European Commission involving 10 countries 
at different stages of deinstitutionalization 
(Bulgaria, Czech Republic, Germany, Greece, 
Italy, the Netherlands, Poland, Portugal, Spain, 
and the United Kingdom). Its content was derived 
from triangulating findings from three sources in 
order to identify the components of care that are 
most important for the recovery of people living 
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in long-term mental health facilities. This 
included a review of the relevant care standards 
in each of the 10 countries, a systematic literature 
review [12], and an international Delphi exercise 
with mental health professionals, service users, 
caregivers, and mental health advocates from 
each country [13]. The QuIRC was refined 
through piloting and reliability testing in over 
200 facilities across Europe [14], and it was 
cross-validated against experiences of care from 
1750 service users [15]. The final version is avail-
able as a web-based application (www.quirc.eu) 
completed by the service manager. It comprises 
145 questions that are collated to give percentage 
ratings of seven domains of care (living 
 environment, therapeutic environment, treat-
ments and interventions, self-management and 
autonomy, social inclusion, human rights, and 
recovery- based practice). These items include 
data on the setting (hospital or community) and 
size (number of beds) of the unit; the average 
length of stay; the gender balance of service 
users; the proportion of people detained involun-
tarily; the degree of disability of service users; 
the staffing of the unit; staff training in rehabilita-
tive skills; the provision of staff supervision; staff 
turnover; the provision of evidence-based phar-
macological and psychosocial interventions; the 
facilitation of community activities (education, 
employment, and leisure); interventions to pro-
mote physical health; the therapeutic milieu; the 
provision of collaborative and individualized 
care planning; service user involvement; the 
protection of human rights, including privacy, 
dignity, and access to advocacy and legal repre-
sentation; management of challenging behaviors; 
and the quality of the built environment. Once 
completed, a printable report is produced show-
ing the service’s performance on the seven 
domains of care and the average performance for 
similar services in the same country. The report 
also provides further information about how the 
unit could improve the quality of their care.

The QuIRC is available in 10 languages and 
can be used for local, regional, national, or inter-
national audit and research. It has been incorpo-
rated into national quality improvement programs 
for long-term mental healthcare facilities in 

Bulgaria, Czech Republic, Germany, the 
Netherlands, Portugal, and the United Kingdom. 
It has also been used in national and international 
programs of research, which have identified that 
having an expected maximum length of stay is a 
predictor of the quality of the service [16] and 
that the degree to which the service adopts a 
recovery-based approach is a predictor of suc-
cessful discharge [17]. The latter includes a focus 
on therapeutic optimism and collaboration with 
patients to agree on the goals of treatment and 
support, rather than the more traditional approach 
of a professional-led treatment plan, with the 
patient as a passive recipient.

As well as the QuIRC and the universal men-
tal health outcome measures (HoNOS, Family 
and Friends Test, and possibly DIALOG), the 
U.K. Royal College of Psychiatrists recom-
mends that mental health rehabilitation services 
also routinely assess their service users’ social 
function and needs using clinician-rated out-
come measures. Numerous measures of social 
function are available, but at present, the most 
widely used scale with the best psychometric 
properties is the Life Skills Profile [6]. As previ-
ously mentioned, it is recommended as a univer-
sal mental health outcome tool in Australia. It is 
relatively brief and simple to use. Although is 
comprises 39 items, each rated from 1 to 4, with 
high scores representing better functioning, it 
takes only around 5 min to complete and pro-
duces five subdomain scores and a total score. It 
can be used to review progress at the level of an 
individual service user, and data can be collated 
across the service. The most commonly used 
needs assessment is the Camberwell Assessment 
of Needs Short Appraisal Schedule [18], a brief 
version of the Camberwell Assessment of Need 
[19]. It comprises 22 domains (rated as “no 
need,” “met need,” or “unmet need”) that are 
summed to give a total needs score. It can be 
rated by clinicians, patients, or caregivers 
(though ratings tend to correlate poorly). For 
mental health rehabilitation clinicians it is help-
ful for identifying the areas of need at the level 
of an individual service user who requires more 
specific care planning. In addition, given the 
high needs of this service user group and the 
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time often required to facilitate recovery, data 
can be collated to provide evidence of the impact 
of the service by showing an increase in the pro-
portion of met needs (and a corresponding reduc-
tion in the proportion of unmet needs), even 
when the total needs across the group may not 
have decreased significantly.

A number of metrics for mental health reha-
bilitation services are also recommended to com-
plement these standardized measures, including 
patient safety data (number of serious incidents 
and deaths), the percentage of service users who 
have had their annual physical health monitored, 
the average length of inpatient stay in the reha-
bilitation ward, the number and percentage of 
people with complex psychosis placed in a hospi-
tal bed or care setting outside their local area (this 
is an indicator of inadequate provision of local 
rehabilitation services), the percentage of people 
with complex psychosis who are successfully 
discharged into the community per year (without 
readmission or community placement break-
down), and the number and percentage of people 
in the service who are engaged in meaningful 
occupation (regular leisure activities, courses, or 
employment).

12.4.1  The Use of Routinely Collected 
Data and Quality 
Improvement

Many countries across Europe have systems to 
assess and review the quality of mental health-
care (Denmark, England, France, Germany, Italy, 
the Netherlands, Portugal, Scotland, and 
Sweden).These systems are usually provided as 
part of the general health service mandatory 
quality monitoring programs, but the Netherlands 
has a separate system called the Foundation for 
Benchmarking of Mental Healthcare. All these 
systems gather data that are specific to mental 
health. In England, France, and Portugal, univer-
sal mental healthcare indicators are not specific 
to disorders, whereas in Denmark, Germany, 
Italy, the Netherlands, and Sweden, measures are 
disorder specific (e.g., in the Netherlands, those 
chosen for severe mental health problems are 

HoNOS, MANSA, and Camberwell Assessment 
of Needs Short Appraisal Schedule alongside 
some items from standardized symptom assess-
ment measures). The advantage of “universal” 
indicators is that data can be collated and com-
pared across all services, but they may not be 
sensitive enough to detect changes in some con-
ditions; hence the United Kingdom’s decision to 
add specialty-specific tools and indicators to the 
battery of universal measures (something France 
is also considering).

It is important to note that while routinely col-
lected data are useful to assess and review service 
performance, they have limitations and can pro-
vide only a proxy indication of the effectiveness 
of complex care processes. Indeed, critics of this 
approach have argued that quality indicators tend 
to measure things that are measurable instead of 
the things that are most relevant to healthcare 
[20]. Some countries (Denmark, France, the 
United Kingdom) use peer-review systems that 
are linked to an accreditation or registration pro-
cess that can complement the use of routinely 
collected data. Peer review takes account of the 
service’s focus and context, and because the 
assessors are clinicians in the same field, the pro-
cess can provide a deeper understanding of the 
service’s performance. There is good evidence 
that triangulation of different methods for assess-
ing services and feeding data back is more effec-
tive at improving quality of care than routine data 
collection alone [21].

Increasingly, in the United Kingdom, financial 
incentives are also being used to increase the 
quality of mental healthcare. These are often set 
by the local clinical commissioning groups, bod-
ies comprising clinicians and members of the 
local authority who are authorized to agree on 
contracts with healthcare providers. The key per-
formance indicators of specific improvements are 
set annually, and financial penalties are imposed 
when targets are not achieved. An example is the 
percentage of service users who receive an annual 
physical health check. While this approach can 
be very successful, the lack of nationally agreed- 
upon targets means that variability exists across 
the country in terms of which key performance 
indicators are prioritized.

12 Quality Indicators for Mental Health Services
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12.5  Conclusions

Quality is a multidimensional concept. Assess-
ment of the quality of mental healthcare should 
include measures of clinical improvement from 
the perspective of both clinicians and service 
users, indicators of patient safety, and assessment 
of patients’ experiences of care. Assessment of 
the processes and outcomes of care should be 
considered but not conflated. The choice of tools 
and indicators should account for the psychomet-
ric properties of the measures, the resources 
required to train staff to use them, the burden on 
staff imposed by data collection, and the resources 
required for data management and effective 
reporting of results. While “universal” tools have 
the advantage that data can be collated across 
groups and services, disorder-specific tools may 
provide more clinically useful data. Other than 
the Quality Indicator for Rehabilitative Care, few 
tailor-made quality assessment tools exist.
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Abstract

Quality of economic data is paramount in economic evaluation. To esti-
mate costs, it is necessary to measure consumption of resources and, in the 
case of direct health costs, the utilization of health services. Instruments 
assessing health services use rely on patient self-report, allowing bias and 
methodological challenges. However, the majority of health services 
instruments do not include mental health services. Few instruments have 
been developed for economic evaluation in mental health. Importantly, 
few instruments were validated, and in this regard, several methodological 
obstacles exist. The Client Sociodemographic Service Receipt Inventory 
is the most used instrument for estimating direct costs in economic evalu-
ation in mental health. This chapter outlines the main methodological 
issues involved in developing, validating, and applying such instruments 
and presents the instruments available for this purpose. In this regard, an 
example of translating and adapting the Client Sociodemographic Service 
Receipt Inventory to Portuguese (ISDUCS) is described, raising the main 
issues related to the instrument’s feasibility and applicability in a sample 
with moderate and severe mental disorders in a middle-income setting.
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13.1  Introduction

Economic evaluations require the comprehensive 
and detailed measurement of outcomes and costs 
[1–3]. Unlike epidemiological studies using instru-
ments for measuring a set of constructs, usually 
clinically related, economic studies faces several 
obstacles for measuring outcomes not derived 
from specific diseases and for estimating the costs 
of multiple resources [3–5]. Methodological issues 
about instruments for measuring outcomes are 
described in Chaps. 3, 4, 5, 6 and 10.

The process of measuring costs is complex and 
depends on many steps; it is rarely achieved using 
only one instrument and approach [3, 6–9]. 
Measuring direct health costs use two main 
approaches: top-down and bottom-up. The top- 
down approach is used to extract data from admin-
istrative databases (governments, insurance 
companies, and private providers). The bottom- up 
approach is related to empirical studies of eco-
nomic evaluation and requires instruments for 
measuring resources consumption (treatment, 
health services, informal care, and other nonhealth 
resources) for further estimating costs per individ-
ual. The latter is more accurate and comprehensive 
than the former, and for this reason it is the most 
recommended method in economic evaluation 
guidelines, though it is time- consuming and 

expensive. Therefore, direct heath costs are closely 
related to health services utilization, and in this 
regard, methods for measuring health services are 
questionable because they introduce a sort of bias 
of relying on patient self-report [4]. In this chapter 
we focus on questionnaires used for measuring 
mental health services use and treatment.

13.2  Instruments for Collecting 
Economic Data

The quality and accuracy of data for estimating 
costs is crucial for good economic evaluation 
research. Notwithstanding costs, variations are 
expected among services and among individuals, 
and biased instruments and modes of data collec-
tion exert huge influences on cost-effectiveness 
ratios, to the extent that they might mislead con-
clusions and resource allocation. The most com-
mon tools used in economic evaluations for data 
collection on health services use are question-
naires, diaries, and medical records [10]. 
However, the majority of studies uses modeling 
approaches and extract their cost-related data 
from the literature or databases when available.

Despite innumerable economic evaluations, 
few studies have focused on methodological 
issues regarding the development and validity of 
such tools [4, 5, 10–14]. A recent systematic 
review [15] of validated self-reporting question-
naires for measuring health services utilization 
found only 15 studies; of these, five were within 
the mental health field [4, 10, 13, 15, 16].

One of the most challenging issues for devel-
oping and measuring health services is their het-
erogeneity in terms of structure and resources, 
quality of medical records, and user characteris-
tics. Moreover, for each economic evaluation, 
one inventory is developed or modified to adapt 
to a health system’s peculiarities and the study 
goals. It is extremely difficult to find an instru-
ment with all items required for economic evalu-
ation. Instruments are usually developed to 
measure specific health services and do not 
include mental health services. Also, social ser-
vices and other service alternatives in mental 
healthcare are not included.

Key Points Summary

• Bottom-up approach versus top down 
approach

• Methods for collecting economic data 
and mental health service utilization 
data

• Instruments available for economic 
evaluation in mental healthcare

• Instrument bias, feasibility, validity, and 
reliability

• The example of Brazil’s version of the 
Client Sociodemographic Service 
Receipt Inventory: translation, cultural 
adaptation, feasibility, and reliability
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13.2.1  Cost Diary

A cost diary is used in prospective study designs 
in economic evaluation and provides more accu-
rate data than questionnaires because it minimizes 
recall bias, though few studies have been examin-
ing its validity [17]. Cost diaries allow coverage 
of health and nonhealth costs and indirect costs.

13.2.2  Questionnaires

Questionnaires can be used during face-to-face 
interviews, during telephone contacts, in mailed 
and online surveys. Several publications discuss 
the advantages and disadvantages of each. 
Questionnaires are addressed to the user, and in 
this sense several studies show the accuracy, 
inconsistencies, and feasibility of self-report sur-
veys using respondents with mental disorders. 
Like constraints on using different methods to 
elicit preferences among people with severe men-
tal disorders (see Chap. 3), using instruments to 
assess economic data and services consumption 
are hindered by severe cognitive impairment, 
memory bias, illiteracy, and social desirability 
[4]. Also, the underreporting rate in interviews 
among samples with mental disorders was three-
fold that found in nonpsychiatric samples [4].

Although the Epidemiologic Catchment Area  
was among the pioneers studies of measuring 
mental health services use, the survey instru-
ments designed to explore the patterns of mental 
health services use by people with mental disor-
ders were not designed for gathering economic 
data, and a set of publications subsequently 
reported its feasibility and validity by comparing 
self-reported answers with medical records [4].

Few instruments are available in the literature 
for estimating mental health services use and 
costs and describing development, structure, and 
validation. Moreover, instruments for comparing 
them are not easily available. Among all instru-
ments available for economic evaluation in men-
tal health, the Client Sociodemographic Service 
Receipt Inventory (CSSRI), developed in the 
United Kingdom for this purpose, is the most 
used for economic evaluation in mental health 

and has been translated to five other languages 
(Box 13.1). Although modifications and adapta-
tions of the CSSRI items were necessary because 
of different health system structures, the use of 
similar instruments facilitates economic multi-
center studies such as the European Psychiatric 
Services: Inputs linked to Outcome Domains and 
Needs (EPSILON) study [12].

13.2.3  Common Bias in Methods 
for Collecting Economic 
and Health Services Use Data

Economic and healthcare use data are usually 
collected directly from patients or using proxies 
(e.g., families, caregivers), and the majority of 
biases are a result of relying on self-report from a 
unique source (the patient). Bias might lead 
patients to underestimate or overestimate when 
reporting events and resource use [4, 5, 16, 19, 
29–31, 32]. Several biases occur while collecting 
economic and healthcare use data with self-report 
questionnaires [11] (see Box 13.2). Therefore, 
underreporting and overreporting resource use 
directly affects the estimation of costs and ulti-
mately data validity.

Another sort of bias is related to the mode 
used to collect data. While face-to-face inter-
views are more time-consuming and expensive 
than telephone interviews and mailed question-
naires, they have a lower nonresponse rate. On 
the other hand, mailed questionnaires allow a 
longer period of time for patients to respond to 
and return questionnaires. A combination of 
methods may be useful to minimize recall bias.

13.3  Validity and Accuracy 
of Economic Data

The majority of instruments available for measur-
ing economic costs and healthcare use have been 
never tested for validity or reliability. While the 
validation of questionnaires is a common and 
required practice in epidemiological and evidence- 
based studies, economic evaluation studies rarely 
raise such issues. In a recent review of self-report 

13 Economic Data Collection: Instruments for Measuring Health Service Use and Direct Health Costs…
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United Kingdom
Client Sociodemographic and Service 

Receipt Inventory (CSSRI) [1, 6, 12]: See 
item 13.4.1.

CITRINE for psychiatric wards [25]: 
This was developed in the United Kingdom 
as a tool for assessing all activities in the 
previous week of interviewing involving 
inpatients in psychiatric ward. The instru-
ment was tested among a sample of patients 
with schizophrenia and bipolar disorder. 
Patients’ answers were compared with case 
notes. Patients reported more activities 
than were contained in the case notes. On 
the other hand, the case notes reported 
more contacts with nurses than patients 
did. The overall reliability coefficient was 
0.79. The questionnaire is addressed to 
inpatients. Session duration: 5–10 min.

Annotated costs questionnaire [26, 27]: 
This was developed through the contributions 
of several British health economists to pro-
duce a standardized questionnaire for assess-
ing costs in the United Kingdom, focusing on 
costs for patients and families, health and 
social care use, and residential care costs.

Security Facilities Service Use Schedule 
(SF-SUS) [28]: This was developed specifi-
cally to assess costs and resources used at 
the individual level among prisoners in a 
Dangerous and Severe Personality Disorder 
Program.

United States
Cornell Service Index (CSI) [29]: The 

CSI was developed to measure the quantity 
of health service use among adults with 
mental disorders with no cognitive impair-
ment within the 3 months before interview-
ing. It was tested for reliability (interrater 
and test-retest) among a sample of 40 sub-
jects seeking mental health outpatient ser-
vices for the first time. It also assesses 
out-of-pocket expenditures by patients.

Utilization and Cost Inventory (UAC-1) 
[30]: This was developed to compute costs 

Box 13.1 Questionnaires for Measuring 
Costs, Health, and Mental Health 
Services
Brazil

Inventario Sociodemografico de 
Utilização e Custos de Serviços (ISDUCS 
modified Brazilian version of the CSSRI) 
[18]: The ISDUCS was translated and 
adapted according to the Brazilian Health 
Public System (SUS), covering all avail-
able services. The instrument was initially 
tested in terms of feasibility and interrater 
reliability among a sample of people dis-
charged from long-term psychiatric hospi-
talizations. (Available from http://www.
pssru.ac.uk/blogs/csri/).

Canada
Self-reported mental health service use 

[19]: Part of the 1996/1997 National 
Population Health Survey in Canada, this 
explored all resources used and profes-
sional visits regarding mental health.

Germany
CSSRI-D: German adaption of the 

CSSRI [20].
Italy
Intervista Costi Assistentia Psichiatrica 

(ICAP; the modified Italian version of the 
CSSRI) [13, 21]:The ICAP was translated 
and adapted to the Italian health system. The 
instrument was compared with case registry. 
Good agreement was observed for items 
related to inpatient and residential care.

Spain
Questionnaire for Cost Evaluation in 

Schizophrenia (based on the CSSRI) [22].
The Netherlands
TIC-P for healthcare consumption and 

productivity losses for psychiatric disor-
ders [23, 24]: This is the short version of 
TIC-P, aiming to assess health service use 
among subjects with mental disorders 
(available from http://www.imta.nl/ques-
tionnaires/). TIC-P has two parts: one 
focused on health services consumption, 
and another focused on productivity losses. 
Medication costs are not included. (continued)

A. Sousa and D. Razzouk
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questionnaires for economic evaluation [15], only 
15 studies reported some degree of questionnaire 
validity from among almost 2500 abstracts origi-
nating from searches developed for this purpose.

Assessment of the validity of economic data is 
threatened by many things (see Box 13.3). The 
first barrier is the heterogeneity of health services. 
Health services usually differ on their structure, 
teams, available resources, characteristics, and 
goals. One service is never similar to another, 
even if it is created for treating patients with the 
same diagnosis and characteristics. Therefore, 
external validity can be markedly compromised.

Another obstacle is deciding on the best 
benchmark (gold standard) against which the 
new questionnaire could be compared. Sources 
of resource use often vary in terms of accuracy 
from one setting to another, and it is very difficult 
to know which one is the most correct. The 
majority of studies compare patient self-report 
with medical records and administrative data-
bases. However, the content of medical records 
can be incomplete, inaccurate, and frequently 
inaccessible. Questionnaires differ enormously 
in terms of content, the number of items, and 
comprehensiveness, hindering comparison 
among them. In addition, patient self-report is the 
only accurate source, though several recall biases 
exist regarding utilization of multiple health ser-
vices in the community and in the entire health 
system [10]. This is particularly complex and 
tricky in mental health because people with 
 mental disorders can receive multiple interven-
tions from a multidisciplinary mental health team 

during one visit, and they simultaneously use 
other types of mental health services and com-
munity services networks with different propos-
als. Yet, some patients, especially those with 
psychosis or a low level of education, present dif-
ficulties when discriminating among mental 
health professionals (psychiatrists, psycholo-
gists, occupational therapists). Similarly, they 
may not eventually distinguish different levels of 
care at the community level. The use of proxies, 
such as a family member or caregiver, does not 
solve this problem. In economic evaluation, the 
most important data are estimated costs accord-
ing to individual variation and characteristics. 
Some administrative databases and medical 
records have narrow coverage of data that is not 
enough for economic evaluation.

13.4  Issues with Translating 
and Adapting 
Questionnaires to Different 
Countries: ISDUCS, 
the Brazilian Version 
of the CSSRI

13.4.1  The Client Sociodemographic 
Service Receipt Inventory

The CSSRI is a semistructured questionnaire 
developed in the United Kingdom to assess the 
utilization of health services and criminal justice 
services [1, 6, 12] by people with severe mental 
disorders. It comprises six categories of assess-
ment: sociodemographic data, usual living situa-
tion, accommodation details, employment and 
income, medication profile, and use of health ser-
vices and criminal justice services. It has been 
applied in more than a 100 European studies [12]. 
The CSSRI was used in the EPSILON study [33], 
and the PROGRES study (Progetto Residenze, or 
Residential Care Project) used an Italian adapta-
tion of the CSSRI [21]. The EPSILON study [33] 
described the use of this instrument to assess costs 
of mental healthcare provided to people with 
schizophrenia in five countries: Denmark, 
England, Italy, Spain, and the Netherlands, 
whereas the PROGRES study evaluated the costs 
of residential facilities in Italy.

for individuals with mood disorders. It is a 
structured questionnaire covering 33 health 
services and assesses their usage in the pre-
vious 3 months of interviewing. The data 
were compared with those from provider 
records. Psychometric indicators showed 
good values for inpatient settings and por 
values for outpatient settings.

More instruments on mental health ser-
vices utilization are cited in DIRUM (http://
www.dirum.org/instruments/).

Box 13.1 (continued)
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13.4.2  Characteristics of the Brazilian 
Health System

The Unified Health System (SUS) is a public sys-
tem comprising health services provided by the 
federal, state, and regional governments [34]. 
The private sector is regulated by ANS (the 
Brazilian Health Agency) and available on the 
market under agreement with insurance compa-
nies. Brazilian’s constitution is based on egalitar-
ian social welfare principles and universal health 
coverage. Therefore, all Brazilian citizens, tour-
ists, migrants, and refugees have rights to health-
care provided by the State, free of charge, with no 
discrimination of any kind. Mental healthcare 
was included in the public health system (SUS) 
in 1988, and, after the Declaration of Caracas in 
1990, mental healthcare has been shifting from 
hospital to community care. Community mental 
healthcare comprises psychosocial centers 
(CAPS), residential facilities, psychiatric emer-
gency units, and psychiatric wards in general 
hospitals. Psychiatric hospitals exist within the 
country, but the reduction in the number of psy-
chiatric beds over the past two decades has been 

Box 13.3 Types of Validity
Internal validity

Face validity and content validity: Once 
one concept is described, the goal is to 
examine whether the operationalization of 
the concept corresponds coherently and 
similarly to the description of the concept.

Criterion-related validity and concur-
rent validity: These refer to testing a new 
questionnaire against a benchmark (gold- 
standard) test and assessing the correlation 
between them. The stronger the correla-
tion, the greater the concurrent validity.

External validity: This refers to the 
extent that results of, for example, using a 
new test are generalizable to other settings 
or populations.

Box 13.2 Bias on Reporting Resource 
Use (Services, Treatment)
Recall bias

• Length of the recall period: Patients 
may report events that happened before 
the recall period specified by an inter-
view, or patients might underreport 
events occurring during a recall period 
determined by researchers because they 
wrongly judge the occurrence of the 
event as being before this period.

• Intensity and relevance of the illness 
event/resource use: Hospitalization, sur-
gery, and admission to emergency 
departments are usually easier to report 
than sporadic visits to general practitio-
ners in primary care.

• Patient’s ability to recall: This depends 
on the patient’s social and demographic 
characteristics (age, literacy, income), 
cognitive function (e.g., delirium epi-
sodes are not usually remembered by 
patients), diagnosis (e.g., psychosis 
affects the perception of time), and per-
sonality traits.

Social desirability bias: This depends on 
how an event is perceived – whether 
socially positive or negative. If it is a stig-
matizing or not socially accepted event or 
behavior, individuals may underreport it 
(e.g., drug deals, drug use, inappropriate 
sexual behavior, quantity of alcohol con-
sumed). On the other hand, overreporting 
may occur in the case of positive events 
(e.g., income).

Modes of collection that introduce bias:

• Face-to-face interviews
• Telephone interviews
• Online questionnaires
• Mailed questionnaires

A. Sousa and D. Razzouk
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substantial. Community mental health networks 
are linked with other community services such as 
clubhouses, leisure and sports centers, and shel-
ter workshops and social activities.

13.4.3  Translation of CSSRI 
to Portuguese and Its Cultural 
Context

In 2008, after a court decision, 19 residential ser-
vices were created in the city of São Paulo and 
two remaining public psychiatric hospitals were 
closed. Inpatients living in such hospitals were 
mostly transferred to residential facilities. The 
deinstitutionalization of long-term patients in 
Brazil fostered the need for a tool for measuring 
the costs of health services based on their utiliza-
tion by those patients. There was extensive debate 
triggered by the fight among stakeholders and 
policymakers with differing ideological and tra-
ditional psychiatric views regarding the costs of 
psychiatric hospitals and community mental 
health services, though no accurate economic 
data were available. The State of São Paulo has 
around 50 million inhabitants and accounts for 
one-third of Brazil’s gross domestic product. The 
city of São Paulo, the capital of the State of São 
Paulo, has approximately 12 million inhabitants 
(reaching 20 million if outer regions are consid-
ered) and comprises the main pool of economic, 
cultural, and scientific centers in the country.

In this scenario, we aimed to assess the direct 
costs for these patients discharged for residential 
facilities in the city of São Paulo. For this pur-
pose, we decided to translate the CSSRI into 
Portuguese, since there was no economic instru-
ment available for economic evaluation in mental 
healthcare in the country. However, Brazil’s sys-
tem is different from the United Kingdom’s 
health system, and questionnaire adaptation was 
crucial. Moreover, it was necessary to test its fea-
sibility among people with moderate and severe 
mental disorders, though it was proven to be 
 feasible for use among people with schizophrenia 
in the United Kingdom.

We have made all efforts to maintain the struc-
ture of the original instrument, but some substan-

tial changes were unavoidable. Also, an appendix 
was included with a list of resources for costing 
nonhealth costs and overhead. The so-called 
ISDUCS follows the structure of the CSSRI, 
though we made some substantial changes in the 
sixth category to adapt it to the type of health ser-
vice in Brazil. A guide was elaborated with 
detailed instructions for the application of 
ISDUCS.

13.4.4  Feasibility, Reliability, 
and Challenges of ISDUCS’s 
Application in a Sample 
with Mental Disorders

In 2010 we started a study with a randomly 
selected sample of 30 residents from 10 residen-
tial facilities in order to verify whether ISDUCS 
was feasible, easy, and reliable to be applied to 
people with moderate and severe mental disor-
ders. All individuals were discharged from psy-
chiatric hospitals and were placed in residential 
facilities. These services were addressed to peo-
ple with a lower level of autonomy, who are in 
need of permanent care and have no family rela-
tionships. They resided in a fully staffed home, 
with up to eight people living there under the 
24-h supervision of two caregivers taking turns 
working a 12-h shift daily.

Two raters simultaneously applied ISDUCS in 
order to measure interrater reliability. The kappa 
coefficient was estimated to verify interrater reli-
ability, and the results showed good reliability for 
the majority of items, except the item related to 
occupational work.

All data collected from patients were checked 
with caregivers after collection. During face-to- 
face interviews, researchers asked patients to 
answer each item of the questionnaire because 
the majority of the sample has a low level of edu-
cation and they were not able to read it them-
selves. The researchers also queried regarding 
the consumption of resources during the 30 days 
before the interview. Interviews lasted on average 
30 min, ranging between 20 and 60 min.

A diagnosis of nonaffective psychosis 
corresponded to 70% of the sample, followed by 
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alcohol and drug problems and mood disorders. 
Because all medications were delivered by 
caregivers, and because one-third of the sample had 
low levels of autonomy and self-care, three- fourths 
of residents were not able to answer questions 
regarding the name and dose of medication they use 
regularly, and almost two-thirds of the sample did 
not know whether they visited with a psychologist 
or psychiatrist in outpatient care (Centre of 
Psychosocial Care, CAPS).

13.4.4.1  Challenges
We faced several obstacles in conducting this 
research:

 (a) We experienced a lack of transparency 
because of the great resistance from policy-
makers and health management against 
delivering administrative data on costs.

 (b) All medical records from psychiatric hospi-
tals contained information about history and 
hospitalization were burnt during hospital 
closure.

 (c) The majority of caregivers working in resi-
dential facilities did not work at psychiatric 
hospitals and did not know about patients’ 
histories.

 (d) Medical records of outpatient care were not 
available for researchers to consult.

 (e) The sample had a high rate of illiteracy and 
low education.

 (f) ISDUC has to be adapted when used for 
research in different settings, and new items 
to be included hinder validation procedures.

Notwithstanding these limitations, it was the first 
time in Brazil that people with moderate and 
severe mental disorders discharged from psychi-
atric hospitals were assessed for costs and com-
munity mental health services use, psychiatric 
and nonpsychiatric services, hospitalization, 
medications, and psychosocial intervention over 
a period of 30 days. There is a paucity of eco-
nomic studies in Brazil, and the first step is to 
create an appropriate questionnaire for collecting 
individual data. Reliability was good, but deter-
mining the validity against medical records was 

not possible. After this initial test, ISDUCS was 
used in the project for estimating direct costs of 
147 individuals in residential facilities in all main 
neighborhoods of the city of São Paulo. 
Obviously, this instrument should be tested in 
other patient samples and with other mental 
health services in future projects. Research using 
CAPS for alcohol and drug problems is ongoing, 
in which we are using ISDUCS to estimate the 
direct costs for a sample with moderate and 
severe alcohol and drug problems, though we had 
to modify some items to adjust for other interven-
tions available in the service. It is difficult to 
design a universal questionnaire in terms of cov-
ering all necessary items for economic evaluation 
and all variations of intervention delivery. If an 
instrument with minimal and standardized com-
mon items among services was to be developed, 
the list of resources would have to be reduced, 
compromising cost estimation. In addition, it is 
important to measure healthcare utilization 
broadly and to include community mental health 
services. These methodological obstacles remain 
open issues that should be addressed in future 
research.

Key Messages

• There is no universal, standardized, and 
valid instrument for use in all economic 
evaluations in mental healthcare and 
health settings.

• Health systems and instruments for 
identifying economic data are heteroge-

neous, hindering the comparability of 
costs among services.

• Questionnaires for measuring health 
services use and costs rely on patient 
self-report, allowing several biases and 
methodological challenges to their 
validity.

• Cognitive impairment, memory recall 
bias, mode of interviewing, type of psy-
chiatric diagnosis, and social desirabil-

(continued)
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Costing Psychiatric Hospitals 
and Psychiatric Wards in General 
Hospitals
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Abstract

Costing psychiatric hospitals was initially the main interest of accountants 
and hospital managers because it targets cost-saving issues. Health 
Economics emerged while psychiatric deinstitutionalization was in prog-
ress, shifting from hospitals to a community mental healthcare model. 
This triggered multiple studies comparing costs between hospitals and 
community services. However, methods for estimating psychiatric hospi-
tal costs have been rarely described in these studies. A top-down approach 
has been the method most used for estimating costs in psychiatric hospi-
tals, because many of these costing exercises are aimed accounting goals. 
On the other hand, with the emergence of Health Economics, allowing the 
comparison of costs and benefits among multiple models of care, a bot-
tom- up approach became the most recommended method for costing ser-
vices because individual variations in costs depend on the user’s profile 
and other factors. There are three main categories for estimating hospital 
costs: capital costs (including land, buildings, and equipment), “hotel” 
costs (support services, overhead, consumables, and human resources), 
and treatment costs (clinical staff, medication, laboratory tests, and imag-
ing). The first step is to accurately describe the hospital in order to identify 
components of costs and to decide how data will be collected. Estimating 
a unit costs might be complex in some activities that share costs or in joint 
production costs because professionals can work in more than one ward. 
Double counting should be carefully avoided. This chapter ends with an 
example of costing psychiatric hospitals in Brazil using top-down and 
bottom-up approaches.
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14.1  Introduction

High hospital costs and the emergence of new 
technologies triggered the development of Health 
Economics in the 1950s in the United States [1]. 
Health Economics methods were initially applied 
to help hospital managers optimize resources [2] 
(see Chap. 1). At that time, these methods were 
not driven by the welfare principles of economics, 
but rather were oriented towards saving costs [2]. 
The increase in health costs, especially in hospital 
settings because of their high level of complexity 
and the availability of new, expensive treatments, 
has contributed to the development of Health 
Economics and the use of its principles to guide 
resource allocation in health policies. From a his-
torical perspective, the birth of Health Economics 
occurred simultaneously with the closure of psy-
chiatric hospitals in high-income countries. After 
the 1950s, new treatments allowed individuals to 
receive care in outpatient services rather than 
staying in hospitals for long periods.

The shift from a hospital-based model of care 
to community-based care challenged public poli-
cies in terms of allocating resources for both 
models of care during the transition period [3, 4]. 
Public health budgets were allocated mainly to 
hospitals (50–80% of health budgets), and the 
majority of the health workforce was placed in 
hospitals [5, 6]. Similarly, psychiatric hospitals 
accounted for almost the entire budget (85–90%) 
for mental health, and after World War II, with 
the closure of psychiatric hospitals during dein-

stitutionalization in the United Kingdom, hospi-
tal costs increased fourfold. In addition, the 
pattern of hospital costs changed over this period, 
showing an extensive increase in staff costs [7]. 
Several costing studies have emerged comparing 
hospital and community care costs [2, 8–10].

However, methods for costing hospitals 
needed to be adapted to another model of care 
[11]. Notwithstanding the reduction in costs with 
the closure of psychiatric hospitals, other sectors 
incurred other costs as a result, such as higher 
costs for criminal justice, prison, unemployment, 
health benefits, and accommodation [7]. While 
costing methods for hospitals were mainly used 
for accounting purposes [11], the expansion of 
health services to the community raised ques-
tions of resource allocation based on heath priori-
ties and equity issues [12, 13] (see Chap. 10).

Despite the availability of several costing manu-
als, costing methods in economic evaluation, mainly 
regarding hospitals, are rarely reported accurately 
[11, 14–18]. Accountants use a top-down approach, 
but in economic evaluations, the bottom-up 
approach is preferable. One method recommended 
for such purposes is active-based costing (ABC), in 
which microcosting is based on the sum of all activ-
ities necessary to deliver services to inpatients 
(including staff, drug, consumable, capital, equip-
ment, and hospital infrastructure costs) [11].

The methods used in the literature for costing 
hospitals vary considerably, leading to different 
values for unit costs. For instance, Javi et al. [19] 
compared traditional accounting methods using a 
top-down approach and the ABC method for 
costing hospital unit costs, demonstrating that the 
unit costs estimated using ABC was U$50 higher 
than traditional accounting estimations. In this 
chapter we raise the main methodological issues 
regarding psychiatric hospital costing, and we 
illustrate step by step the costing process using 
costing for one psychiatric unit in a tertiary hos-
pital in the State of São Paulo.

14.2  Costing Psychiatric Hospitals

At least three main types of psychiatric facilities 
exist: psychiatric hospitals, acute psychiatric 
wards in general hospitals, and specialized wards 

Key Points Summary

• Top-down and bottom-up approaches in 
costing psychiatric hospitals

• Steps for costing psychiatric hospitals
• Direct health costs, nonhealth costs, and 

capital costs
• Components of costs and estimating 

unit costs
• Example of costing a psychiatric hospi-

tal: the case of Complexo Hospitalar do 
Juquery in Brazil.
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or a psychiatric building attached to tertiary 
 hospitals. Psychiatric hospitals usually comprise 
one independent building, providing 100 or more 
beds, with the goals to treat and to provide reha-
bilitation interventions for patients with chronic 
mental disorders and a moderate or high level of 
disability. The majority of these inpatients are 
physically healthy, and psychiatrists and nurses 
are the main staff in the service, whereas general 
practitioners are called on an as-needed basis 
only. These institutions have been progressively 
closed during the deinstitutionalization process, 
and a remarkable proportion of inpatients 
remained hospitalized for a long period of time (1 
year or more). An acute psychiatric unit in a gen-
eral hospital comprises a few psychiatric beds 
given to patients with physical and mental health-
care needs and with acute episodes such as psy-
chosis, suicide attempts, depression with 
psychotic symptoms, alcohol and drug depen-
dence, severe bipolar disorders, and psychiatric 
episodes secondary to other medical diseases. 
Inpatients in this type of unit require intensive 
care both from mental healthcare teams and from 
other medical specialties, and hospitalizations 
are short. These inpatients consume more 
resources from the general hospital compared 
with psychiatric hospital services in terms of lab 
tests, imaging, and other procedures. The third 
type is a mix of psychiatric care between both 
psychiatric hospitals and general hospitals and 
varies in terms of user profiles, symptom severity, 
length of stay, and the service’s goals.

The distinction among types of hospitals is 
important because the costs per patient or estima-
tion of the units of costs are not equal. When 
using data from one hospital diary for an eco-
nomic evaluation, it is important to consider 
which type of hospital it is because the same unit 
costs is not appropriate for all psychiatric hospi-
talizations. Complexity, quality, size, and avail-
able resources vary enormously among hospitals 
[20].Economic evaluations usually focus on the 
individual variation of costs, and depending on 
the goal of the study, hotel costs might not be 
included. However, opportunity costs are essen-
tial in economic evaluations, and in this regard, 
hotel costs, capital costs, and equipment costs are 
included. Costing psychiatric hospitals requires 

some particular goals, and depending on these, 
methods for costing may be different (Box 14.1).

In this chapter we focus on costing the main 
components of a psychiatric hospital and a psy-
chiatric ward in a general hospital. We divide the 
costing process into five main steps: description 
of the hospital, identification of cost components, 
measurement of items consumed, choice and 
estimation of units costs, and estimation of total 
ward costs.

14.2.1  Description of the Hospital

Hospitals vary in the degree of complexity and 
amount of resources; for this reason, it is crucial 
to understand how a hospital works, what ser-
vices are delivered, and which professionals are 
involved in providing those services [20]. Also, it 
is necessary to verify the quality and the level of 
detail of information available (databases, regis-
ters, records, billing systems, and cost centers). 
After defining the perspective, the goal, and the 
time horizon, the first step in costing is to visit the 
hospital in order to observe how processes are 

Box 14.1 Goals for Costing Psychiatric 
Hospitals

• Accounting’s goals
• Economic evaluation comparing inter-

ventions outside hospitals
• Economic evaluation comparing pro-

grams or packages of care exclusively in 
hospitals

• Comparison of unit costs using different 
methods

• Comparison of costs among hospitals 
and community services

• Comparison of hospital costs according 
to the type of diagnosis and patients’ 
profiles

• Comparison of costs among different 
levels of hospital complexity

• Exploration of the factors influencing 
hospital costs
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run and to take notes on all relevant characteris-
tics [21] (Box 14.2). Box 14.2 outlines examples 
of relevant information for hospital characteriza-
tions that should be collected in order to plan 
which cost components should be measured in 
the costing process. It is important to identify 
more relevant activities and sectors, whether sec-
tors share costs, and how sectors are related (joint 
production) and consume resources [2, 22, 23]. 
Two main categories of costs are usually mea-
sured: one related to health treatment and patients 
(medication, clinical staff, exams/tests, surgery, 
nursing care), and another related to hospital 
operation (e.g., supporting services, pharmacy, 
laboratories, cost centers, maintenance, manage-
ment, and overhead).The former are commonly 
called “direct health costs” and the latter are 
called “nonhealth direct costs” or “indirect costs.” 
To distinguish indirect costs in hospitals and indi-
rect costs resulting from lost productivity, in this 
chapter we use direct nonhealth costs or nontreat-
ment costs.

14.2.2  Components of Costs

Cost components vary according to the type of 
service, the perspective of the study, and patients’ 
profiles. Three main cost categories exist in hos-
pitals: direct health costs, capital costs, and direct 
nonhealth costs (revenue costs) [17, 23, 24] (see 
Box 14.3).

It is important to note that, depending on the 
inpatient profiles, the consumption of resources 
varies, and for this reason the choice of compo-
nent used to measure costs should consider the 
relevance of resources for each group of inpa-
tients or for a particular hospital unit. For 

Box 14.2 Description of the Hospital
What capital and equipment are available? 
Building (rented?), size, land, equipment, 
specialties and wards, number of beds, 
complexity (secondary, tertiary)

How are hospitals organized? 
Organizational sectors: departments, cost 
centers, funding sources

Which interventions are delivered? 
(e.g., clinical, surgery, obstetric, pediatric, 
emergency, oncology, transplant units)

Which interventions are available? (e.g., 
medication, liaison team consultants, phys-
iotherapy, occupational therapy, psychologi-
cal treatment, social support, laboratory 
tests, imaging, surgery, electroconvulsive 
therapy). Are all procedures done in the 
hospital?

Is there any outpatient or day hospital 
care facilities affiliated with the hospital 
that provide mixed services to users?

Who is eligible for this service? Is the 
hospital oriented/targeted toward specific 
users?

Treatment staff (human resources):
• Do professionals work in one or more 

units?
• In which activities are professionals 

involved? (joint activities?) (descrip-
tion, length of time, eligibility)

• Are clinical staff involved in nonclinical 
activities (e.g., teaching)?

• Which interventions are delivered?
• Salaries and career paths

Nontreatment staff (human resources):
• Support services provided by third par-

ties? (e.g., cleaning, laundry, nutrition, 
pharmacy, laboratories, trash services, 
security, reception)

• Which professionals are involved?
• Management and financial activities 

(overhead)
Utilities (telephone, electricity, water, 

gas)
Medication, exams, and other treatment 

procedures

Consumables
Transportation (ambulances)
Overhead

• Which components comprise overhead?
• How does it work?
• Which proportion of overhead costs is 

addressed to each unit or ward? 
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instance, the majority of inpatients hospitalized 
in a psychiatric unit does not consume a large 
proportion of exams, surgeries, and other medical 
procedures. Except for some acute cases, the 
main resources consumed by these patients are 
medications, doctor visits, mental health team 
visits, and some exams. Therefore, compared 
with the other units of a general hospital, the pat-
tern of resource consumption in the psychiatric 
unit is lower. Allocation methods for estimating 
costs of support services should take this pattern 
into account.

Considering inpatients with chronic psychiat-
ric disorders and without clinical comorbidities, 
nonhealth costs and capital costs might not vary; 
in that case a top-down approach (average costs) 
is acceptable. Some countries implemented 
diagnosis- related group (DRG) systems to 
address inpatients with the same diagnosis and 
similar patterns of resource consumption; in this 
system, reimbursements are paid according to 
disease costing. Units of costs can be derived 
from diagnosis-related groups, especially for 
accounting purposes. However, some cases exist 
in which comorbidities occur between psychiat-
ric and clinical diseases; then the consumption of 
resources might vary considerably. In economic 
evaluations, it is important to assess these varia-
tions among individuals and use long-term mar-
ginal opportunity costs [7]. Capital costs and 
informal care and out-of-pocket expenditures are 
examples of opportunity costs, and they should 
be considered depending on the study 
perspective.

14.2.3  Unit Costs and Service 
Consumption Measurement

Unit costs are estimated depending on the chosen 
costing method. The top-down approach is used 
when there is low variability in the consumption 
of resources among inpatients. In the case of psy-
chiatric hospitalizations, a top-down approach 
can be used for estimating unit costs for fixed 
costs (support services, utilities, overhead). Fixed 
costs are described as unrelated to users’ con-
sumption; for instance, utilities would be similar 
with 85% or with 95% of beds occupied (see 
Chap. 2). For those variable costs, the bottom-up 
approach is recommended, as is assessing all 
individual variation (e.g., medication, treatment 
staff, interventions, exams) [14, 25] (Table 14.1). 
In the case of multiple comorbidities between 
mental and physical diseases, it may be necessary 
to use a bottom-up approach to cost the majority 
of cost components. The most expensive compo-
nents of costs in a hospital are human resources 
(usually, over 50–60% of hospital expenses) and, 
in some cases, medical technologies [3].

Box 14.3 Components of Costs 
of Psychiatric Hospitals and Psychiatric 
Units in General Hospitals
 a. Direct health costs

Psychiatric ward
Clinical staff (doctors, nurses, occupa-

tional therapists, psychologists, nurse 
assistants, social workers)

Nonpsychiatric ward
Clinical staff (nonpsychiatrist doctors, 

nurses, physiotherapists, nurse assistants, 
social workers).

Procedures
Medication, lab tests, imaging, psycho-

social interventions, surgical interventions 
and prostheses
 b. Direct nonhealth costs (revenue costs)

Support services (pharmacy, steriliza-
tion, laboratory, laundry, housekeeping, 
security, nutrition, waste management, 
storage, archives, reception, communica-
tion, informatics)

Utilities (electricity, water, gas, 
telephone)

Professional training
Consumables
Overhead (management, maintenance, 

clerical staff)
Transportation

 c. Capital costs
Building, land
Equipment and furniture
Vehicles, ambulances
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14.2.3.1  Measurement of Unit Costs 
Using a Top-Down Approach

The top-down approach is used to estimate aver-
age costs; that is, it assumes no variability in the 
consumption of resources among subjects. 
However, in a hospital setting, this is not so 
straightforward, because wards and units do not 
consume resources in the same way. For instance, 
emergency departments, surgery rooms, and psy-
chiatric wards vary on the amount of cleaning 
required. The choice to estimate cleaning cost per 
square meters might not correspond to real use. 
On the other hand, if a third-party service is hired 
and the unit costs is determined by square meters 
in the commercial agreement, then it is better to 
use it. Therefore, for each support service, it is 
necessary to know the total consumption of a ser-
vice in the hospital and to decide whether 
resources allocated are proportional to the size, 
the number of beds, and the pattern of consump-
tion, or whether they are approximately similar. 
This decision depends on the data available and 
on the organizational complexity of the hospital, 
whether units have autonomy to control their 
expenses or whether they share financial manage-
ment for the entire hospital. Once resource con-
sumption is measured by ward and sector, the 
unit costs per bed or patient per day can be mea-
sured. Partial patient-day costs comprise these 
“fixed costs” (the “hotel” component). One of the 
most complex decisions is the method for appor-
tioning joint costs and overhead [26]. Estimating 
these costs varies across studies in terms of defi-

nition, components, and method of allocation 
[26, 27]. Some studies include support services 
in overhead costs, whereas others consider only 
management and clerical sectors as overhead. 
Most important is to identify which services are 
used in a psychiatric ward and then classify each 
service accordingly. There is no consensus on the 
best allocation method for estimating nonhealth 
costs. Of note, it is necessary to be alert for dou-
ble counting and for sharing spaces, activities, 
and human resources (e.g., anesthesia rooms, 
waiting rooms for exams, and nurses working in 
different sectors).

14.2.3.2  Unit Costs Using 
a Bottom-Up Approach

Depending on the study, the goal might focus on 
the marginal costs according to inpatient profiles. 
In this case it is crucial to use a bottom-up 
approach to estimate all variable costs per patient. 
While using top-down approach it is possible to 
know how much, on average, inpatients cost a 
hospital (provider perspective), but in economic 
evaluation the goal is to measure benefits from 
one set of interventions and programs and deter-
mine how their costs vary. For instance, an inpa-
tient with schizophrenia refractory to treatment 
may require a different set of interventions and 
resources than a patient with non–treatment- 
refractory schizophrenia. To treat these patients, 
Clozapine, for example requires recurrent blood 
testing. Similarly, an inpatient with a manic epi-
sode (bipolar disorder) would require successive 

Table 14.1 Bottom-up approach for costing variable costs (psychiatric treatment)

Cost component Costing items Unit costs

Medical consultation Staff + medical equipment Visit (minutes, hours per 
patient)

Psychosocial consultation Occupational therapists/psychologists 
(individual/group)

Sessions per patient (hours 
paid per minute or per 
hour)

Medication Pills Per pill
Lab tests Staff + medical equipment + consumables Per test
Electroconvulsive therapy Staff (psychiatrist, nurse assistant, anesthetist) 

+ medication + equipment + consumables + 
special room use

Per session

Social worker assistance (patient and 
family)

Social worker (time used) + telephone use + 
consumables + specific room use

Per minute or hour
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blood tests for measuring serum levels of lithium 
and anticonvulsants. Other factors can also affect 
the consumption of resources and costs per 
patient, such as age, sex, physical comorbidity, 
diagnosis, and duration of hospitalization.

14.2.4  Estimating Direct Costs 
of a Psychiatric Ward or 
Psychiatric Hospital

In the case of a psychiatric hospital, estimating 
costs is easier because there are no shared costs 
involved. There is a fixed cost per bed per day 
related to overhead and support services, and 
variable costs related to individual consumption 
of health interventions and care. Thus costs per 
patient are the sum of daily variable and fixed 
costs. On the other hand, it is possible to estimate 
the average costs per bed per day for accounting 
and reimbursement goals.

However, estimating costs of psychiatric wards 
in a general hospital is much more complex. For 
accounting goals, it is possible to estimate all 
costs involved in a psychiatric ward, divided by 
the number of beds and occupancy rate (usually 
85%). However, in an economic evaluation, mar-
ginal analysis should be preferred and all efforts 
should be made to estimate  individual variation. 
Moreover, capital costs and equipment should be 
computed in the cost analysis.

14.3  Costing a Psychiatric 
Hospital Attached 
to a Tertiary Hospital 
in the State of São Paulo, 
Brazil: Steps and Challenges 
for Estimating Costs

In this chapter we describe one study carried out 
in the city of Franco da Rocha, located in the State 
of São Paulo, as an example exercise for estimat-
ing costs of a psychiatric unit in a tertiary general 
hospital (Complexo Hospitalar do Juquery).

14.3.1  Description of Complexo 
Hospitalar do Juqueri

The Complexo Hospitalar do Juqueri is a public 
service financed by the government of the State 
of São Paulo and is located in the city of Franco 
da Rocha (population 150,000 inhabitants). This 
hospital has a historical background: it was cre-
ated a century ago, and it has been considered a 
heritage site in the city. The land on which the 
buildings comprising the hospital sit comprises 
1,500,000 m2 and include a mental health (psy-
chiatric) building, the general hospital and obstet-
rics building, and the women’s healthcare 
outpatient service. Before the deinstitutionaliza-
tion process, this hospital was an asylum for the 
long-term hospitalization of 18,000 inpatients 
with mental disorders, and currently there are 
128 psychiatric beds. The human resource team 
comprises public servants with tenured jobs. The 
psychiatric building is described in Table 14.2.

14.3.2  Components of Costs

Deciding to include components of costs depends 
on the goal and perspective of the study. If the 
goal is to have average costs per bed per day, all 
costs incurred in services outside the hospital are 
not taken into account (for instance, if inpatients 
need to be transported to other services for imag-
ing, outpatient care, and other procedures). 
However, if the goal is to verify the costs per 
patient, individual variation in the consumption of 
resources should be taken into account; in this 
case, imaging and outpatient care are included. 
Similarly, if the goal is to compare a group of 
inpatients or programs in the same hospital, then 
marginal costs should be estimated but fixed costs 
do not need to be considered. In economic evalu-
ation, marginal costs are usually paramount.

Moreover, the choice of the unit costs depends 
on the goal of the study (e.g., cost per bed per 
day, cost per inpatient per ay), and methods for 
estimating units of costs would vary (Table 14.3).

14 Costing Psychiatric Hospitals and Psychiatric Wards in General Hospitals



232

Table 14.2 Description of the psychiatric unit

Structure
How is the service organized? The psychiatric unit comprises six pavilions of 795 m2 each, with a total 

of 150 beds. Each module comprises 25 beds, a canteen, a nurses’ room, 
a mental health team room, five toilets, a doctor’s office, and a TV room. 
The total occupied area is 10,546 m2.

What is the main service goal? The process of closing beds is still in progress, and rehabilitation 
programs are offered in order to prepare inpatients for living outside the 
hospital in residential services.

Who is eligible for this service? The mean duration of hospitalization is 35 years, and 128 inpatients still 
live there; they have a mean age of 68 years, are mostly single and 
illiterate; 75% have schizophrenia disorder and 20% have a mental 
retardation diagnosis.

Funding It is financed by the government of the State of São Paulo.
Capital costs
Building It is a centenary historical building and its characteristics are different 

from other psychiatric hospitals existing in the state. It is located in 
isolated area of the city.

Equipment It includes various items: furniture and devices (coach, beds, table, 
chairs, shelves, wardrobe, wheelchair, TV), and medical equipment for 
emergency care and physical examinations.

How does the service work? Inpatients live in the hospital; some of them have good level of autonomy 
to leave alone to shop and for leisure and other activities. Others get out 
of the hospital with a health team (nurse assistant). There are workshops, 
tours outside the hospital, and leisure and cultural events (e.g., 
museums). All inpatients receive mental healthcare according to their 
needs, but there is a minimum of visits and activities with the mental 
health team (see next item).

Which services are delivered?
(Description of intervention process, 
professionals involved, length of time on 
average)

Psychiatrist visit (30 min, weekly), medical doctor visit (30 min, 
monthly), individual psychological visit (30 min, two to eight monthly), 
social worker assistance (30 min, individual sessions, one to three 
monthly), individual sessions with occupational therapists (30-min 
sessions, zero to three monthly), nurse assistance (30 min of individual 
assistance, two to three sessions, monthly), nurse assistants (30-min 
individual procedures once a day), medication.
Some inpatients leave the hospital for outpatient visits with 
nonpsychiatrist doctors and tests (on average, three patients per month 
receive outpatient care), with an average of two or three exams per 
month; 22% of patients use transportation into and out of the city.

Which professionals are involved? Seven psychiatrists, 3 medical doctors, 19 nurses, 184 nurse assistant 
(day/night), 5 psychologists, 2 occupational therapists, 1 social worker.
There are 41 Human Resources (clinical + administrative) employees.

Revenue costs (resources and 
expenditures)

Which components are necessary to 
maintain service operation?

Agreement with third-party services: nutrition, housekeeping, laundry, 
security, waste. All these services and expenditures were managed 
directly by psychiatric unit (costs center).
Consumables (clothes and hygiene supplies) are only for psychiatric 
inpatients.
Overhead (pharmacy, transportation, supplies, communication, people 
management, administrative and financial sectors, maintenance) is shared 
with other hospital units.
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14.3.3  Measurement of Resource 
Consumption and Estimation 
of Unit Costs

The measurement of resources depends on the 
goal of the study and on how unit costs are esti-
mated. For instance, if the goal is to know aver-
age medication costs per day, data would be 
extracted based on the total costs of medication 
consumed for one period of time and divided per 
bed per day. In this case it is assumed that all 
inpatients take the same amount of medication, 
but that is not true. The average costs per bed per 
day is interesting for reimbursement goals; for 
instance, the national government in Brazil pays 
reimbursement by a tenth of the true cost for a 
psychiatric bed per day. Therefore, the top-down 
approach can be used for the majority of compo-
nent of costs. However, in economic evaluation it 

is important to assess how inpatients vary in 
terms of consumption of resources. Therefore the 
bottom-up approach can be used mainly for direct 
health costs.

To use the bottom-up approach, it is necessary 
to describe in detail each activity and interven-
tion available to inpatients. The first step is to 
observe the routine in the hospital, such as how 
long it takes professionals to deliver individual or 
group interventions (Table 14.2). For instance, if 
all inpatients have at least 30 min of contact with 
a psychiatrist each week, then the unit of cost can 
be estimated by calculating the psychiatrist’s 
costs per minute multiplied by 30 min for one 
visit. The unit of cost for medication in this case 
would be the cost per pill, and through detailed 
individual data collection it is possible to verify 
the number of pills each inpatient takes per day.

We chose to describe the costs per bed per day 
including three categories of components of 
costs: direct health costs, “hotel costs” and capi-
tal costs.

14.3.3.1  Estimation of “Hotel Costs” 
and Overhead

These costs comprise support services (laundry, 
nutrition, security, waste service, housekeeping), 
utilities, consumables and medical supplies, over-
head (financial and administrative sectors, phar-
macy, storage, records, communication and 
informatics sectors, transport), and non–clinical 
professionals working exclusively for the psychi-
atric unit. Support services were delivered through 
third-party agreements, and we used the unit costs 
for each service to estimate the average costs per 
bed (Table 14.4). Overhead was estimated using 
proportional method allocation [2]. In this case, 
we considered three main categories in the struc-
ture of the entire hospital: the psychiatric unit, the 
general hospital, and outpatient care for women. 
We allocated 30% of total overhead costs to the 
psychiatric unit, 50% to the general hospital, and 
20% to outpatient care. The total overhead for 180 
days was BRL$3,274,697.40; of this, 30% 
(BRL$982,409.22) was allocated to the psychiat-
ric unit. This cost was divided by 180 days and by 
128 beds, resulting in overhead costs per bed 
(Table 14.4).

Table 14.3 Components of costs of a psychiatric unit

Direct health costs Psychiatrists
Other medical doctors
Psychologists
Occupational therapists
Social worker
Psychiatric nurses
Psychiatric nurses assistant
Medication
Labs tests and imaging 
(outside hospital)
Outpatient care (outside 
hospital)

Direct nonhealth costs Nutrition
Laundry
Housekeeping
Waste service
Security
Consumables and supplies

Shared services with 
other units of hospital 
(overhead)

Management and 
administration

Human resources not related 
directly with health treatment
Pharmacy
Communication, informatics
Transportation
Utilities

Capital and equipment
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14.3.3.2  Capital Costs and Equipment
Because the Complexo Hospitalar do Juquery is a 
centenary institution and has heritage buildings, 
it was very difficult to estimate its costs. Also, it 
is located outside the city of Franco da Rocha, 
and the current price of similar land is not equiva-
lent to its value. There is also a stigma related to 
the era of psychiatric institutionalization, in 
which this hospital functioned. Buildings used as 
psychiatric hospitals have been reported as hav-
ing low opportunity costs because of the age of 
such buildings, their poor maintenance condi-
tions, and few opportunities for alternative uses. 
The land on which the hospital site may be valu-
able if it can be used for an alternative purpose or 
if land prices in the neighborhood are high per 
square meter. However, such hospitals are usu-
ally located in isolated areas, and it might be that 
land in these areas is not valuable [28]. The 
Complexo Hospitalar do Juqueri is in the prog-
ress of closing, and it is not known whether this 
building will be used in the future for other pur-
poses. Maintenance costs were not available as a 
separate item, and it was very challenging to esti-
mate them; for this reason, we included them in 
overhead costs, though they are usually included 
as capital costs.

All equipment was purchased in 2013 
(BRL$337,459.00), and we used the equivalent 
annual annuity to estimate equipment costs for 

2015, using a discount rate of 5% and a lifetime 
use of 5 years in the following equation :

 
EAA r NPV r

n
= ( ) +( )-/ 1

 

where EAA is the equivalent annual annuity, r is 
the discount rate, and n is the lifetime use in 
years, and NPV is the net present value.

The equivalent annual costs were 
BRL$77,944.52, that is, BRL$1.67/bed/day. 
Equipment costs are estimated based on the costs 
for acquiring the equipment (obtained from a 
hospital manager) or, when these data were 
absent, the market price of similar equipment. 
Equipment costs can be divided by bed, under the 
assumption of all patients use them equally, 
though this is not true. In the case of a psychiatric 
unit, few pieces of medical equipment were avail-
able and furniture, rooms, and offices were used 
similarly among patients. Because the mainte-
nance cost for each piece of equipment was not 
available, we included maintenance costs in the 
overhead costs, though these are expected to be 
added to equipment capital costs.

14.3.3.3  Treatment Costs
Treatment costs vary from one patient to another, 
and a bottom-up approach is recommended. 
Treatment costs include clinical staff, medica-
tion, lab tests/exams, and all interventions related 

Table 14.4 Unit costs of “hotel costs” per bed per day

Unit costs Description

Total costs
(BRL$)
over 180 days in 2015

Costs per bed 
per day (BRL$)

(n = 128)
Human resources 
(nonclinical staff)

All nonclinical professionals working 
exclusively for the psychiatric unit

623,246.58 27.05

Consumables Clothes, bed sets, personal care and hygiene 
products

83,298.52 3.61

Overhead Human resources not working in the 
psychiatric unit: using proportional allocation, 
40% of costs are allocated to the psychiatric 
unit

982,409.22 42.63

Nutrition One food package (six meals per bed per day) 705,918.78 30.63
Laundry Kilograms (6 kg per inpatient day) 349,800.00 15.16
Housekeeping Square meters (10,546 m2) 1,120,806.90 48.64
Security Security checkpoint 394,300.56 17.11
Waste service Kilograms 48,895.56 2.20
Total 4,308,676.12 187.01
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directly to an individual’s treatment. It is impor-
tant to pay attention to double counting; some 
items might be counted as hotel costs and at the 
same time might be identified as treatment costs. 
For instance, transportation is included in hotel 
costs or in overhead costs, and if a patient uses 
transport for external exams that is included in 
the treatment costs, it should be not computed in 
hotel costs because it was already counted. In our 
study, we used both top-down and bottom-up 
approaches to estimate treatment costs.

Using the top-down, approach we included all 
clinical staff and medication to estimate costs per 
bed per day, that is, average costs. We used the 
bottom-up approach for 122 inpatients and 
included tests and imaging and all treatments 
done outside the hospital. In this case, we 
included transportation costs and discounted 
those from hotel costs to avoid double counting. 
Our goal was to estimate costs per patient per 
day, that is, marginal costs. To estimate clinical 
human resources costs per bed, we verified total 
costs per professional category (psychiatrist, psy-
chologist, occupational therapist, social worker, 
nurse, nurse assistant) and the total working 
hours over 180 days, and then divided those by 
180 days and by 128 beds, resulting unit costs per 
bed per day. Medication was estimated using the 
same approach, resulting in average costs per bed 
per day (see Table 14.6). These results are useful 
to discuss in terms of national policy, because the 
federal government in Brazil reimburses one- 

tenth of real costs per bed per day. As observed in 
Tables 14.4 and 14.5, treatment costs accounted 
for 49% of total costs of each diary.

Using the bottom-up approach, we estimated 
all activities and treatments delivered for each 
patient (n = 122). For instance, we determined 
that one psychiatric visit lasts, on average, 30 
min; then we estimated how many psychiatrist 
visits each patient received during 180 days in 
2015. We used the unit of cost per minute (derived 
by dividing the total salaries, including tax and 
subsides, received during the period by the total 
number of working hours) [25]. We repeated this 
estimation for each category (Table 14.2). 
Medication costs were estimated based on the 
quantity of pills used by each patient, and the unit 
costs for each medication was obtained from the 
hospital manager.

Of note, it is important to verify whether pro-
fessionals share activities in different units in 
order to avoid overestimating costs. Similarly, 
some professionals perform additional nonclini-
cal activities, such as teaching and supervising; 
therefore, the unit costs should be estimated 
based on the time spent on clinical activities 
when using the bottom-up approach. Costing is a 
time-consuming process and should be accurate, 
transparent, and detailed according to the study 
goals, study perspective, and feasibility of data 
collection. Last but not least, reporting costs 
should be detailed in terms of estimating the unit 
costs for each cost component.

Table 14.5 Unit costs of clinical staff per hour (top-down approach)

Quantity

Working hours 
per professional 
over 180 days

Total working 
hours (180 
days)

Total costs (salaries) 
over 180 days (BRL$)

Unit of cost 
(hour) BRL

Psychiatrists 7 480 3360 347,815.68 103.51
Doctors (other 
specialties)

3 480 1440 113,403.96 78.75

Psychologists 5 720 3600 118,215.30 32.82
Social workers 3 720 2160 67,169.88 31.09
Occupational 
therapists

2 720 1440 45,985.92 31.93

Nurses 19 720 13,680 534,340.80 39.06
Nurse assistants 184 720 129,600 2,968,026.72 22.90
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Estimation of Costs for Community 
Mental Health Services

Paula Becker and Denise Razzouk

Abstract

This chapter briefly reviews community mental health services costs and the 
key methodological points regarding their costing methods. Because of the 
diversity in the structure of and interventions delivered among community 
mental health services, it is paramount to identify the components of costs for 
each service. Comparability across cost studies depends on at least four main 
issues: the study perspective, the time horizon, the type of service/subject’s 
profile, and the data source. We present one example of costing community 
mental health services using data from a Brazilian study of costing a center of 
psychosocial care (CAPS) in the State of São Paulo.

15

15.1  Introduction

The implementation of community-based mental 
healthcare in low- and middle-income countries has 
begun in the past two decades [1–4], though in high-
income countries it started a half century ago [5–8]. 
Before this reform in mental healthcare, treatments 
were administered exclusively in psychiatric hospi-
tals. Progressively, mental health budgets were 
reoriented from hospitals to community mental 
health services, though extensive debate comparing 
costs between these two models of care has occurred 
to date [5, 6, 8–10]. Community mental health ser-
vices comprise a network of services available in 
communities and are addressed to promoting the 
recovery of people with mental disorders [8, 11–13]. 
These service principles are based on a humanistic 
approach to care; on the efficiency and cost- 
effectiveness of care; on the delivery of interventions 
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according to an individual’s profile, needs, and con-
text; and on combatting stigma against mental disor-
ders [2]. Moreover, these services were designed to 
be placed in users’ communities and outside hospital 
territories, and to offer a variety of specialized and 
multidisciplinary interventions and programs ori-
ented toward rehabilitation and social inclusion [1].

Community mental health services vary both in 
options for care and in how they are defined 
according to the local social and political contexts 
[12] (see Box 15.1). However, these services aim 
at effectiveness and the optimal use of scarce 
resources [14] , especially in low- and middle-
income countries. The complexity and variety of 
such services hinder comparability across differ-
ent settings, and for this reason, systematic eco-
nomic evaluations are needed. Therefore, 
answering the question of whether costs for com-
munity mental health services are higher or lower 
than those for psychiatric hospitals depends on 
which services and health system are being com-
pared [5, 15, 16]. It is important to bear in mind 
that hospitals (see Chap. 14) deliver to patients 
complex and diverse services that are not available 
from only one community mental health service. 
When comparing models of care it is important to 
include in cost analyses all services provided in 
the community (outpatient care, accommodation, 
emergency visits, housing, informal care, and 
other programs) [12, 16–18].

This chapter addresses the main methodological 
issues regarding costing of community mental health 
services, focusing on outpatient care. We present the 
steps for costing a community mental health center 
oriented toward patients with alcohol and drug addic-
tion as an example of a costing exercise. For didactic 
reasons, costing residential facilities is discussed in 
Chap. 16, though they are part of community mental 
health services.

Box 15.1 (continued)

• Specialized programs (e.g., addiction, 
autism, early intervention for psychosis, 
supported employment)

• Recovery and psychosocial rehabilita-
tion centers

Outreach services

• Assertive community treatment teams

Primary care

• Community mental health teams (super-
vision for general practitioners)

Nonhospital emergency unit

• Crisis houses
• Acute day hospitals

Community social centers

• Sheltered workshops and social 
activities

• Work placement
• Clubhouses
• Leisure and sport centers

Inpatient care

• Psychiatric ward in a general hospital
• Liaison with mental health team

Self-help groups
Box 15.1 Types of Community Mental 
Health Care
Residential facilities

• Independent houses
• Full-time residential facilities
• Nursing homes

Outpatient care

• Ambulatory
• Community mental health centers

(continued)
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15.2  How Community Mental 
Health Services Costs Vary 
in the Literature

Costing community mental health services is chal-
lenging because of the diversity of services, the 
complexity of interventions, the lack of transpar-
ency and availability of cost data, and other meth-
odological constraints [19, 20]. Costing studies 
vary mainly in terms of goals, study perspective, 
time horizon, components of costs, methods for 
estimating unit costs, measurement approaches, 
and sample characteristics. Box 15.2 outlines 
some examples in which goals of costing mental 
health services vary according to different per-
spectives. Costing is useful to evaluate interven-
tions, programs, services, and policies through 
economic evaluation and cost-analysis studies. 
Most importantly, the evaluation of community 
mental health services should not be restricted to 
costing one service. Instead, it is crucial to assess 
consumption of community mental health services 
throughout the entire health system because costs 
can decrease for one service and, as an indirect 
consequence, increase for another service (the 
spillover effect). In addition, in mental healthcare, 
other nonhealth services should be included in the 
analysis, such as criminal justice and educa-
tional and social services, depending on the rele-
vance of such services for integrated mental 
healthcare and users’ diagnoses, because the spill-
over effect also occurs in nonhealth services [16, 
21, 22]. Health economists have not reached a 
consensus regarding the inclusion of productive 
costs, informal care, and patients’ out-of-pocket 
expenditures in economic evaluations, though 
adopting and implementing new mental health 
polices or programs contributes to cost variation in 
health and nonhealth sectors [18, 22, 23].

Community mental health services and psychi-
atric hospitals have been compared [10, 24–32]; 
these comparisons look at different types of the 
same service (such as a residential service) [24, 
25] and different packages of care (for instance, 
current treatment versus assertive community 
treatment for psychosis) [31, 33] (see Box 15.2). 
The former are usually reported in the literature 

through cost analysis and cost- consequences stud-
ies, whereas packages of care has been compared 
in clinical trials and cost- effectiveness studies [31, 
33–35]. However, the description of costing meth-
ods and the estimation of units of costs are rarely 
detailed in publications [14, 36, 37].

Box 15.2 Costing Study Goals 
According to Different Perspectives
Payer/health provider perspective (only 
one service)

• Accounting goals (financial health 
management)

• Planning service expansion
• Comparison of health service consump-

tion costs among users
• Cost-saving studies

National or regional public health 
perspective

• Comparison of healthcare consumption 
costs according to users’ profiles and 
diagnoses

• Cost-effectiveness studies (costs for 
interventions, programs, and packages 
of care)

• Comparison of mental health service 
costs according to modality of care (e.g., 
different types of residential facilities; 
hospital versus community mental 
health services)

• Comparison of unit costs by service and 
region

• Cost analysis studies exploring factors 
affecting health services costs

Societal perspective

• Cost-benefit studies analyzing the 
effects of mental health policies (inclu-
sion of informal care, productivity, and 
opportunity costs)

15 Estimation of Costs for Community Mental Health Services
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15.2.1  Variation of Unit Costs

One of the most important factors related to cost 
variations when comparing similar services is the 
estimation of units of costs. A study in Australia 
compared the unit costs for treatment per hour 
among six child and adolescent mental health ser-
vices in different regions of the country and found 
that the unit costs varied from $156 to $273 [38]. 
Similarly, the cost per episode varied significantly 
among the six services, from $338 to $7076, 
though the severity of mental symptoms explained 
6% of the cost variance. Despite these data, user 
differences were not the most relevant factor in 
these cost variations; rather, service delivery fac-
tors seemed to be more relevant in this regard.

15.2.2  Variation of Treatment Costs 
According to Different 
Packages of Care and Services

One the biggest challenges in community mental 
healthcare is to evaluate integrated care. Few stud-
ies exist of the effectiveness of community mental 
health services [8, 39] and few studies take into 
account costs [14, 14, 22, 33, 40–44] and cost-
effectiveness [5, 14, 16, 25, 39, 44–48].

One study in the United Kingdom evaluated costs 
of 260 mental health service users receiving different 
sets of integrated mental health services and interven-
tions in four centers in the north of England [22]. In 
that study, all modalities of care were included (inpa-
tient, outpatient, community care, social care, pri-
mary care, accommodation, day occupation, user 
expenditures). In this case higher costs were associ-
ated with services targeting users with more severe 
symptoms, and lower costs were associated with 
integrated services. Note that this study showed a 
result opposite that of the Australian study because 
the goals, methods, and components of costs were 
completely different. Costs cannot be interpreted if 
isolated from the purpose of the experiment and from 
their methodological limitations. Another study in 
Spain compared the costs of services used by 81 sub-
jects with schizophrenia disorders in two regions 
with different levels of care over a 3-year follow-up 
period: one with optimum services provision, and 
another with minimum services provision [40]. In 

that study, only direct health costs were taken into 
account. The authors found that direct costs in the 
former were 35% lower than those in the latter.

The most common studies regarding cost- 
effectiveness in mental health evaluate a set of 
interventions or specific programs, rather than ser-
vices. Hastrup and Aagaard [33] compared asser-
tive community treatment (ACT) with treatment 
as usual through a cost-effectiveness clinical trial, 
using a national public health provider perspective 
in Denmark. ACT is delivered in community men-
tal health centers and encompasses a set of ser-
vices such as outpatient services, home visits, 
crisis houses, 24-h hotline telephone services, sup-
ported employment programs, and day hospital 
treatments, offering multiple interventions (multi-
family groups, social skills training groups). Using 
a top-down approach for costing treatment per 
person, they found ACT costs were lower 
(DDK493,442) than control group costs 
(DDK671,500). The mean total ACT costs were 
DDK178,058 lower over 4 years than were control 
group costs, including costs for supportive hous-
ing over 2 years, though when excluding accom-
modation costs there was no significant difference 
between the two groups. Costs in the ACT group 
were higher for psychiatric outpatient care and 
lower for inpatient care when compared with the 
control group, showing a high probability of ACT 
being cost-effective compared with treatment as 
usual.

Despite some attempts by economic evaluations 
to compare mental health programs and packages of 
care, cost-saving studies are predominant and focus 
on reducing costs rather than evaluating outcome 
improvements. In this regard, a study conducted in 
New York used a payer  perspective to compare costs 
between intensive community-based treatment and 
assisted outpatient treatment among 255 volunteer 
users with severe mental illness, with a 3-year fol-
low-up period [31]. Assisted outpatient treatment is 
a court-ordered program of community-based men-
tal health services designed to improve outcomes for 
persons with serious mental illness and a history of 
repeated hospitalizations attributable to nonadher-
ence to treatment. This is an example of including 
legal and criminal justice costs and health direct 
costs. In this case, however, the outcome was hospi-
talization rate, and it is not necessarily related to bet-
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ter user outcomes. Health managers are usually 
interested in saving costs, but an “outcome” in eco-
nomic evaluation should express users’ improve-
ments in mental health. Decreasing costs with 
inpatient care does not necessarily mean saving 
costs from a broader perspective if costs increase in 
other health and nonhealth sectors, or even for 
patients and families.

One particularly important issue for estimating 
the cost-effectiveness of mental health services (or 
programs) is related to the time horizon and follow-
up. Improvement in mental disorders outcomes can 
last years, and in this regard the balance between 
costs and effects can be unfavorable if better out-
comes do not occur over the short term. One inter-
esting example is one study of the TAPS Project 
regarding costs of patients with severe mental disor-
ders who were discharged from hospitals and placed 
in residential facilities [49]. The authors evaluated 
outcomes and costs during a 5-year follow-up 
period. No relevant clinical changes occurred in 
terms of outcomes during 1 year of follow-up. 
However, important improvements in social behav-
ior were observed after 5 years, resulting in costs 
being reduced by 14%. Therefore, costs should be 
measured taking into account the long-term time 
horizon.

It is not the scope of this chapter to present a 
systematic review of all studies on this topic, but 
rather to alert the reader to methodological issues 
related to methods of costing community mental 
health services. In this regard, the examples men-
tioned above show variations in terms of goals, 
time horizon, cost components, costing 
approaches, service characteristics, and user pro-
files, among others.

15.3  Costing Community Mental 
Health Services

In addition to the issues raised in the previous sec-
tion, the process of estimating costs requires at 
least five steps (see Box 15.3). After defining the 
goal of the study and its perspective, the first step 
before collecting data for costs related to one ser-
vice is to identify all relevant components of costs 

related to the service and according to perspective 
of the study (see Table 15.1). In other words, it is 
paramount to know the service and how it works in 
terms of structure, resources, and delivery of pro-
cesses of care and interventions [16, 19, 20, 50].

Box 15.3 Five Steps in Costing Mental 
Health Services

 1. Detailed description of service(s) or 
program(s)
• Identification of component of costs

 2. Choice of unit cost for each component 
of costs and definition of its measure-
ment approach (top-down × bottom-up 
approaches)

 3. Measurement of the consumption for 
each component of costs
• Prospective × retrospective
• Short-run versus long-run marginal 

costs
• Inventories (bottom up) versus data-

base (top down)
• Sample eligibility and 

characteristics
• Reliable sources of information

 4. Estimation of unit costs for each com-
ponent of costs

 5. Cost analysis
• Estimation of capital costs and 

opportunity costs
• Estimation of revenue costs (average 

costs)
• Estimation of overhead costs
• Estimation of health services con-

sumption (marginal costs)
• Estimation of users’ costs for treat-

ments (depending on perspective)
• Discount factor, interest rate, equiva-

lent annual costs
• Sum of direct, indirect (support ser-

vices, capital) and overhead costs
• Costs analysis and sensitivity 

analyses
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Table 15.1 Description of service, program, or package of care

Infrastructure What is the service? (type, size, location, number of rooms, pharmacy, 
reception, nurses’ room, emergency room, kitchen)

What is the main goal of the service? (outpatient care, residential facility, 
program for specific disease)

Who is eligible for this service? (users’ characteristics)

Funding sources (public, private, charity, donations, insurance companies)

Capital costs (building and land costs). Rent can be used by a proxy for capital 
costs (then it is not included in revenue costs)

Capital costs: equipment, vehicles

How does the service work? Coverage, operation schedule, with/without emergency beds, links with other 
services; number of visits per month

How is care delivered? (screening interviews, screening tests, individual visits, 
group visits, domiciliary visits)

Which services are delivered? 
(description of intervention 
process, professionals involved, 
length of time on average)

Psychiatrist visits, medication, psychotherapy, occupational therapy, laboratory 
tests, nurse assistance, social worker assistance, educational activities, 
emergency assistance, social activities, workshops, domiciliary visits, 
telephone call assistance, diet, transport tickets, other treatment programs
Description of each intervention in terms of duration and staff involved

Which professionals are involved? Treatment staff (psychiatrists, psychologists, occupational therapists, nurses, 
social workers, educators, others)
Management staff
Third-party workers
Voluntary workers

Revenue costs(resources and 
expenditures)
Which components are necessary 
to maintain service operation?

Consumables, medication, human resources (salaries), utilities, support 
services, taxes, training, informatics system and maintenance, overhead

The second step is to determine how costs will be 
measured (e.g., per day, per visit, per hour) and 
which approach will be used to measure the (a top-
down or bottom-up approach) (see Table 15.2). 
Direct health costs are more accurate if measured 
using a bottom-up approach; that is, data are col-
lected taking into account variations among indi-
viduals [16, 23]. The unit of costs for each 
intervention is estimated according to its nature (a 
single patient or a group) and length of time (min-
utes, hours, days). However, some interventions 
have mixed components of costs, and in some cases 
cts can be aggregated in one package of intervention, 
such as home visits. The unit costs can be estimated 
by visit, but the estimation of one visit requires all 
components of costs for one visit (staff, supplies, 
length of time of visit, distance from service to 
home, driver’s time, gas, car maintenance or travel 
costs) to be computed. When using composite mea-
sures in one unit cost, it is important to consider 
shared costs, joint costs, and double counting. The 

estimation of unit costs for direct nonhealth costs is 
complicated by the complexity of service and shared 
activities (see Chap. 2). The top-down approach is 
used most often; more detailed information can be 
found in costing guidelines [50].

The third step is to define the period of data 
collection (retrospectiveor or prospective), data 
sources, and instruments [16, 23]. It is recom-
mended to collect cost data over the long run, 
rather than in the short term. Data collection 
through inventories focuses on the consump-
tion of interventions and resources by each 
individual, whereas a top-down approach uses 
total data on the consumption of service 
resources, usually from a database or manage-
rial information. One of the most used invento-
ries for collecting data on the use of mental 
health, criminal justice, and other health ser-
vices is the Client Sociodemographic and 
Service Receipt Inventory [16, 23, 51] (all ver-
sions are available from http://www.pssru.
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Table 15.2 Definition of unit costs for each component of costs for community mental health services

Components of costs Unit costs

Direct health costs
Treatment staff (single visit): psychiatrists, 
medical doctors, psychologists, social workers, 
occupational therapists, nurses, and others

Per minute, per hour, or per visit

Treatment staff (group assistance): psychologists, 
occupational therapists, nurses, others

Per user per session

Medication Per day/week/month

Domiciliary visit Per visit (staff time per minute or hour + travel costs)

Case management Per minute, per visit (includes staff, supplies, telephone calls, 
etc); use caution with joint and double counting costs

Ambulance Per visit (staff time + gas + supplies + maintenance + driver’s 
time)

Emergency room Per visit (staff + medical supplies + capital costs + 
administrative)

Day hospital Per day (staff + medical supplies + capital costs + administrative 
+ diet + transportation)

Nonhealth direct costs and capital costs
Capital costs: buildings and equipment Estimated on a yearly basis (equivalent annual annuity)

Support and utilities services and consumables 
(supplies)

Top-down approach (it depends on the item, type of health 
service, and whether use is shared) (see Chap. 2)

Overhead costs Administrative staff + management costs (see Chap. 2)

ac.uk/blogs/csri/). This inventory was recently 
translated to Brazilian Portuguese by our team 
[52] (see Chap. 13).

The fourth step is estimating the unit costs for 
each component of costs [20, 50, 53] or using some 
reference value, when available, such as Unit Costs 
of Health and Social Care in the United Kingdom 
(available from http://www.pssru.ac.uk/project-
pages/unit-costs/2015/) and the Dutch manual for 
costing in economic evaluation [54].

The final step is the cost analysis, combining con-
sumption and units costs and aggregating all costs: 
direct health costs, direct nonhealth costs (revenue 
costs), and capital costs. Marginal costs (see Chap. 2) 
are used in the majority of economic evaluations 
when comparing interventions among individuals 
from the same service or comparing costs of health 
system use among individuals with a specific profile 
or disease. Marginal costs are related to extra costs 
for each additional unit (e.g., an additional bed, addi-
tional intervention, additional patient coverage, and 
additional unit of service). Average costs are com-
monly used for accounting goals and for items that 
vary little among subjects (support services) (see 
Chap. 14). However, according to economics princi-

ples, opportunity costs should be included in cost 
analyses, and in this sense, capital costs are summed 
with revenue costs [16]. Because units costs and the 
costs of services and  interventions vary, it is crucial to 
perform a sensitivity analysis (see Chap. 7).

15.4  Costing Community-Based 
Mental Health Services: 
The Case of the Center 
of Psychosocial Care Targeting 
Urban Alcohol and Drug Users 
in the State of São Paulo, Brazil

15.4.1  Definition of the Main 
Question and Perspective 
of the Study

This study was designed to answer the following 
items regarding one community mental health 
center (Center of Psychosocial Care [CAPS], 
Centro de Atenção Psicossocial para Álcool e 
Drogas [CAPSAD]) with a specific program for 
users with alcohol and drug addiction in the State 
of São Paulo:

15 Estimation of Costs for Community Mental Health Services
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 a. To estimate direct costs (health, nonhealth, cap-
ital, and revenue costs and overhead) of CAPS 
according to a public health provider 
perspective

 b. To estimate direct and indirect costs among a 
sample of users with alcohol and drug addic-
tion according to a societal perspective

 c. To verify the relationship between psychiatric 
and psychosocial users’ profiles and total costs

In this chapter we focused on the first goal, 
that is, costing health services. We adopted the 
perspective of the public health provider because 
there are no national or regional data published 
on the units of costs and components of costs of 
this type of community mental health service in 
Brazil. This study was a retrospective study, 
covering data on costs extracted from the ser-
vice’s database for a 180-day period, from March 
1 to August 30, 2015.

15.4.2  Description of the Structure 
and Function of the Center of 
Psychosocial Care (CAPS-AD)

The CAPS-AD is located in one small city (192,442 
mi2) with 186,000 inhabitants in the State of São 
Paulo, in the southeast region of Brazil. The mental 
healthcare in this city encompasses three CAPs 
(one addressing all mental disorders, one address-
ing children and adolescents with mental problems, 
and one targeting alcohol and drug addiction), and 
two outpatient services (adults and children), all 
funded by public resources from the mayor, the 
Ministry of Health, and the government of the State 
of São Paulo (responsible for funding high-cost 
medications).

The identification of components of costs for 
one service requires knowledge about its struc-
ture and all processes involving treatment, ser-
vice maintenance, and management. Two types 
of CAPS-AD in Brazil offering treatment to 
alcohol and drug users: one offers full-day care 
from Monday to Friday and has no crisis support 
structure (called CAPS-II); the other, called 
CAPS III, offers 24-h assistance, including on 

weekends, and has a crisis support structure 
with few psychiatric beds. These two services 
have several differences, especially regarding 
the composition of the treatment team and the 
therapeutic actions delivered, which might influ-
ence cost variations among services. Table 15.3 
outlines the description of CASP-AD and its 
cost components.

15.4.3  Definition of Unit costs 
and Measurement Approach 
for Components of Costs

The estimation of a unit of costs depends on how 
data are used. Table 15.4 presents the total costs 
for each component of costs related to a 180-day 
period and their units costs in Brazilian currency 
(R$) for 2015. For instance, considering the 
duration of one visit to a psychiatrist lasts an 
average of 30 min, then the unit cost per hour in 
Table 15.4 should be adjusted accordingly. 
Because the study is in progress, some costs 
have not yet been computed (such as medica-
tions), and the estimation of direct health costs 
by patient is forthcoming. Rent was used a proxy 
for capital costs in order to approximate oppor-
tunity costs. Equipment costs were estimated 
using market prices for 2015 as a reference, and 
a 5% discount factor was applied (standard in 
Brazil; see Chap. 2). Life of use was estimated as 
5 years for all equipment, and capital costs per 
year was estimated by using equivalent annual 
annuity. As can be observed in Table 15.4, treat-
ment staff costs are almost four times greater 
than the sum of nonhealth costs and capital costs.

15.5  Concluding Remarks

Costing community mental health services is 
challenging because they are heterogeneous at all 
levels. For this reason, use caution when using a 
standard reference for unit costs, because it may 
not represent the real costs of a service, when 
compared to  reference service. Human resources 
are the main component of costs in community 
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Table 15.3 Description and components of costs of CAPS-AD

Infrastructure The CAPS-AD is delivered in a rented house located in the downtown area of the city, close to a 
neighborhood in which homeless people and drug users (especially crack and alcohol users) live. 
The service comprises a reception hall, waiting area (for 10 patients), financial and administrative 
room, two health offices (one for individual assistance and one for group therapy), one room with 
two beds, one nurses’ room, one kitchen, and three toilets. There is a garden with a space allowed 
for workshops and another space for gardening

What is the main 
service goal?

It is an outpatient care center available to the public, with spontaneous and referenced demand, 
open from 8:00 am to 6:00 pm. It provides three modalities of care: intensive, semi-intensive, and 
nonintensive. Users are allocated to one of these modalities of care according to the clinical 
severity and psychosocial disability of their daily activities and social roles. The purpose is to 
offer an integrated modality of care according to patient’s needs

User eligibility Adults older than 17 years of age with alcohol or drug problems and addiction living in the city 
and in neighboring cities

Funding sources Public (mayor, state and national governments)

Capital and 
equipment

Rented house
Equipment: four desktop computers, one printer, one refrigerator, one oven, and two televisions

How does the 
service work?
How is care 
delivered?

At the first contact with the service, a patient is welcomed by a mental health professional who 
conducts a brief evaluation in order to plan a therapeutic project
Intensive care offers support from Monday to Friday, during a period from 8:00 am to 4:00 pm. 
During this period, the users can attend therapeutic sessions, either in groups or individually, with 
nurses, psychologists, occupational therapists, or social workers; they can also attend to external 
activities, such as informal activities to generate income, placement assistance in the formal labor 
market, or cultural and sporting activities, always assisted by the mental health team
In semi-intensive care, treatment is delivered 2 or 3 days a week, according to the user’s demands 
and individual therapeutic plan, participating in the same activities described above
Nonintensive care is a form of gradual detachment of the patient from the service, encompassing 
one monthly visit with a psychiatrist and one weekly session with others on the mental health 
team until final discharge
In all modalities of care, users receive at least one monthly consultation with a general 
practitioner and a psychiatrist
Every day, patients attend the service; they receive breakfast, lunch, and an afternoon snack; and 
undergo nursing procedures such as blood preasure measurement and assisted medication (if 
there is a prescription)

Which services 
are delivered?

Psychiatrist visits (monthly)
General practitioner visits (monthly)
Individual and group psychotherapy (weekly)
Group sessions with occupational therapists (weekly)
Nursing assistance
Medication
Social worker assistance
Emergency assistance (two beds)
Social activities
Workshops and work placement
Diet and transportation tickets
Telephone call assistance

Which 
professionals are 
involved?
Human 
resources

Clinical staff
2 psychiatrists (20 h/week)
1 general practitioner (20 h/week)
1 nurse (40 h/week)
2 nursing technician (40 h/week)
2 psychologists (40 h/week)
2 occupational therapists (30 h/week)
1 social worker (40 h/week)
Management and nonhealth staff
1 health manager (40 h/week)
1 secretary (40 h/week)
1 general service assistant (40 h/week)
1 receptionist (40 h/week)
1 professional cleaner (40 h/week)
1 guard security (40 h/week)

(continued)



Table 15.4 Unit of costs for each cost component of CAPS-AD, using a top-down approach

Components of costs Description Quantity

Total costs 
over180 days in 
2015 (R$)

Unit of 
cost

Cost per unit 
of costs (R$)

Treatment staff
Psychiatrists 20 h/week 2 54,069.48 Hour 56.32

General practitioner 20 h/week 1 27,034.74 Hour 56.32

Occupational therapists 30 h/week 2 76,160.00 Hour 26.44

Psychologists 40 h/week 2 76,160.00 Hour 19.83

Social worker 30 h/week 1 19,040.00 Hour 26.44

Nurse 40 h/week 1 19,040.00 Hour 19.83

Nursing assistants 40 h/week 2 51,568.00 Hour 13.42

Total human resources 323,072.22

Support services
Diet Individual package: 

breakfast, lunch, snacks, 
gas

23,756.67 Day 197. 97

Maintenance/repair 125.50 Day 0.70

Security guard 40 h/week 2,454.36 Day 13.63

General service assistant 40 h/week 7,121.04 Hour 7.41

Utility services
Water consumption Not available – 0 – –

Electricity Service operates 10 h/
day

1,420.94 Day 7.89

Telephone Land lines and mobile 
phones

1,977.44 Day 24.72

Consumables Medical supplies, 
kitchen supplies, 
stationery supplies, 
cleaning supplies

5,019.59 Day 27.89

Total support services 41,875.54

Capital costs
Rent House is rented for a 

fixed price for 1 year; 
then it is renewable with 
an interest rate based on 
the inflation rate

6,826.68 Year 13,653.36

Equipment 4 desktop computers, 1 
refrigerator, 1 oven, 1 
printer

5% discount 
factor, 5 
years

Equivalent annual 
annuity
Total invested: 
R$6,500.00

Year 1524.00

Overhead
Health manager 40 h/week 1 29,489.00 Hour 30.71

Secretary 40 h/week 1 8,556.00 Hour 8.91

Total overhead 38,045.00 Hour 39.62

Revenue costs Consumables: kitchen and cleaning supplies, office stationery (printer cartridges, pens, pencil, 
staplers, envelopes, and paper), medical supplies (syringes, pills dispensing containers, cotton, 
sterilizers material)
Support services: cleaning, security (nighttime), maintenance and repair services
Utilities: electricity, telephone, water, gas

Overhead In this case overhead costs are those costs related to service management. Only two staff 
members were involved with administrative issues: the health manager and the secretary. The 
secretary is a staff member who helps with accounting issues. The health manager has an 
administrative role and coordinates service and health staff actions

Table 15.3 (continued)
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mental healthcare, and the accuracy when cost-
ing this component is crucial for achieving accu-
rate estimates of service costs. Salaries and 
subsides vary within the same professional cate-
gory, significantly affecting service costs. Other 
factors affecting service costs are related to geo-
graphic region where service is located, team 
size, and interventions available [55]. Although 
some studies have emphasized that individual 
factors related to service costs vary [55], other 
studies have shown a minimal effect of individual 
characteristics on service cost variation [56]. The 
bottom-up approach is preferable when costing 
community mental health services for economic 
evaluation. Similarly, the long-term time horizon 
is an important component to verify cost varia-
tion across time, particularly in mental health, 
where outcomes or improvements can occur late. 
It is crucial to measure costs in a broad manner 
because costs can migrate from one service to 
another and, more worrisome, to patients and 
their families.
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to size, staff, and structure. A brief review of varying costs of residential 
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16.1  Introduction

Residential services are part of community mental 
healthcare and are addressed to accommodate peo-
ple with mental disorders without family or social 
support [1, 2]. These services have been provided 
mainly for people discharged from long-term hos-
pitalization in psychiatric hospitals or for individu-
als with mental illness who have a low or no 
income and have special self-care needs, such as 
severe mental retardation and schizophrenia [3]. 
The definition of community living is linked with 
the idea of offering housing available to the ordi-
nary public to people with mental illness and also 
to provide all needed support for living indepen-
dently [4]. In practice, services vary extensively in 
term of definition, goals, and structure [1, 5, 6]. A 
variety of these services deliver interventions and 
care shaped by a model of care according to the 
health system infrastructure of each country [7]. 
For instance, Macpherson et al. [1] identified at 
least five modalities of residential care or supported 
accommodation in the United Kingdom: high- and 

medium-staffed hostels, low-staffed hostels, staffed 
care homes, group homes (GHs), and core and 
cluster high- dependency housing (see Box 16.1). 
Terms associated with accommodation and resi-
dential care vary widely for people with mental 
disorders: “group homes,” “cluster housing,” “dis-
persing houses,” “supported living,” “semi-inde-
pendent living,” “shelter homes,” “staffed homes” 
[5]. Yet, these services vary in terms of structure 
and resources even though they target similar goals 
and populations.

Moreover, these services may vary according 
to distribution within the community: campus- 
style residential or village communities and 
community- based dispersing houses [8]. Campus-
style residence is a generic term encompassing all 
types of 24-h sharable residential services offered 
to a group of patients with intellectual disabilities. 
Community-based dispersing houses are used for 
services with long- term residential supports in 
domestic-style housing for up to eight residents.

In this chapter we present a brief review of the 
literature about costs of residential services and 
then address each of these items, illustrating with 
research on residential costs analysis carried out 
in São Paulo City, Brazil.

16.2  How Residential Costs Vary 
in the Literature

Therefore, the variability of terms and classifications 
of residential care hinders comparability among 
services. Costs of residential services vary accord-
ingly with the level of service complexity, service 
size, type and quantity of interventions delivered, 
and geographic location [9–11]. Moreover, new ser-
vices are usually more expensive because of initial 
capital costs and costs to train staff [12]. Knapp et al. 
[13, 14] emphasized that residential costs varied 
between 65% and 95% of the total costs of an indi-
vidual care package.

We reviewed how costs of residential care 
vary in the literature using the MEDLINE, 
Embase, and LILACS databases through 2012. 
Our search resulted in 754 articles, of which 31 
studies have at least one measure of costs. From 
these, eight studies focused specifically on the 

Box 16.1 Types of Supported 
Accommodation in the Community 
(Residential Care) in the United 
Kingdom [1]
Medium- and high-staffed houses (nursing 
homes, residential care) comprise a 24-h 
service with 2 to 20 workers per unit caring 
for between 6 and 12 patients.

Low-staffed hostels comprise a day ser-
vice with two or three lay-caregivers run by 
the private sector.

Staffed care homes comprise 24-h ser-
vice with lay-caregivers caring for between 
3 and 12 residents.

Group homes are homes without staff 
and support up to five residents, who 
receive regular visits by mental health 
professionals.

Core and cluster high-dependency hous-
ing comprises individual flats with regular 
visits by mental health professionals.
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costs of residential care, and 15 compared resi-
dential costs with costs of psychiatric hospitals.

These eight studies evaluated the costs of resi-
dential services considering four aspects: (a) 
comparison of costs among different types of 
residential services; (b) comparison of accommo-
dation and nonaccommodation costs according to 
the type of residential facility (RF); (c) cost- 
consequence analysis (CCA) among different 
types of residential services; and (d) identifica-
tion of resident profiles that could contribute to 
residential costs.

16.2.1  Comparison of Costs 
Among Different Types 
of Residential Services

Four studies compared direct costs among resi-
dential services [15–20]. Dockrell et al. [15] 
compared direct costs among three accommoda-
tion services in the United Kingdom: hospital 
homes, campus homes, and community homes 
for people hospitalized in Mental Impairment 
Evaluation and Treatment (MIET) Services hos-
pital (this institution prepares people with learn-
ing disabilities and challenging behavior to be 
discharged into the community over 18 months). 
They found that the transfer of such people to the 
community was more costly in community 
homes (which house up to four people in the 
community) and less costly in hospital homes 
(small and medium-sized units on the grounds of 
a hospital).

Dickey et al. [17] compared the costs of shared 
housing and independent-living apartments 
among homeless people with mental disorders, 
and they found that the annual housing costs per 
person were U$25,000 higher in shared housing 
than in independent-living apartments. Staff 
expenses in shared homes were the main compo-
nent of the total cost.

Chisholm et al. [16] found that accommoda-
tion costs were greater among highly staffed 
homes than in low- and nonstaffed homes. Felce 
et al. [19] found that costs of fully staffed homes 
were threefold more expensive than semi- 
independents homes in the United Kingdom. In 

this case, costs were lower in terms of direct-staff 
costs, nonstaff costs, and agency overhead.

16.2.2  Comparison 
of Accommodation 
and Nonaccommodation 
Costs According to the Type 
of Residential Facility

While in psychiatric hospitals “accommodation” 
and “treatment” are delivered together, in the 
community, accommodation and treatment are 
delivered through multiple services. Costing the 
direct costs of patients living in the community 
requires verifying all services delivered for each 
individual. Yet, some RFs provide rehabilitation 
care while others do not. Therefore, costs should 
be measured in a comprehensive way, that is, 
considering all costs involved in the package of 
care and services used. Residential costs then 
encompass accommodation costs related exclu-
sively to residential costs and nonaccommoda-
tion costs related to treatment and all services 
consumed. Regarding patients discharged from 
long stays in psychiatric hospitals, direct costs 
would fall in these two categories of costs, though 
the available intervention varies somewhat: 
accommodation and nonaccommodation costs.

Chisholm et al. [16] found that accommoda-
tion costs were greater among highly staffed 
homes than in low- and nonstaffed homes in the 
United Kingdom. On the other hand, nonaccom-
modation costs such as community services use 
were greater in nonstaffed homes than in other 
residential homes.

16.2.3  Cost-Consequence Analysis 
among Different Types 
of Residential Services

Despite many criticisms against CCA because it 
does not allow objective results for supporting 
decision-making, these studies explore advan-
tages and disadvantages in terms of outcomes 
and costs among different service modalities. 
Because there is no gold standard or consensus to 

16 Estimating Costs of Residential Services
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determine the most appropriate RF for people 
with mental disorders, these studies are useful to 
evaluate which benefits and harms are involved in 
care considering residents’ profiles and needs. 
Three studies used CCA to compare residential 
services according to the staff present and the 
number of residents (a group or individuals).

Emerson et al. [18] used a CCA to compare 
GHs (small and large) and supported-living resi-
dences (SLRs) using a sample of 300 people with 
mental retardation in the United Kingdom. SLRs 
were more costly in terms of accommodation 
costs and less costly in terms of nonaccommoda-
tion costs when compared with GHs, but no sig-
nificant differences in total costs were found 
among the three facilities. SLRs were associated 
with more choice, a larger number of community- 
based activities, and a higher risk of exploitation 
and victimization. The small GH was associated 
with larger social networks and less risk of abuse 
when compared with the larger GH.

Hallam et al. [20] used CCA to compare dif-
ferent models of residential services for 500 peo-
ple with mental illness in the United Kingdom. 
Three modalities of 24-h support services were 
compared: campus-style residence, village 
communities, and community-based dispersing 
houses. The mean cost per week of accommoda-
tion and care per resident was higher in the resi-
dential campus (£931.00) and dispersing housing 
(£901.00) than in village communities (£637.00). 
Almost 40% of the total costs were explained by 
14 high-cost predictor variables: low ability and 
severe challenging behavior, younger age, pre-
dominance of men, and fewer arrangements for 
training and supervising the staff. Regarding out-
comes, compared with other residential services, 
people living in dispersed housing schemes expe-
rienced more choice, more social networks, an 
active physical life, few accidents in the home, 
and a larger number of leisure activities. On the 
other hand, people living in residential campuses 
experienced more exposure to crime and abuse, 
more domestic accidents, and smaller social 
networks.

Felce et al. [19] performed a CCA comparing 
outcomes (quality of life, money management, 
safety, healthcare, lifestyle measures, social net-
works) and direct costs between fully staffed 
homes and semi-independent living for people 
with intellectual disabilities and mental illness in 
the United Kingdom. Costs of fully staffed homes 
were threefold higher than costs for the semi- 
independent homes. However, both accommoda-
tions provided different benefits: residents in 
semi-independent homes were able to make more 
choices and choose from more community activi-
ties than residents in fully staffed homes. 
However, the latter had fewer problems with 
managing money and safety, and had better phys-
ical health indicators. The authors concluded that 
semi-independent living might be cost-effective 
compared with fully staffed homes, but the dif-
ferences between these services might be associ-
ated to intrinsic characteristics of the sample.

16.2.4  The Influence of Residents’ 
Profiles on Residential Costs

Amaddeo et al. [21] and Chisholm et al. [16] 
investigated which resident characteristics could 
be correlated with residential costs. Chisholm 
et al. found that residential costs were correlated 
with younger age, having a diagnosis of schizo-
phrenia/paranoid state or affective disorder, being 
female, exhibiting aggressive behavior, and hav-
ing fewer living skills. Amaddeo et al. evaluated 
the accommodation and service use costs for 
2962 residents from 265 Italian RFs. RF costs 
were correlated with young men in residence, 
fewer living skills, and having a diagnosis of 
schizophrenia or an affective disorder, whereas 
costs of community services use were correlated 
with poor functioning, having a diagnosis of per-
sonality disorder, and younger age. They also 
found that RF costs varied according to geo-
graphic region and RF size. The costs of accom-
modation were lower in the smallest RF and were 
higher with community psychiatric care.
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16.3  Cost-Savings and Cost- 
effectiveness 
of Residential Care

Since the beginnings of deinstitutionalization, 
multiple studies have emerged comparing costs 
between psychiatric hospitals and community 
mental health services, including residential care 
[7, 10, 12, 22–32]. However, the majority of stud-
ies pursued cost-savings, that is, reducing costs 
without taking into account the potential benefits 
and advantages of different models of care [33]. 
Moreover, the costing methodology of such ser-
vices has been poorly described and lacks accu-
racy. Costs are not directly related to health 
service quality and efficiency. One service can be 
more expensive because of its characteristics, its 
good quality (see Chap. 12), and the cost- 
effectiveness of the intervention; on the other 
hand, a service can be costly because of poor 
management and resource waste [33]. Therefore, 
costs alone do not allow services to be compared 
in terms of quality and cost-effectiveness. Also, it 
is important to bear in mind that patients living in 
residential facilities outside hospitals may need 
other nonpsychiatric healthcare services, and this 
should be measured as well [25, 28, 30]. Therefore, 
good descriptions reporting which services were 
measured are crucial for estimating costs.

It is challenging to conduct cost-effectiveness 
studies comparing the costs and benefits of resi-
dential services because a set of relevant out-
comes is involved, and the choice of a single 
outcome might be not enough to evaluate ser-
vices. Longitudinal studies and CCA usually are 
used to measure potential outcomes associated 
with the type of service and costs [34]. Some 
reviews assess the potential cost-effectiveness of 
residential services over hospital care and com-
pare different provisions of residential care, but 
these results are not based on cost-effectiveness 
ratios but on comparing a specific set of out-
comes and costs among services [7, 19, 22, 25, 
35]. Moreover, some studies assessed effective-
ness based on admission rate, which is not an out-
come representing mental health improvements. 
A systematic review of the cost-effectiveness of 
acute residential services compared with a hospi-
tal found that on average there was no significant 

difference in effectiveness between the services, 
but users’ satisfaction was greater and costs were 
lower in the former in some studies [36]. This 
kind of evidence is not definitive because it is 
necessary to identify which user receive more 
benefit from the type of service.

16.4  Costing Residential Facilities

The variability in the structure and complexity of 
residential facilities are not the only challenge for 
costing such services. Several factors can exert 
influence on estimating these costs, such as 
period of time, resident profiles and needs, and 
region, among others [7]. Comparing costs 
among services is not useful if outcomes and 
resident needs are not taken into account [12]. 
Also, the poor description of methodology for 
costing services in studies published in the litera-
ture and the lack of standardized methodology 
and consensus in the field represent major con-
straints in estimating residential costs [23, 33].

Before estimating residential costs, it is neces-
sary to follow some crucial steps: (a) define the 
main question related to the costs of services; (b) 
define the perspective of the study; (c) define the 
time horizon for collecting data; (d) identify ser-
vices’ cost components; (e) define the data col-
lection method; (f) estimate unit costs; and (g) 
estimate and analyze costs.

16.5  Residential Costs Step 
by Step: The Case 
of Residential Services in São 
Paulo Services

16.5.1  Defining the Main Question

At least three main questions are related to resi-
dential costs. The first issue is related to the costs 
of one or more residential services and the com-
parison of them. The second issue is related to 
client characteristics and outcomes and the care 
package. For example, one might wish to explore 
whether residential costs for people with severe 
schizophrenia differ from those of people with 
moderate schizophrenia. It is possible to verify 
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how residents’ profiles affect total costs of resi-
dential services. The third issue might be verify-
ing the cost-effectiveness of different residential 
service modalities to achieve one outcome in a 
specific sample.

Importantly, once the main question is delin-
eated, each subsequent step is tailored accordingly. 
In our example, we describe the method used to 
estimate the total costs of 20 residential services 
and their components in the city of São Paulo.

16.5.2  Study Perspective

We adopted the perspective of a public health 
provider. This service is funded by resources 
from the Ministry of Health and from the Mayor 
of the City of São Paulo. All residents’ needs 
(health, accommodation, and self-care) are 
enabled through public provisions. Also, the 
majority of residents receive welfare or social 
benefits to cover personal expenses.

16.5.3  Defining the Time Horizon 
for Data Collection

The ideal time horizon for evaluating services is 
more than 1 year. However, in this case a pro-
spective study was not feasible for several rea-
sons. Notwithstanding of this limitation, we 
decided to collect data for 1 month because of 
recall bias and the lack of medical records.

16.5.4  Identifying Service 
Components of Costs

The identification of component of costs cost 
components depends on knowing well the struc-
ture and function of a health service, because 
each varies in terms of complexity, the type of 
interventions available, and its components of 
costs. Also, the choice of components of costs 
would be different according to the research 
question. For instance, if the goal is to determine 
costs according to an individual’s profile on the 
consumption of health services, all relevant costs 
related to individual variations should be com-

puted. On the other hand, if the objective is to 
estimate fixed costs that are equally sharable 
among all individuals, then it is acceptable to 
consider the total cost of one component or pack-
age of care and then to estimate average costs per 
person. Once components of costs are listed, the 
next step is to select all relevant costs and to clas-
sify costs as fixed or variable, direct or indirect, 
and sharable and not sharable. Yet, it is important 
to verify how these common costs are sharable 
among individuals and among health service 
units, for instance, the consumption of electricity 
and food in a hospital or a residential service.

16.5.4.1  Describing the Structure 
and Function of Residential 
Services

In 2010, when this study was carried out, 20 
type-2 residential services, with eight residents 
each, could be found in the city of São Paulo. 
These services were created between 2008 and 
2009. A type-2 RF is a home that is fully staffed, 
24 h a day, with a team of lay-caregivers and one 
coordinator. All these houses were rented in dif-
ferent regions of the city by the Secretary of 
Health of the Mayor of the City of São Paulo. 
The caregivers’ role was to assist up to eight 
residents with mental disorders in their daily 
routine activities, such as self-care, cleaning, 
cooking, delivering medications, getting out for 
consultations, and other needs. All medical and 
psychosocial interventions were delivered by 
mental health professionals in the Centre of 
Psychosocial Care (CAPS), an outpatient health 
service that is usually close to residential ser-
vices. Residents originally experienced long-
term hospitalization in psychiatric hospitals 
before moving to the RF.

16.5.4.2  Components of Costs
We identified two major categories of costs: 
accommodation costs and package of care (non-
accommodation) costs. To estimate the costs of 
residential services, we focused on  accommodation 
cost components: house rent, equipment, trans-
port, repair services, food and supplies, human 
resources, consumables, and caregivers and their 
training (Table 16.1). Nonaccommodation costs 
comprised the package of care with the following 

D. Razzouk



259

Table 16.1 Description of accommodation costs

Description Cost classification
Capital costs: 
Equipment

All houses received the same items in the same year using a fixed 
budget (refrigerator, microwave, TV, sound system, washing machine, 
furniture, kitchen, and other supplies)

Fixed

Capital costs: Rent Rent on a house in the community was paid monthly by the mayor and 
was unchanged for 1 year. Prices followed the local market

Fixed for 1 year

Transport (car) One car was rented by agreement with a third party at a fixed price 
(independent of usage) for each residential house. Consumption varied 
on average from 3 to 10 h/week. Car rent was fixed but the price 
contracted varied from one residence to another, according to the 
management agency. According to the mayor, these cars were not 
sharable with other services. Also, when cars were not available full 
time, taxi costs were collected directly from coordinators of residencies

Variable

Repair service An agreement existed between the mayor and a third-party company for 
repairs on an on-call basis (monthly expenses were paid independent of 
consumption). The same cost was used for each house, independent of 
usage. Only two residential services had a different fixed price for this 
service. It was not possible to obtain data on the usage of such services, 
but we included any extra costs in each service

Fixed

Food and supplies Each coordinator received funding from the mayor to buy food and 
supplies as necessary (up to R$2200.00 per month)

Variable

Utilities (e.g., 
electricity, 
telephone, water)

Each coordinator used mayoral funding to pay for these services and 
taxes. Gas costs were not available for all services and were irrelevant 
compared with other costs, and therefore they were excluded from the 
cost analysis

Variable

Staff Six to nine lay professionals worked as caregivers (worked 12-h 
periods, three to four4 times a week, with 36-h rest intervals). One 
coordinator  
(a psychologist or occupation therapist) worked 20–40 h/week).Salaries 
were paid by the mayor through management agencies

Fixed

Overhead 7–8% of residential total expenditures and were obtained from the 
management agency

Variable

Carer training One workshop training on mental health concepts for each new 
caregiver starting in a job function, lasting 40 h during a 1-week period

Information not 
available

components: medication, psychosocial interven-
tion, health center visits, hospitalizations, and 
emergency care. In this chapter we describe only 
accommodation costs.

16.5.4.2.1 Capital Costs: House Rent
All houses, located in the main neighborhoods of 
the city of São Paulo, had at least three bedrooms, 
a living room, a kitchen, two bathrooms, and a 
garden. Rent varied according to availability of 
houses with these characteristics in the region 
and within the local market. Renewable agree-
ments between the mayor and the landlord, 
renewable after 1 year, were carried at fixed costs 
during this period. House rent was obtained 
directly from the coordinator of each residential 

service and checked with the management 
agency.

16.5.4.2.2 Capital Costs: Equipment
All houses received the same amount of funding 
from national and local governments to buy stan-
dard equipment when the services were created. 
There were two main categories: furniture and 
devices (TV, washing machine, wardrobes, beds, 
refrigerator, microwave, etc.). The management 
agency delivered a list of 106 items, with a total 
cost of R$39,043.89 per residential service in 
2009, and this value was converted to the equiva-
lent annual annuity, or R$9,018.15 per year. It 
was not feasible to check whether all houses 
received the same items and equipment at the 
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same price; for this reason we used the same 
value for all of them.

16.5.4.2.3 Transport
One car was rented by the mayor for each house 
to cover residents’ transportation to healthcare 
centers and exams. The consumption of this ser-
vice varied, on average, between 3 and 10 h a 
week, though expenditures for the rented cars 
were similar at all residences. Because this ser-
vice was not sharable with other services and 
coordinators did not know the precise periods of 
time the cars were used, we considered the same 
costs for all residential services, independent of 
usage. Occasional use of taxi services were com-
puted individually for each service.

16.5.4.2.4 Repair Services
A third-party commercial agreement existed 
between the mayor and a private agency for 
house repairs. This agreement was paid at a fixed 
price on a monthly basis. Expenditures related to 
this agreement were similar (R$890) for all 
residential services except those in the south 
(R$972 and R$1392). Because it was not possi-
ble to estimate individually the usage of this ser-
vice, we considered the cost for each residential 
service according to the agreement mentioned 
above. In addition, extra costs for small repairs 
occurred independent of this agreement, and we 
added that value to the total repair costs accord-
ing to data provided by each residential service 
coordinator.

16.5.4.2.5 Food and Supplies
Each residential services coordinator received 
funding for food, market, cleaning, and other 
daily expenses in the house. We checked the total 
consumption for each service.

16.5.4.2.6 Human Resources
Two caregivers worked for 12-h periods on a duty 
schedule, and one coordinator (a psychologist or 
occupational therapist) worked for 20–40 h per 
week at each house. The number of caregivers by 
house varied from six to nine. All wages and 
taxes were paid directly by the management 
agency for each residential service.

16.5.4.2.7 Utilities and Other Services
Utilities such as gas, electricity, telephone, and 
gardening were paid for by the mayor, and we 
checked all individual costs per house. Gas costs 
were not available for the majority of houses, 
however, and we decided to exclude those from 
the analysis.

16.5.4.2.8 Overhead
Three management agencies operated residential 
budgets, and they received 7– 8% of the total 
residential costs for management and overhead. 
We obtained these data directly from the respec-
tive agencies.

16.5.4.2.9 Caregiver Training
Each caregiver received 40 h of training in mental 
health before working with residents. No informa-
tion was available on the costs for this training.

16.5.5  Definition of Method for Data 
Collection

Two methods are used to collect data: the top- down 
and bottom-up approaches (see Chaps. 2 and 13). 
However, mixed methods are commonly used for 
practical reasons and to save time. We used the 
ISDUCS questionnaire (see Chap. 13) and the 
bottom-up approach to estimate housing costs for 
the following items: rent, consumables, food 
and supplies, medicines, overhead, and human 
resources. We obtained data on costs directly from 
the mayor’s agency, and we used the top-down 
approach to estimate costs for transportation, house 
repairs, and equipment and furniture for each house.

16.5.6  Estimation of Unit Costs

The estimation of unit cost is complex, and each 
item deserves careful and transparent consider-
ation and description. Table 16.2 presents the 
units of cost per a month for residential services 
for July 2011. In this case, capital costs involve 
rent, equipment, furniture, and other supplies 
needed to create residential services. The amount 
invested in all residential services at the date of 
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their creation was available for 2009; this value 
was annuitized using equivalent annual costs at a 
discount rate of 5%, and considered a lifetime 
use of 5 years for all equipment [37]. We used a 
top-down approach to estimate units of costs for 
capital costs, transport, and house repairs for res-
idential services. The top-down approach was 
used to estimate units of costs for all components 
of accommodation costs per resident, consider-
ing that each residential service comprised eight 
residents. The bottom-up approach was used to 
estimate the units of cost for the remaining items. 
Social benefits are described in Table 16.2, but 
these costs were not included in the full costs.

16.5.7  Estimation of Costs and Cost 
Analysis

It is important to distinguish between full costs 
and revenue costs. Full costs involve capital and 
revenue costs, and they might also include social 
benefits for individual expenditures, depending 
on the perspective of the study. Long-run mar-
ginal analysis of opportunity costs considers full 
costs because the goal is to verify the additional 

costs of including one more resident and the 
resources invested in terms of opportunity costs. 
Therefore, isolated revenue costs are not appro-
priate in terms of estimating the investment for a 
new service [38]. When estimating costs of ser-
vices, two main aspects must be considered: 
costs of services from the provider perspective, 
and costs of the package of care. When costing a 
residential service alone, costs related to treat-
ment and other services used are not taken into 
account. However, when estimating residents’ 
costs, accommodation and nonaccommodation 
(package of care) costs should be estimated. The 
package of care should be estimated using the 
bottom-up approach to consider individual varia-
tions. In this chapter we present only accommo-
dation costs.

After determining the unit of cost for all cost 
components, the next step is to estimate the cost 
of each component based on consumption. The 
bottom-up approach is the most accurate method 
to verify individual consumption of a service, by 
calculating the product of the quantity consumed 
and the unit costs. In Table 16.3, costs for vari-
able consumption of services per residential ser-
vice per month, and the full costs, are described 

Table 16.2 Capital and running costs per residential service and per resident (Costs are expressed in Brazilian 
currency BRL$, for the year 2011)

Total costs for all residential 
services (N = 20) per month 
(BRL$)

Unit costs per residential 
service per month (n = 20)
BRL$

Unit costs per resident 
per month (n = 160)
BRL$

Capital costs
  Rent 60,932.67 3,046.63 380.82
  Equipment 15,030.25 751.51 93.94
  Total capital costs 75,962.92 3,798.14 474.76

Revenue costs
  Human resources 348,835.50 17,441.76 2,180.22
  Transport 21,174.40 1,058.72 132.34
  Repair services 19,244.51 962.23 120.29
  Food and supplies 50,642.22 2,532.11 316.50
  Utility services 24,396.10 1,219.80 152.47
  Overhead 37,358.09 1,867.05 233.48
  Total revenue costs 501,651.01 25,082.55 3,135.31

Full total costs (1 month) 567,595.32 28,380.11 3,610.87

Social benefits (for 
personal expenditures)a

51,200.00 2,560.00 320.00

aPeople discharged from a long-term stay in a psychiatric hospital were allowed to receive monthly social disability 
benefit (BRL$320.00) for personal living expenses. One-third of them did not receive any social benefits
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in Brazilian reals. Medication costs were not 
included in this cost analysis because medica-
tions were provided in outpatient care and were 
estimated as part of nonaccommodation costs 
(package of care per resident).

The full costs of residential services varied 
from BRL$26,159.05 to BRL$33,971.91 for a 
1-month period in 2011. The main component of 
costs was human resources, corresponding 
almost to 61.4% of the total costs (Table 16.2). 
Capital costs accounted for 13.4%. Among reve-
nue costs, food costs accounted for almost 9%, 
and transport and house repair together accounted 
for 6.4% of total costs, though this amount cor-
responded to expenditures rather than the real 
cost because individual consumption was not 
available. Therefore, monthly full accommoda-
tion costs per capita were, on average, 
BRL$3610.87, considering 160 people living in 
residential services.

16.6  Discussion

Our results showed than the full costs for residen-
tial services were, on average, BRL$28,380.00 
per month. The main component of cost was 
staff, similar to the main cost components found 
in the literature in other countries [14, 16, 17, 
21]. Of interest, these costs might be overesti-
mated because accurate data on the consumption 
of transport and house repairs were not available, 
and costs were based on fixed agreements with 
third parties. These costs corresponded to 6% of 
total costs for residential services, and it is likely 
that consumption of such services is lower than 
monthly expenditures assume.

Therefore, accommodation costs per resident 
per month were, on average, BRL$3610.00. To 
put this into perspective, when extrapolating this 
amount for a whole year (without taking into 
account inflation and other variations in costs), 
annual costs per resident would roughly reach up 
to approximately BRL$42,570.00. This means 
that one resident living in a residential service 
would cost, in terms of accommodation, an aver-
age of 2.1 Brazilian income per capita in the year 
of 2011, without considering the package of care 

(other healthcare services, medications, exams, 
and so on). Although nonaccommodation costs 
are not described in this chapter, our data show 
that residential services correspond to 90% of the 
full package of care (accommodation plus nonac-
commodation costs).

Limitations
Some methodological limitations exist regarding 
estimation of costs in this study. Because costing 
methods require accounting for all cost differ-
ences among services and all issues related to 
time, this study presents one limitation regarding 
the accuracy of measuring consumption of items 
such as transportation, house repairs, and equip-
ment and furniture. Expenditures for car leases 
are likely greater than the real costs because the 
usage of such service was much smaller than car 
availability. Similarly, we considered fixed 
expenditures for house repairs and did not collect 
the real costs of repairs made because of a lack of 
information. Yet, furniture and equipment were 
standardized and bought by the same mayor’s 
agency, during the same period of time; therefore 
we considered the same costs for all services. 
Moreover, the costs of training caregivers at the 
start-up of residential services were not available, 
and the lack of accurate information hindered any 
estimation of costs in this case. Another limita-
tion was related to issue of time; that is, all data 
collected for cost estimation were based on 1 
month, and we did not take into account whether 
these costs varied substantially over time. 
However, variable costs such as utilities, food, 
and supplies accounted for a tiny part of the total 
costs of residential services.

16.7  Conclusion

The majority of economic evaluation studies in 
the literature have not described costing methods 
in detail, especially in terms of costing methods 
applied to estimate full costs, revenue costs, and 
packages of care. Accommodation costs corre-
spond to the largest portion of full costs in 
community mental healthcare. The lack of stan-
dardized methods, gold standards, and transparency 
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in describing results jeopardize the accuracy of 
cost estimation and, as a result, the validity of 
results from economic evaluation studies. Cost 
estimations vary substantially regarding the 
inclusion of relevant components of costs, the 
discount factor applied (3–5%), capital cost esti-
mations, lifetime use of equipment, currency, 
year when costs are estimated, unit cost estima-
tion, and data collection period. Moreover, com-
parability among services is challenging because 
residential services vary enormously in terms of 
size, structure, and complexity of care delivery.
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Abstract

Informal caregivers make a substantial contribution to the care of people 
with mental health disorders, enabling them to continue living in the com-
munity. To provide care, individuals may reduce their paid working hours 
or leave their jobs, take less leisure time, incur out-of-pocket costs, and 
experience changes in their health and well-being. The value of this care is 
widely acknowledged but rarely quantified.

Based on an economic evaluation framework, it is possible to quantify 
the contribution of informal caregivers’ time by measuring and valuing the 
care they offer. In practice, few economic evaluations include informal 
care, and this may reflect that most studies are undertaken from the per-
spective of a decision maker allocating funding within the public sector. 
Cost-effectiveness results would differ if caregivers were included, with 
implications for decision making. This chapter reviews methods to mea-
sure informal care time, as well as monetary and nonmonetary approaches 
to quantifying informal care. Little guidance is available about whether or 
how to include informal care contributions within economic evaluations. 
This chapter suggests that it might be important to reflect informal care 
contributions when the intervention being evaluated is for the caregiver, 
when the intervention is for the care recipient but with effects on the care-
giver, and in order to test the cost-effectiveness of targeting services, with 
different levels of access to more formal paid care. Formal guidance on 
when and how to include informal care in economic evaluations would aid 
greater consistency in the methods applied across evaluations and there-
fore enhance comparability across evaluations.
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17.1  Introduction

Financial and human resources for mental health 
tend to focus on formal care provided by health 
and social care professionals [1], but informal 
care is widely acknowledged. In the United States, 
the 2015 National Family Caregiving Survey 
found that an estimated 17% of the adult popula-
tion (39.8 million adults) provided informal care 
for another adult [2]. In the United Kingdom, the 
Office of National Statistics found that informal 
care time increased from 5.2 billion hours in 1995 
to 7.6 billion hours in 2010, although the number 
of adults receiving informal care remained stable 
at approximately 2 million people [3].

In mental health in particular, the contribution 
of informal care can be substantial, and when 

undertaking caregiving, other activities and 
choices are given up. Caregivers may reduce their 
paid working hours or leave their jobs, take less 
leisure time, incur out-of-pocket costs, and expe-
rience changes in their health and well-being in 
order to provide care [4–9]. In schizophrenia, for 
example, a study in Spain found that informal 
caregivers were likely to care for over 70 hours a 
week [6]. In the United States, more informal 
care time was typically used by older people with 
depression compared with those with no depres-
sive symptoms, averaging 4.3–6.0 and 2.9 h/
week, respectively, varying by severity of symp-
toms [7]. Wimo et al. [9] estimated the hours per 
day that informal caregivers assisted people with 
dementia worldwide. On average, 3.6 h/day were 
spent on activities of daily living, including per-
sonal care, shopping, food preparation, and trans-
port, and 2.6 h/day on supervision.

Informal care provision can affect caregiver 
health, including physical health and injury, as 
well as mental health and well-being. For 
example, Schultz and Beach [10] reported that 
caring increased mortality risk, although this 
was only significant for caregivers with mental 
or emotional strain. Pinquart and Sörensen 
[11] conducted a meta-analysis of studies of 
the differences between caregivers and non-
caregivers in perceived stress, depression, gen-
eral subjective well-being, physical health, and 
self-efficacy. They found that caregivers were 
more likely to report depression and poorer 
self- efficacy and general subjective well-being, 
particularly those providing care of people 
with dementia. In another meta-analysis, 
Vitaliano et al. [12] found that caregivers were 
at greater risk of having health problems. 
Hughes et al. [13] found that caring may have 
a direct effect on caregivers’ health-related 
quality of life (HRQoL). Furthermore, there is 
evidence that the burden of informal care 
increases the risk of having health problems 
[12, 14]. Typically, the impact of providing 
informal care on caregivers’ health and well-
being is intensified in older, poorer, and more 
isolated caregivers [15].

Most economic evaluations that include infor-
mal care quantify their contribution as a cost 

Key Points Summary

• Informal caregivers provide substantial 
input into the care of people with mental 
health disorders, enabling them to con-
tinue living in the community.

• Few economic evaluations quantify 
informal care, which means that the con-
tribution and impact on caregivers is not 
considered. Cost- effectiveness results 
would differ if they were included, with 
implications for decision making.

• Valuation of informal care contributions 
is essential when the intervention being 
evaluated is directly for the informal 
caregiver, for example, respite care for 
caregivers, but it can also be informative 
when the intervention is for the care 
recipient when there is an impact on the 
caregiver, or when access to care is 
being considered.

• A number of monetary and nonmone-
tary approaches are available to quantify 
informal care.

• Little guidance is available about whether 
and how to include informal care contri-
butions within economic evaluations.
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within the analysis [16]. As noted above, however, 
the provision of informal care also has conse-
quences for caregiver health and well-being, and 
this could be quantified as an outcome or (dis)
benefit within the analysis. Although informal 
caregivers’ contributions are widely recognized, 
many economic evaluation studies, including 
those in mental health, do not reflect this contribu-
tion in the analysis. This might be because of the 
lack of prescriptive guidance on how to include 
informal care in an economic evaluation. Also, 
most studies are undertaken from the perspective 
of a decision maker allocating funding within the 
public sector. Two recent reviews examined 
whether and how applied economic evaluations 
have included informal care [17, 18]. Both con-
cluded that informal care is rarely and inconsis-
tently included in economic evaluation studies, 
and the impact of its inclusion may differ by con-
text, intervention, and disease [17]. The inclusion 
of informal care costs can change results.

Many jurisdictions are moving toward sup-
porting care in the community whereby informal 
caregivers make a greater contribution to the 
overall level of care. This might result in a shift in 
the use of resources from a reduction in use of 
public services and greater consequences for 
informal caregivers. In general, it might be 
important to reflect informal caregivers’ contri-
butions when the intervention being evaluated is 
for the caregiver (e.g., caregiver support), when 
the intervention is for the care recipient but with 
impacts on the caregiver, and in order to test the 
cost-effectiveness of targeting services with dif-
ferent levels of access to more formal input.

This chapter provides an overview of the 
methods available to analysts to quantify infor-
mal care for use in economic evaluation. It starts 
by discussing the concept of informal care and 
identifying what counts as care (Sect. 17.2). It 
then describes the methods for measuring infor-
mal care as a time input (Sect. 17.3), and for valu-
ing informal care time in monetary terms (Sect. 
17.4). It discusses the measurement and valua-
tion of informal care in terms of (dis)benefits 
(Sect. 17.5). The chapter concludes by discussing 
the implications of quantifying informal care in 
economic evaluations.

17.2  Conceptualization 
of Informal Care

Informal caregivers are a major nonmarket con-
tributor to healthcare programs, providing care to 
individuals who might not be able to manage in 
the community without them. Table 17.1 reports 
a few definitions. Informal care may be provided 
by children and adults, and it may be provided by 
one or more people who may or may not live with 
the care recipient. Informal care can be very het-
erogeneous. Examples of tasks that informal 
caregivers might undertake include personal care 
such as washing and dressing, domestic tasks 
such as cooking and cleaning, administrative 
tasks such as organizing finances and coordinat-
ing care, and assisting the care recipient to be 
involved in the community and leisure activities. 

Table 17.1 Definitions of informal care

Definition Source

A nonmarket or quasi-market 
commodity consisting of 
heterogeneous tasks produced 
unpaid or paid (receiving some 
nominal payment or state benefits) 
and provided by one or more of 
the social network of the care 
recipient (relatives, friends, or 
volunteers)

Van den Berg 
et al. [20]

Unpaid care to a relative or friend 
18 years or older to help them take 
care of themselves. This may 
include helping with personal 
needs or household chores. It 
might be managing a person’s 
finances, arranging for outside 
services, or visiting regularly to 
see how they are doing. This adult 
need not live with you

U.S. National 
Family Caregiving 
Survey [2]

Any help received either from 
members of one’s own household 
or from members of other 
households

U.K. Office for 
National Statistics 
[3]

An adult who provides or intends 
to provide care for another adult 
[unless] it is under or by virtue of 
a contract or as voluntary work

U.K. government 
[21]

A person, such as a family 
member, friend or neighbor, who 
provides regular and sustained 
care and assistance to the person 
requiring support

Australian 
government [22]

17 Quantifying Informal Care for Economic Evaluation in Mental Health
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In middle- and low-income countries, informal 
care might also include more medically related 
tasks, as identified by Riewpaiboon et al. [19]. 
Care typically is unpaid; however, some caregiv-
ers may receive a nominal payment, and there-
fore, ideally, definitions should avoid restricting 
informal care to unpaid care [21].

Some tasks may involve “joint production” 
[20] whereby informal caregivers undertake other 
beneficial, nonmarketed tasks concurrently. For 
example, they may be responsible for cooking 
but may also benefit from it if the meal is shared. 
The caregiver may accompany the care recipient 
in leisure activities, and in doing so also enjoy the 
activities. The caregiver may be sleeping but still 
aware of their supervisory role, which may be 
called for by the care recipient. This has implica-
tions for quantifying the time a caregiver spends 
on these tasks, and the estimates obtained can dif-
fer considerably depending on how such ques-
tions are asked.

Another consideration is that a care recipient 
may receive care from numerous people such as 
family members, friends, and volunteers, espe-
cially over the long term. Within a research study, 
however, it may not be practical to collect data on 
all informal care provided. Furthermore, the 
degree to which a caring task might affect the 
caregiver might be influenced by the duration of 
time over which the care is provided, the fre-
quency of care, and the type of task undertaken.

To date, no formal guidance about what counts 
as care is available; therefore analysts should 
frame their analyses by specifying what they are 
counting as informal care and justifying the 
appropriateness of its inclusion. The transpar-
ency of the analysis is enhanced if details are pro-
vided regarding the specific organizational and 
cultural contexts in which the care takes place, 
such as the way the health and long-term care 
systems are organized. By making these consid-
erations explicit, the methods used to quantify 
informal care are clearer and more amenable to 
scrutiny. In turn, clarity in methods should 
enhance transparency in decision making, based 
on an economic evaluation framework, and to 
enhance the comparability of findings across 
studies.

17.3  Measuring Informal 
Care Time

Once the informal care tasks are identified, the 
time spent on these tasks can be measured. Four 
approaches for doing so are summarized next.

17.3.1  Time Diary Method

This method requires the caregiver to indicate, 
often at multiple time points, all the caring activi-
ties they undertake, as well as the time required, 
for a specified period of time. Examples of this 
method are described by Van den Berg and 
Spauwen [23] and Goossens et al. [24].

The time diary method is considered the gold 
standard because it supports systematic data col-
lection. By asking respondents to complete the 
diary close to the time activities take place, it 
might also reduce issues associated with recall 
bias. If a caregiver undertakes more than one activ-
ity at a time, this can be specified to take account 
of joint production. There is no consensus, how-
ever, about how to account for joint production 
when measuring time. The diary method can be 
time-consuming to report and can affect time spent 
caring, which could affect compliance.

17.3.2  Recall/Stylized Questionnaire 
Method

This method is the most commonly used approach 
to time measurement. Caregivers may be asked to 
recall the amount of time that was spent on a par-
ticular caring activity and the frequency of the 
activity given a specified time frame, such as last 
week or the previous day. Van den Berg and 
Spauwen [21] compared this method with the 
time diary method and found that this approach is 
less time-consuming, which might enhance com-
pliance; however, there may be more recall bias 
as caregivers try to remember past activities [23]. 
An example of a recall questionnaire that mea-
sures caregiver time is the Caregiver Activity 
Survey [25, 26]. It measures time spent caring for 
people with Alzheimer disease in the previous 
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24 h based on six activities: communication, 
transportation, eating, dressing, appearance, and 
supervision. Hassink and Van den Berg [27] 
showed that informal care tasks can be shifted 
within and across days; if so, the data collection 
time should be sufficiently long enough to get an 
accurate picture of informal care provision.

17.3.3  Experience Sampling/Beeper/
Buzzer Method

Experience sampling can be used to alert caregiv-
ers to record their caring activities and time spent 
on them as soon as they receive a signal from an 
electronic device. The intervals at which signals 
are sent might be set at random, over a defined 
period of time. The method is less prone to recall 
bias than the previous two methods given that 
caregivers record the current caring task(s); how-
ever, it can intrude in a caregiver’s daily life, 
which might reduce compliance and be more 
costly to perform, including the cost of the elec-
tronic devices. To our knowledge, this method 
had not yet been applied to measure informal 
care or tasks [3].

17.3.4  Direct Observation/
Continuous Observation/
Outsider Method

This method involves an independent observer 
recording activities undertaken by the caregiver. 
While it is potentially very accurate, considerable 
amounts of observer time might be required, with 
resource and cost implications. In addition, care-
givers may find direct observation intrusive. We 
are not aware of studies using this approach to 
measure informal care tasks or time.

17.4  Valuing Informal Care 
in Monetary Terms

Once informal care time is measured, this time 
can be valued in monetary terms. Time spent on 
informal care is multiplied by the value of that 
time, for example, the value per hour of informal 

care. This multiplication is called valuing infor-
mal care in monetary terms. The monetary value 
of informal care can be included in the cost side of 
an economic evaluation. It is important to note, 
though, that the majority of the methods presented 
next value not just the costs of informal care but 
also the consequences of informal care, in mone-
tary terms, from the perspective of the caregiver.

17.4.1  Discrete Choice Experiment/
Conjoint Measurement/
Conjoint Analysis

Discrete choice experiment (DCE) is used to 
elicit the relative value caregivers place on differ-
ent scenarios presented to them. A few studies in 
the published literature value informal care using 
this approach [28, 29]. For example, Mentzakis 
et al. [29] used DCE to value informal care tasks 
by including an attribute for the money required 
as compensation per hour for the care the care-
givers provided. Attributes comprised different 
levels of personal care, supervision, household 
tasks, formal care, and monetary compensation 
[29]. Respondents were faced with a number of 
choice sets, each containing two caring scenar-
ios, from which they were asked to choose their 
preferred option from a third-person perspective. 
This method can be cognitively burdensome and 
compliance can be an issue.

17.4.2  Contingent Valuation

Two main approaches to contingent valuation 
(CV) are relevant, that is, (a) the minimum mon-
etary amount the caregiver is willing to accept to 
compensate for supplying more care, or (b) the 
maximum they are willing to pay for a reduction 
in caring activities. Adapted from Van den Berg 
et al. [30], a willingness to accept question could 
be, “Suppose your care recipient needs 1 hour of 
extra care per week and the government compen-
sates you for this. What is the minimum amount 
of money you would want to receive from the 
government net of taxes to provide this additional 
hour of care?” An example of a willingness to 
pay question might be, “Suppose there is a 
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possibility for you to provide 1 hour less infor-
mal care per week. Someone else will replace 
you, so the total amount of care for the care recip-
ient remains the same. What is the maximum 
amount of money you would want to pay in order 
that someone else takes over this hour of care?”

A number of studies in the published literature 
have used CV to value informal care [30–34]. 
When applying CV questions to monetarily value 
informal care, it can be beneficial to avoid asking 
caregivers to imagine they get paid by their care 
recipient, particularly as caregivers are unlikely 
to consider their caring role in terms of a mone-
tary value because money may have low impor-
tance for caregivers, and these issues may result 
in noncompliance [35]. To overcome this issue, 
CV questions could be framed by asking caregiv-
ers to imagine that the government would com-
pensate them using a willingness-to-accept 
approach [36] (see Chap. 4). In a subsequent 
article, Van den Berg et al. [30] applied the 
willingness- to-pay and willingness-to-accept 
approaches to the same issue, and the results 
from both analyses were similar. This finding is 
not consistent with much of the literature using 
the CV method in health economics and environ-
mental economics, suggesting that willingness- 
to- accept results tend to be higher than 
willingness-to-pay estimates, which is consid-

ered to be inconsistent with standard economic 
theory and therefore questions the validity of the 
CV method. Van den Berg et al. suggested that 
while there might be disparity in these estimates 
in something as abstract as, for example, the 
environment, in informal care, time spent on care 
is likely to be a familiar concept to caregivers, 
who are therefore in a strong position to value it.

17.4.3  Proxy Good Method/
Replacement Cost Method

The proxy good method values informal care 
time at the price of a close substitute activity. 
Examples of this are given in Table 17.2. The 
wage of a cleaner or housekeeper might be used 
for time spent on domestic duties, whereas the 
wage of a formal/paid caregiver may be appropri-
ate for personal care activities. This approach 
requires information on the activity undertaken, 
the duration of the activity, and proxy values for 
each substitute activity. It assumes that the work 
the replacement employee undertakes and the 
wage they obtain is a perfect substitute for the 
activity the caregiver performs. It also assumes 
that the price/wage in the marketplace for the 
replacement employee appropriately reflects 
value.

Table 17.2 Examples of applied economic evaluations in mental health using the proxy good method to monetarily 
value informal care time

Disease area Country Proxy good
Monetary values as 
reported (financial year) Study

Depression India Unskilled, manual 
labor or housework

100 rupees/day; financial 
year not given
Data collection was 
completed in 1999

Patel et al. [37]

Dementia United States Home care aide $8.12/h; financial year not 
given
Data collection was 
completed in 2004

Nichols et al. [38]

Dementia The Netherlands Cleaner $12/h; financial year not 
given
Data collection was 
completed in 2005

Graff et al. [39]
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17.4.4  Opportunity Cost Method

This approach values informal care as the income 
that the caregiver would have received had they 
not spent time caring. Forgone income would be 
the current wage of the caregiver if employed, 
their past wage if they used to work but are not 
currently employed, or the wage of people with 
similar sociodemographic characteristics if they 
have never worked. The value of children and 
young people’s care provision is less clear, and the 
opportunity cost of time spent on caring now could 
reduce time spent on gaining an education, with 
possible future implications for career options.

The opportunity cost method results in differ-
ent values for caregiver time among caregivers 
with different wages and earning capacity. 
Because time is spent on other activities, such as 
leisure, it is not clear that the time spent on car-
ing, which replaces leisure, has the same mar-
ginal value. The wage rate used should reflect the 
perspective of the analysis, so from a societal 
perspective, the gross wage rate would be appro-
priate to reflect the opportunity cost to society, 
whereas from a caregiver perspective, the net 
wage rate would be appropriate. Table 17.3 
reports examples of the opportunity cost method 
of valuing informal care time used in economic 
evaluations in mental health.

17.4.5  Well-being Valuation Method

The well-being valuation method uses regression 
analysis to calculate the monetary value of infor-
mal care. It estimates the caregiver’s subjective 
well-being as a function of time spent providing 
informal care and of income, among other things. 

An example involves asking about the caregiver’s 
level of satisfaction with their life in general, on a 
scale of 1 to 10, with 1 meaning that they are 
completely dissatisfied and 10 meaning they are 
completely satisfied. It is also necessary to col-
lect information on informal care time and on 
income. Other information may be collected, 
such as the relationship to the care recipient and 
the presence of other caregivers. A monetary 
value for caregiver input is calculated as the 
regression coefficient of informal care time 
divided by the regression coefficient of income, 
which derives the marginal rate of substitution 
between the two. This approach was taken by 
Van den Berg and Ferrer-i-Carbonell [43] and 
Van den Berg et al. [44] to establish how much 
monetary compensation a caregiver would 
require to have the same level of life satisfaction 
(subjective well-being) as without caregiving.

17.5  Nonmonetary Valuation 
of Informal Care

Informal care can also be included as an outcome 
component of the cost-effectiveness of an inter-
vention, either as an effectiveness measure or as a 
preference-based measure. Effectiveness mea-
sures in informal care include both objective and 
subjective measures of burden, and measures of 
feelings about caring, coping, and distress. In 
practice, burden does not include valuation, so it 
is not reviewed in the section below; however, it 
has been used as an outcome instrument in many 
studies and is therefore worth noting. It focuses 
on quantifying physical, psychological, social, 
and financial aspects of caring and traditionally 
focuses on negative aspects of caring, but there 

Table 17.3 Examples of the opportunity cost method of valuing informal care time used in economic evaluations in 
mental health

Disease area Country Source
Unit cost reported 
(financial year) Study

Substance misuse United States Average wage of people of 
the same sex and similar age 
as the caregiver

Not reported Clark et al. [40]

Dementia United Kingdom Minimum wage £5.30/h (2007) Getsios et al. [41]

Depression Germany Average wage €18/h (2008) Egger et al. [42]
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have been attempts to incorporate more positive 
benefits, for example, the Caregiver Reaction 
Assessment [45] and process utility [46]. Harvey 
et al. [47] reviewed instruments developed to 
measure outcomes for caregivers of people with 
mental health problems. Hastrup et al. [48], using 
the Caregiver Strain Index, showed that providing 
informal care to people with mental illness – and 
especially the combination of caring for people 
with mental and somatic illnesses – resulted in 
more burden compared with providing informal 
care to people with only somatic illness.

In economic evaluation, the outcome measure 
should ideally reflect the preference of individuals 
for one situation over another, and how they are 
willing to trade-off some characteristics over oth-
ers. For this reason, this section focuses on prefer-
ence-based measures that are specific to informal 
caregivers. Nonetheless, it is important to empha-
size that generic preference-based measures, 
namely, HRQoL measures such as the EuroQol 
five-dimension questionnaire (EQ-5D), alone or in 
combination with length of life in quality-adjusted 
life years (QALYs), are relevant and can be appro-
priate to capture the impact of informal care on 
caregivers. Some relatively new caregiver-specific 
measures have been designed, such as the Adult 
Social Care Outcomes Toolkit (ASCOT). 
Caregiver-specific measures are not reviewed fur-
ther here because, to date, preference weights/val-
uations are not currently available, but these may 
be used to generate social care–related quality of 
life estimates in the future. In addition, caregiver 
burden, stress, and coping type are not reviewed 
because they are not based on preferences; how-
ever, they can be used in cost-effectiveness analy-
ses to determine the optimal allocation of a budget 
aiming to reduce caregiver burden. Finally, pro-
cess (dis)utility or the distinction between the pos-
itive and negative aspects of caring is not reviewed 
because it is often considered to be an interim out-
come, such as a proxy value.

17.5.1  Informal Caregivers’ Health- 
Related Quality of Life

The nonmonetary valuation of informal care could 
be based on HRQoL assessment. The HRQoL of 

caregivers can be assessed using QALYs based on 
generic HRQoL instruments, including the EQ-5D 
and the SF-6D health state descriptors, and con-
verted to HRQoL weights (see Chap. 6). Different 
instruments have different valuation sets based on 
the visual analog scale (VAS), the time-trade off 
(TTO), and the standard gamble (SG) approaches 
(see Chap. 3). VAS and TTO are less complex cog-
nitively; however, because the SG considers uncer-
tainty, it is considered to be the gold standard 
approach to valuation (see Chap. 3). Most use the 
valuations of a representative sample of the gen-
eral population to value health states.

Table 17.4 reports examples of applied eco-
nomic evaluation studies that have used generic 
preference-based measures of HRQoL to capture 
the impact of informal care on caregivers. The 
advantage of using generic measures is that they 
ensure comparability across disease areas.

17.5.2  Caregiver-Related Quality 
of Life

Mohide et al. [52] were the first researchers to 
develop the concept of caregiver-related quality of 
life (CRQoL) based on the belief that at that time 
no instrument was available to value the full con-
tributions of caregivers to the elderly. The dimen-
sions selected for CRQoL were based on the 
literature and expert advice, and comprised asking 
whether in caring situations the caregiver feels 
physically well and energetic, feels happy and free 
from worry or frustration, has sufficient time to 
socialize with family and friends, gets an adequate 
amount of undisturbed sleep, and gets along well 
with the person being cared for. The weights or 
utilities were calculated using time equivalence 
scales and a TTO approach to valuation using a 
sample of family caregivers and relatives of well 
older people. In the TTO exercise, caregivers were 
asked to indicate the number of years of future life 
in the burdened state that they would be willing to 
exchange for a year in the ideal state [52].

17.5.2.1  Carer Experience Scale
The Carer Experience Scale (CES) measures 
CRQoL in a profile comprising six dimensions 
including activities outside caring, support from 
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family and friends, assistance from organizations 
and the government, fulfillment from caring, con-
trol over caring, and getting along with the care 
recipient. These were selected in a metaethnogra-
phy, used to synthesize qualitative studies, each 
with three levels (few/a little, some, a lot/most) 
[53, 54]. A preference-based tariff is available for 
the CES using profile best-worst scaling. In pro-
file best-worst scaling, respondents are asked to 
choose the most desirable (best) attribute and the 
least desirable (worst) attribute from the attri-
butes in a profile. These are the pair of attributes 
with the maximum difference in well-being 
between them. The dimensions provide a profile 
of the caregiver that can be scored on a scale of 0 
to 100 and represents the CRQoL. To calculate 
the score for an individual, the analyst starts from 
a score of zero and adds up the tariff per category 
for all CES dimensions.

17.5.2.2  CarerQol
The CarerQol instrument consists of seven 
dimensions to measure informal caregiver quality 
of life (CarerQol 7D). The instrument also 
includes a VAS to quantify the caregiver’s happi-
ness (the CarerQol VAS). The dimensions com-
prise fulfillment with care tasks, relational 
problems with care recipient, the caregiver’s own 
mental health problems, problems combining 
care tasks with daily activities, financial prob-
lems due to care tasks, support when required, 
and the caregiver’s own physical health prob-
lems. An interaction term was included to adjust 
for no mental health problems and no physical 
health problems. The dimensions were selected 
from a literature review and tested in a pilot 
study, then scored over three levels (none, some, 
a lot) [55]. The CarerQol 7D can be converted 
into a preference-based score using a recently 
developed tariff [56]. To calculate the score for 

an individual, the analyst must start from a score 
of zero and add up the tariff per category across 
all of the CarerQoL 7D dimensions. A tariff was 
calculated from a DCE, where respondents were 
asked to choose their preferred situation among a 
set of two informal care situations, which were 
described using the CarerQol 7D.

17.6  Discussion

Informal caregivers are an essential component 
in the care of people with mental health disor-
ders. Using an economic evaluation framework, 
informal care provision in mental health can be 
incorporated in the analysis of monetary and 
nonmonetary values. Monetary approaches to 
include informal care are the opportunity cost 
method, the proxy good method, the CV method, 
DCEs, and the well-being valuation method. 
Nonmonetary approaches are HRQoL and 
CRQoL.

The opportunity cost and the proxy good 
methods involve identifying informal care tasks, 
measuring the time spent on them, and valuing 
this time using the relevant monetary valuation 
method. Methods to measure time include diary, 
recall, experience sampling, and direct 
observation.

Informal care can be incorporated as a conse-
quence component using an effectiveness mea-
sure such as measures of caregiver burden, or 
valuation methods like HRQoL or CRQoL. An 
example of the HRQoL is the EQ-5D, and exam-
ples of CRQoL instruments include the CES and 
the CarerQol.

It also is possible to apply the opportunity cost 
or the proxy good approaches, focusing as they 
do on foregone wages and market substitutes, 
and complement them by measuring health- and 

Table 17.4 Examples of studies using generic preference-based HRQoL measures to capture the impact of informal 
care

Disease area Country Measure Study

Dementia United Kingdom EQ-5D Livingston et al. [49]

Dementia United Kingdom EQ-5D Woods et al. [50]

Dementia The Netherlands EQ-5D Meeuwsen et al [51]
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care- related quality of life using nonmonetary 
valuation methods such as HRQoL or CRQoL; 
however, this could result in double counting. For 
example, combining the opportunity cost method 
and the EQ-5D could generate an overestimate, 
as the wages of the informal caregiver might also 
be captured in the QALYs of the EQ-5D, given 
there may be an effect on the usual activities 
domain.

The CV method, DCEs, and the well-being 
method evaluate how individuals trade off income 
with the provision of informal care. These meth-
ods assume that people take other factors – like 
their leisure time, health, and the health of the 
care recipient – into consideration when evaluat-
ing the trade-off between informal care and 
income. Therefore they capture the full impact of 
providing informal care on the caregiver. These 
methods should not be complemented by non-
monetary valuation methods to avoid double 
counting. The main advantage of these methods 
is that they capture the full impact of providing 
informal care in monetary terms, which allows 
the analyst to include them on the cost side of the 
economic evaluation.

Caution is required when comparing estimates 
obtained using different preference-based quality 
of life instruments. For instance, the CarerQol 7D 
uses an approach to valuation that is not anchored 
at zero death, unlike the EQ-5D, which means 
that the findings are valued differently to HRQoL 
weights. The implication of this is that the esti-
mates cannot be compared or aggregated with 
health-based QALYs. Weatherly et al. [57] com-
pared the domains of caregiver quality of life 
instruments. Although there is some overlap in 
the domains that are covered using different 
instruments, it would not be appropriate to aggre-
gate preference-based measures calculated based 
on each of the instruments, as the domains that 
are covered differ across instruments. Aggregating 
outcomes can be a real issue in this area, and ana-
lysts need to avoid double counting them within 
their analyses. If the CRQoL instrument were to 
be used in a cost utility–type analysis (see Chap.r 
6), it might be appropriate for use only as a 
replacement for a QALY when the interventions 
being compared focus on the caregiver, and when 

this was related to a budget that was earmarked 
and fixed for supporting caregivers.

There is increasing interest in the economic 
evaluation of social care interventions as an aid to 
decision-making. In 2013, for example, the 
National Institute for Health and Care Excellence 
was conferred the responsibility to offer quality 
assurance and guidance on interventions with a 
social care focus. In contrast to healthcare inter-
ventions, where the perspective on costs com-
prises healthcare and personal social services, 
social care interventions support a wider perspec-
tive [58]. This includes consideration of the costs 
falling on the public sector, including the National 
Health Service, personal social services, local 
authorities, and other public-sector agencies as 
appropriate; and non-public-sector funding, 
including family funding and the costs of infor-
mal care, which fall in the private sphere, if these 
contribute to outcomes [58]. In terms of out-
comes, the guideline recommends that for social 
care interventions, effects on people to whom ser-
vices are delivered (users, caregivers) might be 
included when relevant. In summary, the guide-
line acknowledges the potential contribution of 
informal caregivers without prescribing methods 
for measuring and valuing informal care.

HRQoL health-related quality of life, QALY 
quality-adjusted life year, TTO time trade-off

A few economic evaluations have been under-
taken that quantify the impact of informal care. 
Some examples are reported in Table 17.5. The 
incorporation of informal care in economic eval-
uation remains an area of active research. There 
is no consensus on whether and how to incorpo-
rate informal care in economic evaluation. In 
principle, informal care should be included in 
any economic evaluation adopting a broad per-
spective, such as a societal perspective, which 
includes costs falling on patients’ and their care-
givers’ budgets, among other relevant statutory 
and nonstatutory costs. It is worth noting that in 
practice there is no ‘societal’ decision maker in 
social care or more generally, so there is a sepa-
rate question about the relevance of this perspec-
tive. If informal care is seen as a care input, 
however, arguably it could be included under a 
healthcare perspective because the formal care 
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sector would need to substitute this care for indi-
viduals who do not have access to informal care. 
Furthermore, excluding the health effects and 
costs of providing informal care involves the 
issue that economic evaluations recommend 
funding interventions that shift costs to the social 
networks of care recipients [20].

The valuation of informal care in economic 
evaluation might also have consequences for the 
cost-effectiveness threshold. In an economic 
evaluation undertaken from a healthcare perspec-
tive, the threshold represents the health opportu-
nity cost of healthcare expenditure – that is, the 
health foregone by investing in the new interven-
tion, rather than by investing in the next best 
alternative intervention, and given a fixed health 
care budget. The downstream consequences of 
including informal care contributions require fur-
ther investigation.

The approaches reviewed here focus on direct 
estimation of a caregiver’s contribution. It is 
worth noting that Rowen et al. [63] recently esti-
mated informal care usage associated with the 

health of the care recipient based on linking 
informal caregiver time, EQ-5D, and 
International Classification of Disease chapter. 
Regression analysis was used to predict informal 
care time; hence the impact of health technolo-
gies on informal caregiver time may be predicted 
via their impact on the care recipient’s health. 
Informal care time can then be given a monetary 
value using the monetary valuation methods 
reviewed above.

Guidance on methods for quantifying the 
contribution of informal care tends to be less 
prescriptive than for other methods. The method 
most commonly used to measure and value 
informal care is the proxy good (also known as 
replacement cost) method; however, other 
methods are available, some of which are 
more technically advanced and may offer some 
advantages. This chapter provides an overview 
of available methods that could be used by ana-
lysts in the area of mental health to measure and 
value informal care for use in economic 
evaluation.

Table 17.5 Examples of economic evaluations quantifying the impact of informal care

Author Intervention focus Instrument/s

Drummond et al. [59] Support program for caregivers of 
elderly patients with dementia

HRQoL
Caregiver Quality of Life Instrument (CQLI) 
estimates, valued using TTO to calculate QALYs
Center for Epidemiological Studies Depression 
Scale (CES-D)
State-trait Anxiety Inventory (STAI)

Gaugler et al. [60] Evaluating community-based 
programs for caregivers to patients 
with dementia

Proxy good method
Hourly rate per type of activity

Gustavsson et al.[32] Estimating the value of informal 
caregivers in Alzheimer disease

Contingent valuation
Caregivers’ monthly willingness to pay for 1 h/day 
of a reduction in informal care

Meeuswen et al. [51] Dementia follow-up care and impact 
on caregivers and care recipients

Proxy good and HRQoL
Hourly wage of a cleaner
EQ-5D-based QALYs combining care recipient and 
caregiver HRQoL weights

Wilson et al. ) [61] Befriending caregivers of people with 
dementia

Opportunity cost method
Average gross hourly wage rate

Wu et al [62] Cholinesterase inhibitors in mild to 
moderate dementia; care recipient

Contingent valuation: willingness to pay

HRQoL health-related quality of life, QALY quality-adjusted life year, TTO time trade-off
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18.1  Introduction

18.1.1  What Are Depressive 
and Anxiety Disorders?

There is little doubt that depressive and anxiety 
disorders are highly prevalent among almost all 
countries worldwide, and that they result in a 
large disease burden and are associated with sub-
stantial economic costs. While most of us are 
familiar with the more minor symptoms of 
depression (e.g., sadness) and anxiety (e.g., feel-
ing nervous), the focus of this chapter is on the 
more severe clinical manifestations of both anxi-
ety and depression.

The most commonly used reference for the clin-
ical diagnosis of mental disorders is the Diagnostic 
and Statistical Manual of Mental Disorders 
(DSM). The most recent edition of this manual, 
published in 2013 [1], states that major depressive 
disorder (MDD; sometimes also referred to as clin-
ical depression) is characterized by episodes (last-
ing longer than 2 weeks) of five or more symptoms 
of depressed mood or loss of interest or pleasure (at 
least one of these must be present), along with at 
least four of the following: significant weight loss 
not associated with dieting (or marked reduction in 
appetite), insomnia (or hypersomnia), psychomo-
tor retardation/agitation, fatigue, feelings of worth-
lessness (or excessive inappropriate guilt), 
diminished ability to think, and recurrent thoughts 
of death. Weight change and suicidal ideation do 
not need to be present every day. Furthermore, the 
symptoms must cause significant impairment in 
functioning and not be caused by the physiological 
effects of another disorder.

Anxiety disorders include disorders that share 
the main features of fear and anxiety. Fear is char-
acterized by the emotional response to a threat, 
whether real or perceived, and anxiety is associ-
ated with the anticipation of a future threat. A 
number of anxiety disorders can be diagnosed, and 
common ones include separation anxiety disorder 
(quite common in children), phobias, social anxi-
ety disorder, generalized anxiety disorder, panic 
disorder, and agoraphobia. The symptoms for each 
disorder usually should be present for around 6 
months, although the symptoms for panic disorder 

must be present for 1 month. Like depression, to 
qualify for a diagnosis the symptoms must cause 
significant impairment in functioning.

Even though there has been a shift to the 
newer DSM-V for disorder classification, it is 
important to note that only minor changes have 
been made in the main diagnostic criteria for 
depressive and anxiety disorders [2]; therefore, 
prior scientific studies that used previous ver-
sions of the DSM (e.g., DSM-IV) to classify 
people with or without disorders are still relevant. 
While such disorders can occur on their own, 
considerable comorbid conditions occur (when 
people meet the criteria for both depression and 
anxiety) [3]. Such disorders are often also comor-
bid with substance use disorders [3].

18.1.2  What Are the Prevalence 
and Disease Burden 
of Depression and Anxiety 
Disorders?

Recent burden of disease studies have continued 
to show that mental disorders are highly prevalent 
and associated with considerable disease burden. 
The global point prevalence of MDD is reported 
to be 4.7% (95% confidence interval: 4.4–5.0%), 
the 12-month prevalence is 3.7% (2.7–5.0%), and 
the pooled annual incidence is 3.0% (2.4–3.8%) 
[4]. Of course, country-specific variations exist 
around these estimates; for example, in Africa, the 
point prevalence estimate is 6.6% (5.3–8.3) [4]. 
Anxiety disorders are associated with higher 
prevalence rates and are  considered to be the 
most common mental disorder [5]. The global 
point prevalence of anxiety disorders is 7.3% 
(4.3–10.9%), ranging from 5.3% in African cul-
tures to 10.4% in European/Anglo cultures [5]. 
Alarmingly, both depression and anxiety are asso-
ciated with an increased risk of suicide [6].

More concerning is the considerable disease 
burden associated with both depression and anxi-
ety. As discussed elsewhere in this book (see 
Chap. 25), mental and behavioral disorders are 
the leading cause of years lost to disability glob-
ally [7]. Within the mental disorders category, the 
leading cause of disease burden is depression 
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(accounting for 40.5% of the disease burden), fol-
lowed by anxiety disorders (accounting for 14.6% 
of the disease burden) [7]. The highest proportion 
of total disability-adjusted life years attributable 
to mental disorders accrued in young people aged 
10–29 years of age, highlighting the fact that for 
many people the onset of such disorders occurs at 
a younger age [7]. Figure 18.1 highlights the age 
distributions of the main mental disorders 
included in the burden of disease studies.

While the “formal” measured disease burden 
of mental disorders strikingly highlights the sub-
stantial burden associated with such disorders, it 
is also important to note that many other individ-
ual and society-level implications are associated 
with the advent of depression and anxiety. For 
example, such disorders can have a negative 
impact on educational attainment, employment, 
and caregivers and span the entire life course; 
these have been well demonstrated in a number 
of epidemiological studies.

The economic costs associated with depression 
and anxiety are also formidable. For example, in a 

review of existing cost-of-illness studies for 
depression, Luppa et al. [8] found that the average 
annual direct treatment costs per person associated 
with depression ranged from $US1000–2500 
(reference year 2003), whereas the indirect costs 
(largely associated with morbidity- related conse-
quences such as reduced productivity) are higher 
at $2000–$3700. A recent study conducted in 
Australia used data from the most recent National 
Survey of Mental Health and Wellbeing found that 
highly prevalent disorders (including depression, 
anxiety, and substance use disorders) were associ-
ated with a total annual health sector cost of AU$1 
billion(reference year 2013) and AU$12 billion in 
lost productivity (absenteeism and reduced work-
force participation) [9]. While these numbers 
include respondents who abuse substances, it is 
important to note that substance abuse was a sub-
stantial comorbidity with anxiety and depression, 
and 81% of the total healthcare costs can be attrib-
uted to people with either MDD, anxiety disorder, 
or comorbid depression and anxiety (with no sub-
stance use disorder).
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18.1.3  Treatments for Anxiety 
and Depressive Disorders

A number of effective, evidence-based psychoso-
cial and pharmacological interventions exists for 
both depressive and anxiety disorders. It is 
beyond the scope of this chapter to review all 
these guidelines, but interested readers are 
referred to well-known organizations including, 
but certainly not limited to, the National Institute 
of Health and Care Excellence (NICE) in the 
United Kingdom (https://www.nice.org.uk/); the 
Royal Australian and New Zealand College of 
Psychiatrists in Australia (https://www.ranzcp.
org/Home.aspx), and the Agency for Healthcare 
Research and Quality in the in the United States 
(http://www.ahrq.gov/).

Most of these guidelines cite a number of 
evidence- based psychosocial and pharmacologi-
cal interventions for the treatment of both depres-
sion and anxiety disorders. An excellent recent 
publication regarding the treatment of MDD 
advocated a three-step approach to treatment 
[10]. The first step (called step 0) includes ensur-
ing that any substances that can lower mood are 
tapered and ceased, that good sleep hygiene is 
initiated, and that healthy lifestyle choices are 
implemented (e.g., exercise). If step 0 is not suf-
ficient, then step 1 includes more generic psycho-
social interventions such as psychoeducation and 
low-intensity interventions (such as Internet- 
based education), as well as formulation-based 
interventions, which include psychological ther-
apy (e.g., cognitive behavioral therapy), inter-
personal therapy, acceptance and commitment 
therapy, and mindfulness-based therapy. Phar-
macotherapy interventions can also be consid-
ered, including selective serotonin reuptake 
inhibitors (SSRIs) and serotonin-noradrenaline 
reuptake inhibitors (SNRIs) as first-line thera-
pies, and tricyclic antidepressants (TCAs) as 
second-line therapies. If step 1 is insufficient, 
then psychological and pharmacotherapies may 
need to be combined and medications augmented. 
If all else fails, electroconvulsive therapy (ECT) 
is the final step of therapy. Importantly, many 
guidelines also differentiate between severities of 
illness, stipulating that pharmacotherapies and 

intensive psychological treatments should be 
reserved for more severe cases of depression. A 
recent review of the published controlled trials of 
stepped care approaches found that there have 
been 14 studies of stepped care interventions in 
depression published, and an overall pooled 
effect size of 0.34 (Cohen d; 95% CI 0.2–0.8) 
was observed across all the trials, suggesting a 
moderate impact [11]. Unfortunately, however, 
the study concluded that the evidence base was 
not strong because of substantial variability in 
how stepped care was operationalized across the 
different studies and because of the large varia-
tions in treatments offered in terms of steps, the 
professionals delivering the treatment, and step-
 up criteria.

The treatment guidelines for common anxiety 
disorders do not differ substantially from those 
for MDD in that a mix of psychological and phar-
macological interventions are advocated [12].

Importantly, while such published guidelines 
usually include a comprehensive selection of 
evidence- based treatments, they do not usually 
refer to the value-for-the-money credentials of 
such treatments. In healthcare systems, which 
often face constrained resources, the question of 
which interventions offer good value for the 
money is an important consideration. Certainly, 
as will be discussed below, some of the interven-
tions cited have strong credentials of cost- 
effectiveness, whereas others do not.

18.2  The Cost-Effectiveness 
of Commonly Used 
Treatments for Depression 
and Anxiety

18.2.1  Cost-Effectiveness 
of Pharmacological 
Treatments

18.2.1.1  Depression
Pharmacotherapy is indicated for the treatment of 
moderate to severe depression as well as chronic 
major depressive disorder. Many of the second- 
generation antidepressants, including the SSRIs 
(citalopram, fluoxetine, etc.), reboxetine, agomel-
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atine, and bupropion, are recommended as first- 
line therapy. Older antidepressants including the 
TCAs (amitriptyline, imipramine, etc.) and 
monoamine oxidase inhibitors (phenelzine, tran-
ylcypromine, moclobemide) are also available 
but less commonly prescribed because of their 
side effects, drug interactions, and frequent dos-
ing regimens [10].

Two reviews focused on model-based eco-
nomic evaluations of therapies for MDD were 
published in 2012 [13, 14]. Zimovetz et al. [14] 
identified 37 modeled economic evaluations of 
MDD interventions, whereas Afzali et al. [13] 
focused on 14 modeled cost-utility analyses 
(CUA). The majority of the evaluations included 
second-generation antidepressants. Several fac-
tors were identified that affected the outcome of 
modeled economic evaluations: the choice of 
effectiveness data, model structure, perspective, 
time horizon, and measurement of response and 
remission. Approximately two-thirds of the mod-
els used meta-analyses or pooled study results, 
which provide more robust estimates of effective-
ness than models based on the results of a single 
study. Many models used decision trees rather 
than a Markov structure, which is better suited to 
chronic conditions. This seemed to be because of 
the clinical trial data used in the models, which 
typically covered the acute treatment and contin-
uation phases over 6–12 weeks. Less than half of 
the modeled evaluations (see Chap. 7) used a 
societal perspective, which was found to have a 
substantial effect on the outcome of the analysis. 
The societal perspective includes the cost of the 
intervention as well as the cost of lost productiv-
ity (see Chap. 29), which can be affected by 
MDD and its treatment. Response was defined in 
many evaluations as 50% or greater improvement 
in the Montgomery Asberg Depression Rating 
Scale or Hamilton Rating Scale for Depression, 
but some varied this definition, which effects the 
results of different evaluations. Similarly, remis-
sion was defined by achieving a Montgomery 
Asberg Depression Rating Scale or Hamilton 
Rating Scale for Depression cutoff; however, the 
cutoff score between evaluations showed vari-
ability. The possibility of relapse was not included 
in all models and would favor medications with 

higher remission rates. Not all models included 
treatment options after initial treatment failure, 
which would affect the cost-effectiveness results, 
and only three models included the effects of spe-
cific adverse events on costs and utilities.

A third systematic review undertaken by Pan 
et al. [15] focused on cost and cost-effectiveness 
evaluations for antidepressants from databases 
and randomized and naturalistic trials. A rela-
tively large number of the 40 peer-reviewed pub-
lications were industry-sponsored evaluations, 
with many of the database analyses conducted in 
the United States and Canada. Similar to the 
modeled evaluations, people prescribed escitalo-
pram had lower healthcare costs and better out-
comes than those prescribed many other SSRIs. 
Some studies also showed that people receiving 
escitalopram had lower healthcare costs com-
pared with those receiving venlafaxine. The 
results from the evaluations of SSRIs versus 
TCAs varied. In database analyses, people using 
TCAs had healthcare costs comparable to those 
using SSRIs; in some studies, however, higher 
non-depression-related costs were found among 
TCA users. Other database studies reported that 
SSRI users had greater treatment persistence and 
lower total healthcare costs than TCA users. 
Pragmatic trials conducted across several coun-
tries (Spain, United Kingdom, Czech Republic, 
United States), showed that from a healthcare 
payer perspective, patients prescribed TCAs had 
costs and outcomes comparable with those of 
SSRI users, but from a societal perspective, TCA 
users had similar or even better outcomes, but 
lower total costs, than SSRI users. The inconsis-
tency between the study results was likely the 
result of variation in study populations, which 
have differing illness severity, comorbidities, 
prior treatments, and treatment response. 
Differences in healthcare provision and attitudes 
regarding mental illness affecting treatment- 
seeking behavior across different countries may 
also be a factor in the different results.

A meta-analysis comparing multiple treat-
ments was undertaken to determine the relative 
efficacy of remission for 10 antidepressants (cita-
lopram, duloxetine, escitalopram, fluoxetine, flu-
voxamine, mirtazapine, paroxetine, reboxetine, 
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sertraline, and venlafaxine) [16]. The remission 
rates were then applied in a decision-analytic 
model to estimate costs and quality of life related 
to these treatments as fist-line pharmacologic 
therapy for people with moderate to severe 
depression treated in a primary care setting over 
1 year. Consistent with the previous evaluations, 
escitalopram had the lowest cost from a societal 
perspective (€15,000) and the second lowest cost 
from a healthcare perspective (€5,000). It also 
delivered the highest quality-adjusted life year 
(QALY) value (0.6978) of the antidepressants 
evaluated (utilities were derived from the EQ- 
5D). This resulted in escitalopram being domi-
nant over all the other comparators from a societal 
perspective. From a healthcare perspective, esci-
talopram had an incremental cost-effectiveness 
ratio (ICER) of €3700/QALY compared with 
venlafaxine, with both agents dominating the 
remaining antidepressants.

18.2.1.2  Anxiety
The medications used to treat anxiety vary with 
regard to their pharmacologic properties and 
include antidepressants, benzodiazepines, buspi-
rone, anticonvulsants, antipsychotics, and other 
miscellaneous agents (antihistamines, β-blockers, 
and prazosin). Some have the potential for abuse 
and dependence, such as the benzodiazepines, 
whereas others seem to be non-habit-forming 
(e.g., antidepressants, buspirone). Benzodiazepines 
are effective upon the first dose of medication, 
whereas antidepressant therapy may take several 
weeks to achieve a therapeutic effect.

Ten studies have evaluated the cost- 
effectiveness of medications for the treatment of 
anxiety disorders, and an additional 11 studies 
compared medications with psychosocial thera-
pies (up to December 2015). The studies are dis-
cussed below, focusing first on the evaluation of 
medications. The studies have been divided into 
two groups depending on the type of evaluation 
(CUA or cost-effectiveness analysis [CEA]). The 
studies evaluating a mix of psychosocial and 
pharmacologic therapies are then discussed sepa-
rately using a similar grouping based on out-
come. Studies that included costs only or those 
without a comparator are not considered full eco-
nomic evaluations and have not been included.

18.2.1.2.1 Cost-Utility Studies of Anxiety 
Medications
Six publications undertook evaluations of phar-
macologic therapies for anxiety disorders using a 
CUA approach. Two of these studies used a case- 
control design using subjects from an observa-
tional study in Spain to evaluate the use of 
pregabalin (an anticonvulsant) in refractory out-
patients with generalized anxiety disorder (GAD) 
compared with usual care [17]and compared spe-
cificallywith SSRIs/SNRIs [17]. Two additional 
publications evaluated the use of pregabalin com-
pared with venlafaxine extended release (an 
SNRI) for the treatment of GAD using simula-
tion models [19,  20]. All four evaluations found 
that pregabalin delivered additional QALYs but 
at a high cost. The incremental cost-utility ratios 
ranged from €33,000/QALY when compared 
with venlafaxine extended release in Spain [20], 
to €27,000/QALY compared with venlafaxine in 
Portugal [19]. The ICER was €16,000/QALY 
when compared with usual care and €25,000/
QALY when compared with SSRIs/SNRIs.

Another publication reported the results of a 
modeled analysis comparing the use of imipra-
mine (a TCA) plus different maintenance strate-
gies for the treatment of panic disorder from the 
perspective of the US mental healthcare system. 
They found that two maintenance regimens (full- 
and half-dose imipramine) were dominant com-
pared with acute imipramine therapy with no 
maintenance regimen [21]. They found that two 
maintenance regimens (full-dose imipramine 
[2.25 mg/kg/day] and half-dose imipramine) 
were dominant compared with acute imipramine 
therapy with no maintenance regimen [21].

Mavranezouli et al. [22] used a decision- 
analytic model to evaluate six drugs used as 
monotherapy (duloxetine, escitalopram, parox-
etine, pregabalin, sertraline, and venlafaxine 
extended release) compared with no pharmaco-
logic treatment in people with GAD. Sertraline 
was the dominant strategy, producing the lowest 
costs and highest QALYs, and had a 75% proba-
bility of being the most cost-effective option 
when the willingness to pay was £20,000/QALY.

All these modeled evaluations took a limited 
healthcare perspective. The four evaluations of 
pregabalin used short time horizons (6 months to 
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1 year), whereas Mavissakalian et al. [21] evalu-
ated an 18-month time horizon and Mavranezouli 
et al. [22] took a slightly longer window of 3.5 
years. In the four studies evaluating pregabalin 
[17–20], QALYs were measured using the EQ- 
5D, whereas Mavranezouli et al. [21] usedShort 
Form 36-item (SF-36) data from a trial of escita-
lopram, and the remaining study [21] used clini-
cal judgements to derive the QALY weights 
associated with the health states captured in the 
model (see Chap. 6). These different methods for 
valuation of utility values can result in quite dif-
ferent outcomes and should be considered when 
comparing these evaluations for healthcare deci-
sion making (more on this issue below in Sect. 
18.3, “Methodological Considerations”).

18.2.1.2.2 Cost-Effectiveness Studies 
of Anxiety Medications
Mihalopoulos et al. [23] reviewed the economic 
evaluation evidence base for interventions target-
ing anxiety disorders and found four studies that 
evaluated pharmacological interventions for anx-
iety disorders using a CEA framework. Two 
compared the SSRIs escitalopram and paroxetine 
[24, 25], one evaluated the SNRI venlafaxine 
compared with diazepam (a benzodiazepine) 
[26], and the final study evaluated controlled- 
release versus immediate-release paroxetine [27]. 
Three of the evaluations were model based, 
whereas one was based on data from a retrospec-
tive database analysis. The studies covered short 
time horizons (3–9 months). Two studies took a 
narrow health sector perspective and the remain-
ing studies took a societal perspective that 
included productivity costs. The outcomes used 
included symptom-free days [24], discontinua-
tion rates [27], and remission [25, 26].

The results of the studies suggest that escitalo-
pram may cost less and be more effective than 
paroxetine, particularly when effects on produc-
tivity are included in the analysis [24, 25]. 
Venlafaxine costs more but is more effective than 
diazepam [26]. The results also suggest that 
controlled- release paroxetine is less costly and 
has a lower discontinuation rate that the immedi-
ate release formulation [27]. It is important to 
note that for several economic evaluations of 

pharmacologic interventions, many authors were 
employees of pharmaceutical companies or con-
sultants paid by these companies, raising doubt 
about the independence of such studies.

18.2.2  Cost-Effectiveness 
of Psychological/Psychosocial 
Treatments

18.2.2.1  Depression

18.2.2.1.1 Cognitive Behavioral Therapy
Cognitive behavioral therapy (CBT), along with 
the pharmacological therapies detailed above, is 
perhaps one of the major cornerstones of treat-
ment for depression. CBT aims to assist people in 
first identifying thoughts and behaviors that are 
unhelpful and learn better ways of managing both 
thoughts and behavior. CBT is a recommended 
treatment approach in almost all major clinical 
guidelines internationally. Individualized, group 
and even Internet-based CBT all have strong evi-
dence of effect, particularly among people 
(including children and adults) with mild to mod-
erate depression [28–30].

A recent review of the CUA studies of CBT 
for the treatment of depression found 22 avail-
able studies (until July 2013) [31]. The review 
found that studies were generally of a reasonably 
high standard using published quality criteria for 
economic evaluations (86% of the criteria were 
met overall). Health sector costs were widely 
included in almost all the studies, with patient 
time and travel costs included in about half of 
studies and a smaller proportion including effects 
on productivity. The conclusions of the review 
found that individualized CBT for adults as a 
stand-alone treatment (either individual therapy 
or group therapy) or in combination with phar-
macological treatments (usually SSRIs)1 seemed 
to be generally cost-effective. The results for 
children were far less uniform. For studies of 
children, the results ranged from dominant (that 
is, the intervention cost less and had greater ben-

1 Economic evaluations of combination therapies (psycho-
logical plus pharmacological) are discussed further below.
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efits) to not cost-effective (ICERs fell above the 
normally accepted value-for-money thresholds 
such as £30,000/QALY in the United Kingdom 
or $50,000/QALY in Australia) to dominated 
(that is, the intervention cost more and had less 
benefits than the comparator). The conclusions of 
this recent review are similar to those of older 
reviews of the cost-effectiveness of CBT for 
depression and other mental disorders.

However, a number of methodological issues 
were raised by the reviews considered above. For 
example, the short time horizon of many of the 
studies was discussed (no study tracked costs or 
benefits beyond 5 years), very few studies 
included broader societal costs (such as produc-
tivity), and the way which missing data were 
handled in some of the studies. Another impor-
tant issue that needs to be highlighted is that the 
comparator condition in many of these studies 
must be considered. For example, while treat-
ment as usual (TAU) is a common comparator, it 
can vary considerably both within and across dif-
ferent countries and contexts. This is important, 
as TAU can incur quite different costs and of 
course benefits, thus influencing the ICER. 
Furthermore, each jurisdiction responsible for 
decision-making needs to know whether the 
comparator conditions in studies are broadly rep-
resentative of their own jurisdiction.

18.2.2.1.2 Other Treatment Approaches
As mentioned previously, stepped care 
approaches for the treatment of depression are 
currently receiving much attention and feature 
relatively prominently in many of the treatment 
guidelines discussed above. Unfortunately, there 
is almost no evidence of the cost-effectiveness of 
such stepped care approaches versus other treat-
ment approaches.

The cost-effectiveness of collaborative care 
approaches, which are much less defined than 
stepped care approaches and tend to be recom-
mended for people in whom prior (simpler) treat-
ments have not worked, have recently been 
reviewed [32]. Collaborative care is loosely 
defined as a multidisciplinary approach, usually 
set in primary care, targeting the patient, doctor, 
and healthcare system. Basically, a care coordi-

nator coordinates the care of the patient and 
guides treatment decision-making in an orga-
nized and informed way between all treating pro-
fessionals (e.g., the general practitioner, 
psychologists, and psychiatrists). This review 
included 19 published studies in which usual care 
was the most common comparator. The overrid-
ing conclusion of the review was that the existing 
evidence base of economic evaluations of collab-
orative care is highly variable in terms of final 
results, with results ranging from dominance to a 
cost per QALY of nearly US$900,000. The 
review concluded that there is still substantial 
uncertainty regarding the cost-effectiveness of 
collaborative care, and further research needs to 
measure QALYs directly and to adopt longer 
time horizons (beyond 1 year). An earlier related 
review of the management of depression in a pri-
mary care setting concluded that such collabora-
tive care can return a positive cost-to-benefit ratio 
when the outcomes are expressed in monetary 
units (largely by monetizing the value of the 
QALY in CUA studies) [33].

The cost-effectiveness of other, lesser known/
discussed therapies have also been recently 
investigated. For example, the cost-effectiveness 
of art therapy was recently investigated using 
modeling and found to be cost-effective com-
pared with a waitlist comparator, but it may be 
dominated (i.e., more expensive and less 
 effective) when compared with verbal psycho-
logical therapy [34].

A recent modeled economic evaluation study 
set within the Spanish context evaluated the cost- 
effectiveness of ECT compared with repetitive 
transcranial magnetic stimulation for the treat-
ment of treatment-resistant severe depression. 
The study found that ECT was likely to be the 
most cost-effective option at a willingness-to-pay 
threshold of €30,000/QALY [35]. Importantly, 
this study also had a short time horizon of 1 year 
under a limited National Health Service perspec-
tive. However, previous research using economic 
modeling conducted in the United Kingdom con-
cluded that ECT is likely to be as cost-effective as 
pharmacological treatment, although the model 
upon which this conclusion is based has been 
seriously critiqued [36].

C. Mihalopoulos and M.L. Chatterton



291

Longer-term and more intensive psychothera-
peutic approaches (such as psychodynamic ther-
apy, as opposed to more discrete approaches such 
as CBT) have been found to be more effective for 
subsets of people with depressive disorders (such 
as those with comorbid personality disorders or 
perfectionistic tendencies); however, the evidence 
base regarding the cost-effectiveness of such 
approaches is not strong, since very few cost-
effectiveness studies have been undertaken [37].

18.2.2.2  Anxiety
There are substantially more reviews of economic 
evaluations of interventions targeting depression 
compared with anxiety. In a recent publication, 
Mihalopoulos et al. [23] reviewed the economic 
evaluation evidence base for interventions target-
ing anxiety disorders and found 18 studies of non-
pharmacological interventions. That chapter 
presented an update of studies previously pub-
lished in a review by Konnopka et al. [38], which 
identified only 11 cost-effectiveness studies. 
Twelve of the studies identified by Mihalopoulos 
et al. were CEA studies and the remainder were 
CUA studies. The CUA studies evaluated a range 
of interventions, largely based on CBT principles 
(e.g., family-based CBT, Internet-based CB,T and 
stepped care treatment, also including lower-dose 
and more intensive types of CBT). As for depres-
sion, most of the studies were in adults and evalu-
ated either generic anxiety disorders or panic 
disorders. The study perspectives were largely 
those of the health sector, with the occasional 
addition of effects on productivity, and the types 
of analyses were largely trial-based economic 
evaluations. The vast majority of studies used the 
EQ-5D to measure QALYs (see Chap. 6), which 
does help to aid comparability between studies, at 
least on the outcome side. Again, similar to 
depression, the studies overwhelming suggested 
that the interventions evaluated were very cost-
effective compared with TAU at commonly 
accepted value-for-money thresholds.

Of the cost-effectiveness studies, half of the 
studies targeted people with just anxiety disorders 
and the other half included people with affective 
disorders as well as other mental disorders. The 
range of interventions evaluated in these studies 

were broader than in the CUA studies and 
included, for example, a shyness program for 
social phobia, collaborative care in primary care, 
and psychodynamic therapy. A variety of outcome 
measures were used, including symptom severity 
scales and anxiety-free days. While the value-for-
money credentials of interventions using a CEA 
framework are difficult to determine, this review 
noted that studies of stepped care approaches and 
self-directed CBT in fact save costs compared 
with more traditional forms of therapy.

The limitations of this evidence base were 
largely the same as the limitations identified for 
interventions targeting depression: short time 
horizons, limited perspectives, and an unclear 
definition of TAU comparators.

18.2.3  Cost-Effectiveness Studies 
Comparing Psychosocial 
Therapies and Medications

Other recent evidence has assessed the cost- 
effectiveness of pharmacotherapy compared with 
CBT and combination therapy for the treatment of 
moderate to severe depression in the United 
Kingdom [39]. This study was undertaken in part 
to fulfill the lack of cost-effectiveness evidence 
underpinning many of the treatment guidelines 
that recommend combination therapy for the treat-
ment of severe to moderate depression. This study 
used a decision-tree framework (see Chap. 7) over 
a 27-month time horizon constructed from the 
National Health Service perspective in the United 
Kingdom. The study concluded that CBT mono-
therapy was likely to be the most cost- effective 
option that dominated combination therapy and 
had an ICER of around £20,000/QALY compared 
with pharmacotherapy. Similarly, a recent study 
also found that adding CBT to pharmacological 
regimes for those who are resistant to treatment is 
also likely to be a cost-effective option at com-
monly accepted WTP thresholds (e.g., £20,000–
30,000/QALY in the United Kingdom) [40].

For anxiety disorders, the review by 
Mihalopoulos et al. [41] identified two studies 
that assessed both pharmacological and nonphar-
macological studies in the same study context 
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[42,  43]. The first evaluation compared CBT and 
pharmacotherapy for the treatment of people 
with panic disorder in a speciality anxiety treat-
ment center in the United States [43]. The CBT 
was manualized, but the choice of medication 
was left to the treating clinician. The next evalu-
ation compared CBT with imipramine and parox-
etine as monotherapy, as well as two combination 
therapies – CBT plus imipramine and CBT plus 
paroxetine – again in people with a diagnosis of 
panic disorder [42]. The studies seemed to take a 
health sector perspective and included only direct 
medical costs and limited time frames of 6 
months to 1 year. Otto et al. [43] used the 
Clinician Global Impression of Severity scale, 
whereas McHugh et al. [42] used the panic disor-
der severity scale for effectiveness measures. 
Both studies found that CBT had the most favor-
able cost-effectiveness ratios [42, 43]. The main 
obvious problems for decision makers attempting 
to use these evaluations is whether the various 
outcome measures are comparable and what is a 
reasonable cost to pay for a point change in a 
symptom scale.

18.2.4  Cost-Effectiveness 
of Preventive Interventions 
for Depression and Anxiety

Mihalopoulos and Chatterton [44] recently sys-
tematically reviewed the economic evidence base 
of preventive interventions for mental disorders. 
This review included nine studies that were 
largely found to be of fairly good quality. Six of 
these studies were designed to prevent depression 
and two to prevent childhood anxiety disorders. 
The review concluded that the most effective 
and cost-effective preventive interventions for 
depression in both children and adults were indi-
cated2 types of CBT-based interventions. Such 
interventions largely consist of screening people 
for signs of depression and then providing to 

2 “Indicated prevention” refers to preventive interventions 
targeting people with some symptoms of a mental disor-
der but who do not yet meet all criteria. This definition is 
contrasted with universal preventive interventions, which 
target entire populations, and selective interventions, 
which target “at-risk” populations [45].

those who have elevated symptoms but do not yet 
meet all the criteria for MDD a therapeutic inter-
vention such as group-based CBT. Half of the 
studies were CUAs, and the results of those stud-
ies all showed that these interventions fell well 
below the normally accepted criteria of cost- 
effectiveness. However, the CUAs were all mod-
eled economic evaluations. Mihalopoulos et al. 
[46] recently evaluated the cost-effectiveness of 
a preventive parenting intervention for shy, 
preschool- age children and showed that this 
intervention is also likely to be very good value 
for the money. The review concluded that future 
research needs to integrate economic evaluations 
within trials so that broader assessments of eco-
nomic effects can be attained, at least in the short 
term. Furthermore, longer-terms assessments of 
study participants, particularly in interventions 
targeting children and adolescents, should be 
undertaken to demonstrate to what extents effects 
can be maintained into adulthood.

Another area that is recently receiving consid-
erable attention is the poor physical health of 
people with mental disorders, which is high-
lighted by the sobering statistics showing the 
much-reduced life expectancy of people with 
serious mental disorders that is not related to 
increased risk of suicide [47]. Because such 
interventions that specifically target the physical 
health of those with mental disorders are now 
receiving more attention, the cost-effectiveness 
of such interventions is also being evaluated. In a 
review of this evidence base, Park et al. [48] iden-
tified studies that targeted the physical health of 
people with depressive disorders and concluded 
that, in general, such interventions provide good 
value for the money at commonly accepted value- 
for- money thresholds. However, many studies 
were very context specific, and the issues of treat-
ment fidelity, uptake, and adherence in particular 
need to be better accounted for.

18.2.5  Cost-Effectiveness of Internet- 
Based Therapies

Donker et al. [49] evaluated the existing eco-
nomic evaluations of Internet interventions for 
mental disorders, which have been conducted 
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alongside trials of such interventions. Sixteen 
studies met the review’s inclusion criteria, and 
most were of a reasonable standard. Of those 16 
studies, 4 targeted depression, 3 social phobia, 1 
panic disorder, 1 health anxiety, and 1 generic 
anxiety. The majority of studies used CBT as the 
therapeutic intervention and were supported or 
guided by therapists. The evaluations that were 
targeted to depression showed a reasonable prob-
ability of being cost-effective when compared 
with waitlist controls, although compared with 
other comparators, the results were more mixed. 
For anxiety disorders, some of the studies dem-
onstrated that guided integrated CBT might be 
dominant (cost less and have greater benefits) 
compared with other active interventions or 
attention controls. Importantly, however, this 
review excluded modeled economic evaluations 
on the basis that the methods included in these 
studies are different from those of economic eval-
uations undertaken alongside randomized trials. 
At the time of this review, 10 modeled economic 
evaluations ofInternet-based CBT were identified 
and excluded.

Another published review of Internet-based 
psychological therapies in children/adolescents 
in particular cautioned that the evidence base of 
such therapies (in terms of cost-effectiveness) is 
not strong and is an area that future research must 
urgently address [50].

18.3  Methodological 
Considerations

In this section, some of these more important 
methodological considerations in economic eval-
uation studies of interventions targeting depres-
sion and anxiety are discussed, along with their 
implications for the results of cost-effectiveness 
studies. Many of the reviews discussed earlier in 
this chapter highlight that costs are often mea-
sured from limited economic perspectives 
(largely that of the health sector), and broader 
(i.e., societal) perspectives usually only include 
health sector costs and effects on productivity. 
Traditionally, it has been argued that the starting 
perspective of economic evaluations should be 

societal, with all costs and consequences – no 
matter to whom they accrue – included in the 
evaluation [51]. The main reason for this is that 
important and potentially unknown costs (and 
consequences) are accounted for, and there is less 
chance of biased results. There is, however, 
always a balance between the pragmatic require-
ments of studies and theoretical methodological 
rigor. The Second Panel on Cost-Effectiveness in 
Health and Medicine recently highlighted the 
fact that many international decision-making 
agencies in Europe, Australia, and elsewhere 
have stipulated that a health sector perspective be 
adopted in the base case results of cost- 
effectiveness studies and wider societal impacts 
be included as supplementary analyses (if there is 
adequate evidence) [52]. Further, the panel high-
lighted the continued theoretical challenges that 
beset aggregation of the costs and consequences 
that accrue in different contexts. As such, the 
panel’s recommendation is that all cost- 
effectiveness studies adopt a health sector per-
spective as the reference case, with another 
reference case adopting a societal perspective. 
Within the health care perspective, the panel rec-
ommends including all formal health sector costs 
(e.g., hospitalizations, medicines, community 
health care), regardless of whether they are reim-
bursed by a third-party payer or the individual. 
Interestingly, the panel also recommends all 
future related and unrelated healthcare costs be 
included in the evaluation. Societal costs include 
both time costs of patients seeking/receiving 
care, caregiver time, travel costs, effects on pro-
ductivity, and any other non–-health sector costs 
and impacts (e.g., criminal justice). It has also 
been demonstrated that the inclusion in economic 
evaluations of the effects of interventions target-
ing depression on productivity can substantially 
alter the results of the study, with up to 60% of 
costs attributable to effects on productivity [53] 
(see Chaps. 28 and 29). Interestingly, while it is 
almost assumed that productivity costs should 
decrease with effective interventions, instances 
exist where they can increase (e.g., in a multi-
modal study, described in this review, that 
evaluated psychotherapy combined with pharma-
cotherapy, productivity costs increased because 
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of the extra time associated with a more intensive 
intervention). However, future research needs to 
ensure that costs are indeed comprehensively 
measured in order to ensure that no unintended 
cost consequences or implications associated 
with various interventions are missed. Certainly, 
this has been highlighted as a limitation in many 
of the reviews discussed above.

In many respects, however, the measurement 
of benefit is just as important and needs to be 
carefully considered in each study. Many interna-
tional decision-making authorities have stipulated 
that QALYs should be the main outcome included 
in the base case analyses of cost- effectiveness 
studies. The Second Panel on Cost- Effectiveness 
in Health and Medicine also recommended that 
the reference case analysis of cost-effectiveness 
studies should measure outcomes in QALYs [52]. 
As described in greater detail elsewhere in this 
book, QALYs are a generic outcome measure that 
combine mortality and morbidity into a single 
numeric unit, whereby the amount of time spent 
in a health state is multiplied by a weight (bounded 
by 0 and 1), which denotes the strength of prefer-
ence for that health state. Various techniques are 
available to determine the utility weights for dif-
ferent health states; however, the most commonly 
used technique is preference-based health-related 
quality of life measures (also called multiattribute 
utility measures) (see Chaps. 3 and 6). These mea-
sures are simply health-related quality-of-life 
questionnaires with an added utility scoring algo-
rithm, which gives preference weights to the vari-
ous dimensions in the questionnaires. In a 
systematic review of utility weights used in eco-
nomic evaluations of mental disorders, Sonntag 
et al. [54] found that of the 227 existing studies 
included in the review (127 model-based evalua-
tions and 100 empirical evaluations), the majority 
of the empirical studies used such preference-
based measures to estimate health state utilities. 
Of those, the most commonly used instruments 
were the EQ- 5D and the SF-6D. The choice of 
instrument used in cost-utility studies is not triv-
ial; previous research has unequivocally demon-
strated that the choice of preference-based 
health-related quality- of- life instrument used to 
assess QALYs can have a major impact on results. 

A recent study compared the main preference-
based utility measures used to assess QALYs with 
two commonly used outcome measures in studies 
of depression (the Kessler Psychological Distress 
Scale [K10] [55] and the 21-item Depression and 
Anxiety Stress Scale) [56, 57]; it found that while 
all the instruments discriminated between severity 
levels measured by the two clinical measures, 
they were certainly not uniform. For example, the 
difference in utility going from mild to severe 
health states as measured by the K10 was 0.3 for 
the HUI3, 0.2 for the eight-dimension Assessment 
of Quality of Life instrument and the EQ-5D, and 
0.1 for the SF-6D and the 15D. This means that 
there could be a threefold difference in results if 
an intervention moved people from mild to severe 
psychological distress (as measured by the K10) 
simply based on the choice of outcome measure. 
This study found that while all instruments had 
acceptable construct validity that seemed to reflect 
depression severity levels, the eight- dimension 
Assessment of Quality of Life instrument seemed 
to have the best statistical fit with the clinical mea-
sures when compared with the other preference-
based measures. It is imperative that such 
comparative studies be undertaken for all utility 
measures in order to ensure that they are indeed 
discriminatory compared with routinely used 
clinical measures. This is particularly urgent for 
measures used to assess QALYs in children with 
mental disorders, among whom very few quality 
construct validity studies have been conducted.

A review of the methodological considerations 
of modeled cost-effectiveness studies for depres-
sion concluded that many of the models published 
up to 2010 were largely cohort, Markov-type 
models, had a short time duration (usually 1 year), 
used limited costing perspectives, and differen-
tially determined benefit both in terms of the 
health states used in the models and the source of 
the health state utilities [14]. Recent studies, how-
ever, have started to use more sophisticated forms 
of modeling that attempt to account for patient 
heterogeneity and can track costs and benefits 
over a longer time horizon [58]. While the devel-
opment of such models is a welcome addition to 
the literature, caution must be exercised because 
models are only as good as the input parameters, 
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and assumptions are made in estimating both the 
costs and benefits of the interventions as well as 
the progression of the disease. However, given 
that patient heterogeneity has been identified as 
an important variable to be considered in cost-
effectiveness models [59], more complicated 
models such as the discrete event simulation 
(DES) model (a type of microsimulation model) 
are now starting to be developed within the men-
tal health context (see Chap. 7). This type of mod-
eling differs from more traditional deterministic 
cohort models or even Markov processes in that 
DES models simulate individual patient trajecto-
ries rather than “averages” among cohorts, thus 
allowing more complex characteristics of systems 
to be captured [60]. Within a DES model, an indi-
vidual basically moves through the model, experi-
encing events at any discrete period after the 
previous event (using mathematical formulas). 
The timing of events is important, and different 
events can occur at different times for different 
people. This model is much more flexible and 
allows individual patient heterogeneity to be 
incorporated within the analysis. More complex 
agent-based models can even incorporate interac-
tions between people (that is, agents).

The above discussion includes evidence of 
cost-effectiveness mostly from evaluations that 
evaluate one intervention compared with another. 
However, one of the largest limitations in many 
such studies is the issue of direct comparability. 
Even when individual studies are of high quality, 
differences in methods – such as perspective, col-
lection of resource use data, utility measurement, 
time horizon, and so on – can mean that the ICER 
results of studies are not directly comparable. For 
this reason, broader priority-setting approaches 
have been developed (see Carter et al. [61] for a 
general discussion and Mihalopoulos et al. [62] 
for a review of such approaches within the mental 
health context). In these broader studies, the cost- 
effectiveness of interventions is reevaluated using 
modeling techniques that have comparableas-
sumptions. For example, a consistent set of dis-
ease weights may be used, or resource use and 
unit costs from a particular context (e.g., Australia) 
are used. Examples of such approaches are the 
Assessing Cost Effectiveness Approach and the 

Avertable Burden studies, both from Australia, 
and the generalized cost-effectiveness approach 
from the World Health Organization. All of these 
priority-setting approaches are described by 
Mihalopoulos et al. [41]. What is notable from 
these studies is that the vast majority of interven-
tions for depression and anxiety evaluated (many 
of which are also discussed above) where found to 
have extremely favorable cost-effectiveness ratios 
at commonly accepted value-for-money thresh-
olds. Furthermore, many of these studies found 
that if cost-effective treatments are offered to 
those who are already accessing treatment and are 
not receiving evidence- based, cost-effective care, 
a substantial amount of disease burden can be 
averted at no extra cost [63, 64].

18.4  Conclusions

Lastly, much of what has been briefly discussed 
and reviewed in this chapter relates to interven-
tions that tend to cost more than the comparator 
conditions but usually bestow some benefit. What 
is less often discussed, however, is that instances 
may occur when it is best to disinvest from some 
healthcare interventions, if the opportunity costs 
of doing so are not too onerous. In this instance, 
disinvestment may lead to substantial cost sav-
ings, with only minor health losses. These cost 
savings could theoretically be invested in other 
healthcare technologies (if the opportunity cost 
of doing so is acceptable). Nelson et al. [65] 
found that disinvestment from transcranial mag-
netic stimulation for people with treatment- 
resistant depression can lead to considerable cost 
savings, with minor QALY losses. However, very 
few interventions evaluated in existing reviews of 
economic evaluations of interventions targeting 
depression and anxiety fit into this category.

Finally, it is now fair to conclude that there 
exists sufficient evidence demonstrating the effec-
tiveness and cost-effectiveness of both pharmaco-
logical and psychosocial treatments for both 
depression and anxiety. However, a major problem 
is that people who might benefit from these thera-
pies are still not receiving them, even in well-
resourced countries such as Australia. Compelling 
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evidence shows that even when people access 
care, many, if not the majority, still do not receive 
even minimally adequate care, let alone evidence-
based care. For example, Harris et al. [66] found 
that, in Australia, among people meeting criteria 
for affective and/or anxiety disorders, fewer than 
half sought treatment (39%); of those who sought 
treatment, only 16% received minimally adequate 
treatment. An urgent issue for future research 
needs to be how interventions that are known to 
work and are cost-effective can be properly pro-
vided to everyone who needs them.
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Abstract

This chapter focuses on a review the cost-effectiveness studies of bipolar 
disorder (BD) published in the past 10 years in order to present the main 
methodological issues related to economic evaluations of this topic. A sys-
tematic search of the was performed to include articles on the cost- 
effectiveness of any management strategy for BD, published in English, 
and spanning the period of January 2005 to June 2016. Five electronic 
databases were assessed, namely, the National Health Services–Health 
Economic Evaluation Database, the Health Technology Assessment 
Database, MEDLINE, and the Cumulative Index to Nursing and Allied 
Health Literature. A total of 141 citations were found. After screening, 24 
studies were selected, of which 18 were original articles and 6 were sys-
tematic reviews. Of the eligible studies, the majority were from the United 
Kingdom and United States. Few studies were not funded by the pharma-
ceutical industry. Considering methodology, four studies were trial-based 
economic evaluations and the others were model-based economic evalua-
tions. The number of subjects enrolled in the reported trials varied from 
103 to 431. Most studies focused on the maintenance phase of BD treat-
ment. New atypical antipsychotics were the most commonly evaluated 
interventions, with placebo and traditional treatments as comparators. 
Few articles evaluated classical mood stabilizers (lithium, valproate, 
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carbamazepine) in an economic assessment. Atypical antipsychotics were 
the most cost-effective intervention studied. When one considers the eco-
nomic evaluations, quetiapine, olanzapine, and aripiprazole are consid-
ered to be good strategies in the maintenance treatment of BD.

19.1  Introduction

Bipolar disorder (BD) is a chronic mood disorder 
characterized by fluctuations in mood, from 
depressive to irritable or elated temper. Affected 
subjects can present depressive or hypomanic/
manic episodes throughout their lifetime. In 
depressive episodes, symptoms such as low 
energy, low mood, anhedonia, loss of interest or 
pleasure, sleep disturbances, and difficulties con-
centrating could affect the individuals. 
Hypomanic and manic episodes are associated 
with expansive or irritable mood, increased 
energy and activity, distractibility, decreased 
need for sleep, inflated self-esteem, and grandi-
osity, all of which differ in terms of severity and 
duration. Manic episodes need to last at least 1 
week and lead to marked impairment in social or 
occupational functioning, hospitalization, or psy-

chosis. Hypomanic episodes have a minimal 
duration of 4 days and do not present the severity 
described for manic episodes. Bipolar I disorder 
(BD I) and bipolar II disorder (BD II) are the 
most defined and studied subtypes. Patients with 
BD I must present at least one manic episode dur-
ing their lifetime, with or without major depres-
sive episodes, and those with BD II need to 
present at least one hypomanic episode and one 
major depressive episode [1].

The lifetime prevalence of BD types I and II 
within the general population is more than 1%, 
irrespective of socioeconomic level, culture, and 
nationality. BD I affects men and women equally; 
however, BD II is more frequent in women [2]. 
Psychiatric and medical comorbidities are highly 
prevalent, more frequently co-occurring with 
anxiety disorders, substance abuse disorders, 
metabolic syndrome, and cardiovascular disor-
ders [2, 3]. The chronic course of illness associ-
ated with partial remission of symptoms, high 
rates of comorbidities, and a complex clinic pre-
sentation implicates the significant utilization of 
inpatient and outpatient services, as well as med-
ications and psychosocial interventions [4].

There is an average delay of 5–10 years from 
symptom onset to the beginning of treatment in 
this population [2, 3]. This delay, associated with 
high rates of comorbidities and poor treatment 
compliance, is extremely important in the result-
ing impairments, such as limited functional out-
come, cognitive dysfunction, decrease in physical 
health, and high mortality caused by both medi-
cal conditions and suicide rates [3]. The inci-
dence of death by suicide is high– it can be more 
than 20 times higher than in the general popula-
tion – and 30–50% of patients with BD attempt 

Key Points Summary

• Introduction to bipolar disorder (BD) 
clinical characteristics and epidemiology

• A brief contextualization of impacts and 
economic issues of BD treatments

• Review of up-to-date treatments and 
cost- effectiveness evidence in BD

• A critical discussion of the many chal-
lenges, limitations, and research aspects 
presented in current cost-effectiveness 
studies for BD

• Considerations for future studies and 
decision- making policies
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suicide at least once in their lifetime. About 20% 
succeed [2, 5].

BD is one of the major causes of disability 
worldwide, according to the Global Burden of 
Disease Study [6]. It is considered a severe psychi-
atric disorder that often causes not only a major 
impact on patient well-being but also an emotional 
overload on the patients’ family and an economic 
burden for society [3, 4]. Treatment involves phar-
macotherapy with mood stabilizers frequently 
associated with other strategies: antipsychotics 
and/or antidepressants, electroconvulsive therapy, 
and psychotherapies. The treatment of BD remains 
a challenge, with studies showing that fewer than 
half of patients present a good response to treat-
ment, and most achieve only partial remission [4].

At a societal level, people with this illness 
induce enormous direct and indirect costs [3]. 
Studies demonstrate that they use almost four times 
more healthcare resources than and cost more than 
four times more than people without BD [5]. 
Indirect costs due to morbidity, premature mortal-
ity, and loss of productivity make it an important 
public health issue. It is important to highlight that 
intangible costs exist, such as family burden and 
impaired health-related quality of life [4].

With a wide range of interventions to treat BD, 
from pharmacological to psychosocial approaches, 
and limited healthcare budgets, it is important for 
stakeholders to allocate scarce resources to under-
standing the additional value of new interventions. 
Economic evaluation methods are used to compare 
costs and benefits between different interventions 
and to support the decision of whether alternative 
interventions represent an efficient use of resources. 
Cost- effectiveness analysis is a type of economic 
evaluation that provides information on the costs 
and benefits of competing interventions, measured 
by resource use and impact on mortality and mor-
bidity in a certain population. Many outcome mea-
sures can be used, but regulatory agencies have 
recently recommended the use of quality- adjusted 
life years (QALYs) [5, 7]. Considering the perspec-
tive of a broad spectrum of effective interventions, 
economic evaluations are increasing in the litera-
ture because of their relevance in assisting decision 
makers in creating health policies.

19.2  Bipolar Disorder Treatment: 
Cost-Effectiveness Evidence

For this chapter, a systematic search of the litera-
ture was undertaken to identify English-language 
articles published between January 2005 and 
June 2016 that provided data on the cost- 
effectiveness of any management strategy for 
BD. This date restriction was enforced in order to 
obtain data likely to be relevant to current health-
care settings and costs. In total, five electronic 
databases were searched: the National Health 
Services–Health Economic Evaluation Database, 
the Health Technology Assessment Database, 
MEDLINE, and the Cumulative Index to Nursing 
and Allied Health Literature. In addition, refer-
ence lists of key articles were searched and recent 
reviews were checked for further relevant publi-
cations. The search strategies included both key 
words in text and corresponding medical subject 
headings.

A search of the five electronic databases 
yielded a total of 141 citations. After managing 
duplicate records and screening titles and 
abstracts, 24 studies were selected, 18 of which 
were original articles and 6 were systematic 
reviews. Of the final reading, two originals were 
excluded for not presenting comparable interven-
tions, and four reviews were not cost- effectiveness 
reviews. Of the eligible studies, the majority were 
from the United Kingdom and United States. 
Few studies (four trials) were not funded by the 
pharmaceutical industry. Most studies focused on 
the maintenance phase of BD treatment. 
Considering the methodology, four studies were 
trial-based economic evaluations, whereas the 
other studies were model-based economics eval-
uations. The number of individuals included in 
the studies trials varied from 103 to 431 partici-
pants. New atypical antipsychotics were the 
interventions of choice, with placebo and tradi-
tional treatments as comparators. Only two 
studies compared nonpharmacological and phar-
macological interventions. The common charac-
teristics between the studies are listed below. The 
main findings of the studies are summarized in 
Table 19.1.
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Study Characteristics

 – Similar costs between interventions
 – Direct and indirect costs included
 – Few cost analyses associated with drugs’ 

adverse effects
 – Healthcare payer perspective
 – Main outcomes: QALYs, number of days with 

mood events, number of days free of a bipolar 
episode, and number of days in inpatient 
treatment

 – Follow-up time: ~12 weeks for acute phase 
and ~5 years for maintenance phase (model)

 – Few willingness-to-pay evaluations performed
 – Data origin from meta-analysis, randomized 

controlled trials, or national guidelines
 – Statistical analyses included bootstrapping, 

regression modeling, Markov models, and 
discrete event simulation

 – All undertook sensitivity analyses.

19.2.1  Cost-Effectiveness of Classical 
Mood Stabilizers

Classical mood stabilizers (lithium, valproate, 
carbamazepine) were less studied as BD treat-
ments in the time frame used for this review. Only 
one systematic review was thoroughly concerned 
with assessing the economics of older stabilizers. 
The results from a 2007 economic analysis of 
patients with a BD depressive episode from the 
National Institute for Health and Care Excellence 
suggested that valproate, lithium, and the combi-
nation of lithium and imipramine were potentially 
cost-effective, depending on the willingness to 
pay (WTP) for additional health gained. Using the 
U.K. National Health Service threshold (£20,000–
40,000 per QALY), no treatment was ruled out on 
dominance grounds. The incremental cost-effec-
tiveness ratio (ICER) of lithium monotherapy 
compared with valproate was £10,409 per addi-
tional QALY, and the ICER of the combination of 
lithium and imipramine compared with lithium 
monotherapy was £21,370 per additional 
QALY. Thus if the U.K. National Health Service 
was prepared to pay less than their WTP thresh-
old, then lithium seemed cost- effective, but if 

more than the WTP was considered, then lithium 
plus imipramine would be cost-effective. For 
patients with manic episode, the authors of the 
2007 National Institute for Health and Care 
Excellence study found that lithium monotherapy 
was more costly and more effective than olanzap-
ine (ICER £11,359 per additional QALY). Hence, 
using the U.K. threshold as a reference point, the 
results suggest that lithium was the optimal cost-
effective therapy. The study model sensitivity 
analysis results suggest a number of assumptions: 
they were markedly altered when lithium was 
assumed to have a effect on mortality similar to 
that of the other pharmacological treatments. 
Specifically, if in the analyses the lithium strate-
gies were not associated with additional mortality 
effects (e.g., decrease in suicide mortality rates), 
then valproate would be the dominant strategy for 
a depressive episode, and all strategies would be 
dominated by olanzapine for a manic episode. 
This suggests that the mortality benefit associ-
ated with lithium was also central to its cost- 
effectiveness [13].

19.2.2  Cost-Effectiveness of Atypical 
Antipsychotics

Current cost-effectiveness studies (2005–2016) 
of treatments for BD mostly assess recent atypi-
cal antipsychotics such as quetiapine, asenapine, 
and olanzapine. Regarding treatment with que-
tiapine, five cost-effectiveness analyses and one 
systematic review were found. Quetiapine mono-
therapy dominated olanzapine, lithium, and 
divalproate comparators for all phases of mainte-
nance treatment [16, 19]. As adjunctive therapy, 
quetiapine in combination with mood stabilizers 
(lithium/divalproate) was more cost-effective 
than monotherapy with a mood stabilizer [15, 17, 
24]. Plosker [24] showed that quetiapine as 
monotherapy for a BD episode had more favor-
able results in comparison with more traditional 
interventions (venlafaxine + lithium, paroxetine 
+ lithium) [24], but less favorable ones in com-
parison with aripiprazole [17]. For manic epi-
sodes, risperidone and aripiprazole were 
dominated by quetiapine [24].
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Three studies evaluated the cost-effectiveness 
of asenapine in comparison with that of olanzap-
ine for BD treatment. In the economic model 
used by Caresano et al. [22], asenapine was the 
dominant strategy (lower costs and higher effec-
tiveness) in BD mixed episodes. This interven-
tion decreased the duration of hospitalizations, 
saving €1588.8 over 5 years [22]. Sawyer et al. 
[21] demonstrated that asenapine was also a cost- 
effective alternative to olanzapine in the mainte-
nance treatment of mixed episodes and saved 
costs, avoiding prolonged hospitalization 
(decreased time hospitalized, saving £2000 over 
5 years). The economic evaluation by Lachaine 
et al. [23] showed that asenapine is a dominant 
alternative over olanzapine, presenting higher 
QALYs. The authors included extrapyramidal 
symptoms, weight gain, and long-term metabolic 
complications in the model [23].

Pari et al. [25] reviewed five studies of olan-
zapine’s cost-effectiveness in BD treatment. For 
treatment of manic episodes, the results sug-
gested that olanzapine was less cost-effective 
than haloperidol and quetiapine + lithium, and 
equally effective as valproate per additional 
QALY. However, for maintenance therapy, olan-
zapine was more cost-effective than lithium in 
preventing mood episodes [14, 25]. Metabolic 
side effects were evaluated as outcomes by 
Kasteng et al. [18], demonstrating that aripipra-
zole was more cost-effective than olanzapine, 
with more QALYs gained.

19.2.3  Other Treatments

The cost-effectiveness of electroconvulsive ther-
apy in BD treatment was evaluated by Greenhalgh 
et al. [26]. They found no conclusive results 
regarding the cost-effectiveness of electroconvul-
sive therapy in manic episodes. The authors sug-
gested that this was because of the lack of primary 
data (from randomized controlled trials) to create 
adequate uncertainty parameters for the eco-
nomic model. Only one study assessing psycho-
therapy was obtained. In the study by Lam et al 
[9], cognitive behavioral therapy was useful for 

preventing relapse in BD and was more cost- 
effective compared with usual care [9].

19.3  Challenges, Gaps, 
and Limitations of Cost- 
Effectiveness Studies 
in Bipolar Disorder

As seen in the previous sections, cost- 
effectiveness analyses are increasingly common 
in the literature as decision support tools. These 
analyses are broadly applicable and can be used 
in a variety of contexts. However, many gaps, 
challenges, and limitations can be identified in 
the published studies reporting economic analy-
sis in BD. Most studies focus on pharmacother-
apy. Little is invested in the economic assessment 
of psychosocial interventions and cost- 
effectiveness and cost-benefit analyses [27]. In 
the past decade, the number of complete eco-
nomic analysis in BD has been growing, and 
recent systematic and critical reviews of these 
analyses have demonstrated some important 
issues with that evidence; these are related not 
only to methodological challenges but also to the 
complexity of this severe mental disorder. Some 
relevant topics calling into question different 
steps in a cost-effectiveness study in BD are 
described in the subsequent sections.

19.3.1  Issues Related to the Choice 
of Comparative Alternatives

Many cost-effectiveness studies in BD compare a 
range of different classes of drugs through mixed 
treatment comparisons (MTC) and head-to-head 
trials, but a smaller number of studies evaluates 
combinations of medicines (e.g. a mood stabi-
lizer plus an antipsychotic), the use of which is 
very common in clinical practice. An economic 
analysis needs to reflect the reality of healthcare 
interventions in order to be a useful tool for deci-
sion makers when planning health policy. In 
addition, many studies did not justify the choice 
of alternative interventions in their analysis [5].

19 Cost-Effectiveness of Treatment for Bipolar Disorders
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19.3.2  Issues Related to Outcomes

Considering that BD figures among mental dis-
eases with high mortality rates (suicide, all 
causes), mortality would represent an important 
outcome to consider as an input parameter in 
cost-effectiveness studies. However, Mohiuddin 
[5], in a critical review of cost-effectiveness stud-
ies of pharmacological treatments in BD, found 
that half of the revised studies did not include the 
risk of mortality in their analysis. This gap prob-
ably leads to an underestimation of the impact of 
the disease, as well as biased estimates of the 
effectiveness of interventions.

The same author reported that none of the 
studies included in the systematic review consid-
ered the possibility of patients having a mixed 
episode, which can occur in 30–40% of BD pop-
ulations, making it difficult to judge the consis-
tency of the conclusions of cost-effectiveness 
studies in this area [5]. We found just two studies 
that reported results from patients with mixed 
episodes.

Many cost-effectiveness studies use efficacy 
measures based on patients’ symptom improve-
ment (as response rates or disease-free days). 
This specific outcome limits comparisons with 
other healthcare interventions that report using a 
similar measure. Regulatory agencies and guide-
lines for cost-effectiveness studies have recom-
mended QALY as the generic outcome measure 
in cost-effectiveness studies in order to facilitate 
a wide range of comparisons across different 
conditions [5]. This is a challenge in BD, since 
the most popular generic quality-of-life instru-
ments, such as the SF-6D (derived from the 
SF-36) and EQ-5D, have demonstrated some 
limitations in some groups with BD. Brazier 
et al. [28], in a recent systematic review of the 
validity and responsiveness of generic preference- 
based measures, reported some concerns in the 
population with BD: it is unclear whether this 
instrument is valid in manic or hypomanic indi-
viduals; generic measures reflected known differ-
ences in clinical measures of depression, but not 
mania; and the generic measures fail to capture 
many of the problems that arose in the interviews 
with patients with BD; this is reflected in the psy-

chometric evidence on validity and responsive-
ness results. Furthermore, some concern exists 
around how to obtain reliable information from 
manic or hypomanic patients when using a self- 
report questionnaire [28] (see Chap. 6).

19.3.3  Issues Related 
to the Modelling Technique

BD is a progressive and long-term disease, and in 
order to accurately represent its progression over 
time and its economic implications, a modeling 
framework must be supported by appropriate 
modeling techniques, model structure, and input 
parameters.

The choice of modeling techniques in BP is 
challenging because the natural history of the 
disease is unpredictable, even in one particular 
individual; therefore, comparing the follow-up of 
two different patients can be challenging since 
they can have completely different patterns of the 
disorder. The use of a decision tree or Markov 
model may not adequately represent the hetero-
geneity between patients because of the restricted 
ability to capture the reality of BD. Discrete 
event simulation could be an alternative; it can be 
used to replicate the time-dependent stochastic 
behavior of patients at an individual level. 
However, this method requires expert knowledge 
to construct a model in an explicit and effective 
way [5]. So, it is advisable that researchers spend 
time planning their modeling techniques, consid-
ering the pros and cons of each model to judge 
which one best fits their data. When authors write 
their articles, it is important to justify the choice 
of modeling technique used.

19.3.4  Issues Related to the Time 
Horizon

BD is a lifelong chronic illness, demanding a lon-
ger time horizon in economic analysis in order to 
represent a realistic scenario of the disorder. The 
use of a short time frame may introduce potential 
bias, as occurs in some cost-effectiveness studies 
in this area [5].
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309

In addition to these methodological issues in 
the cost-effectiveness literature about BD disorder, 
development of recommendations to support the 
prioritization of investments in the prevention or 
treatment of mental illness is challenging not only 
because of the dearth of studies, but also because 
of the distinctive characteristics inherent to each 
population [27]. Economic evaluations are com-
monly expensive, time-consuming, and demand-
ing in terms of trained human resources with skills 
in the area. As a consequence, it would be impos-
sible to conduct an economic analysis for every 
health care intervention. Frequently, decision 
makers need to assess health technology assess-
ment information from international studies [29].

Geographical transferability of economic data 
can represent a way of making more efficient use 
of existing studies and may be the only alternative 
for some countries where information is scarce. 
However, the potential applicability of the results 
from one country to another must be considered 
carefully. Clinical trials are frequently carried out 
in populations with genetic, demographic, and 
cultural characteristics that can present huge dif-
ferences between countries. Such differences can 
significantly change parameters such as efficacy, 
effectiveness, and preferences [29].

Political differences can also be a barrier for 
the transferability of economic data. While coun-
tries such as Canada, the United Kingdom, and 
Australia have guidelines and economic evalua-
tion studies for the treatment of psychiatric disor-
ders, Brazil, for example, still does not have a 
policy for the majority of mental diseases.

There seems to be a consensus on the best 
practices to be adopted for technology transfer. 
The adoption of clear best practices for interna-
tionally recognized economic modeling, the use 
of the highest-quality evidence, the use of deter-
ministic sensitivity analyses in order to explore 
potential biases, and the use of probabilistic sen-
sitivity analyses for a broad evaluation of the 
model are examples of best practices. In line 
with this, the International Society for 
Pharmacoeconomics and Outcomes Research 
Task Force determined that an economic evalua-
tion would be “generalizable” if it were applied 
to other contexts without adjustments. The group 

highlighted that many of the studies classified as 
economic analyses have questionable quality and 
usefulness for decision making and, as a result, 
would have very limited applicability. They also 
found that the perspective of the analysis, dis-
count rates, and approach for assessing the inci-
dence costs and prevalence of diseases are not 
suitable for all contexts [29].

In this context, several organizations have 
endeavored to bridge this gap by conducting eco-
nomic evaluation research. At the international 
level, these organizations include the World Health 
Organization (WHO) and its Choosing 
Interventions that are Cost Effective program, the 
U.K. National Institute for Health Research Health 
Technology Assessment program, and the 
Canadian Agency for Drugs and Technologies in 
Health. Based on the assumption that the results of 
cost-effectiveness studies are not equally applica-
ble to all countries and that pooling these results at 
a single clearinghouse would be useful to research-
ers and health administrators alike, in 1998, the 
WHO Choosing Interventions that are Cost 
Effective program created a database of cost-effec-
tiveness results divided into 14 WHO subregions 
that have similar epidemiological, infrastructure, 
and economic characteristics. The program has 
published results for several mental health topics in 
the “AMR B” subregion, which includes Brazil. 
These topics have included measures for reducing 
hazardous alcohol use, determining the cost-effec-
tiveness of schizophrenia treatment, and devel-
oping clinical interventions for reducing the 
consequences of BD and depression [5].

19.4  Limitations in the Review 
Studies Cited in This Chapter

Many studies evaluated here were limited regard-
ing design choices, comparator evaluation, out-
come measures, and data management. One of 
the most frequent limitations found was that 
studies did not describe drug dosages and titra-
tion for interventions and comparators. As is 
known by clinical psychiatrists and presented by 
randomized controlled trial data, several psycho-
tropic medications need to be used at particular 
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dosages to be capable of decreasing or resolving 
symptoms. By choosing to not show dose values, 
studies introduce some degree of uncertainty to 
the effectiveness of the data they present, since 
lower than recommended doses may falsely rep-
resent less drug efficacy and higher than recom-
mended doses may increase side effects.

Few reviewed studies compared classical 
mood stabilizers with atypical antipsychotics. 
Even today, most assistant psychiatrists use lith-
ium, valproate, and carbamazepine to treat 
BD. Although efficacy and effectiveness of atypi-
cal antipsychotics have been established for BD 
treatment, current guidelines still recommend 
classical mood stabilizers as treatment first 
choice [30, 31]. The lack of comparisons with 
them may poorly represent clinical practice and 
incorrectly identify a lack of cost-effectiveness 
for this type of drug. In addition, most proposed 
interventions were not in concordance with well- 
established guidelines, which can cause a possi-
ble misinterpretation of the effectiveness results.

From an external validation perspective, the 
fact that the majority of results were extracted 
from secondary and indirect sources produces a 
less robust and consistent interpretation of the 
results. This is an inherited limitation of simula-
tion studies and is an important observation that 
points to the lack of primary data found in psy-
chiatry, particularly on treatment for BD.

19.5  Conclusions

A central challenge for decision-making is het-
erogeneity among published studies, with a pau-
city of analyses comparing a wide range of 
therapeutic alternatives for BD treatment. All 
drug alternatives reviewed were cost-effective; 
nonetheless, it is important to note that mainly 
atypical antipsychotics were the selected strat-
egy. Interests of industries and authors guided 
drug and protocol choices – decisions that could 
be based on biased assumptions and decision- 
making processes.

Conclusions regarding which treatments for 
BD are “best” in terms of effectiveness ratio is 
difficult because it depends on the WTP for men-

tal health treatments in each healthcare system. 
When planning cost-effectiveness studies in BD, 
researchers need to be aware of the knowledge 
required to develop advanced models (e.g., dis-
crete event simulation) that are able to represent 
the reality of this long-term disease, with a wide 
variability of outcomes during follow-up (see 
Chap. 7).
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Abstract

The aim of this chapter is to provide a critical overview of cost- effectiveness 
studies of antipsychotics in the treatment of psychotic disorders. Relevant 
studies were briefly reviewed and analyzed according to perspective, funding 
sources, outcomes, comparators, and time horizon. Differences in the cost-
effectiveness of older, first-generation antipsychotics and the newer second-
generation drugs are still a matter of debate. Several methodological issues 
limit the generalization of cost-effectiveness studies across countries.

20

20.1  Introduction

The use of antipsychotics in psychiatric practice 
began in the 1950s [1] with the introduction of 
chlorpromazine in the market. Since then, newer 
antipsychotics have been developed and adopted 
for the treatment of psychotic disorders. Until the 
early 1990s, drug choice was based mainly on 
efficacy and tolerability criteria; clozapine was 
the only atypical antipsychotic available at that 
time, and its use was restricted to treatment- 
resistant schizophrenia. Although clozapine has 
been proven to have superior efficacy for treat-
ment of severe psychosis, life-threatening risks 
due to adverse events – namely, agranulocyto-
sis – became the main restriction to its wide-
spread use [2]. Therefore, pharmaceutical 
companies began racing to find the ideal antipsy-
chotic, which should combine the efficacy of 
clozapine and no hematological side effect. As a 
result, several newer antipsychotic drugs were 
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launched after the 1990s, starting with risperi-
done, followed by olanzapine, ziprasidone, and 
quetiapine, among others. The newer drugs were 
classified as atypicals, or second-generation anti-
psychotics (SGAs), and, as a rule, and indepen-
dent of their similar comparative efficacy and 
tolerability, they had higher prices than older, 
first-generation antipsychotics (FGAs) such as 
haloperidol and chlorpromazine [3]. In Table 20.1 
the most common FGAs and SGAs available 
worldwide are listed.

The emergence of new and expensive antipsy-
chotics challenged stakeholders involved in the 
treatment of schizophrenia and other psychoses, 
who questioned whether it would be worthwhile to 
pay more for the newer drugs [4–6]. One of the 
main concerns for public policies regarding ratio-
nal resource allocation is the remarkable differ-
ences in prices among antipsychotics: costs for 
atypicals can be 167 times greater than cost for 
typicals; even among atypicals, one study found 
unit costs for olanzapine to be 400 times higher 
than unit costs for risperidone [6]. However, focus-
ing exclusively on costs does not allow for the best 
choices because schizophrenia imposes diverse 
costs in multiple sectors. Expensive treatment 
would be acceptable if it provided better outcomes 
in comparison with cheaper available treatments, 
that is, cost-effectiveness [5] (see Chap. 5). Yet, 
health economics questions have arisen regarding 

which outcome could be measured (and how) to 
verify the best value for the money that is, the best 
treatment for a fair price? By “stakeholders” we 
mean payers, patients and caregivers, healthcare 
professionals, policymakers, and healthcare pro-
viders. The answers to these queries should come 
from economic analyses.

20.2  Characteristics of Economic 
Evaluations of Antipsychotics

Economic evaluations measure costs and out-
comes, allowing two or more competing alterna-
tives to be compared, and they are a powerful tool 
for decision-making in healthcare [7]. The two 
main economic evaluations used to support the 
decision-making process in health field are cost- 
effectiveness analysis (CEA) and cost-utility 
analysis (CUA) (see Chaps. 5 and 6). The World 
Bank and the World Health Organization recom-
mend the use of cost-effectiveness studies for 
decision-making and budget allocation, especially 
for countries with scarce resources [8]. However, 
there is a paucity of economic evaluation in the 
majority of countries, especially among low- and 
middle-income countries. Similarly, the majority 
of clinical trials published in the literature has not 
added an economic component, though there is a 
growing trend to incorporate one [9].

Table 20.1 First-generation antipsychotics (FGAs) and second-generation antipsychotics (SGAs)

First-generation antipsychotics (typicals)
Second-generation antipsychotics 
(atypicals)

Oral Chlorpromazine
Levomepromazine
Thioridazine
Trifluoperazine
Pimozide
Sulpiride
Zuclopenthixol

Amisulpride
Aripiprazole
Asenapine
Clozapine
Lurasidone
Olanzapine
Paliperidone
Quetiapine
Quetiapine XR (extended release)
Risperidone
Sertindole
Ziprasidone

Injectable Fluphenazine long-acting injectable
Haloperidol decanoate
Pipothiazine depot
Zuclopentixol decanoate

Aripiprazole long-acting injectable
Olanzapine long-acting injectable
Paliperdione long-acting injectable
Risperidone long-acting injectable
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Likewise, economic evaluations are scarce in 
the field of Psychiatry, and the majority of data 
published on this topic come from modeling 
studies (Chap. 7). The main limitation in this 
regard is the use of data extracted from multiple 
sources, including clinical trials (when avail-
able), which may not necessarily reflect the real 
world (see Chap. 7). Because economic model-
ing carries all the limitations from the extrapola-
tion of data from clinical trials, the ideal economic 
evaluation regarding comparison among antipsy-
chotics is empirical, head-to-head trials designed 
for such a purpose, .

According to the Consolidated Health 
Economics Evaluation Reporting Standards 
checklist, some items are crucial for reporting 
and analyzing CEA studies: outcomes, com-
parators, perspective, time horizon, and fund-
ing [10]. In the case of schizophrenia disorders 
and antipsychotics, CEA studies should  
consider factors such as stage of the disease, 
because response to treatment is different as 
disease progresses. Moreover, the burden of 
schizophrenia [5, 11] is reflected on other sec-
tors of society, and non–health-related costs 
and outcomes should be taken into account, as 
well as the need for broader perspectives should 
be considered.

20.3  The Burden of Schizophrenia

The early onset and chronic course of schizo-
phrenia are responsible for its enormous burden, 
in spite of its relatively low prevalence. The bur-
den of schizophrenia affects patients, caregivers, 
healthcare systems, and society.

The economic burden of schizophrenia comes 
from direct costs, indirect costs, and intangible 
costs [4, 5].Among direct health costs, hospital 
care is the main driver and can range from 19% 
(in the United States) to 92% (in Belgium), dem-
onstrating a great variability in treatment patterns 
[12]. In the 1990s, the World Health Organization 
estimated that direct costs of schizophrenia in 
Western countries ranged from 1.6% to 2.6% of 
total healthcare expenditures [13].

Indirect costs of schizophrenia are those 
related to loss of productivity, unemployment, 
loss of caregiver productivity and time, increased 
morbidity, and premature mortality [4, 14] (see 
Chap. 25). From a societal perspective, the main 
contributor to schizophrenia costs are indirect 
costs, accounting for 50–85% of total costs [14]. 
Intangible costs are those related to the deteriora-
tion in quality of life of patients, families, and 
friends as a result of other factors such as pain 
and suffering.

The total costs of schizophrenia in the United 
States in 2002 were estimated to be US$62.7 bil-
lion [15]. Interestingly, from 1991 to 2002, inpa-
tient costs decreased while outpatient and 
medication costs increased in the United States. 
This decrease in inpatient costs can be explained 
by changes in Medicaid payment practices and 
the expansion of managed care programs that 
incentivize clinical staff to return patients to out-
patient status as soon as possible. The use of clo-
zapine has also been mentioned as a factor of 
decreased inpatient costs, as this drug is associ-
ated with lower hospitalization rates among 
patients who otherwise would have been chroni-
cally hospitalized [15].

20.4  Guidelines and Treatment 
Algorithms

Several guidelines exist for the treatment of 
schizophrenia [16–19]. They all share the follow-
ing recommendations: antipsychotic monother-
apy is preferred over polytherapy, and clozapine 
should be given to patients with treatment- 
resistant schizophrenia. The Schizophrenia 
Patient Outcomes Research Team [17] recom-
mendations include avoiding olanzapine as a 
first choice for young patients because of the risk 
of metabolic adverse events [20]. The use of anti-
psychotic polytherapy is not recommended as 
first- or second-line treatment by any guideline 
because there is no proven benefit to combining 
antipsychotics; rather, the association increases 
adverse events and costs [6]. The exception is in 
the super-refractory population, that is, those 
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refractory to clozapine. In such cases, adding 
another antipsychotic to clozapine could be 
attempted to augment clozapine’s efficacy, but 
even this strategy is not fully supported by clini-
cal evidence [21].

All the guidelines recommend, based on effi-
cacy, either FGAs (typicals) or SGAs (atypicals). 
The guidelines do not take into account cost- 
effectiveness of the available pharmacological 
treatments. Since the differences among the anti-
psychotics are mainly based on effectiveness, 
which includes not only efficacy but also tolerabil-
ity and adherence aspects, which outcomes should 
be pursued when analyzing cost- effectiveness? 
Which outcomes could really influence resource 
allocation? Which analyses could better support 
decision-making in low- and middle-income coun-
tries? What are the risks in using data from high-
income countries?

20.5  Outcomes

The purpose of economic evaluation is to support 
decisions to achieve the best possible interven-
tion for a patient using available resources. 
Because both typical and atypical antipsychotics 
are efficacious in reducing psychotic symptoms 
but have different side effect profiles, the out-
come should reflect the information required for 
decision-making.

The choice of outcome in mental health is not 
straightforward (see Chap. 3), and in the case of 
schizophrenia it is even more complex. Economic 
evaluation can provide different levels of infor-
mation in this regard. CEAs are useful for com-
paring two or more treatments oriented mostly 
toward clinical outcomes (e.g., psychotic symp-
toms, negative symptoms). These outcomes are 
measured by specific scales for psychosis, such 
as the Positive and Negative Syndrome Scale. 
However, CEAs are too narrow in terms of cap-
turing all the benefits of treatments; CEAs require 
only one outcome. Then, depending on the choice 
of outcome and which drugs are compared, one 
drug can or cannot be cost-effective. However, it 
is important to note that in this case a drug would 
be cost-effective for one outcome, and potential 
benefits from changing other outcomes are not 

included. The majority of CEA studies use a 
healthcare provider perspective and do not 
include indirect costs; therefore, in terms of 
resource allocation, it might be said that good 
treatments in terms of generating benefits are not 
necessarily cost-effective [5]. In schizophrenia 
disorder, multidimensional evaluations are essen-
tial, rather than focusing only on improving psy-
chotic symptoms.

One alternative to CEA is CUA using generic 
indicators, usually encompassing multiple 
dimensions. The most known are quality-adjusted 
life years (QALYs) and disability-adjusted life 
years. Regarding QALYs, the use of CUA for 
capturing changes in outcomes and QALYs in 
schizophrenia have many methodological restric-
tions (see Chaps. 3 and 5). While CUA informa-
tion is useful to determine resource allocation 
between different programs and diseases, it is not 
“fair” in the case of schizophrenia because the 
potential benefits of treatment are not appropri-
ately captured using QALY measurements. In 
this regard, disability-adjusted life years better 
address reduction of the disability caused by 
schizophrenia, though some methodological 
issues have been raised for this process, too.

The only economic evaluation able to cap-
ture all the benefits of schizophrenia treatments 
is cost-benefit analysis (CBA). CBA adopts a 
societal perspective and computes indirect 
costs, direct costs, informal care costs, spillover 
effects, and gains to individuals and to society; 
for this reason CBA is the best economic evalu-
ation for providing accurate information for 
resource allocation. However, applying CBA 
methods in health, especially in mental health, 
has methodological constraints. Because of the 
cognitive impairments in and some peculiari-
ties of people with schizophrenia, the use of 
willingness-to-pay techniques were difficult to 
apply, though this kind of obstacle has also 
occurred with time trade-off and standard gam-
ble (see Chaps. 3, 4 and 6). Discrete choice 
experiments have recently been tested in the 
Mental Health field, and with schizophrenia 
disorder in especial, showing some promising 
results (see Chap. 4).

New approaches have more recently been pro-
posed as alternatives to economic evaluation; one 
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example is the capability approach (see Chap. 9), 
in which several dimensions are considered in 
terms of having minimal capability for living at 
decent standards. However, it is still premature to 
affirm that this approach is the best alternative, 
and studies of this are still in progress.

Another important issue is the choice of inter-
mediate outcomes for CEA studies, such as hos-
pitalization rates or length of hospitalization. 
These are not actually “intermediate” outcomes 
because they are not necessarily related to the 
improvement of users’ mental health. In fact, 
economic evaluation requires primary outcomes. 
If one treatment claims superiority over another 
because it decreases the number of days of hospi-
talization, several aspects should be taken into 
account before making this conclusion: the 
healthcare system, the treatment setting, access 
to hospitals, and the costs of hospitalization. 
Moreover, such studies define hospitalization 
rates the same way they define relapse rates, 
which is not necessarily true. A patient’s symp-
toms may worsen without them being hospital-
ized; conversely, hospitalization may occur for 
reasons other than a relapse. Economic modeling 
usually extracts data from randomized clinical 
trials to make an assumption about hospitaliza-
tion rates, which is another reason to interpret the 
results with caution. Decision models using 
rehospitalizations as outcomes found that SGAs 
are dominant in comparison with haloperidol 
(i.e., SGAs were less costly and more effective) 
[22, 23], but such results were not confirmed by 
clinical trials that used broader outcomes such as 
QALYs, quality of life, and quality of well-being 
[24–26].

In summary, it is important to verify the real 
meaning of the outcome presented in an study 
and explain how assumptions were made.

20.6  Funding

The funding of a study is an important source of 
bias. Results of industry-funded studies signifi-
cantly favor expensive atypical antipsychotics 
over typical antipsychotics when compared with 
non–industry-funded studies [27]. In 90.0% of 

studies, the reported overall outcome is in favor 
of the sponsor’s drug [28].

The majority of published cost-effectiveness 
studies are conducted by pharmaceutical compa-
nies, mainly in high-income countries. The con-
centration of studies in high-income countries 
might occur because of the demands of regula-
tory agencies such as the U.S. Food and Drug 
Administration, the European Medicines Agency, 
and the National Institute for Health and Clinical 
Excellence, which provides guidance on health 
technology and clinical practice to the National 
Health Service in England and Wales. This sce-
nario raises the need for conducting more inde-
pendent analyses and more cost-effectiveness 
studies in low- and middle-income countries, 
where healthcare systems have particular charac-
teristics; this should prevent decision-makers 
from importing data from high-income countries. 
The paucity of economic evidence in the pub-
lished literature using data from developing 
countries has been observed in other healthcare 
areas, as critically stated by Mulligan et al. [29], 
who were alert to the need for economic evalua-
tion with a broader view and transparency that 
takes into account local constraints.

Many industry-sponsored clinical trials indi-
cate that atypicals are superior to typicals in 
terms of efficacy and tolerability. However, in 
addition to the sponsorship bias, such trials are 
often too short or include a highly selected popu-
lation that does not reflect reality. SGAs replaced 
the FGAs without superior cost-effectiveness 
proven by large-scale studies [5].

Two pragmatic clinical trials not sponsored by 
pharmaceutical companies were carried out to 
look for data that could help in decision-making, 
especially in the public health setting: the Clinical 
Antipsychotic Trials of Intervention Effectiveness 
(CATIE) study [25] and the Cost Utility of the 
Latest Antipsychotic drugs in Schizophrenia 
Study (CUtLASS) [26, 30]. The characteristics 
of both studies are summarized in Table 20.2.

Analysis of the cost-effectiveness of SGAs 
and perphenazine using data from the CATIE 
trial, with QALY as the outcome, concluded that 
the average total monthly healthcare costs were 
US$300–600 (20–30%) lower for perphenazine 
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than for SGAs because of lower drug costs, and 
found no significant differences between per-
phenazine and any of the SGAs, either in QALY 
ratings or PANSS ratings [25].

CUtLASS came to somewhat similar conclu-
sions. The study found no disadvantage in terms 
of quality of life, symptoms, or associated costs 
of care over 1 year when starting treatment with 
FGAs rather than SGAs in people with schizo-
phrenia [26].

CATIE and CUtLASS are mentioned in this 
section to challenge the importance of study 
funding. It is interesting that these two non–
industry-funded trials favored older, cheaper 
antipsychotics rather than newer SGAs. However, 
both studies have limitations: they were not long 
enough to detect differences in longer-term side 
effects such as tardive dyskinesia or metabolic 
syndrome.

SGAs are an important advance in the treat-
ment of schizophrenia and other psychoses, but 

the differences between SGAs and FGAs in terms 
of clinical effectiveness and relapse prevention 
may not be as great as previously believed. From 
an individual patient perspective, the multiple 
choices are an advantage, but from a societal per-
spective, the heterogeneity of the antipsychotics, 
even within the same class (typicals or atypicals), 
adds complexity to analyses.

20.7  Perspective

When analyzing a cost-effectiveness study, it is 
fundamental to determine the study’s perspective. 
However, in a review of the global burden of 
schizophrenia, the authors found that fewer than 
half (23/56; 41%) of the studies included in the 
review explicitly stated the perspective taken [14]. 
Keep in mind that the answer to the question, 
“How much is a symptom-free day worth?” varies 
depending on the perspective [15]. For the calcu-

Table 20.2 CATIE and CUtLASS characteristics [25, 26, 30]

Study CATIE CUtLASS

Subjects (N) 1493 227

Design Double-blind, randomized, 
multicenter

Randomized, rater-blinded, 
multicenter

Setting 57 clinical sites in the United States, 
including university clinics, Veterans 
Affairs centers, and private clinics

Five medical schools in England

First-generation (typical) 
antipsychotic

Perphenazine Several (mostly sulpiride)

Second-generation (atypical) 
antipsychotics

Olanzapine, quetiapine, risperidone, 
ziprasidone

Amisulpride, olanzapine, quetiapine, 
risperidone

Duration of the study 18 months 12 months

Population Schizophrenia (excluding subjects 
with schizoaffective disorders) 
(DSM-IV)

Schizophrenia, schizoaffective 
disorders, and delusional disorder 
(DSM-IV)

Age 18–65 years 18–65 years

Primary outcome Discontinuation of treatment for any 
cause

QLS

Primary outcome 
(cost-effectiveness)

QALY QLS

Secondary outcomes PANSS
CGI

PANSS
Calgary Depression Scale
Adherence
Extrapyramidal symptoms
Participant satisfaction

Funding National Institute of Mental Health UK National Health Services

CGI clinical global impression, DSM-IV Diagnostic and Statistical Manual of Mental Disorders, 4th ed., PANSS 
Positive and Negative Syndrome Scale, QALY quality-adjusted life year, QLS quality of life scale
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lation of burden and cost of illness, the societal 
and payer perspectives are the most used [14]; 
when speaking of cost-effectiveness studies, how-
ever, the majority are conducted from the payer 
(either public or private) perspective. The reason 
for the predominance of the payer perspective is 
probably because such studies (usually based on 
modeling) are motivated by the possibility of 
obtaining reimbursement from healthcare provid-
ers and to convince policymakers.

Studies using a patient perspective are rare. 
Specifically, costs from a patient perspective are 
typically expenses that patients pay for medical 
products or healthcare services not covered by 
their health insurance [31]. Understanding and 
comparing the costs across different perspectives 
may help to identify areas where costs shift and 
may result in better health policies.

20.8  Time Horizon

Schizophrenia is a chronic illness, with onset 
commonly in early adulthood. Each stage of 
schizophrenia has particular features: the age of 
the patient, the caregiver situation, the most 
appropriate treatment (psychosocial and pharma-
cological), and the disease severity. The disease 
is characterized by acute episodes of psychosis 
and periods of relative stability. In summary, the 
disease changes over time, and each period has 
distinct needs and requires specific solutions.

A cost-effectiveness study is limited by its 
time horizon. Studies should be carried out over a 
time frame long enough to capture the longer- 
term consequences of an outcome. We cannot 
make conclusions about schizophrenia by con-
sidering its full course. For instance, an SGA 
may be more cost-effective than an FGA in a 
6-month study. However, the metabolic side 
effects related to some SGAs may not be observed 
in the short term, which could affect morbidity 
and adherence. We can also consider the CATIE 
trial and CUtLASS, which did not find differ-
ences in effectiveness between SGAs and FGAs, 
but the time horizon did not allow the impact of 
tardive dyskinesia to be observed, which could 
favor the SGAs [25, 26].

20.9  Comparators

A cost-effectiveness study should ideally com-
pare a new intervention with the best available 
alternative, or at least with the choices available to 
physicians. However, few trials include a com-
parator that represents the standard therapy [32]. 
The choice of comparator is influenced by many 
factors, from the purpose and perspective of 
the study to the organization of the healthcare 
system.

Cost-effectiveness studies comparing a new 
intervention with another relatively new and 
expensive intervention are common, for instance, 
studies comparing the paliperidone long-acting 
injectable with the olanzapine long-acting inject-
able or the risperidone long-acting injectable 
[33–36] (usually in modeling studies). It is note-
worthy that in the absence of data from clinical 
trials, models are based on expert opinion about 
the likely effect(s) of the studied drug.

Taking into account the limitation of the mod-
els, the Veteran Affairs Administration decided 
to conduct a naturalistic randomized clinical trial 
to assess the cost-effectiveness of long-acting 
 risperidone, comparing this drug to oral antipsy-
chotics (mostly SGAs but also FGAs) [24]. The 
study enrolled patients with poor medication 
adherence, higher hospitalization rates, and sig-
nificant comorbidities. Different from studies 
based on modeling, this trial did not find any 
additional benefit in effectiveness among patients 
taking long-acting risperidone. The authors con-
cluded that the risperidone long-acting injectable 
did not improve clinical outcomes or decrease 
hospitalization costs; in fact, it added US$4060 
to annual pharmacy costs, and excluding it from 
formularies would save costs without affecting 
patient welfare [24]. This study compared the 
new intervention with available antipsychotics 
and challenged statements from previous studies 
that long-acting injectable SGAs decreased costs 
through lower hospitalization rates resulting 
from higher adherence to treatment. The conclu-
sions of the Veteran Affairs study cannot be gen-
eralized, as they reflect a specific system within 
the United States. Patients covered by the 
Veterans Health Administration are usually older 
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and have a higher income than patients with other 
types of insurance.

Cost-effectiveness studies of lurasidone (an 
SGA) have proven its favorable cost- effectiveness 
in comparison with quetiapine extended release 
[37] and aripiprazole [38], two other expensive 
SGAs. It is not a surprise that the results favored 
the sponsor’s drug, since as we previously dis-
cussed a study’s source of funding is an impor-
tant source of bias [27, 28].

We are not saying here that industry- sponsored 
studies do not have a role. Instead, our recommen-
dation is to always pay attention to the final pur-
pose of the study and its characteristics, such as 
the chosen comparator, perspective, outcome, type 
of study (clinical trial or modeling), and time hori-
zon, in addition to the funding source. A critical 
analysis is fundamental to good decision-making.

20.10  What Is a Cost-Effective 
Antipsychotic?

The cost-effectiveness of an antipsychotic or any 
other drug depends on several factors: the com-
parator, outcomes, perspective, and time horizon. 
Clinical trials are better than modeling studies in 
terms of accuracy, but they are more expensive 
and findings are not generalizable. The particu-
larities of each country require specific analyses 
and are seldom answered by imported studies 
and models. Low- and middle-income countries 
have different needs in comparison with high- 
income countries. Various methodological issues 
in cost-effectiveness studies limit the conclusions 
that can be drawn.

Until now, no conclusive evidence on the cost- 
effectiveness of SGAs has been found, and the 
comparisons between FGAs and SGAs are still a 
matter of debate [5, 32]. Clozapine seems to be 
an exception, with proven cost-effectiveness for 
treatment-resistant patients, particularly those 
with high use of inpatient services [5, 32, 39].

In summary, it is not possible – nor was it our 
intention – to state which antipsychotics are most 
cost-effective. Instead, it is important to always 
make critical use of available studies, especially 
when data are not generated locally.
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Abstract

In this chapter we discuss methodological issues regarding cost- 
effectiveness research on treatment strategies for alcohol and other sub-
stance use disorders. Alcohol and substance use disorders have been 
included in public health policy agendas because of their high prevalence 
and economic burden to society. However, important issues must still be 
considered in economic evaluations of this topic, such as adopting an 
appropriate perspective that takes into account all social burdens due to 
these disorders, that is, including indirect costs of and social gains achieved 
by the treatments available. User profiles and high dropout are the main 
hindrances in conducting cost-effectiveness studies aside clinical trials. 
The cost-effectiveness of the main pharmacological and nonpharmaco-
logical approaches is described in this chapter, as is the research chal-
lenges when considering targeting a population profile.
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21.1  Introduction

The interest in interventions in alcohol and other 
drug use disorders has been increasing among 
researchers. The discussion is still open regarding 
the efficacy and cost-effectiveness of available 
treatments. Cost-effectiveness provides argu-
ments for an evidence-based decision- making, 
ensuring the accuracy of resource allocation by 
policymakers, purchasers, and providers.

Thus, this chapter aims to present an updated 
overview of the cost-effectiveness of nonpharma-
cological, pharmacological, and mixed treat-
ments for substance-related disorders through a 
review of the literature in the PubMed database in 
the past 10 years. This review is focused on stud-
ies related to the use of alcohol, cannabis, 
cocaine, crack, amphetamines, and opioids.

21.2  Definition of Substance- 
Related Disorders

The World Health Organization estimates that 
15.3 million people suffer from drug addiction [1]. 
In 2010, mental and substance use disorders were 
the fifth leading disorder category of global disabil-
ity-adjusted life years (DALYs) and were the lead-
ing global cause of all nonfatal burden of disease 
(years lived with disability). The burden of drug 
use disorders was greatest among young adults 
(ages 15–29 years), and for alcohol use disorders 
the largest burden occurred at ages 25–55 years, 
followed by a gradual decline [2] (see Chap. 26).

No other drug surpasses the prevalence of alco-
hol consumption: 37.3% of world population con-
sumed alcohol at least one time in the past 
12 months; alcohol abuse and dependence caused 
about 3.3 million deaths, accounting for 5.9% of all 
global deaths. Cannabis is also commonly used 
(129–190 million people), followed by amphet-
amines, cocaine, and opioids. A discussion of 
tobacco use is not included in this chapter.

The diagnostic criteria adopted for substance- 
related disorders are the Diagnostic and 
Statistical Manual of Mental Disorders (DSM) 
and the International Classification of Diseases 
and Related Health Problems (ICD). Up to the 

4th edition of the DSM, drug dependence and 
drug abuse were distinct diagnoses. In this con-
text, drug dependence was defined as a maladap-
tive pattern of substance use leading to clinically 
significant impairment or distress, as manifested 
by three (or more) symptoms such as cravings, a 
persistent desire to cut down or regulate sub-
stance use, multiple reported unsuccessful efforts 
to decrease or discontinue use, tolerance, with-
drawal, among others, occurring at any time in 
the same 12-month period.

However, the latest version, the DSM-V [3], 
merged categories of abuse and dependence into 
a single disorder, toward a continuum measure-
ment from mild to severe disorder. Therefore, in 
this most recent version, drug abuse was consid-
ered as mild substance use disorder. The 10th 
revision of the ICD defines dependence syn-
drome as “a cluster of physiological, behavioural, 
and cognitive phenomena in which the use of a 
substance or a class of substances takes on a 
much higher priority for a given individual than 
other behaviours that once had great value.”

The problematic of substance-related disorders 
has been widely investigated by health profession-
als interested in explaining how these drugs affect 
the health of the users, and many efforts have been 
directed toward understanding the physiological 
processes of drug dependence and pharmacologi-
cal therapeutic modalities. However, the conclu-
sion was that social issues could act as one of the 
main causes of the disease and could be influenced 
by health treatments proposed so far.

21.3  Health and Nonhealth 
Outcomes of Alcohol 
and Drugs Disorders

Notably, psychoactive substance abuse and 
dependence affect society in different ways, bur-
dening all countries across the globe and chal-
lenging stakeholders and managers to determine 
the best coping strategy. Beyond users’ health, 
substance-related disorders also affect society as 
a whole in areas such as education, social care, 
criminal justice, the workplace, and early retire-
ment. Therefore, the choice of outcome in studies 
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interested in analyzing or determining casuistic 
conditions of this disease or effects of new treat-
ments should consider the magnitude of the tar-
get problem. A study aiming to verify whether an 
intervention promotes users’ motivation to aban-
don or reduce the use of their preferred drug 
would usually choose the number of days per 
month of alcohol/drug use as the outcome. 
However, other nonclinical outcomes that could 
be influenced by the intervention would be not 
assessed, though they could be relevant proxies 
of burden measurement, such as enhanced social 
participation, reduced work absenteeism, pro-
ductivity and income gains, fewer illegal activi-
ties, and overall family well-being. Moreover, 
cost-effectiveness studies allow only one out-
come to be assessed at a time, and in this case, 
multidimensional aspects drug and alcohol use 
are not verified. Therefore, the cost-effectiveness 
of interventions might be underestimated.

Therefore, nonhealth outcomes may be a good 
outcome option to be assessed in cost- effectiveness 
studies, especially if a multidimensional scale or 
measurement is chosen [4]. For instance, the most 
prevalent mental disorder in the workplace is 
alcohol misuse [2], and the cumulative overall 
effect of this kind of mental disorder in terms of 
lost economic output could reach $16 trillion over 
the next 20 years, equivalent to 25% of the global 
gross domestic product in 2010 [5]. In other 
words, treatments that improve patterns of alco-
hol use may affect non- health- related outcome 
measures such as job loss, presenteeism, and 
absenteeism (see Chap. 28).

By contrast, a generic health-related outcome 
largely used in cost-utility studies is quality- 
adjusted life years (QALYs), which have been the 
focus of extensive debate in terms of their con-
ceptualization, the appropriateness of their appli-
cation according to context, and, most important, 
regarding their use to guide health resource allo-
cation [6] (see Chaps. 9 and 10). Briefly, the dis-
cussion points out that, although health systems 
aim to maximize the health of the population and 
of individuals, equity and social justice are promi-
nent considerations in the allocation of healthcare 
resources, and the QALY, in its current concep-
tion, may not represent them (see Chap. 9).

21.4  The Challenge of Conducting 
Cost-Effectiveness Studies 
in Alcohol- and Drug-Related 
Disorders Using Health 
Economics Methods

Designing and conducting cost-effectiveness 
studies among people with substance-related dis-
orders entail many challenges because of some 
characteristics of this population. The dropout 
rate usually decreases the statistical power of the 
studies, and the main cause of this is the signifi-
cant disruption of routine and the users’ psycho-
logical characteristics, which leads them to low 
rates of adherence to treatment programs. Hence, 
the use of refined methodologies such as random-
ized controlled trials or cohort studies are often 
compromised. Previous data indicate dropout 
rates ranging between 12 and 67% in clinical tri-
als of people with substance use disorders. Some 
dropout predictors are younger age, female sex, 
and maladaptive personality functioning [7, 8].

Another significant challenge is the mean-
ingful and comprehensive indirect costs of this 
disease. For instance, while conducting cost-
effectiveness analysis (CEA) of a psychosocial 
treatment among people with substance- related 
disorders, the societal perspective is the most 
recommended because of its broad impact 
on the sectors of society: criminal justice use  
[9–11], presenteeism and absenteeism [12, 13], 
car accidents [3], job losses, and infectious dis-
eases such as AIDS and hepatitis C [15–17], 
among others. As another example, crack users 
are more likely to be involved in sex-related 
work, participate in risky behaviors, and engage 
in criminal activity, whereas they are less likely 
to access social and health services [18]. In the 
United States and Europe, among injection drug 
users, an estimated 50–90% of those who are 
HIV- positive also have hepatitis C; and sharing 
needles is the leading route of HIV transmis-
sion in men and women [10, 17]. In other words, 
when choosing the societal perspective, with the 
objective of conducting a pragmatic analysis of 
the reality of this population and the effects of the 
available treatment, investigators are challenged 
to find feasible methods of measuring direct and 
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indirect costs and all possible effects involved 
(for more information, see Chap. 29).

Table 21.1 lists some studies that illustrate our 
findings in the literature regarding CEA in samples 
of alcohol and other drugs users. It can be observed 
that some studies do not clearly specify which per-
spective they adopted for their economic analysis, 
whereas others choose more than one primary out-
come (which is contradictory in CEAs); modeling 
studies are widely used for CEA.

21.5  The Cost-Effectiveness 
of Distinct Treatments 
for Alcohol and Substance 
Use Disorders

Engagement with treatment is essential to the 
well-being and social performance of those who 
experience substance-related disorders, and is 
associated with reduced criminality, improved 
health, and increased employment rates [19].

The most-studied nonpharmacological inter-
ventions are motivational interviewing, screening 
and brief interventions, harm reduction, cognitive 
behavioral therapy (CBT), and pharmacological 
treatments.

21.5.1  Nonpharmacological 
Treatments for Alcohol 
and Substance Use Disorders

21.5.1.1  Motivational Interviewing
In 1983, Miller proposed a therapeutic interven-
tion called motivational interviewing (MI) for 
use with people with alcohol-related disorders; 
this intervention aimed to a change behavior 
[20]. Later, the principles and clinical proce-
dures of this theory were enhanced by Miller and 
Rollnick [61]. Miller wrote down a conceptual 
model and described some clinical guidelines for 
MI, which is very peculiar when compared with 
existing theories.

MI is a particular kind of conversation about 
change, responding differentially to the client’s 
speech within a generally empathic, person- 
centered style. It is collaborative, putting the cli-

ent at the center of his or her own therapeutic 
program and giving them autonomy to decide 
about their own lives; it is also evocative, seeking 
to call forth the person’s own motivation and 
commitment [20].

MI can also be applied in brief forms of inter-
ventions, as Graham et al. [21] did in their study. 
They called it the Brief Motivational Intervention, 
characterized by four to six sessions, 15–30 min 
each, over 2 weeks. These sessions occurred in 
parallel with usual treatment at an inpatient ser-
vice for alcohol and drug users. At the end, the 
Brief Motivational Intervention demonstrated 
good results across a range of substances and was 
often equivalent to long-term interventions [21].

MI has over time become a model for inter-
vention in drug-dependent individuals and is 
widely applied in therapeutic settings. Bachiller 
et al. [22] described a successful experience with 
the application of an MI group at an inpatient ser-
vice for detoxification. The MI group took place 
three times a week during an average 12.2-day 
hospitalization, and it was related to a greater 
likelihood of maintaining abstinence and subse-
quent treatment adherence 2 months after dis-
charge. The positive predictive factors were being 
male, being satisfied with group therapy and the 
therapist during hospitalization, and being at a 
maintenance stage at discharge. However, this 
study did not include a control group for further 
comparisons.

The efficacy of MI is widely discussed in the 
literature, but few cost-effectiveness studies can 
be found. Neighbors et al. [23] analyzed data 
from a CEA of a previous clinical trial conducted 
at an emergency department trauma center for 
drinking-related injuries. The study aimed to 
examine the cost-effectiveness of conducting 
brief alcohol intervention by adopting strategies 
from MI for use with high-risk teens, from the 
provider perspective, and a cost-utility analysis. 
The control group received usual advice to reduce 
alcohol-related risk while waiting for medical 
evaluation or treatment; the intervention group 
received counseling from trained staff who pro-
vided the brief MI assessment and intervention, 
in addition to handouts on the effects of alcohol 
and local alcohol treatment facilities, in the same 
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period at that service at baseline, among youths 
aged 18–19 years. Three- and 6-month follow- 
ups were conduct by phone and in person, respec-
tively. For the CEA, four outcomes were 
considered: incidence of drinking and driving, 
alcohol-related injuries, vehicle citations, and 
alcohol-related problems. The time spent by staff 
in the control group was estimated at 5 min with 
the nurse providing usual service, representing 
personnel costs of $3.81, whereas the costs of the 
MI were calculated based on the time spent by 
the trained staff (administrative paperwork, 
preparatory procedures, and waiting for client 
availability, plus 30 min of direct contact with the 
clients and 15 min of supervisory time per client) 
added to the cost of the handouts. The total cost 
per client for the MI intervention was $170.00 
and for usual care was $81.00. The authors con-
cluded that the cost-effectiveness ratios for MI 
were more favorable than those for standard care 
across all study outcomes. Although this study 
brings to light important methodological aspects 
of the application and evaluation of MI programs, 
it has some limitations, such as the short time 
horizon (6 months), small sample size, and that 
the approach to estimating QALYs gained 
derived from population-based studies rather 
than directly from study data.

Several cost-effectiveness studies considering 
MI and brief interventions are being conducted 
[24–26], including with young heavy or harmful 
drinkers, which are a group being focused on by 
governments and public health policy, consider-
ing that alcohol consumption and related harms 
are a major preventable cause of injury, disability, 
and death in young people [25, 26]. However, 
those studies are still in the protocol phase, and 
their cost- effectiveness has not yet been clarified.

21.5.1.2  Screening and Brief 
Interventions

Brief interventions can be classified into two main 
types: (a) structured brief advice, which involves a 
short conversation between a practitioner and a 
client, providing practical advice on how to reduce 
consumption and giving the client a self-help leaf-
let or workbook; and (b) extended brief interven-
tion, which typically involves one to five 

counseling sessions based on MI principles [13]. 
Screening is typically conducted by the applica-
tion of a structured instrument, such as the Alcohol, 
Smoking and Substance Involvement Screening 
Test for alcohol and drug abusers. Therefore, 
screening and brief intervention (SBI) is the sum 
of both approaches into a single intervention.

Solberg et al. [27], in a systematic review of 
the literature used to investigate primary care 
intervention to reduce clinically preventable bur-
den of alcohol misuse, pointed out that screening 
with brief instruments followed by brief counsel-
ing saved costs from a societal perspective and 
had a cost-effectiveness ratio of $1755/QALY 
saved from a health system perspective. The 
authors also make an important caveat, empha-
sizing that the time horizon is an important factor 
to be considered regarding analysis of SBI inter-
vention effects.

The first step for a cost-effectiveness evalua-
tion is a cost analysis, and regarding SBI, these 
data vary widely and are generally not compara-
ble among studies because of differences between 
settings, staffing, screening tools, delivery, or tar-
get populations [28]. In addition to these possible 
variations in cost analysis, the study outcome also 
should be carefully observed. The most used is 
drinks per week or days of use of any other drug, 
but SBI may generate other worthwhile outcomes, 
and the literature has yet to agree on a standard 
and aggregated outcome that could represent the 
clinical and social effects of the intervention.

Despite the vast literature about SBI with 
those who abuse and are dependent on alcohol, 
there is no robust cost-effectiveness evidence of 
SBI for the abuse and dependence of substances 
such as cocaine, crack, heroin, methamphet-
amines, or marijuana.

21.5.2  Mixed Treatments for Alcohol 
and Drugs Disorders

In this section the name mixed treatment is given to 
interventions that combine more than one approach 
into a single form of treatment, for instance, when 
evaluating psychotherapy and pharmacological 
intervention as an intervention package offered to 

P. Becker and M. Kayo



329

patients, or a psychosocial rehabilitation package 
of care. Next, we present data on mixed treatments 
most discussed in the literature.

21.5.2.1  Harm Reduction
When eliminating the abuse or dependence of 
alcohol or other drugs seems to be improbable, an 
alternative approach is harm reduction, which 
addresses methods to improve clinical health and 
reduce social and economic harms that individuals 
experience as a result of engaging in risky activi-
ties related to substance use disorders [29].

Its first introduction occurred as a response to 
the AIDS endemic in the mid-1980s in the 
Netherlands, the United Kingdom, and Australia. 
The concern about reducing the transmission rates 
of infectious diseases, such as hepatitis C, remains 
one of the main focuses of this modality of care.

Harm reduction strategies usually are associ-
ated with the crucial issue of HIV transmission 
by injection drug users. Injection drug use is esti-
mated to be responsible for around 10% of all 
HIV contamination worldwide [30], and HIV 
prevalence worldwide among people who inject 
drugs is around 19% [29]. In this context, harm 
reduction often includes needle/syringe programs 
(NSPs) and opioid substitution therapy.

A study conducted in the Ukraine by Alistar 
et al. [31] confirmed that methadone substitution 
therapy is a very cost-effective option for the 
growing mixed HIV epidemic in the country, and 
a strategy that expands both methadone substitu-
tion therapy and antiretroviral therapy to high 
levels is the most effective intervention, evalu-
ated by the World Health Organization as a cost- 
effective approach according to their criteria.

Opioid substitution therapy is effective but 
seems to be costly when only HIV transmission 
rates are considered as an outcome; however, 
when other societal outcomes are considered, its 
cost-effectiveness ratio improves.

NSPs have been shown to be an effective and 
safe strategy in reducing HIV transmission among 
injection drug users [29]. Many studies have 
shown NSPs, when implemented, do not result in 
a decreased number of people dependent on 
injectable drugs, but rather in a reduction of HIV 
transmission among users. A review of ecological 

data from 81 cities across Europe, Asia, and North 
America found that HIV prevalence increased by 
an average of 5.9% per year in 52 cities without 
an NSP, whereas the prevalence of HIV decreased 
by 5.8% per year in the 29 cities with an NSP [29, 
32]. Studies also showed that implementing an 
NSP is an inexpensive alternative, having an aver-
age cost of US$23–71 per person per year, though 
this varies according to world region and delivery 
system [29, 30]. Therefore, NSPs are recognized 
as one of the most cost-effective public health 
interventions in the field of substance abuse [33].

A study conducted in Bangladesh [16] aimed to 
provide information on costs of HIV prevention 
programs for injection drug users in South Asia 
and the potential gains to be made by intervening 
early and maintaining these programs from a pro-
vider perspective. The cost- effectiveness ratio was 
calculated for three scenarios: (1) over the first 
3 years of the program operation; (2) continuing 
the intervention to year 4 compared with stopping 
at the end of year 3; (3) and whether the CE would 
have been affected if the program was imple-
mented when HIV had taken hold in the injection 
drug user population. The capital costs considered 
were buildings, furniture, equipment, and vehi-
cles, using a standard discount rate of 3%. Other 
costs considered were staff training, condoms, 
needles and syringes (current market prices) deliv-
ered, sessions provided by the sexually transmit-
ted infections services (sessions per year × the rate 
per session), and abscess management (cost of 
management × the number of abscesses treated). 
The cost-effectiveness ratio was calculated as the 
total costs divided by the total HIV infections 
averted. The cost per DALY was calculated for 
comparison with other health services, although 
the study does not specify them. The study demon-
strated that a harm reduction program based on an 
NSP is cost-effective as an early intervention for 
reducing DALYs and the incidence of infections 
when compared with other HIV prevention activi-
ties in South Asia. The study confirmed that even 
if HIV prevalence had reached 40% among injec-
tion drug users before the intervention was started, 
the cost per HIV infection averted for the harm 
reduction program was as low as U$228.00, and 
therefore was cost-effective in comparison with 
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other projects reported within the same 
population.

Another alternative harm reduction action 
plan is, for instance, a supervised smoking facil-
ity (SSF) for cocaine, methamphetamine, and 
heroin users; the goal is to avoid sharing needles 
or pipes, thus preventing HIV and hepatitis C 
transmission by providing a safe place that could 
avoid deaths by overdoses. An experience in 
Vancouver, Canada, conducted by Jozaghi [18], 
investigated whether an already existing SSF 
would have had a net positive fiscal impact on 
Canadian society and whether this policy initia-
tive would save public healthcare resources by 
averting new HIV and hepatitis C infections. The 
results showed that the SSF not only saved money 
for taxpayers but also deserved to be expanded, 
since the marginal cost-effectiveness ratio ranged 
from $1.705 to $97.203, and the SSF saved 
CAD1.8 million for taxpayers annually.

Another important strategy to reduce harms 
associated with alcohol abuse [1] is making it 
more expensive and less available, and banning 
alcohol-related advertising. A study conducted 
by Anderson, Chishom and Fuhr [14] confirms 
that banning alcohol advertising, implementing 
drunk-driving countermeasures, and providing 
individually directed interventions to drinkers 
already at risk are also cost-effective approaches 
for reducing harm.

21.5.2.2  Cognitive Behavioral 
Therapy

Plenty of studies have been published on the 
cost-effectiveness of CBT in the treatment of 
depression and anxiety disorders (see Chap. 18), 
but this scenario does not reflect the cost- 
effectiveness evaluation of CBT in the field of 
substance-related disorders. Some studies have 
been developed comparing CBT alone and CBT 
plus pharmacological therapy in people with sub-
stance abuse disorders, especially alcohol users. 
As we will see, CBT has been proven to be effec-
tive when aggregated with pharmacological treat-
ment, and CEA studies usually consider these 
two approaches as a single package of care.

CBT is effective in helping individuals to reduce 
substance consumption by anticipating problems 

and developing an effective coping strategy, exam-
ining the positive and the negative consequences of 
drug abuse and dependence, and identifying situa-
tions that may trigger substance use. CBT has 
become the leading treatment approach in a variety 
of psychological disorders [34, 35]. As the Center 
for Substance Abuse Treatment [36] states, “cogni-
tive factors mediate all interactions between the indi-
vidual, situational demands, and the person’s 
attempts to cope effectively”, and individuals who 
want to change behavior need to modify their beliefs, 
thoughts, self-perceptions, external environment. 
The therapist helps clients to learn to recognize  
triggering events, automatic thoughts regarding such 
events, emotional and behavioral responses, and, in 
certain situations, their underlying core beliefs. The 
main objective is to empower the client to identify 
this process, after which they can work toward 
changing their emotions and behaviors by altering 
their automatic cognitions [34].

Walters et al. [37] evaluated the cost- 
effectiveness of treating alcohol dependence 
using CBT alone compared with CBT combined 
with naltrexone. The “success treatment out-
come” was considered as attending all eight ses-
sions and remaining abstinent over the 12-week 
program (estimated by a combination of patient 
self-report, clinic visit, breathalyzation, monthly 
serum transaminase, and monthly serum carbo-
hydrate deficient transferrin estimation). The 
costs analyzed were those for personnel, supplies 
and materials, major equipment, contracted ser-
vices, buildings and facilities, miscellaneous 
resources, and other costs according to the Drug 
Abuse Treatment Costs Analysis Program in 
Australia. The study perspective was not men-
tioned. The authors pointed out that CBT plus 
naltrexone introduced additional treatment cost 
and was 54% more costly than CBT alone, but it 
was also more cost-effective than CBT alone. 
According to that study, in order to achieve 100 
abstainers over a 12-week program, 280 patients 
treated with CBT would be needed, in compari-
son with 160 treated with CBT plus naltrexone.

A relevant cost-effectiveness study was con-
ducted by the London School of Hygiene and 
Tropical Medicine Research Group [35]: a prag-
matic, randomized, multicenter, parallel group 
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design comparing CBT plus methadone mainte-
nance treatment (MMT) with MMT alone; the pri-
mary outcome was heroin use (percentage of days 
abstinent and the amount spent on heroin in the 
past 180 days), and the secondary outcomes were 
the addiction severity, severity of drug depen-
dence, quality of life, psychological symptoms, 
and compliance with methadone treatment. The 
CBT intervention consisted of weekly sessions 
(each 50 min) up to 24 sessions over 6 months. 
The authors affirm that CBT has a mean cost-sav-
ing advantage of €7000 per patient compared with 
MMT alone (not statistically significant) and a 
simulated incremental cost effectiveness ratio 
(ICER) confirmed that, at a threshold value of 
€30,000 per QALY, CBT would be preferred to 
MMT 74% of the time by policymakers.

21.5.2.3  Community-Based Mental 
Health Network

Mental health interventions embrace much more 
than treatment approaches, and have been further 
studied over the years; it also encompasses a 
wide range of strategies such as legislative and 
regulatory frameworks, prevention, promotion, 
rehabilitation [38], and social inclusion.

With the advance of psychiatric reform world-
wide, with mental hospital–based services being 
closed and replaced by community-based ser-
vices, different modalities of care have been 
offered. Interest is increasing in the way in which 
mental health systems are organized and financed, 
and in the use of CEA for resource allocation, 
which is frequently scarce. Roberts et al. [39], in 
a literature review, found that community-based 
mental health services have been shown to be 
more cost-effective than inpatient treatment, but 
the studies did not totally clarify in which level of 
care is most effective. For the same authors, sub-
stantial methodological problems are frequently 
found in economic evaluation studies in the field 
of community-based treatment: costs are often 
not completely specified (especially indirect 
costs from a societal perspective), and the lack of 
a natural outcome measure in mental health 

makes the comparability of CEA studies with 
other health conditions a challenge [39].

Sindelar et al. [40] discussed the issue of choos-
ing a natural outcome for cost-effectiveness studies 
of treatment for substance-related disorders, show-
ing concern about how to consider the multiple and 
important outcomes in economic evaluations, espe-
cially in cost-effectiveness studies, which could be 
affected by treatments for substance-related disor-
ders. To illustrate this matter, the authors conducted 
a CEA of two modalities of substance-related disor-
der treatment in a community, comparing standard 
outpatient counseling versus the same treatment 
enhanced using a case manager and access to pre-
paid social services at nine abstinence-based outpa-
tient treatment programs in North and West 
Philadelphia, six of which received enhancements. 
The Drug Abuse Treatment Cost Analysis Program 
was applied to measure costs; this tool is an on-site 
data collection instrument that  comprises categories 
such as personnel, supplies and materials, con-
tracted services, buildings and facilities, equipment, 
and miscellaneous items. The primary outcome was 
selected variables from the seven domains of the 
Addiction Severity Index (see Chap. 5), and effec-
tiveness for each outcome was the change from 
baseline to 6 months’ follow-up. The main question 
of this study was to verify whether a reduction in 
drug use was a significant predictor of change in 
other outcomes measures from the Addiction 
Severity Index. However, the results showed that 
drug use may not be a sufficient predictor of changes 
in other outcomes such as employment, family, 
social, and psychiatric problems. So, using the 
reduction of drug use as a single outcome in CEA of 
treatments for substance-related disorders might be 
a problem. For all indicators related to drug and 
alcohol dependence, enhanced care is more cost-
effective for showing a lower cost for a unit of effect 
achieved. On the other hand, for outcomes such as 
family relationships, physical health problems, 
employment, and days of illegal activity, the stan-
dard care was cost-effective for being cheaper and 
more effective than or equally as effective as 
enhanced care.
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21.5.3  Cost-Effectiveness 
of Pharmacological 
Treatments

The pharmacotherapy of alcohol and substance 
disorders may target distinct outcomes, including 
the reduction of use, relief of withdrawal symp-
toms, reduction of the risk of infection from stop-
ping injections, short- and long-term substitution, 
and the maintenance of abstinence. The outcome 
may be also concerned with societal gains, such 
as the reduction of criminality; however, studies 
using nonhealth outcomes are scarce. Here we 
focus only on commercially approved pharmaco-
logical therapies for treatment of alcohol and 
substance dependence. Although it is recognized 
that pharmaceutical approaches may be useful in 
cases of harmful use, the lack of clinical trials 
does not allow the cost-effectiveness of pharma-
cotherapy to be analyzed in those cases. It is not 
the aim of this chapter to analyze the cost- 
effectiveness of interventions for tobacco depen-
dence, nor to point out which pharmacotherapy is 
the most cost-effective for alcohol and substance 
use disorders.

Four agents are approved used to treat alcohol 
dependence: acamprosate, disulfiram, oral nal-
trexone, and extended-release naltrexone (nal-
trexone XR, a once-monthly intramuscular 
injection) [41]. To treat opioid dependence, the 
pharmacological alternatives are methadone, 
buprenorphine, oral naltrexone, and naltrexone 
XR [41]. To date, no pharmacological interven-
tion is formally approved for the treatment of 
cannabis dependence, although some empirical 
data exist for some pharmacotherapies.

It is explicitly recommended that all pharma-
cological approaches for the treatment of alcohol 
dependence must be combined with psychosocial 
treatments [42], although it is not specified which 
psychosocial therapy is the most effective for 
each type of drug dependence. Although the effi-
cacy and safety of pharmaceutical interventions 
has been studied and its use should be offered to 
all patients who are undergoing treatment drug 
dependence, pharmacotherapy is still underused 
[41]. The U.K. National Institute for Health and 
Care Excellence guidelines recommend that oral 

naltrexone or acamprosate should be used after 
successful withdrawal for people with moderate 
and severe alcohol dependence [42].

Acamprosate reduces the hyperglutamatergic 
state during alcohol withdrawal. As a result, 
acamprosate is effective in supporting continuous 
abstinence after detoxification in alcohol- 
dependent patients [43].

In terms of budget impact, the use of acampro-
sate in the treatment of alcohol dependence seems 
to save costs according to economic models that 
considered the perspectives of the Italian National 
Health Service. However, no CEA was conducted 
in this case [44]. Acamprosate was considered 
cost-effective from the perspective of German 
health insurance [45]. A computer model with 
decision analysis showed a higher abstinence rate 
when acamprosate was added to standard coun-
seling therapy. The lower incidence of clinical 
complications included in the model, such as fatty 
liver, cirrhosis, pancreatitis, and alcoholic cardio-
myopathy led to an increase in life expectancy 
(life years gained), and the acquisition costs of 
acamprosate were lower than the costs of clinical 
complications [45].

Disulfiram is a drug used to support the main-
tenance of abstinence from alcohol. It blocks 
aldehyde dehydrogenase, causing accumulation 
of acetaldehyde if alcohol is consumed, resulting 
in nausea, flushing, and palpitations. Because of 
such unpleasant effects, the patient avoids drink-
ing alcohol. To our knowledge, there is no cost- 
effectiveness analysis of disulfiram to date in the 
treatment of alcohol dependence.

Oral naltrexone, a μ-opioid receptor antago-
nist, is another effective pharmacotherapy to 
improve abstinence rates and reduce the risk of 
relapse in people with alcohol dependence. By 
blocking opioid receptors, naltrexone reduces the 
rewarding effects of alcohol as well as motivation 
to drink or “cravings.” Its effectiveness seems to 
be similar to that of acamprosate [46]. The largest 
amount of data on cost-effectiveness comes from 
a randomized study conducted in the United 
States, the COMBINE study [47]. This study 
included 1383 subjects and had nine treatment 
arms: four arms received medical management 
(MM) with 16 weeks of naltrexone (100 mg/day) 
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or acamprosate (3 g/day), both, and/or placebo; 
four arms received the same options as above but 
delivered with combined behavioral intervention; 
and one arm received combined behavioral inter-
vention only [47]. The data from COMBINE 
showed that in terms of cost-effectiveness, oral 
naltrexone was cost-effective when combined 
with MM. From a patient perspective, MM with 
oral naltrexone was more cost-effective than MM 
+ placebo or MM + naltrexone and acamprosate, 
when considering a willingness to pay between 
US$1000.00 and US$1500.00 per 16 weeks of 
treatment. The outcomes used in this study were 
the proportion of subjects avoiding heavy drink-
ing, the percentage point increase in percentage 
of days abstinent, and patients achieving a good 
clinical outcome. The patients’ out-of-pocket 
expenses were medication costs (expected pre-
scription copayments) and costs for session visits 
(expected office visit copayments). An ICER was 
computed for each of those outcomes. The ICER 
moving from MM + placebo to MM + naltrexone 
was $575 per patient achieving a good clinical 
outcome, $1023 per patient avoiding a return to 
heavy drinking, and $15 per patient for a percent-
age point increase in percentage of days absti-
nent. The ICER moving from MM + naltrexone 
and acamprosate was $1243 per patient achieving 
a good clinical outcome, $1243 per patient avoid-
ing a return to heavy drinking, and $99 per patient 
for a percentage point increase in percentage of 
days abstinent [48]. From a provider perspective, 
and following the same outcomes, MM com-
bined with naltrexone was considered the most 
cost-effective treatment. However, based on the 
joint distribution of cost and effectiveness, 
MM + naltrexone + acamprosate may be a cost- 
effective choice, depending on whether the cost 
of the incremental increase in mean effectiveness 
is worth it to the decision maker. Adding acam-
prosate to MM plus naltrexone has only a slightly 
larger mean effectiveness than MM + naltrexone 
in the percentage of days abstinent, but has an 
approximately 50% higher mean cost per patient. 
In this study, from the provider perspective, the 
MM + naltrexone cost $671 per patient), whereas 
MM + naltrexone + acamprosate cost $1003 per 
patient. The estimated costs were the sum of 

medication, labor, space, and laboratory costs for 
each treatment condition [49].

Naltrexone XR is a once-monthly intramuscu-
lar injection that is also used to improve absti-
nence rates in alcohol dependence. An analysis of 
a commercial insurance database (n = 2977) 
reviewed the costs of patients with alcohol depen-
dence treated with naltrexone XR, oral naltrex-
one, acamprosate, and disulfiram [50]. The costs 
for inpatient detoxification days and alcoholism- 
related admissions were measured by multiplying 
charges per day by the number of inpatient detoxi-
fication days or alcoholism-related inpatient days. 
Charges for inpatient treatment were determined 
using the Healthcare Cost and Utilization Project 
National Inpatient Sample data set, the largest all-
payer inpatient care database in the United States. 
The patients were not prospectively randomized, 
but rather chose or were prescribed their respec-
tive treatments  naturalistically. Patients who 
received alcoholism medications had fewer inpa-
tient detoxification days (706 vs. 1163 days/1000 
patients; P < 0.001), alcoholism-related inpatient 
days (650 vs. 1086 days; P < 0.001), and 
alcoholism- related emergency department visits 
(127 vs. 171; P = 0.005). The inpatient detoxifica-
tion days cost $1,890,822 per 1000 patients 
treated with any alcoholism medication and 
$3,113,389 per 1000 patients treated with no alco-
holism medication. The group that received nal-
trexone XR had fewer alcoholism-related 
inpatient days than the groups receiving disulfi-
ram or acamprosate. The authors’ conclusion was 
that patients who received an alcoholism medica-
tion had lower healthcare utilization than patients 
who did not. Naltrexone XR showed an advan-
tage over oral medications in healthcare utiliza-
tion and costs [50].

Acamprosate and oral naltrexone seem to 
have the best evidence for improving abstinence 
rates and prolonging abstinence periods [51]. 
However, current CEAs are scarce and limited to 
outcomes that do not reflect the societal costs of 
alcohol dependence, and the differences among 
healthcare systems do not allow extrapolation of 
the conclusions. In addition, we still do not have 
an answer to the question, “Who is likely to ben-
efit from which pharmacotherapy?” [42].

21 Cost-Effectiveness of Interventions for the Treatment of Alcohol and Other Substance Use Disorders



334

If the cost-effectiveness studies of pharmaco-
therapies for alcohol dependence are scarce, the 
situation with other substance use disorders is 
even more limited. The difficulties of conducting 
trials in those populations are huge, and the out-
comes are complex.

The most studied intervention for opioid 
dependence is MMT. Methadone is a μ-opioid 
receptor agonist with a much longer half-life than 
heroin; it is used to replace heroin and other opi-
oids. MMT should be administered under super-
vision, and the main outcomes in related clinical 
studies are patient retention in treatment and the 
reduction in the use of illicit opioid drugs [41]. 
Methadone is available in oral (liquid and tablet) 
formulations and as an injectable preparation. 
Injection drug use is an important route of HIV 
transmission. Replacing injection with oral meth-
adone reduces drug-related behaviors with a high 
risk of HIV transmission [52]; therefore MMT 
has been extensively studied in populations with 
HIV. The cost-effectiveness of MMT was 
assessed in Canada [53], the United States [54], 
and the United Kingdom [55]; however, it is 
almost impossible to compare the results, given 
the important differences among healthcare in 
those countries. The majority of studies point out 
that MMT is more cost-effective than no drug 
therapy among subjects with opioid dependence. 
An important factor that has a positive impact on 
the cost-effectiveness is that MMT programs are 
more effective when the targets are individuals 
located in high-risk networks, rather than when 
they reach individuals at the periphery of such 
networks [54].

A study conducted in Vietnam assessed the 
impact of MMT on health utility, healthcare ser-
vice utilization, and out-of-pocket health expen-
ditures among drug users with HIV/AIDS, and 
concluded that MMT was associated with a clini-
cally important difference in health utility and 
large reductions in healthcare service utilization 
and out-of-pocket health expenditures in HIV- 
positive drug users [56]. In that study, utility was 
measured using the five-dimension, five-level 
EuroQOL and a visual analog scale. A 66.7% 
reduction in out-of-pocket health expenditures 
related to MMT was observed.

Buprenorphine is a semisynthetic derivative of 
the opiate alkaloid thebaine, which is isolated 
from the poppy Papaver somniferum. It is a 
potent but partial agonist of the μ-opioid recep-
tor, with a high affinity but low intrinsic activity. 
High potency and slow off-rate (the half-life of 
association/dissociation is 2–5 h) help buprenor-
phine displace other μ-agonists such as morphine 
and methadone from their receptors [57]. 
Buprenorphine is used in the same way as metha-
done – as a replacement therapy. No consistent 
evidence shows that buprenorphine maintenance 
therapy (BMT) is superior to MMT in terms of 
retention in treatment or the use of drugs. Both 
flexible-dose MMT and BMT are more clinically 
effective and more cost-effective than no drug 
therapy in people with opioid dependence [55]. 
However, studies did not include safety out-
comes, which may be a concern associated with 
these two drugs (e.g., constipation, drug interac-
tions, and a possible higher mortality risk). Direct 
comparison of the results between studies of 
MMT and BMT is not possible because of their 
different approaches to modeling and different 
time horizons, comparators, perspectives, coun-
tries of origin, and sources of preference weights 
and effectiveness data used [55].

Oral naltrexone, which is mainly used to treat 
alcohol dependence, is also used to support the 
maintenance of abstinence from opioid drugs 
after detoxification in formerly dependent 
patients. However, evidence of the efficacy of 
naltrexone in the treatment of opioid dependence 
is weaker than in the alcohol-dependent popula-
tion. Oral naltrexone treatment can be considered 
for formerly opioid-dependent people who are 
highly motivated to remain abstinent (level of 
recommendation D) [42]. Studies of the cost- 
effectiveness of the use of naltrexone in the treat-
ment of opioid dependence are scarce [58]. One 
study showed that naltrexone is not cost-effective 
in comparison with either buprenorphine or pla-
cebo in heroin-dependent patients from Malaysia 
[59]. The primary outcome measures were days 
in treatment, maximum consecutive days of her-
oin abstinence, days to first heroin use, and days 
to heroin relapse. Secondary outcome measures 
included treatment retention, injection drug use, 
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illicit opiate use, AIDS Risk Inventory total 
score, and drug risk and sex risk subscores. In 
spite of the higher cost of buprenorphine, it was 
dominant over naltrexone because of its superior 
effectiveness in all the primary and almost all 
secondary outcomes [59].

The cost-effectiveness of injectable naltrex-
one XR was analyzed with the use of a Markov 
model (see Chap. 7) and compared with MMT 
and BMT. The model analyzed the incremental 
cost per opioid-free day over a 6-month period 
among a simulated cohort of adult men aged 
18–65 years, from a state health program per-
spective. In this case, naltrexone XR was a cost- 
effective medication for treating opioid 
dependence if state addiction treatment payers 
are willing to pay at least $72 per opioid-free day. 
The costs included costs of the drug, counseling 
(usually delivered in a group setting), medication 
management, and oversight [60]. It is important 
to note that MMT has been used for over 50 years 
and BMT for more than 10 years, and this model 
was based on a single clinical trial.

No convincing evidence exists to support the 
use of pharmacological treatment for amphet-
amine and cocaine abuse and dependence, nor for 
cannabis dependence [42]. Currently, no pharma-
cological treatment is approved for those indica-
tions, and psychosocial interventions remain the 
mainstay of treatment. Therefore, no economic 
evaluations of those pharmacological therapies 
are approached in this chapter.

In summary, in spite of the few cost- effectiveness 
studies of pharmacotherapies for the treatment of 
alcohol and substance use disorders, naltrexone 
and acamprosate were the pharmacotherapies with 
more evidence of cost-effectiveness for alcohol 
dependence in some countries, in comparison with 
placebo, and in a population with HIV and opioid 
dependence, MMT seems to be a cost-effective 
therapy in reducing the risk of infecting other peo-
ple. It is important to keep in mind that the majority 
of studies were conducted in high-income coun-
tries, and cost-effectiveness studies always depend 
on the healthcare system of the particular country, 
so the results cannot be generalized.

21.6  Research Challenges

Several challenges exist in cost-effectiveness 
research with samples of alcohol and other drug 
users. These include the profile of the population, 
considering the high dropout rates that negatively 
affect the power of clinical trials, the perspective 
chosen, the indirect costs of disease, and the 
choice of the best primary outcome.

The choice of outcome should take into 
account the real dimension of the problem. For 
instance, an NSP can be cost-effective when the 
outcome is the reduction of HIV incidence; how-
ever, it may not be cost-effective when the out-
come analyzed is the reduction of drug use.

The societal perspective is the most recom-
mended for cost-effectiveness studies of alcohol 
and substance use because of the spillover effects 
of such disorders in criminality, productivity, 
social security, and other sectors. The time hori-
zon should reflect the long-term impact of alco-
hol and substance use disorders.

Finally, cost-effectiveness studies of alcohol 
and substance use disorders are scarce and pre-
dominantly done in high-income countries. 
Because CEA depends on the structure of the 
country’s healthcare system, it is fundamental to 
perform CEA in low- and middle-income coun-
tries, which are the most affected areas.

Key Messages

• Substance-related disorders are more 
costly to society when they are not 
treated.

• Substance-related disorders affect not 
only users’ clinical and well-being out-
comes, but also those of their families 
and society. In that case, the societal 
perspective is the most recommended 
for adoption in cost-effectiveness stud-
ies of this topic.

(continued)
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Abstract

By 2050, dementia is anticipated to cost $2 trillion per year globally. 
Strategic investment is required to mitigate the health and economic conse-
quences of dementia. Projections suggest that, by the middle of the century, 
68% of all cases of dementia worldwide will occur in low- and middle-
income countries. Cost-effectiveness analysis of dementia requires more 
research to inform policy. To date, cost-effectiveness analysis has focused 
on pharmacological and nonpharmacological management. Whether phar-
macological agents for dementias (e.g., acetylcholinesterase inhibitors and 
N-methyl-D-aspartate receptor antagonists) are cost- effective is an area of 
ongoing contentious debate, but increasing evidence supports that they rep-
resent value for the money. An increasing number of on-pharmacological 
treatments are also considered cost-effective in certain circumstances 
(e.g., cognitive stimulation therapy, tailored activity programs, gingko 
biloba in occupational therapy, reminiscence therapies, and interventions 
for agitation). The potential gains from treating dementia diminish as 
dementia progresses, and measuring individuals’ outcomes becomes 
increasing difficult as symptoms worsen. Current evidence suggests that a 
focus on the relative value of prevention strategies is required, as averting 
dementias would avoid significant suffering and may offset substantial 
costs, thus justifying larger investments. As dementia progresses over a 
number of years and through a number of stages, cost- effectiveness analy-
sis based on primary data sources presents methodological issues; however, 
increased scientific attention is required to improve the methods and the 
evidence base to inform better decision- making on dementia.
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22.1  Introduction

22.1.1  What Is Dementia?

Worldwide, life expectancy is increasing, the 
elderly population is growing [1], and dementia 
is becoming a major health and economic issue. 
In 2015 there were estimates of 46.8 million peo-
ple worldwide with dementia, and this number 
will double over the next 20 years [2]. By 2018, 
the total costs associated with dementia world-
wide are predicted to reach US$1 trillion, and 
based on projected changes, by 2030, costs will 
double yet again.

But what is dementia, why does it have such 
substantial cost implications, and what economic 
research does society need for this economic 
phenomenon?

Dementia disorders are a broad set of neuro-
logical diseases that often cause a gradual and 
progressive decline in cognitive ability and daily 
functioning. The American Psychiatric 
Association’s Diagnostic and Statistical Manual 
of Mental Disorders, 5th edition, or DSM-5, now 
classifies dementia as a major neurocognitive dis-
order [3]. This is a recent reclassification, how-
ever, and it is anticipated that the forthcoming 
International Classification of Diseases, 11th 
Revision, is likely to categorize dementia as a 
neurocognitive disorder [4].

Many economic consequences are the direct 
result of the etiology and symptoms of dementia, 
which are onerous to formal healthcare [5] and 
place many demands on families [6]. The gradual 
damage to the brain caused by dementia (most 

often by degeneration of brain cells) leads to 
reduced cognitive ability and, in certain cases, 
physical function, and ultimately disrupts indi-
viduals’ daily lives.

Dementia is an umbrella term encompassing a 
number of disease states; the common forms are 
Alzheimer disease and vascular dementia (com-
prising around 90% of cases), followed by Lewy 
body and frontotemporal dementias. Furthermore, 
boundaries between the varying forms of demen-
tia are not necessarily distinct. While the symp-
toms of each type of dementia vary, they generally 
include loss of memory, impaired judgment, loss 
of daily functioning, and inappropriate behavior.

As conditions progress and symptoms worsen, 
people with dementia become increasingly reli-
ant on other people’s help because of the loss of 
their physical and mental abilities [7]. This cre-
ates demands for care and supervision from for-
mal services, families, and the wider 
community.

While there is no known cure, risks of 
dementia attributable to the population (e.g., 
diabetes, midlife hypertension, midlife obesity, 
physical inactivity, depression, smoking, and 
low educational attainment) are considered 
potentially reversible, and estimates suggest 
that 28.2% (95% confidence interval, 14,2–
41.5) of projected cases worldwide in the next 
two decades may be prevented by public health 
interventions [8].

Upon diagnosis, a variety of treatments are 
proven to be clinically effective and cost- effective 
in slowing disease progression and managing 
symptoms [9]. Furthermore, people living with 
dementia require organized care, and society 
must optimize arrangements for formal care and 
also monitor adverse health risks experienced by 
informal caregivers [10].

An identified paucity of evidence exists to 
inform policies on dementia [11], and dementia 
research remains underfunded [12]. National 
and international agencies are increasingly 
agreeing on the need for better, evidence-based 
dementia strategies; given the economic conse-
quences, evidence on the cost-effectiveness of 
dementia interventions is becoming increasingly 
important.

Key Points Summary

• What is dementia and what is the asso-
ciated economic consequences?

• How are dementia disorders treated and 
what are successful outcomes?

• What evidence of cost-effectiveness is 
there for dementia interventions?

• Methodological considerations
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22.1.2  What Are the Current 
and Projected Prevalences 
of Dementia?

Before considering strategies that might repre-
sent value for money or indeed economic conse-
quences of dementia that may be averted, it is 
important to contextualize the challenges that 
dementia is placing on current and future 
society.

With 46.8 million people with dementia 
worldwide, variation in the prevalence of 
dementia is driven by country-level demo-
graphics of the aging population [2]. The likeli-
hood of dementia doubles with every 5-year 
increase over 65 years of age [13], and fore-
casted global changes form an important indi-
cator for strategic initiatives and research. 
HelpAge International’s Global AgeWatch 
Index (2015; available from http://www.global-
agewatch.org) illustrates the proportion of the 

worldwide population aged 60 years or older in 
2014 compared with expected proportions in 
2050 (see Fig. 22.1).

Today, worldwide aging may primarily con-
cern more developed economies, but over the 
next three decades, it will increasingly affect less 
developed economies. It is estimated that by 
2050, 68% of all dementia cases will be found in 
low- and middle-income countries [2].

The World Health Organization “Strategy and 
Plan of Action on Dementias in Older Persons 
(2015–2019)” recognizes threats imposed by 
projected changes in age profiles and proposes a 
strategic “plan of action on dementia,” with 
objectives seeking “‘multisectoral care and train-
ing programs for informal and formal caregiv-
ers.” High-level calls to action seek to address 
consequences of dementia (https://worlddemen-
tiacouncil.org/), and any international or national 
recommendations necessitate sustainability and 
efficiency in their design.

Fig. 22.1 Proportions of the population aged older than 60, by country (Source: International Global AgeWatch Index 
2015, Age International, London)

22 Cost effectiveness of Interventions for the Treatment of Dementia Disorders
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To position strategies for dementia and what 
may constitute successful outcomes, the fol-
lowing section presents the known conse-
quences associated with dementia to economies 
and society.

22.1.3  What Are the Associated 
Economic Consequences 
of Dementia?

Dementia has consequences to the person, their 
family and friends, and the wider community. 
Symptoms of dementia may be categorized into 
four broad areas: cognitive, functional, behav-
ioral, and psychological effects. Cognitive effects 
relate to the loss of processes required to recog-
nize people and places, to remember things, and 
to concentrate. Functional effects create difficul-
ties completing everyday tasks and activities 
(e.g., cooking, cleaning, and managing personal 
finances). Behavioral problems are associated 
with a loss of social skills and may manifest as 
repetition of patterns of behavior, inappropriate 
responses, and aggression. Psychological effects 
include frustration, irritation, mood swings, per-
sonality changes, loss of motivation, and even 
depression.

Every person is unique, and how quickly a 
dementia progresses depends on the individual. As 
the illness progresses and symptoms manifest, the 
person with dementia experiences a progressive 
loss of independence and, with increasing severity, 
forms dependencies on others. As dementia wors-
ens, it is the mix of high levels of dependency, 
complex needs, and increasing morbidity that cre-
ates a unique demand for care.

To understand this progression of dementia and 
have appropriate strategies to manage these conse-
quences, it is often useful to describe dementia in 
stages. The Global Deterioration Scale developed 
by Reisberg et al. [14] is a useful overview of pro-
gression. In addition to the clinical use of the scale, 
it also provides an overview of the progression of 
dementia and potential opportunities to invest in 
and to delay subsequent stages; this is particularly 
useful where economic models may seek to extrap-
olate cost and outcomes in the long term.

To explore care provision, Fig. 22.2 presents 
costs of dementia care by country income and by 
the three of the most common sources of care: 
medical, social, and informal care.

The most common response to the loss of 
independence from dementia is informal care, 
defined as care provided by a family member or 
another person who is close to the care receiver 
(Act on Support for Informal Care [937/2005], 
Finland, 2006 (see Chap. 17), and is consistently 
a more utilized resource across all countries. 
However, proportions decline as the country 
income increases (suggesting substitution by 
increased spending on social care services). 
Interestingly, the proportion of dementia costs 
put toward medical care is approximately 20% 
across all country income levels, but this depends 
how much governments spend to provide support 
for people with dementia and their families. This 
raises significant concerns regarding financial 
protection against catastrophic expenditure in 
lower-income areas; for example Mould- 
Quevedo et al. [15] found that the average 
monthly out-of-pocket costs for dementia care in 
China may exceed the national average monthly 
incomes of rural and urban residents.

While it is not apparent from these figures, vol-
untary and charitable services often play a signifi-
cant role in dementia, providing services to 
communities, advocating for the needs of individu-
als, and providing respite to informal caregivers. 
For example, in annual accounts for 2014/2015, 
trustees for the U.K. charity Alzheimer Society 
report receiving £90.6 million in income and sug-
gest that, for every “£1 of expenditure, 89p was 
spent towards improving the lives of people with 
dementia” (https://www.alzheimers.org.uk/site/
scripts/download_info.php?downloadID=1976).

Finally, access to and the required quantity of 
formal care is often inadequate to meet demand, 
so families may often also incur additional out- 
of- pocket costs to obtain private services. For 
example, Dementia UK suggested that 22.1% of 
the total costs of dementia care were attributable 
to privately funded “social” care.

In addition to the economic consequences of 
dementia care, dementia may also have wider 
economic consequences. One consideration is 
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that dementia reduces individuals’ and their care-
givers’ opportunities to be productive. One 
important potential productivity loss is the level 
of labor force participation, which produces 
income for households, taxes to fund public 
goods, and the production of market goods and 
services (required to drive the economic perfor-
mance of any given country). Suffering from 
dementia often means that individuals can no 
longer undertake paid employment; furthermore, 
with increasing demand for informal care, family 
members may also be absent from work (absen-
teeism), their productivity while at work may 
diminishes as a direct result of high demand 
being placed on the informal caregiver (presen-
teeism), or they may reduce their hours or be 

forced to take early retirement to care for their 
loved ones.

In summary, the economic consequences of 
dementia are substantial and present a significant 
consideration for policymakers worldwide. This 
raises questions for policy on how society should 
intervene in dementia and what represents suc-
cessful outcomes for any given intervention.

22.1.4  Interventions and Outcomes 
for Dementia Disorders

Most types of dementia are currently incurable. 
However, strategies exist that may prevent symp-
toms worsening or avert degeneration of brain 

Fig. 22.2 Percentages 
of the total cost of 
dementia care divided 
by country income 
(based on current World 
Bank country 
classification) and by 
cost subcategories 
(medical, social, and 
informal) (Source: 
World Alzheimer Report 
2015 [2])
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tissue or nerves. At an individual level, the 
approach taken to intervene is highly contingent 
on the stage of dementia (see Fig. 22.2) and the 
degree to which risk factors may be modified 
(particularly in the earlier stages).

Current evidence-based guidelines are increas-
ingly recognizing the complexity of dementias, 
and care pathways extensively describe how 
dementia should be approached within an inte-
grated care system. For example, the National 
Institute for Health and Care Excellence (NICE) 
produced guidelines that account for prevention 
(in relation to midlife risk factors), early detection, 
diagnosis and assessment, patient choice, and ulti-
mately approaches to intervention. Their current 
recommendations for interventions also seek to 
compartmentalize treatment into three groups: (1) 
cognitive symptoms with functional maintenance, 
(2) noncognitive symptoms with behavioral chal-
lenges, and (3) comorbid emotional disorders. 
Across the board, pharmacological interventions 
have various roles and nonpharmacological inter-
ventions are increasingly being recommended 
(e.g., structured group cognitive stimulation pro-
grams). Furthermore, guidelines are now advising 
on the appropriate means to support caregivers, 
appropriate end-of- life care, and pain relief.

Allocating resources to dementia care neces-
sitates forgoing some alternative investment deci-
sions. Ideally, healthcare provided for dementia 
should tangibly produce sufficient health to jus-
tify investment compared with a competing 
health state (e.g., cancer). Here we overview 
some potential outcomes that may be relevant to 
contrast healthcare decisions in dementia.

A common currency used in cost-utility analy-
sis is the quality-adjusted life year (QALY), 
which provides a preference-weighted unit of 
generic health that can be compared across vari-
ous healthcare decisions (see Chap. 6). In the 
case of dementia, however, the QALY framework 
presents several methodological challenges. For 
example, many patients may find it difficult to 
complete questionnaires required to estimate 
QALYs, and a proxy may be required to provide 
the required information.

If it is important to decision makers that generic 
health be expressed in QALYs (e.g., NICE), con-

dition-specific instruments are considered more 
suitable than generic tools (e.g., the EuroQol five-
dimension questionnaire). The Health Economic 
Research Centre database of mapping studies indi-
cates methods to map health state utilities from 
condition-specific measures [16].

DEMQOL is a condition-specific measure of 
health-related quality of life that aims to provide 
an alternative method to estimate QALYs in 
dementia [17]. The DEMQOL proxy aims to 
assess QALYs during later stages of dementia, 
when verbal ability diminishes and can only be 
elicited from a proxy (e.g., a caregiver). 
Psychometric analysis analyzed the dimensional 
structure and performance and resulted in final 
health state classification systems for five dimen-
sions for the DEMQOL-U (i.e., positive emotion, 
cognition, relationship, negative emotion, and 
loneliness) and four for the DEMQOL-Proxy-U 
(i.e., positive emotion, cognition, appearance, 
and negative emotion) [17]. The health state clas-
sification provides a means to use DEMQOL and 
DEMQOL-Proxy data and examine the cost- 
effectiveness of various interventions in 
dementia.

Alternatively, because the economic conse-
quences of dementia are particularly important to 
policymakers, the relative benefits of intervention 
for dementia may more readily be expressed 
directly in monetary terms. Such approaches may 
be particularly useful in cost-benefit analysis or 
cost consequence analysis (CCA) (see Chaps. 1, 
4, and 5). For example, the ENABLE trial evalu-
ated assisted technologies using cost-benefit 
methods to analyze whether the benefits of tech-
nologies exceed their costs and resulted in posi-
tive net social gains [18]; such analysis is cited as 
identifying areas for improvements and possible 
cost savings in care delivery [19]. Similarly, CCA 
examines economic argument based solely on 
cost (e.g., where no summary measures of health 
benefit are used in the economic evaluation). One 
example of CCA applied in dementia is the eval-
uation of a psychogeriatric day center versus 
community care; these varying arrangements of 
care, while not directly altering the health state, 
considered that caregivers’ lost productivity 
might influence the total cost of care [20].
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The next section reviews cost-effectiveness 
evidence for commonly used interventions for 
dementia disorders, highlighting current sources 
of supporting evidence and discussing the quality 
of evidence.

22.2  The Cost-Effectiveness 
of Commonly Used 
Treatments for Dementia 
Disorders

Cost-effectiveness analysis is relatively less 
common in dementia compared with other health 
conditions. Systematic searches are applied to 
identify, quantify, and appraise the evidence [21], 
and despite numerous reviews over the past 
decade [22–26], there remains a paucity of eco-
nomic evaluations in dementia.

Most recent is the study by Knapp et al. [24], 
who reviewed dementia studies containing both 
costs and outcomes [24]. They searched six elec-
tronic databases (PubMed, Embase, PsycINFO, 
EconLit, The Cochrane Library, Centre for 
Reviews and Dissemination [including DARE, 
NHSEED, HTA]) and a limited number of salient 
websites (e.g., NICE, Alzheimer’s Society, and 
the Bradford Dementia Group at Bradford 
University). Searches were restricted to studies 
published between January 1, 2005, and 
December 31, 2011. These searches yielded 2731 
potentially relevant studies, and after screening 
titles and abstracts, they identified 329 articles 
considered relevant for full-article screening. 
Upon appraisal of these full articles, 56 were 
included in the final literature review (258 studies 
were rejected after full-text appraisal and 71 
studies were rejected because full-text articles 
could not be found).

In addition to previous reviews, this section 
presents the literature published since January 1, 
2012. No formal quality assessment of cost- 
effectiveness studies is presented (our quality 
assessment of the literature will be presented 
elsewhere); however, previous reviews concur on 
the paucity of available studies and that included 
studies commonly have issues with the method-
ological quality.

The remainder of this section reviews cost- 
effectiveness studies of (a) pharmacological and 
(b) nonpharmacological interventions for demen-
tia disorders.

22.2.1  Pharmacological 
Interventions

While there is presently no cure for dementia, 
two main pharmacological options that are cur-
rently believed to alter the course of the disease’s 
progress:

• Acetylcholinesterase inhibitors (AChEIs) 
address deficits in cerebral acetylcholine by 
inhibiting the breakdown of and increasing the 
concentration of acetylcholine in brain syn-
apses. Three licensed AChEIs are current 
available on the market (donepezil, galan-
tamine and rivastigmine), and evidence sug-
gests these are most effective in earlier stages, 
such as mild to moderate Alzheimer disease.

• N-methyl-d-aspartate (NMDA) receptor 
antagonists selectively inhibit the production 
of glutamate, which is released in excess in 
Alzheimer disease and is believed to be asso-
ciated with brain damage during the course of 
the disease. Memantine is currently the only 
NMDA receptor antagonist licensed for use as 
treatment, with indications in moderate to 
severe Alzheimer disease.

In the United Kingdom, this range of pharma-
ceutical interventions was the basis of potentially 
the most heated debate on the grounds of unfa-
vorable cost-effectiveness evidence. In 2004, 
NICE appraised the market for AChEIs and 
NMDA receptor inhibitors and, following a judi-
cial review, restricted the use of memantine on 
the basis of uncertainty surrounding its clinical 
and cost-effectiveness [27]. As a result, 
 memantine was licensed for used only in research 
such as clinical trials [28]. As part of planned 
updates and under increasing political pressure, 
NICE guidance was updated in 2010, broadening 
the indication for AChEIs and allowing use of 
NMDA receptor antagonists in routine practice.
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The majority of economic evidence for 
dementia care relates to pharmacotherapy, and by 
far the majority relates to AChEIs, predominantly 
for the treatment of Alzheimer disease.

In 2008, a systematic review of economic 
evaluations of Alzheimer disease medications 
found very few randomized controlled trials 
(RCTs) that collected resource use data and 
recommended, in addition to clinical trials, 
that future RCTs include a mechanism to 
record patient resource use [26]. Our review of 
the literature finds little evidence of within-
trial economic evaluations. The majority of 
publications have been economic modeling 
studies bringing together evidence on effec-
tiveness with costs funded by manufacturers, 
raising questions regarding potential conflicts 
of interest. As a result, NICE developed the 
“Assessment of Health Economics in 
Alzheimer’s Disease” model; however, the 
model received criticism given its attempt to 
replicate the findings and drew into question 
the model’s conclusions [29]. Ultimately, ear-
lier models have attracted controversy given 
the limited amount of available data, and more 
recent discussions have questioned how the 
underlying evidence has changed to support 
guidance issued in 2010 [30]. By 2010, the 
change in the economic argument supporting 
AChEIs as given larger cost offsets when com-
pared with comparators (defined as “best sup-
portive care” in the systematic review). 
Table 22.1 summarizes the effectiveness and 
cost- effectiveness of drugs to treat Alzheimer 
disease in 2004 and 2010.

NICE has an explicit reimbursement thresh-
old (£20,000–£30,000 per QALY) and, as Hyde 
et al. [31] show, estimates in 2004 were all 
above the NICE threshold. However, updated 
estimates of cost effectiveness in 2010 suggest 
that all AChEIs (i.e., donepezil, galantamine, 
and rivastigmine) dominated the comparator 
(i.e., had improved clinical outcomes and cost 
less), and memantine was borderline cost-effec-
tive. Analysis of the underlying drivers for 
changes in clinical and cost-effectiveness sug-
gest that emerging evidence altered the confi-
dence intervals in the clinical effect size (in 
particular with regard to function and global 
impact), and changes in cost effectiveness of 
AChEIs were largely the result of reduction in 
the “modelled costs of introducing the drugs, 
particularly drug acquisition and the costs of 
full time institutionalised care.” Limitations of 
these cost-effectiveness estimates are cited as 
results of (a) “time to institutionalization” being 
almost wholly driven from model- based predic-
tions (which no emerging clinical evidence had 
observed), and (b) disputed evidence on drug-
related cost-offsets for full-time care, and (c) 
that changes in the incremental cost- 
effectiveness ratio were largely the result of 
small changes in mean costs and benefits.

Given the complexity of reviewing various 
economic models, this chapter does not provide 
full treatment of this evidence base; for compre-
hensive discussions of cost-effectiveness models 
(and industry submissions), we recommend read-
ing the Health Technology Assessment entitled 
“‘The effectiveness and cost-effectiveness of 

Table 22.1 Comparison of the effectiveness and cost effectiveness of drugs to treat Alzheimer disease in 2004 
and 2010

2004 2010

Drug compared with 
best supportive care Cost QALY ICER (per QALY) Cost QALY ICER (per QALY)

Donepezil £2895 0.036 £80,941 −£588 0.036 Dominates

Galantamine £2648 0.039 £68,042 −£620 0.033 Dominates

Rivastigmine £2121 0.037 £57,985 −£534 0.029 Dominates

Memantine a NR £37–53,000 £405 0.013 £32,100

ICER incremental cost-effectiveness ratio, NR not reported, QALY quality-adjusted life year
Source: Hyde et al. [31]
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donepezil, galantamine, rivastigmine and 
memantine for the treatment of Alzheimer’s dis-
ease (review of Technology Appraisal No. 111): 
a systematic review and economic model” [32].

22.2.2  Nonpharmacological 
Interventions

Limited published economic research describes 
nonpharmacological interventions for people 
with dementia. A review by Knapp et al. [24] 
found that cognitive stimulation therapy, tailored 
activity programs, and occupational therapy were 
more cost-effective than usual care. Since 2012, 
we also identified three further studies evaluating 
the cost-effectiveness of gingko biloba, reminis-
cence therapies, and interventions for agitation. It 
is worth noting that studies of cost-effectiveness 
commonly compare the particular intervention to 
“usual care” and are therefore inherently context 
specific; thus the following review of the  evidence 
is primarily relevant to the setting of the study.

Cognitive stimulation therapy involves group 
activities and exercises designed to help people 
with memory and communication. One RCT 
conducted in England studied 91 community- 
dwelling people with dementia receiving twice- 
weekly group sessions for 8 weeks; these people 
were compared with 70 people with dementia 
who received treatment as usual [33]. The aim of 
the intervention focused on stimulating the 
“senses, remembering the past, people and 
objects and everyday practical issues.” The find-
ings suggest that providing group sessions did 
not significantly change overall costs but had 
benefits to cognition and quality of life in demen-
tia and therefore represent value for the money to 
the English National Health Service.

Occupational therapy in dementia aims to 
improve “daily functioning, social participation, 
and wellbeing in people with dementia living in 
the community.” It can also improve the “‘sense 
of competence and wellbeing of their primary 
care givers.” In an RCT conducted in Holland, 
people with dementia were allocated ten 1-h ses-
sions of occupational therapy delivered in their 
homes [34]. Intervention included an evaluation 

of the degree of disability and daily function, and 
implemented changes in the home to “train 
patients in the use of aids to compensate for cog-
nitive decline and care givers in coping behav-
iours and supervision.” At 3 months, through 
assessing improvement in patients’ daily func-
tioning and caregivers’ sense of competence, the 
study concluded that “there was a significant dif-
ference in proportions of successful treatments of 
36%.” (In this case, successful treatment was 
defined as “a combined patient and caregiver out-
come measure of clinically relevant improvement 
on process, performance, and competence 
scales.”) Cost consequence analysis also reveal 
average savings of €1748 (£1279, $2621) per 
couple successfully treated with occupational 
therapy through reductions in nursing home care, 
domestic home care, social worker and physio-
therapist time, day care, and Meals on Wheels.

Tailored activity programs are a home-based 
occupational therapy intervention that identifies 
and develops tailored activities based on the inter-
est of the person with dementia and trains families 
to use the activities in their daily lives. One RCT 
in the United States included people with demen-
tia and their caregivers, and evaluated the cost-
effectiveness of home-based occupational therapy 
delivered in eight sessions (six home/two tele-
phone contacts) over 4 months; these sessions 
were delivered by occupational therapists [35]. 
The aim of the intervention was to preserve “capa-
bilities, roles, habits and interests, as well as train 
families to do them.” Taking two items from the 
Caregiver Vigilance Scale [36], the study found 
that, compared with the control group, caregivers 
had reduced their average time “doing things” 
(intervention: 5.4 h vs. control: 8.6 h) and also 
had a significant reduction in time “on duty” 
(intervention: 13.4 h vs. control: 17.6 h). The cost 
of providing the program was US$942 and every 
hour per day saved “doing things” cost $2.37 per 
day, and every hour per day “being on duty” cost 
of $1.10 per day. Analysis of uncertainty sug-
gested that the  probability that the program is cost 
effective was 79.2%.

Gingko biloba has an (arguably) nonpharmaco-
logical extract, EGb 761, that is considered a herbal 
remedy for dementia and cognitive impairment. 
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The extract was investigated in three clinical trials 
in Austria, and findings were used to investigate the 
pharmacoeconomic implications [37]. The study 
found that deterioration in activities of daily living 
were delayed by an average of 22.3 months in com-
parison with placebo, resulting in overall net sav-
ings ranging between €3,692 and €29,577. The 
economic evaluation assessed costs of drug reim-
bursement, physician fees, and federal subsidies. 
The evaluation determined that, when compared 
with placebo, the extract was associated with cost 
savings ranging from €3,692 to €29,577 (largely 
as a result of reductions in subsidies).

Reminiscence therapies for people with 
dementia aim to stimulate memories and events 
from the past. REMCARE was a pragmatic, mul-
ticenter randomized trial evaluating the clinical 
and cost-effectiveness of reminiscence groups for 
people with dementia and their family caregivers. 
As the primary clinical outcome in patients with 
dementia, quality of life was measured using the 
QoL-AD [38], and to measure the general health 
of caregivers the 28-item General Health 
Questionnaire was used [39]. The economic eval-
uation ascertained health-state utilities separately 
in patients and caregivers using the EQ-5D [40] to 
estimate QALYs, and cost analysis measured the 
types and quantities of resource inputs using an 
adapted CSRI as part of microcosting [41] (see 
Chap. 13). Despite the quality of the methodolog-
ical design, the reminiscence intervention did not 
demonstrate effectiveness with the clinical out-
comes, nor did the economic evaluation demon-
strate cost-effectiveness using costs and QALYs.

Agitation is common in people with dementia 
and may result in restlessness, repetitiveness, and 
acts of aggression. In 2014 a review evaluated the 
evidence for nonpharmacological interventions 
for reducing agitation. The review included 160 
of 1916 article screened and calculated standard 
effect sizes to compare heterogeneous interven-
tions [42]. The study identified two health eco-
nomic studies and, given the paucity of previous 
studies, developed an economic model based on 
the relationship between agitation and health and 
social care costs, and health-related quality of life 
(see the full study for details of the modeling 
strategy).

22.2.3  Summary of Economic 
Evidence

The disabilities associated with dementia create 
strong economic arguments to support interven-
tions. Pharmacological therapies have histori-
cally dominated the literature and have largely 
been modeling studies to support industry sub-
missions for reimbursement. More recently, 
research-funding bodies have increasingly sup-
ported cost-effectiveness studies examining non-
pharmacological approaches in dementia, most 
often using within-trial cost-effectiveness analy-
sis [43]. In the absence of cures, the literature has 
focused on alleviating cognitive, functional, 
behavioral, or psychological effects of dementia, 
often also considering how to reduce demands 
placed on informal caregivers (e.g., family, 
friends).

The diversity of clinical manifestations and 
the temporal factors of progression combined 
with complex economic issues raise various 
methodological considerations. Furthermore, it is 
envisaged that prevention will play an increasing 
role in dementia. The next section concludes this 
chapter with methodological considerations for 
future research.

22.3  Methodological 
Considerations

As with many chronic conditions [44], the objec-
tive should be to prevent the condition or, failing 
that, to prolong the quality and quantity of life by 
improving long-term care [45]. In 2007, the 
National Audit Office is cited as saying [46], 
“Parallels can be drawn between dementia now 
and cancer in the 1950s, when there were few 
treatments and patients were commonly not told 
the diagnosis for fear of distress.”

To consider potential disparities in decisions 
about research investments, an analysis of 
research spending in the United Kingdom, pub-
lished in 2014, examined government and chari-
table investments combined and determined that 
expenditures for cancer comprise 64%; those for 
chronic heart disease, 19%; dementia, 10%; and 
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stroke, 7% (https://www.stroke.org.uk/sites/
default/files/sa- research_spend_in_the_uk_
apr2015_web.pdf). The report determines that, 
“for every £10 of health and social care costs 
attributable to the disease, cancer received 
£1.08 in research funding, CHD received £0.65, 
stroke received £0.19 (or £0.11 depending on 
care costs of stroke used) and finally dementia 
received £0.08.”

The U.S. National Institutes of Health’s “state- 
of- the-science conference” released a statement 
calling for increased research into the prevention 
of Alzheimer disease and cognitive decline. The 
panel determined the need for more large-scale, 
population-based studies and RCTs to investigate 
strategies to “maintain cognitive function in indi-
viduals at risk for decline, to identify factors that 
may delay the onset of Alzheimer’s disease among 
persons at risk, and to identify factors that may 
slow the progression of Alzheimer’s disease 
among persons in whom the condition is already 
diagnosed” [47]. Recent EU funded research sug-
gests that the most likely risk factors for dementia 
prevention are depression, hypertension, physical 
inactivity, diabetes, obesity, hyperlipidemia, and 
smoking, and probable factors requiring further 
research including coronary heart disease, renal 
dysfunction, diet, and cognitive activity [48].

Furthermore, the Alzheimer’s Drug Discovery 
Foundation convened an advisory panel to dis-
cuss the existing evidence and calls for increased 
comparative effectiveness research to learn 
whether routine clinical care decisions can protect 
against dementia and cognitive decline [49]. 
However, there exists an identified need for a 
greater consensus on the definition of quality of 
life [50], cost-effectiveness of interventions [51], 
and whether deploying resources to address mod-
ifiable risk factors will represent value for the 
money in preventing future dementia cases [8].

Investment in dementia is necessitated by the 
potential implications for society. Investment 
strategies for dementia require a unified frame-
work, and the Global Deterioration Scale devel-
oped by Reisberg et al. [14] may prove useful in 
covering seven stages, although the value of 
intervention may differ substantially in each [14, 
52]. As the timelines associated with this scale 
illustrate, the progression of dementia from early 
risk factors to death occurs over several decades; 

therefore is it any wonder that the number of 
good-quality RCTs is so limited? Methodological 
considerations need to reformat our conceptual 
framework, our views on required data, and our 
opinions on what constitutes an intervention.

22.4  Conclusion

Dementia prevalence is predicted to triple by 
2050; as a result, global costs will reach an esti-
mated $2 trillion. While various pharmacological 
and nonpharmacological strategies represent 
value for the money, the key to the agenda for 
future cost-effectiveness research in dementia 
may lie in prevention strategies. As we have 
learned, 30% of dementia cases worldwide are 
currently believed to be preventable by address-
ing midlife modifiable risk factors  [8]. But what 
resources are required to realize this? Are invest-
ments in prevention economically viable? What 
is the appropriate research design to assess this?

As the Global Deterioration Scale highlights 
(see Fig. 22.3), temporal factors of dementia pro-
gression are key to the decision problems for 
policymakers, and appropriately targeting inter-
ventions across the various stages is required to 
ensure society achieves a maximum return on 
investment. A unified evaluation framework that 
considers the life course from health, through 
dementia, to death is required, particularly with 
regard to comparing the value of prevention and 
treatment strategies.

National dementia plans remain the single most 
powerful tool to transform national  dementia care 
[54]; however, there is currently limited evidence 
that cost-effectiveness analysis is applied to inform 
policy development or indeed to evaluate the imple-
mentation of dementia strategies themselves. As 
national dementia strategies are being implemented 
worldwide, researchers need to develop innovative 
approaches to monitor whether investments are 
cost-effective uses of limited available resources. 
Methodological development of such evaluation 
frameworks also needs to consider translation to 
low- and middle- income countries, where estimates 
suggest 68% of all dementia will occur by 2050.

Cost-utility analysis is an important means of 
comparing disparate health decisions by estimat-
ing QALYs and costs. Dementia is problematic in 
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Fig. 22.3 A summary of the stages of dementia (Source: Global Deterioration Scale [14] and Clinical Stages of 
Alzheimer’s Disease [52, 53]

outcome research, but condition-specific out-
come measures are providing dementia health 
state classifications (e.g., DEM-QOL [17]). To 
fully implement economic evaluations in order to 
compare all investment decisions, countries need 
to establish preference weights for such emerg-
ing outcome measures.

The economic implications of dementia are 
mismatched to the level of dementia research. 
For example, in the United Kingdom, dementia 
receives only 10% of the proportion of research 
spent on cancer, chronic heart disease, dementia, 
and stroke combined, but consumes up to 50% of 
the total health and social care costs of these four 
conditions combined. Future economic evalua-
tions need to present arguments intended to 
realign this disparity in society’s scientific focus 
and demonstrate the value of information to 
inform dementia policy [55]. While the field of 
dementia research may prove eminently more 
challenging than research into other illnesses, 
sound economic reasoning can ensure the value 

of future research. The expected payoff from pro-
posed research should set research priorities and 
should establish technically efficient designs to 
ensure the societal value of proposed research.

Key Messages

• Dementia is a major economic issue 
predicted to cost trillions every year 
over the next half century.

• When comparing the economic conse-
quences of dementia with those of other 
disease states (e.g., cancer, chronic heart 
disease), dementia research is relatively 
underfunded.

• Cost-effectiveness analysis of dementia 
is an area requiring a larger amount of 
output to inform policy.

(continued)
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Abstract

The objective of this chapter is to provide an overview of the cost- 
effectiveness of interventions for the major burdensome mental health dis-
orders occurring during childhood and adolescence: autism spectrum 
disorders, attention-deficit/hyperactivity disorder, and conduct disorders. 
Interventions in childhood have a great impact on society as a whole, not 
just the children and their families. The costs of psychiatric disorders in 
children and adolescents are reflected in education, justice, and productiv-
ity over their lifetime. However, cost-effectiveness evaluations of mental 
health interventions in children are more rare than in adults.

M. Kayo (*) 
Centre of Economic Mental Health, Department  
of Psychiatry, Universidade Federal de Sao Paulo,  
Rua Borges Lagoa 570, 1° andar,  
São Paulo 04038-000, Brazil
e-mail: monica.kayo@gmail.com

23

23.1  Introduction

Childhood psychiatric disorders have a significant 
impact not only in health services but also in edu-
cation, justice, lost productivity, shorter life 
expectancy, and intangible costs (stigma, social 
exclusion, lower quality of life). Mental health 
problems in early childhood and  adolescence may 
result in lower educational achievements, risky 
behavior, substance abuse, criminality, and other 
psychosocial complications. In addition to direct 
health costs, significant expenditures come from 
indirect costs and non–health-related direct costs. 
Therefore, the consequences of childhood psychi-
atric disorders could be better assessed in studies 
with a broader societal perspective. As in other 
areas of mental health, however, cost- effectiveness 
evaluations are scarce, with fewer studies of chil-
dren than those of adults [1]. To determine the full  
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costs and cost-effectiveness of interventions, a 
long evaluation period is needed, and because the 
potential future benefits take considerable time to 
come to fruition (such as savings from not using 
justice system services when conduct disorder is 
effectively prevented), this type of research is 
rare. Moreover, the majority of existing studies of 
costs and the burden of psychiatric disorders in 
children and adolescents were conducted in 
Europe and the United States [2]. In fact, less than 
1% of research publications on mental health in 
low- and middle-income countries are dedicated 
to economic evaluations. A review of cost-of-ill-
ness studies of mental health found that only 1 of 
39 studies performed in developed countries 
focused on children, whereas none of the 5 studies 
conducted in developing countries included any 
evidence of psychiatric disorders in children [3].

23.2  The Burden of Childhood 
and Adolescent Psychiatric 
Disorders

The median prevalence of childhood psychiatric 
disorders has been reported as 12% for prepubes-
cent school-age children and 15% among adoles-
cents [4]. Most studies focused the population 
between 4 and 17 years old, but it does not mean 
that the problems start at this age; one review con-
sidering epidemiological aspects of mental health 
problems and psychopathology in children aged 
0–3 years found that a 2% incidence of mental 
health disorders, including mental retardation, 
diagnosed at a hospital in the first 3 years of life [5].

Few studies provide a broad picture of the 
costs of all child and adolescent psychiatric disor-
ders [1]. The most studied conditions are 
attention- deficit/hyperactivity disorder (ADHD), 
autism spectrum disorder (ASD), and conduct 
disorder (CD), and the studies are usually con-
ducted in children older than 3 years. Although a 
reasonable number of studies of depression and 
anxiety in adults exist, such conditions in children 
are less studied from an economic perspective.

A pan-European study assessed the costs of 
ADHD, ASD, and CD in childhood and estimated 
the total costs to be €21.3 billion per year in 2010 

for an estimated 5,932,112 children with ADHD 
(age 6–17 years), CD (5–17 years), or ASD (2–17 
years). The direct medical costs accounted for 
12% and the nonmedical costs, including infor-
mal care, accounted for 88%. Indirect costs were 
not measured [6]. The average annual cost per 
child was €3595; this was lowest for ADHD 
(€781) and highest for ASD (€27,261). The 
costs per child with CD were €1735 [6].

When talking about total costs, the mean 
annual costs per child range from €7,376 to 
€64,703, depending on the ages included and the 
conditions examined [2]. Such estimates came 
from seven studies in a review that included dif-
ferent methods of cost estimates [7–13]. Five 
studies used the Client Service Receipt Inventory 
[14] (see Chap. 13, to collect cost data). The 
Client Service Receipt Inventory was adapted to 
suit the specific mental condition and age of the 
patients examined.

23.3  Cost-Effectiveness 
of Treatments for ASDs

23.3.1  Definition of Autism Spectrum 
Disorder

ASD is a group of developmental disabilities 
characterized by deficits in social communication 
skills and repetitive and stereotyped behaviors 
[15]. The fourth edition of the Diagnostic and 
Statistical Manual of Mental Disorders [16] used 
pervasive developmental disorder as the term for 
a group of five diagnoses: autistic disorder, 
Asperger disorder, Rett disorder, childhood dis-
integrative disorder, and pervasive developmen-
tal disorder – not otherwise specified. Such 
diagnoses had in common deficits in social com-
munication skills and a limited range of repetitive 
or stereotyped activities and interests. The fifth 
edition of the Diagnostic and Statistical Manual 
of Mental Disorders [15] uses the term autism 
spectrum disorders to group those five condi-
tions. The common core symptoms of this group 
are deficits in social communication skills and 
strict repetitive behavior. Most interventions 
address these core symptoms.

M. Kayo



355

According to the U.S. Centers for Disease 
Control and Prevention, the estimated prevalence 
of ASD is 1 in 68 children (1.5%), based on 
tracking in 11 communities across the United 
States in 2012 [17]. In that study, conducted by 
the Centers for Disease Control and Prevention, 
concerns about the development of the children 
identified with ASD began by the age of 3 years 
[17], but a diagnosis is usually made when the 
child entrs school (64.9 months) [18].

23.3.2  Outcomes

Measuring health outcomes in children with ASD 
is a complex task because of the communication 
deficits and cognitive disabilities often present in 
this population. Although adolescents with ASD 
can report their own quality of life, proxy report-
ing by parents is needed for younger preschool 
children and toddlers.

Several generic tools are available for preference- 
weighting health outcomes to estimate quality-
adjusted life years; however, the majority of them 
were not developed to be used in children, with the 
exception of the Health Utilities Index Marks 2 and 
3 [19]. Therefore, two preference-based health-
related quality of life instruments were developed 
to be used in children and adolescents: the EuroQol 
five- dimension questionnaire (EQ5D), youth ver-
sion (EQ5D-Y) [20], and the nine-dimension Child 
Health Utility (CHU9D) questionnaire [21]. The 
EQ5D-Y is a modified version of the EQ5D, 
adapted to be used with children 8 years or older. 
Like the adult version, the EQ5D-Y includes five 
questions on current health status regarding mobil-
ity, self-care, usual activities, pain/discomfort, and 
anxiety/depression. The nine dimensions of the 
CHU9D are worried, sad, pain, tired, annoyed 
school/work, sleep, daily routine, and activities. 
Preference weights for the CHU9D were obtained 
from a sample of the U.K. general population using 
the recognized valuation technique of standard 
gamble [21]. Although the CHU9D has not been 
used in children with ASD, its domains are relevant 
to ASD symptoms. The CHU9D can be applied in 
children aged 7 years and older. The National 
Institute for Health and Care Excellence recom-

mends the use of the HUI 2 [19], which was 
designed to be used in children [22].

An important aspect of cost-effectiveness eval-
uations in ASD is that any intervention that 
improves outcomes for children with ASD will 
have a “spillover effect” on the family, educational 
system, and social security. Therefore, if a study 
does not include such costs, the potential benefits 
of the intervention may be understated [23].

23.3.3  Cost-Effectiveness 
of Psychosocial Interventions

Psychosocial interventions in ASD comprise 
many approaches addressing several aspects of 
the condition: the core symptoms, challenging 
behaviors, coexisting conditions (e.g., speech 
and language problems, motor and sensory 
impairments), and improving the impact on the 
family [22]. In spite of the difficulties in compar-
ing results from heterogeneous clinical trials 
[24], early intervention is recommended and pos-
sibly saves costs [1, 25].

Early diagnosis and intervention lead to a bet-
ter prognosis in children with ASD [26]. Early 
intensive behavioral interventions (EIBIs) are 
approaches with more robust evidence of efficacy 
[27]. The Early Start Denver Model (ESDM) is a 
comprehensive EIBI for infants to preschool- aged 
children with ASD that integrates applied behav-
ior analysis with developmental and relationship- 
based approaches. The ESDM can be used in 
children from 12 months of age. In one study, the 
intervention was initiated when children were 
younger than 2½ years old, and resulted in signifi-
cant improvements in IQ, language, and adaptive 
behavior [27]. EIBIs are expensive interventions 
that require a minimum of 20 h/week of behav-
ioral interventions from clinicians initiated at an 
early age (toddlers and preschool-aged children), 
and also involves parent training for at least 5 h/
week. The costs of EIBIs range from US$20,000 
to US$60,000 per child [28]. EIBIs last a mini-
mum of 6 months, but can easily extend to 2 years.

Although several studies have measured the 
costs of ASD (mostly in the United Kingdom) 
[1, 2], only a few studies have addressed the 
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cost- effectiveness of the interventions. Two 
Canadian studies analyzed the cost-effectiveness 
of EIBIs and are described below in sequence.

In 2006, Motiwala et al. [29] published a cost- 
effectiveness study based on a simulation model, 
comparing the expansion of EIBIs to all Ontario 
children with ASD to “no intervention” and to “sta-
tus quo” (SQ). The modeling was to determine the 
incremental cost savings and gains in dependence-
free life years (DFLYs). The authors concluded 
that the expansion of EIBIs to all children with 
ASD would save costs because of the gains in 
DFLYs, which in turn reduced costs during school-
ing (until age 18 years) and adulthood (ages 18–65 
years). The primary reason for cost savings from 
the expansion of EIBIs (from no intervention to SQ 
and from SQ to expansion) was the change in the 
distribution of functional dependence. Increased 
provision of EIBIs resulted in a shift of individuals 
from the very dependent to the semidependent cat-
egory and, to a lesser extent, from the semidepen-
dent to the normal-functioning group [29].

Penner et al. [30] compared the prediagnosis 
intensive ESDM, the prediagnosis parent- 
delivered ESDM, and the Ontario SQ, which 
meant limited access to EIBIs after diagnosis (in 
Ontario, the public health system provides EIBIs 
to individuals with severe ASD). The outcome was 
measured as DFLYs and the chosen perspectives 
were the government and society, to age 65. The 
time horizon included costs and benefits until the 
age of 65 because it is the traditional age of retire-
ment. The probabilities of independent, semide-
pendent, or dependent living based on projected 
IQ were estimated. The authors found that from a 
government perspective, the parent- delivered 
ESDM produced an additional 0.17 DFLYs for 
CAD$8600 less than SQ. From a societal perspec-
tive, the intensive ESDM produced an additional 
0.53 DFLYs for CAD$45,000 less than SQ [30].

23.3.4  Cost-Effectiveness 
of Pharmacological 
Interventions in ASD

To date, there is no medication approved to treat 
the core symptoms of ASD. Risperidone and 
aripiprazole are approved by the U.S. Food and 

Drug Administration to treat irritability in 
ASD. Other drugs used in the treatment of chal-
lenging behaviors in ASD include other atypical 
antipsychotics, α2-agonists, mood stabilizers, 
stimulants, atomoxetine, and naltrexone [31]. 
Repetitive behaviors are often treated with selec-
tive serotonin reuptake inhibitors such as fluox-
etine and fluvoxamine [31]. Oxytocin and 
glutamate-modulating agents have some poten-
tial efficacy for the treatment of social withdrawal 
and core deficits in ASD [32] and repetitive 
behaviors [31], but more randomized controlled 
trials are needed. No cost-effectiveness studies 
address the use of drug therapy in the treatment 
of core symptoms or challenging behaviors in 
ASD [22].

23.4  Cost-Effectiveness 
of Interventions for ADHD

23.4.1  Overview of ADHD

ADHD is a disorder marked by an ongoing pat-
tern of inattention and/or hyperactivity/impulsiv-
ity that interferes with functioning or development. 
Some people with ADHD only have problems 
with one behavior, whereas others have both inat-
tention and hyperactivity/impulsivity [15]. Most 
children have the combined type of ADHD.

The prevalences of ADHD reported in different 
countries differ, and two systematic reviews found 
different pooled prevalences of ADHD: Polanczyk 
et al. [33] estimated a pooled worldwide preva-
lence of 5.29%, and Thomas et al. [34] found a 
pooled estimate of 7.29%. It continues into adult-
hood in up to half of diagnosed cases.

The number of publications on ADHD has 
increased in the past 25 years, driven by the United 
States and pharmacological interventions [1].

Direct health costs vary from US$660 to 
US$3140 [1], but it is important to notice that 
such costs were measured in high-income 
countries.

Global spending on medication for ADHD 
increased ninefold between 1993 and 2003; the 
United States spends the most on medication [1]. 
Medication costs constitute approximately 20% 
of total health care costs.
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Children with ADHD have a higher risk of 
having less skilled and lower-paying jobs in 
adulthood than their peers without ADHD, with a 
substantial economic impact as a result of absen-
teeism and lost productivity [35]. The disorder is 
also associated with increased mortality rates due 
to deaths from unnatural causes such as accidents 
[36]. In the United States, the annual societal 
costs of ADHD were estimated at US$42.5 bil-
lion in 2005.

23.4.2  Cost-Effectiveness 
of Interventions for ADHD

Cost-effectiveness evaluations of the treatment of 
ADHD (it is a treatable condition) are important 
to better allocate resources. However, such evalu-
ations are rare [1] and are mostly related to drug 
treatments only.

Pharmacotherapy for ADHD is based on stim-
ulants such as methylphenidate and lisdexam-
phetamine or nonstimulants such as atomoxetine, 
a selective noradrenaline reuptake inhibitor. A 
systematic review found consistent evidence that 
pharmacotherapies are cost-effective compared 
with no treatment, behavioral therapy, or commu-
nity care among children and adolescents with 
ADHD [37]. Another systematic review also 
concluded that pharmacological treatment with 
methylphenidate or atomoxetine is probably 
cost-effective in the short term when compared 
with placebo or no treatment [38]. Both reviews 
concluded that adequate data are lacking to draw 
conclusions regarding the relative cost- 
effectiveness of different pharmacological 
agents, including new formulations and new 
drugs. Guanfacine extended release is the only 
medication approved as an adjunct to stimulants. 
When added to existing stimulant monotherapy, 
guanfacine was demonstrated to be cost-effective 
in a 1-year Markov model from a third-party 
payer perspective and using quality-adjusted life 
years as the outcome. The comparator was mono-
therapy alone [39].

Although a systematic review by Wu et al. 
[37] concluded that pharmacotherapy was cost- 
effective in comparison with behavioral therapy, 

Foster et al. [40] assessed the cost-effectiveness 
of different treatments in a clinical trial that ran-
domized participants to one of four arms: routine 
community care, intensive medication manage-
ment, multicomponent behavioral treatment, and 
a combination of behavioral treatment and medi-
cation. They adopted a payer perspective to ana-
lyze the data. The conclusion was that the 
preferred cost-effective treatment varies as a 
function of the child’s comorbidity and of the 
policymaker’s willingness to pay. In cases of 
ADHD without comorbidities, high-quality med-
ication management seemed to be more cost- 
effective at all levels of willingness to pay. On the 
other hand, a policymaker willing to pay more 
now in expectation of future costs savings 
(involving, for example, juvenile justice) will 
recognize that the most cost-effective choice for 
comorbid conditions likely involves behavioral 
therapy, with or without medication [40].

It is not the aim of this chapter to determine 
which treatment for ADHD is most cost- effective. 
As with any other condition, the results cannot be 
generalized. Particularly in ADHD, it is common 
to find studies based on simulation models and 
review articles stating the superiority of pharma-
cological treatment over other modalities or no 
intervention [37, 38, 41]. However, it is important 
to keep in mind that the majority of studies were 
conducted in high-income countries, each with a 
particular healthcare system; the time horizons 
were short; and the studies usually excluded 
comorbid conditions.

23.5  Conduct Disorders

23.5.1  Overview of Conduct 
Disorders

CDs are characterized by a repetitive and persis-
tent pattern of behavior that violates either the 
rights of others or major age-appropriate societal 
norms or rules. People with CD often are aggres-
sive toward people and animals, destroy property, 
are deceitful, steal, and/or seriously violate rules. 
Lying, bullying, threats, and intimidation are 
common behaviors in children with CD. To be 

23 Cost-Effectiveness of Interventions for Children and Adolescents with Psychiatric Disorders



358

diagnosed with CD, the symptoms must signifi-
cantly impair social, academic, or occupational 
functioning. The disorder is typically diagnosed 
before adulthood [15]. CD is one of the most 
common disorders of childhood, with a preva-
lence of 5%, and it is the most common reason 
for referral of children for psychiatric and psy-
chological treatment [42]. CDs are more com-
mon in males than females, and the prognosis is 
usually poor, with delinquency and criminal 
behavior in adulthood.

The public costs of CD are huge. An analysis 
of the expenditures related to CD in multiple 
public sectors found that in a 7-year period the 
costs of CD are over US$70,000 in the United 
States [43]. The costs analyzed were distributed 
among mental health, general health, school, and 
juvenile justice, with the latter representing 20% 
of public expenditures. For comparison, the per-
centage of costs for juvenile justice in children 
and adolescents with oppositional defiant disor-
der was 11% [43].

It is interesting to notice the differences in the 
costs of CD in different countries. In the United 
Kingdom, the support costs for children with CD 
are lower than the costs of ADHD, whereas in the 
United States the support costs of CD are higher 
than the costs of ADHD [1]. Societal costs of CD 
are consequences of crimes, drug abuse, and 
school dropout [44]. Early treatment and preven-
tion seem to be the key to reducing costs.

23.5.2  Cost-Effectiveness 
of Interventions for CDs

A Cochrane review conducted by Furlong et al. 
[45] assessed the effectiveness and cost- 
effectiveness of behavioral and cognitive- 
behavioral, group-based parenting programs for 
improving child conduct problems, parental men-
tal health, and parenting skills. The treatments 
were directed to children aged 3–12 years. The 
review included 13 trials, but only 2 economic 
evaluations based on 2 of the trials were included, 
which evaluated parenting programs in compari-
son with a waiting list [46, 47]. Effectiveness was 
measured by reductions in the intensity and 

 problem scores of the Eyberg Child Behavior 
Inventory, a commonly used outcome measure in 
clinical trials of child behavior interventions. The 
results of the economic evaluations were not 
pooled because the outcomes were country-spe-
cific and not comparable. One study showed that 
the parenting program improved children’s 
behavior at a cost of £1344 (€2006) per child. 
The comparator was a waiting list (no interven-
tion) [46]. The other study included in the review 
found that it would cost €7848 to bring the child 
with the highest intensity score to within the non-
clinical limits of the intensity score, and €2232 to 
return the average child in the intervention group 
to the nonclinical range. Such costs seem to be 
modest when compared with the long- term social, 
educational, and legal costs of CD [45].

Foster and Jones [44] evaluated the cost- 
effectiveness of the Fast Track Program, an inten-
sive, multicomponent intervention targeted at 
preventing aggression in young children in the 
United States; the Fast Track Program targets 
parenting, peer relations, and social-cognitive 
and cognitive skills. The study evaluated the cost- 
effectiveness according to three outcomes, 
 calculating the incremental cost-effectiveness 
ratios (ICERs) for each. A public payer perspec-
tive was adopted over a 10-year time horizon. 
The three long-term outcomes were

diagnosis of CD, defined as “a repetitive and 
persistent pattern of behaviour in which the basic 
rights of others or major age-appropriate societal 
norms or rules are violated”; Index Criminal 
Offenses, a 13-item scale that includes items such 
as “stolen an item greater than a hundred dollars in 
value” and “sold heroin or LSD”; and Interpersonal 
Violence, a 6-item scale that includes items such 
as “attacked someone with intent to hurt” and 
“had sex with someone against their will.”

Children were grouped according to their ini-
tial risk for developing CD. The lower-risk group 
had negative ICERs for all three outcomes. By 
contrast, the higher-risk children had positive 
ICERs for all three outcomes. For the CD and 
index crime outcomes among the higher-risk 
group, the ICERs was cost-effective (less than 
the $1 million and $160,000 thresholds, respec-
tively) [44].
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When speaking of cost-effectiveness of treat-
ments for CD, prevention of consequences in 
adulthood is key, particularly outcomes related to 
criminal justice.
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Abstract

Global mental health has as a goal to study mental health in countries 
worldwide from a broad, international perspective that considers all popula-
tions of the world and takes into account their cultural and country- specific 
peculiarities and complexities. This is the perspective of international public 
organizations such as the World Health Organization, the United Nations 
Secretary for Health. Sound and informative global data about mental disor-
ders are highly important because they draw attention to the magnitude of the 
burden; can be used to study causes, risk factors, treatment coverage, and 
inequalities; and inform policies and public health actions to reduce the bur-
den experienced by individuals and society. Reliable global data became even 
more important with the endorsement in September 2015 of sustainable 
development goals and the unprecedented inclusion of mental health and 
substance abuse in two of the sustainable development goal targets. Sound 
and reliable sources of global mental health are, however, rare. The economic 
and societal burdens of mental disorders are huge, estimated at US$2.5 tril-
lion in 2010 and projected to be an astonishing US$6.0 trillion by 2030. 
These costs are made up of treatment expenditures and costs associated with 
loss of income. In addition, in 2010, 7.4% of all disability-adjusted life years 
worldwide were due to mental and substance use disorders. In this chapter we 
present and discuss relevant conceptualizations, data sources, and costs, mak-
ing the link between mental disorders and well-being, poverty, violence, and 
socioeconomic determinants of health from a global perspective.
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24.1  Conceptualizations 
of Mental Disorders 
and Mental Health

The definition of mental health proposed by the 
World Health Organization (WHO) is “a state of 
well-being in which every individual realizes his or 
her own potential, can cope with the normal stresses 
of life, can work productively and fruitfully, and is 
able to make a contribution to her or his 
community.”1 This definition is very close to the 
WHO definition of health, offering a comparably 
aspirational goal relying on well-being.2 This defi-
nition achieves its political mandate of offering 
member states an ideal they should aspire to. 
However, for measurement – for instance, mea-
surement of burden, costs, or even happiness within 
a country and across countries – the concept first 
has to be operationalized,3 and operationalization 
gives room to diversity because it is strongly con-
nected with the purpose of any measurement.

Mental health has frequently been operational-
ized in terms of the absence or presence of health 
conditions (i.e., mental disorders). This is the per-

1 http://www.who.int/features/factfiles/mental_health/en/
2 Preamble to the Constitution of the World Health 
Organization as adopted by the International Health 
Conference, New York, June19 –July 22, 1946.
3 Definition of how a construct that is not directly measur-
able, for instance health, should be measured.

spective of, for instance, epidemiologists, who are 
very interested in learning about the prevalence and 
incidence of mental disorders. This is also the per-
spective of the Global Burden of Disease (GBD) 
Study, which informs and even ranks the burden 
attached to a range of mental disorders [1]. Defining 
who has or does not have a mental disorder might 
be challenging because it requires precise diagno-
ses, and mental health has been similarly opera-
tionalized as impairments in mental functions, such 
as attention, motivation, or the regulation of emo-
tions. These ways of operationalizing mental health 
follow a rather medical tradition.

Mental health has also been frequently opera-
tionalized in terms of well-being. Here, two 
approaches should be differentiated: the hedonis-
tic approach and the eudemonistic approach. The 
eudemonistic approach has its roots in the work 
of Aristotle and focuses on self-realization and 
on human growth and the fulfilment of one’s true 
nature. This is the basis behind what is called 
“psychological well-being” [2]. The hedonistic 
approach is concerned with our subjective expe-
riences of positive affect, of happiness, and is the 
basis of the currently growing body of work 
related to what is called “subjective well-being” 
[3]. The collection of data on both subjective and 
psychological well-being is widespread and is 
even used to measure the welfare of countries, as 
we will see later in this chapter.

Finally, what is meant by “global mental 
health”? The word global shifts the focus from 
specific countries, settings, or disease groups to 
the study of mental health in countries world-
wide, from a broad, international perspective that 
considers all populations of the world and takes 
into account their cultural and country-specific 
peculiarities and complexities. This is the per-
spective of international public organizations 
(e.g., WHO, the United Nations Secretary for 
Health) and of private foundations (e.g., the Bill 
& Melinda Gates Foundation).

As this chapter is about global mental health, 
the WHO definition is used as a reference. It is 
important to keep in mind, however, that this chap-
ter tackles the two different operationalization 
approaches to mental health mentioned above: the 
absence or presence of mental disorders or impair-
ments in mental functions, and well-being.

Key Points Summary

• Conceptualizations of mental disorders 
and mental health

• Sources of global data about mental 
disorders

• Global economic and societal burdens 
of mental disorders

• Risk and protective factors for mental 
disorders

• Risk and protective factors for well-being
• The impact of the environment: poverty, 

disasters, stress, violence
• Mental health and economic well-being
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24.2  Sources of Global Data 
About Mental Disorders

Sound and informative global data about mental 
disorders is of huge importance: they draw atten-
tion to the magnitude of the burden; can be used 
to study causes, risk factors, treatment coverage, 
and inequalities; and inform policies and public 
health actions to reduce the burden experienced 
by individuals and society. Reliable global data 
became even more important with the endorse-
ment in September 2015 of the sustainable devel-
opment goals (SDGs) at the United Nations 
General Assembly,4 and the unprecedented inclu-
sion of mental health and substance abuse in two 
of the SDG targets of goal 3, health and well- 
being. Countries should, according to task 3.4,

“By 2030, reduce by one third premature mortality 
from non-communicable diseases through preven-
tion and treatment and promote mental health and 
well-being,” and according to target 3.5, 
“Strengthen the prevention and treatment of sub-
stance abuse, including narcotic drug abuse and 
harmful use of alcohol.”

This chapter presents the most current global 
burden data available. However, given the scar-
city of (sound) data in mental health, enormous 
challenges associated with data collection, and 
methodological shortcomings of available esti-
mates, it is important to briefly review the cur-
rent, most prominent sources of global data, 
which underlie the important statistics and pro-
jections presented here.

To date, one of the largest efforts to directly 
collect and generate data from an international 
perspective has been the World Mental Health 
Survey (WMH), a project under the leadership of 
WHO and encompassing a large consortium of 
28 countries.5 The WMH comprises epidemio-
logic surveys, including general population sam-
ples, and focuses on the prevalence of, severity 
of, and accessibility to treatment for several men-
tal, substance use, and behavioral disorders in all 
six WHO world regions [4].

4 http://www.un.org/sustainabledevelopment/sustainable- 
development-goals/
5 http://www.hcp.med.harvard.edu/wmh/

One of the challenges of collecting data on 
mental disorders through epidemiological sur-
veys is the reliability of the collected informa-
tion; it is barely possible to use specialized health 
professionals such as psychiatrists or psycholo-
gists as interviewers. The WMH is administered 
by lay-interviewers and overcomes the reliability 
issue by fully relying on the Composite 
International Diagnostic Interview (CIDI), devel-
oped by WHO and extensively tested for epide-
miological cross-national studies [5, 6]. The 
WHO WMH-CIDI is a broad, completely struc-
tured interview designed to be implemented by 
trained lay-interviewers. The assessment using 
the CIDI is in line with diagnostic criteria defined 
by the International Classification of Diseases, 
10th Revision, and the Diagnostic and Statistical 
Manual of Mental Disorders, Fourth Edition, and 
generates codes for both classifications.

The WHO WMH-CIDI can generate preva-
lence and severity estimates. It also measures the 
burden experienced in daily life and access to 
treatment in terms of service utilization and med-
ication. Based on this information, the WHO 
WMH-CIDI also provides estimates on two very 
important issues in mental health: the treatment 
gap (i.e., the proportion of persons not receiving 
any treatment) and the treatment lag (i.e., the pro-
portion of persons receiving treatment after a 
long delay) [7]. These estimates are broken down 
by severity, as this gives important information 
about the allocation of healthcare, discloses 
potentially important shortcomings of health sys-
tems, and complements information collected on 
burden. For instance, the WMH showed that a 
worryingly large proportion of severe cases 
remain untreated worldwide, whereas in specific 
countries, such as the United States, a large pro-
portion of mild cases receive treatment [7]. This 
study pointed out that receiving or not receiving 
treatment is a matter of not only limited treatment 
resources but also misallocation of treatment 
resources because of the structural inequalities of 
specific health systems.

The WHO WMH has several shortcomings, 
which are sources of potential bias that reflect the 
challenge of collecting data on mental disorders [4]. 
As a household survey, the WHO WMH excludes 
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from the sample specific populations, such as the 
homeless or people living in institutions, among 
whom might be found a higher prevalence of 
mental disorders. This might lead to an underes-
timation of the prevalence. Despite extensive 
cross-national testing of the CIDI, cultural 
aspects of admitting to having symptoms may be 
an issue as well and could explain the very low 
prevalence of mental disorders found in Nigeria 
and China [4]. Another limitation is that schizo-
phrenia (and other nonaffective psychoses), one 
of the most devastating severe mental disorders, 
is not included in the survey because the CIDI 
proved to be not reliable in that case: in inter-
views administered by lay-interviewers, symp-
toms that would point to schizophrenia were 
dramatically overestimated [6].

Another very important source of burden data 
is the GBD Study.6 The 2010 update was financed 
by the Bill & Melinda Gates Foundation and led 
by the Institute for Health Metrics and Evaluation 
at the University of Washington, in collaboration 
with WHO and three other universities. Data pro-
vided by the GBD Study, especially disability- 
adjusted life years (DALYs), are widely used, so 
it is important to keep in mind where these data 
come from. DALYs are estimated based on years 
of life lost to premature death and years of life 
lived in less than full health. The latter are esti-
mated based on disability weights, which are 
measures for the severity of a disease, ranging 
from 0 (perfect health) to 1 (death). The first set 
of disability weights was determined in 1996 by 
a group of selected experts and received harsh 
criticism in relation to its validity. Over the years, 
the methodology of the GBD Study has been 
revised again and again, and because of the 
impact of the methodology on DALYs and their 
broad use, the 2010 GBD Study consulted phi-
losophers, ethicists, and economists about the 
value choices to be incorporated into DALYs. 
The current disability weights are generated from 
a large-scale general population survey, and par-
ticipants – who might have or not have any health 
condition – are required to make judgements 
about pairs of health states described in lay lan-

6 http://www.healthdata.org/gbd

guage [8, 9]. The disability weight of severe 
depression, for instance, has been estimated 
using the lay description, “has overwhelming, 
constant sadness and cannot function in daily 
life. The person sometimes loses touch with real-
ity and wants to harm or kill himself (or herself)”; 
the weight is 0.658 (95% uncertainty interval: 
0.477–0.807) and points to a high burden. The 
weight for profound intellectual disability, how-
ever, given the lay description “has low intelli-
gence, cannot understand basic requests or 
instructions, and requires constant assistance for 
nearly all activities,” is 0.200 (95% uncertainty 
interval: 0.133–0.2830), points to a low burden 
[9], and has been heavily criticized. WHO revised 
such controversial GBD weights (intellectual dis-
ability is just one of them), proposing different 
weights and the WHO Global Health Estimate 
[10].7 For instance, the WHO weight for pro-
found intellectual disability is 0.4440. It is impor-
tant to be aware that because of such disparities 
and important methodological concerns, WHO 
did not endorse the 2010 GBD Study results and 
regularly publishes its own burden of disease 
estimates.

WHO regularly collects data about the struc-
ture and responsiveness of health systems world-
wide. These kinds of data are of special concern 
in global mental health because of the huge treat-
ment lag and treatment gap in the majority of 
countries worldwide, including high-income 
countries. The lack of or delay in receiving treat-
ment is associated with a meaningful increase in 
burden on the individual, society, and economy. 
In this sense, to what extent treatment lack and 
gap are related to the lack (inadequacy of 
resources and services) or misallocation (ineq-
uity in their distribution) of health resources is 
very important for developing mental health poli-
cies and plans. For instance, in several countries, 
persons with mental disorders continue to be iso-
lated and institutionalized in mental health hospi-
tals, although there is plenty of evidence about 
the effectiveness of low-cost and low-resource 
treatments such as lay-interventions [11–13], 

7 http://www.who.int/healthinfo/global_burden_disease/
en/
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which could be easily implemented by shifting 
the tasks of available health professionals and 
health services.

The WHO Mental Health Atlas8 was devel-
oped to collect, summarize, and disseminate 
global data, including country and out-of-pocket 
expenditures, on the six building blocks of the 
health system: governance (policies and plans), 
financing, care delivery, human resources, medi-
cines, and information systems [14]. The first 
Mental Health Atlas report was published in 
2001, and the information initially obtained was 
updated in 2005, 2011, and 2014. Data for the 
Atlas is collected through a survey: WHO head-
quarters and regional and country offices 
approach ministries of health or other relevant 
ministries in all countries worldwide. These des-
ignate one stakeholder as the respondent for the 
country. Some key findings of the 2014 report are 
that public expenditures on mental health are 
very low in low- and middle-income countries, 
and are still mostly allocated to inpatient care, 
especially mental hospitals; also, globally – even 
in many high-income countries – governments 
still spend less than 5% of their health budget on 
mental health, with many countries spending 
only up to 1%.

Further global data on the direct and indirect 
costs of mental disorders are rare. A study pub-
lished in 2011 on the global economic burden of 
noncommunicable diseases [15] anticipated the 
economic burden of mental disorders in 2011–
2030, not using direct data but by “relating the 
economic burden of all other [noncommunicable] 
diseases to their (mental disorders) associated 
number of DALYs. Then the burden for mental 
illness was projected using the relative size of the 
corresponding DALY numbers to all the other 
conditions.” The global cost of mental disorders 
(see Chap. 25) – that is, the projected mortality 
rate in a population in relation to current and 
future economic output at the national level – 
estimated in the same report for 2010 was around 
US$2.5 trillion, with US$6.0 trillion projected 
for 2030. How were these values estimated? 

8 http://www.who.int/mental_health/evidence/atlasmnh/
en/

Estimates of overall global costs were partially 
based on data from a systematic review from 
2006 [16], including studies from 1990 to 2003, 
and national costs reported for the United States, 
China, Kenya, and Australia. National cost stud-
ies published for Canada, the United Kingdom, 
and France were also considered. These costs 
from seven countries were used to estimate the 
global burden for the world. The report is undeni-
ably very important and places attention on the 
burden of mental disorders. A look at the meth-
odology, however, stresses the need to be aware 
of data sources when working with global 
 statistics and projections, and how far projections 
might be from direct estimates.

24.3  Global Economic 
and Societal Burdens 
of Mental Disorders

While the global cost of mental disorders was 
estimated at US$2.5 trillion in 2010, the pro-
jected costs for 2030 amount to an astonishing 
US$6.0 trillion [15]. These costs are made up of 
treatment expenditures and costs associated with 
loss of income.

The WHO Mental Health Atlas9 provides 
information on country expenditures on mental 
health and on the most important sources of fund-
ing (government, nongovernmental organiza-
tions, and affected individuals and their families). 
In 79% of 120 countries, government is ranked as 
the main funding body. However, 18% of coun-
tries rank private households as the main funders, 
and 31% rank them as the second most important 
source of funds, mainly through direct out-of- 
pocket expenditures or private health insurance 
fees. This is concerning because it points out that 
the accessibility to mental health services is 
strongly associated with household income, 
clearly disadvantaging low-income households.

The Atlas aimed to collect information on 
total yearly government spending in terms of 
inpatient and day care services, outpatient and 

9 http://www.who.int/mental_health/evidence/atlas/men-
tal_health_atlas_2014/en/
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primary healthcare services, social care services, 
and further expenditures. Over 60 countries pro-
vided some expenditure information, but only 41 
reported inpatient and outpatient expenditures, 
and only a few reported expenditures with pri-
mary care facilities and clinics, which are very 
important community gatekeepers, or entrance 
points for mental health treatment. Keeping in 
mind that data on expenditures are incomplete, 
results point out that the median expenditure of 
governments per capita is US$1.53 per year in 
lower-middle-income countries and US$1.96 per 
year in upper-middle-income countries. The 
lion’s share of these expenditures, US$1.20 per 
year in lower-middle-income countries and 
US$1.35 per year in upper-middle income coun-
tries, goes toward a kind of treatment that has 
proven to be often ineffective and many times 
even segregating, namely, mental hospitals. 
High-income countries report median per-capita 
expenditures of almost US$60, spending about 
30% on mental hospitals, 30% on other inpatient 
and day care, and 30% on outpatient and primary 
care. In general, the Atlas shows that the higher 
the gross national income per capita, the higher 
the mental health expenditures. However, of 41 
countries considered, only 7 allocated more than 
5% of their health expenditures to mental health.

As a reference, a modeling study of the annual 
costs of delivering cost-effective interventions 
for schizophrenia, depression, epilepsy, and alco-
hol use disorders in sub-Saharan Africa and south 
Asia estimated needed expenditures to be $3–4 
per capita [17], whereas global annual costs for 
depression treatment during 15 years of scaled-
 up investment were estimated to be $0.08 per 
person on average in low-income countries, 
$0.34 in lower-middle-income countries, $1.12 in 
upper-middle-income countries, and $3.89 in 
high-income countries [18].

The WHO Mental Health Atlas 201110 also 
provided figures on median expenditures on med-
icines (per 100,000 population) for mental and 
behavioral disorders. Median annual expendi-
tures ranged from US$1,700 in low-income 

10 http://www.who.int/mental_health/publications/men-
tal_health_atlas_2011/en/

countries to US$17,200 in lower-middle-income 
countries, US$82,700 in upper-middle-income 
countries, to an astonishing US2,630,500 in high- 
income countries [19]; median expenditures by 
high-income countries were approximately 340 
times greater than median expenditures in low- 
and lower-middle-income countries. When these 
figures are disentangled by world region, the 
European region has the highest median expendi-
tures: US$2,598,300. The largest part of these 
expenditures goes toward antipsychotics and 
antidepressants. While low expenditures poten-
tially point to a lack of treatment, huge 
 expenditures in high-income countries, espe-
cially in Europe, raise the question of the appro-
priateness of such widely given prescriptions for 
antipsychotics and antidepressants.

Mental disorders are treatable but often have a 
chronic disabling characteristic; some start very 
early in life, such as schizophrenia, and have a 
meaningful negative impact on several aspects of 
daily life, one of which is the ability to work [20] 
(see Chap. 28). A large part of the economic bur-
den of mental disorders is therefore not related to 
treatment, but rather to the unemployment of 
affected persons, as well as the reduced produc-
tivity of family caregivers and the corresponding 
loss of income, as stated in the WHO Report 
“Investing in Mental Health: Evidence for 
Action,” published in 2013.11 Sound and global 
data on the indirect costs of mental disorders are 
rare, but projections are available. Indirect costs 
represent about US$4 trillion of the global costs 
of mental disorders projected for 2030 [15] (see 
Chaps. 25, 26, 27, and 28). The total cost of ill-
ness is projected to be about US$2 trillion in 
2030 in low- and middle-income countries, com-
prising about US$1.5 trillion in indirect costs, 
and total costs for high-income countries are pro-
jected to be almost double at US$4 trillion, with 
about US$2.5 trillion in indirect costs. The 
general economic burden of mental illness in 
terms of “value of lost output”12 over the period 

11 ht tp:/ /apps.who.int/ ir is/bitstream/10665/8723
2/ 1/9789241564618_eng.pdf
12 Projected mortality rates in a population in relation to 
current and future economic output at the national level.
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2011–2030 has been recently estimated to be 
US$16.3 trillion and to surpass the estimated 
economic burden for diabetes (US$1.7 trillion), 
chronic respiratory diseases (US$4.4 trillion), 
and cancer (US$8.3 trillion), coming very close 
to the costs of cardiovascular diseases (US$15.6 
trillion) [15].

Mental disorders are also globally associated 
with high mortality and high comorbidity [21]. A 
broad meta-review (i.e., a review of 20 system-
atic reviews) showed that all mental disorders are 
associated with an increased risk of mortality 
compared to the general population, and that sev-
eral mental disorders, such as substance use and 
eating disorders, have comparable or even larger 
mortality risks than heavy smoking, leading to 
considerable decreases of life expectancy, rang-
ing from 10 to 20 years lost [22]. Reasons for 
such high mortality are direct health conse-
quences of the disorder, for instance, the health 
decrements caused by substance abuse or eating 
disorders; unhealthy risk behaviors, such as the 
high rates of heavy smoking among people with 
schizophrenia [23]; and a very high suicide risk, 
as in, for example, depression and borderline dis-
orders, among others [22, 24]. Regarding mor-
bidity, mental disorders increase the risk of 
developing communicable and noncommunica-
ble diseases, such as cardiovascular conditions, 
whereas many health conditions, such as cancer 
and respiratory diseases, substantially increase 
the risk for a mental disorder, usually depression 
or anxiety [21].

High premature mortality rates and high comor-
bidity are reflected in the impressive global burden 
of disease attributable to mental disorders. Using 
data from the 2010 GBD Study, it has been esti-
mated that in 2010, 183.9 million DALYs were due 
to mental and substance use disorders, representing 
7.4% of all DALYs worldwide [25]. In addition, 
mental and substance use disorders account for 8.6 
million years of life lost (YLLs), 0.5% of all YLLs 
worldwide, and 175.3 million years lost due to dis-
ability, 22.9% of all YLDs worldwide; mental dis-
orders are the leading cause of years lost due to 
disability worldwide. Depressive disorders account 
for 40.5% of the DALYs attributable to mental dis-
orders, followed by anxiety disorders (14.6%), 

illicit drug use disorders (10.9%), alcohol use 
disorders (9.6%), schizophrenia (7.4%), and bipo-
lar disorder (7.0%) [25].

24.4  Risk and Protective Factors 
for Mental Disorders 
and Well-Being

24.4.1  Risk and Protective Factors 
for Mental Disorders

Information on the burden of diseases should 
always be complemented by information on the risk 
factors that might cause them. Knowledge of both 
burden and risk factors provide “an important input 
to health decision-making and planning processes” 
[26] (p. 2), and can provide evidence for effective 
interventions that might finally improve global 
health. Data on and knowledge of risk factors have 
often been fragmented and inconsistent. As diseases 
and disorders are mostly caused by more than one 
risk factor, identifying and gathering knowledge of 
these factors is challenging and requires a compre-
hensive and well-structured assessment of poten-
tially relevant factors. In 2000, WHO used for the 
first time 22 global risk factors to create an universal 
comparative risk assessment (CRA) [27]. In 2004, 
these factors were complemented by another two 
risk factors and were allocated to the following top-
ics [28]: (a) childhood and maternal undernutrition; 
(b) other nutrition-related risk factors and physical 
activity, (c) addictive substances, (d) sexual and 
reproductive health, and (e) environmental risks. 
Some of these risk factors are relevant to mental dis-
orders, whereas others are not or have not yet been 
investigated. Although we know from this CRA 
that, for instance, child sexual abuse increases the 
risk for several mental disorders, such as depres-
sion, anxiety, drug or alcohol abuse, and for suicide 
[28], WHO’s conceptualization of risk factors for 
CRA does not adequately map risk factors for men-
tal disorders.

Another approach for the conceptualization 
and categorization of risk factors, as well as pro-
tective factors for mental disorders provided by 
WHO, relies on the definition that “risk factors 
are associated with an increased probability of 
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onset, greater severity and longer duration of 
major health problems” [29] (p. 21), whereas 
“protective factors refer to conditions that 
improve people’s resistance to risk factors and 
disorders” (p. 21). This conceptualization is very 
close to that provided by the Life Course Health 
Development framework, which includes deter-
minants operating in nested genetic, biological, 
behavioral, social, and economic contexts [30]. 
Both conceptualizations distinguish between 
individual, family-related, social, economic, and 
environmental risk and protective factors, and 
categorize them into either generic or disease- 
specific risk factors. Generic risk and protective 
factors are defined as factors that are common 
across mental disorders, whereas disease-specific 
risk and protective factors are specific to the 
development of a particular disorder.

There is no doubt that several risk factors inter-
act with each other and that their cumulative effect, 
either additive or multiplicative, as well as the lack 
of protective factors, predisposes a person to 
become vulnerable and finally develop a mental 
disorder. The WHO report “Prevention of Mental 
Disorders: Effective Interventions and Policy 
Options” provides an excellent overview of evi-
dence-based risk and protective factors at individ-
ual and family-related level [29] (see Box 24.1).

Box 24.1 Individual and Family- 
Related Risk and Protective Factors 
for Mental Disorders [29]
Risk factors:

• Academic failure and scholastic 
demoralization

• Attention deficits
• Caring for chronically ill or dementia 

patients
• Child abuse and neglect
• Chronic insomnia
• Chronic pain
• Communication deviance
• Early pregnancies

(continued)

(continued)

• Elder abuse
• Emotional immaturity and dyscontrol
• Excessive substance use
• Exposure to aggression, violence, and 

trauma
• Family conflict or family disorganization
• Loneliness
• Low birth weight
• Low social class
• Medical illness
• Neurochemical imbalance
• Parental mental illness
• Parental substance abuse
• Perinatal complications
• Personal loss/bereavement
• Poor work skills and habits
• Reading disabilities
• Sensory disabilities or organic handicaps
• Social incompetence
• Stressful life events
• Substance use during pregnancy

Protective factors:

• Ability to cope with stress
• Ability to face adversity
• Adaptability
• Autonomy
• Early cognitive stimulation
• Exercise
• Feelings of security
• Feelings of mastery and control
• Good parenting
• Literacy
• Positive attachment and early bonding
• Positive parent–child interaction
• Problem-solving skills
• Prosocial behavior
• Self-esteem
• Skills for life
• Social and conflict management skills
• Socioemotional growth
• Stress management
• Social support of family and friends
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Although a range of acknowledged risk and 
protective factors exist, it is important to stress 
that the knowledge of risk factors is constantly 
being expanded.

Regarding individual risk and protective fac-
tors, evidence from the recently published scien-
tific literature shows, for instance, that genes [31] 
and dietary patterns [19, 32], just to name a few, 
are risk factors for depression. The interaction 
between risk and protective factors in depression 
was also disclosed in a recently published sys-
tematic review [33]. In that work, Pemberton and 
Fuller Tyszkiewicz [33] showed a concurrent and 
lagging association between poor sleep, stress, 
and significant life events, which act as risk fac-
tors, whereas physical activity and quality of 
social interactions act as protective factors.

Evidence for family-related risk factors has 
been recently provided by a meta-analysis of 124 
studies; it showed that nonsexual maltreatment of 
children acts as risk factor for several mental dis-
orders. Physical abuse was associated with 
depression (odds ratio [OR]: 1.54; 95% 
 confidence interval [CI]: 1.16–2.04), anxiety dis-
orders (OR: 1.51; 95% CI: 1.27–1.79), and sub-
stance abuse disorders (OR: 1.61; 95% CI: 
1.21–2.16). Emotional abuse in childhood 
increased the risk for depression (OR: 3.06; 95% 
CI: 2.43–3.85) and anxiety disorders (OR: 3.21; 
95% CI: 2.05–5.03) [34]. These results are also 
supported by the work of Mandelli and col-
leagues [35], who reported in a post hoc analysis 
that emotional abuse and neglect showed the 
strongest associations with depression when 
compared with other kinds of childhood trauma. 
Also, domestic violence increases the risk of 
developing depression and anxiety disorders in 
women [36, 37].

An overview of evidence-based risk and pro-
tective factors at social, environmental, and eco-
nomic levels [29] is shown in Box 24.2.

Recent studies looking at risk factors at the 
environmental, societal, and economic levels 
confirmed that natural disasters [38] and job 
strain at the workplace [39] act as risk factors for 
depression. Migration and migration-related fac-
tors increase the risk for schizophrenia in first- 
and second-generation immigrants [40].

24.4.2  Risk and Protective Factors 
for Well-Being

An increasing number of surveys have recently 
attempted to assess the level of well-being of the 
population and to analyze the impact of different 
demographic, social, personal, and health-related 
factors on well-being. Results from surveys 
around the world show that, in general, most peo-
ple are quite happy and satisfied with their lives 
[41–43]. The evidence also suggests that the eval-
uative, eudaimonic, and experienced components 

Box 24.2 Social, Environmental, 
and Economic Risk and Protective 
Factors for Mental Disorders [29]
Risk factors:

• Access to drugs and alcohol
• Displacement
• Isolation and alienation
• Lack of education, transport, housing
• Neighborhood disorganization
• Peer rejection
• Poor social circumstances
• Poor nutrition
• Poverty
• Racial injustice and discrimination
• Social disadvantage
• Unemployment
• Urbanization
• Violence and delinquency
• War
• Work stress

Protective factors:

• Empowerment
• Ethnic minority integration
• Positive interpersonal interactions
• Social participation
• Social responsibility and tolerance
• Social services
• Social support and community 

networks
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of well-being are different constructs, although 
they are interrelated, and they do not necessarily 
have the same correlates [43].

Regarding sociodemographic factors, the 
results from various studies show that people 
with higher education and higher occupational 
status report more satisfaction with their lives, 
but these same people do not report better experi-
enced well-being [42–44]. Women report higher 
life evaluation than men [42, 43], but the gender 
differences regarding experienced well-being are 
not conclusive. Some studies found a slightly 
higher positive affect but also more “blue affect” 
and more stress in women than in men [42], 
whereas other studies found no statistically sig-
nificant differences in experienced well-being 
between men and women [43].

Well-being is also influenced by age, although 
the age distribution of well-being varies across 
countries. A U-shaped relation between evalua-
tive well-being and age, with the nadir between 
ages 45 and 54 years and higher well-being in 
younger and older adults, has been found in 
high- income, English-speaking countries. In the 
former Soviet Union, Eastern Europe, Latin 
America, and sub-Saharan Africa there is a large 
progressive reduction in life evaluation with age 
[45]. In the United States there is also a U-shaped 
pattern for positive emotions, whereas negative 
emotions show different patterns: stress and 
anger steeply decline from the early 20s, worry 
is elevated through middle age and then declines, 
and sadness is essentially flat [46]. In sub- 
Saharan Africa, negative emotions increase 
slightly with age, whereas in the former Soviet 
Union and Easter European countries, some neg-
ative emotions such as worry also increase with 
age [45].

Social networks also affect well-being. Having 
social support is correlated with life satisfaction 
[47]. Married people and those living with a part-
ner report more satisfaction with their lives, but 
these same people do not report better experi-
enced well-being [42–44]. Having children is no 
guarantee of higher happiness. The pleasure of 
parenting depends on the age of the children, on 
the quality of the parenting couple, and on the 
social context, including having enough time to 

enjoy family life [48]. On the other hand, caring 
for an adult and loneliness have been reported to 
be strong predictors of low experienced well- 
being [42]. Feelings of freedom in living one’s 
life and social support are associated with high 
experienced well-being [47]. Religion has a sub-
stantial influence on improving positive affect 
and reducing stress, but has no effect on reducing 
sadness or worry [42].

Health status has a strong relationship with 
positive affect, negative affect, and evaluative 
well-being, even after controlling for sociodemo-
graphic variables, the presence of a depressive 
episode, and cognitive functioning [43]. Chronic 
illnesses have also been associated with reduced 
experienced and eudaimonic well-being. The 
reductions in both experienced and eudaimonic 
well-being increase progressively with the num-
ber of comorbidities [45]. Headaches and smok-
ing have also been reported to be strong predictors 
of low experienced well-being [42].

24.5  The Impact 
of the Environment: Poverty, 
Disasters, Stress, Violence

Natural disasters, intentional human-caused 
disasters, human trafficking, and violence cause 
new-onset psychiatric disorders, exacerbations of 
preexisting psychopathology, and psychological 
distress [49–51]. Economic recessions, and, more 
concretely, certain fiscal austerity and policy 
decisions on how to respond to the economic 
downturns, can also produce an increase in the 
prevalence of mental disorders [52–55], and 
these effects might be higher among the weakest 
and most vulnerable members of society [52]. 
Poverty has a negative impact on mental health. 
Low household income and low parental educa-
tion have a stronger impact on children’s and 
adolescents’ mental health than parental unem-
ployment or low occupational status. Children 
and adolescents with low socioeconomic status 
are two to three times more likely to have mental 
health problems than their peers from families 
with a high socioeconomic status, and are also 
more likely to develop comorbidities. A decrease 

C. Sabariego et al.



375

in socioeconomic status and the persistence of 
low socioeconomic status over time are related to 
increasing mental health problems [56]. School- 
age homeless children are also more likely to 
have mental health problems than low-income 
housed children [57]. Adults who experience 
unemployment, impoverishment, debt, financial 
difficulties, and housing payment problems have 
a significantly greater risk of mental health prob-
lems, and the more debt people have, the more 
likely they are to have mental disorders [55].

These environmental factors also have a nega-
tive impact on well-being. Unemployment, espe-
cially in contexts where people are less 
accustomed to it [58], and living in an area of high 
deprivation [10] have a negative impact on well-
being. An unhappy and violent childhood has a 
strong negative impact on well-being as an adult 
[10]. On the other hand, household income, finan-
cial satisfaction, and meeting basic needs such as 
food and shelter, as well as material comforts such 
as having electricity, are associated with life satis-
faction [47]. Financial satisfaction is negatively 
associated with negative feelings [59]. More 
money does not necessarily buy more happiness, 
but less money is associated with emotional pain. 
The pain of some of life’s misfortunes, including 
asthma, divorce, and being alone, is significantly 
exacerbated by poverty, but a threshold exists 
beyond which further increases in income are not 
associated with more experienced well-being 
[42]. The facts that income is more highly corre-
lated with general life satisfaction than with expe-
rienced happiness, and that people with the 
highest incomes do not experience more positive 
emotions or less negative emotions than middle-
income people, can be explained: the answers to 
global life satisfaction questions are susceptible to 
focusing attention on different aspects of life, and 
people tend to overestimate the impact of any 
single factor on their well-being. This phenome-
non is known as the focusing illusion. On the 
other hand, as income increases, people’s time use 
does not seem to shift toward the activities that 
matter most to their experienced well-being, such 
as spending time with their loved ones, avoiding 
pain and disease, and enjoying leisure; they also 
tend to be more tense [42, 44]. Contrary to popu-

lar belief, satisfaction with material aspects of life 
has a stronger impact on well-being in wealthier 
than in poorer countries. Nevertheless, post-mate-
rialist needs of autonomy, respect, and social sup-
port are essential to positive and negative feelings 
worldwide. This suggests that societal conditions 
that promote autonomy and social relations 
among their citizens are important in all societies 
as the fulfillment of such needs, not just having 
more money [59].

An association also exists between income 
and average life satisfaction in nations. Despite 
the high correlation, large differences in life sat-
isfaction are seem between countries with similar 
incomes [47]. People living in richer nations 
report higher life evaluation but also experience 
more negative feelings [59], and they do not nec-
essarily experience higher positive affect [60]. 
The same increase in personal income yields a 
greater increase in subjective well-being in richer 
nations than in poorer nations, probably because 
a higher value is placed on money and  materialistic 
goods in such countries [60]. Sharp drops in 
growth and related increases in insecurity during 
economic crises negatively affect well-being 
[58], but more counterintuitively, large increases 
in income for a given country over time are not 
associated with increases in average subjective 
well-being [44], and rapid economic growth can 
even have negative effects as a result of concerns 
about inequality and changing rewards [58].

24.6  Mental Health and Economic 
Well-Being

Interest in national accounts of well-being has 
recently increased, as societies have realized that 
societal progress includes more than economic 
growth, and therefore they seek not only eco-
nomic and material progress but also progress in 
subjective, environmental, and social well-being 
[47] (see Chap. 25). Even though some econo-
mists started to advocate for this change years 
ago, the systematic collection and use of well- 
being data at the population level have been slow 
to follow. In the 1930s the economist Simon 
Kuznets, who participated in the creation of the 
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gross domestic product (GDP), warned that a 
nation’s welfare could scarcely be inferred just 
from its national income and advocated for an 
assessment of well-being. Years later, Richard 
Easterlin (1974) also claimed that economic 
growth does not necessarily imply an increase in 
the happiness of the population and advocated 
measuring happiness in addition to economic 
growth. In 2009 the European Commission pub-
lished a communication that acknowledged the 
limitations of the GDP and proposed to comple-
ment GDP with environmental and social indica-
tors such as a comprehensive environmental 
index and measures of quality of life and well- 
being. The same year, the Commission on the 
Measurement of Economic Performance and 
Social Progress appointed by Nicolas Sarkozy, 
the president of the French Republic at the time, 
recommended shifting emphasis from measuring 
economic production to measuring people’s well- 
being, and that this measurement be done at a 
national level [61]. Along the same lines, the 
World Happiness Report stated that, “

In addition to specific measures of economic, 
social, and environmental performance, govern-
ments should begin the systematic measurement of 
happiness itself, in both its affective and evaluative 
dimensions” [48] (p. 8)

The United Nations, in the resolution adopted 
by its General Assembly on July 19, 2011, invited 
Member States to “pursue the elaboration of 
additional measures that better capture the impor-
tance of the pursuit of happiness and well-being 
in development with a view to guiding their pub-
lic policies,”, and in 2012 proclaimed March 20 
the International Day of Happiness. The impor-
tance of ensuring that every person achieves a 
basic standard of well-being is also included in 
the recommendations of the High-Level Panel on 
the Post-2015 Development Agenda.

An attempt to address the limitations of GDP 
was the development of the Genuine Progress 
Indicator in 1995, a measure of sustainable eco-
nomic well-being designed to indicate progress 
in people’s quality of life and economic, social, 
and environmental well-being that was applied in 
Canada [62]. The British government also put the 
recommendations into practice and asked the 

Office of National Statistics to devise a new way 
of measuring well-being in order to start measur-
ing progress as a country, not just by how the 
economy was growing, but by how the people’s 
lives were improving [63]. In the United States, 
the National Academy of Sciences issued a report 
to provide guidance for measurement and data 
collection in the area of experienced well-being 
[64]. The constitution of Bhutan states that the 
happiness of the population is a public good, and 
that the government has the responsibility of cre-
ating an enabling environment for the pursuit of 
happiness [65], and the Centre for Bhutan Studies 
developed a Gross National Happiness Index 
including nine domains: psychological well- 
being, health, education, time use, culture, 
governance, community vitality, environmental 
diversity, and living standards [66].

Interesting cross-national initiatives also allow 
comparisons across countries. The Better Life 
Initiative, launched by the Organisation for 
Economic Co-operation and Development, aims 
to measure society’s progress across 11 domains 
of well-being. One of the largest initiatives is the 
Gallup World Poll, which has collected informa-
tion about well-being from at least 130 countries 
every year since 2006. In addition, every day it 
collects information about the well-being of at 
least 500 adults living in the United States. The 
Happy Planet Index from the New Economics 
Foundation (NEF) uses data on well-being from 
the Gallup World Poll, together with data on life 
expectancy and ecological footprint, to calculate 
a global measure of sustainable well-being. The 
NEF is calling on governments to adopt new 
measures of human progress that establish the 
goal of delivering sustainable well-being for all 
at the heart of the societal and economic decision- 
making process. Other cross-national social and 
health surveys that evaluate well-being are the 
World Values Survey, the European Social 
Survey, and the WHO Study on Global Ageing 
and Adult Health, to mention a few.

To conclude, it is important to highlight that 
GDP should not be the only goal of any society 
(see Chap. 25). Incremental gains in income 
among people with living standards far above just 
meeting basic material needs may be much less 
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beneficial to the population than ensuring the 
vitality of local communities or better mental 
health. Subjective well-being measures should be 
collected widely and frequently because they will 
permit baseline values and trend changes to be 
established for subjective well-being within and 
across nations and communities, and will allow 
the consequences of subsequent events and pol-
icy changes on well-being to be assessed. The 
inclusion of well-being measures within surveys 
already being conducted for other purposes will 
also provide descriptions of the social and eco-
nomic contexts of people’s lives, and will there-
fore allow a more fine-grained assessment of 
what makes people happy [48].
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25.1  Introduction

Almost three centuries ago, economists influ-
enced by Jeremy Bentham were dealing with the 
challenge of maximizing scarce resources and 
enhancing the well-being and satisfaction of citi-
zens [1] (see Chap. 1). Since 2011, the United 
Nations has been asking countries to estimate 
their citizens’ happiness in order to shape the 
goals of global policy. In accordance to this pur-
pose, the World Happiness Report was launched 
in 2013 [2], aiming to present the results of a sur-
vey in which happiness was measured as a proxy 
of satisfaction with life conditions, in opposition 
to the concept of happiness expressing hedonistic 
emotion used in utilitarian period.

The concept of happiness used in this report 
was in accordance with the Organisation for 
Economic Co-operation and Development (OECD) 
guideline [3] for measuring well-being, in which 
the concept is closely linked with emotional mental 
state, purpose and meaning of life, and evaluation 
of life conditions. In this report, poor mental health 
was reported as being the leading cause of unhap-
piness and strongly related to poverty.

The first report of the burden of mental disor-
ders was from the Global Burden of Diseases 
study in the 1990s; since then, the economic bur-
den of mental disorders has been increasing 
worldwide to a worrisome extent [4–9]. Despite 
innumerable claims of prioritizing mental disor-
ders in global policy, mental health has not been 
present in the global agenda until recently [10]. 
In 2014, the OECD warned that mental illness 
accounted for at least 4% of countries’ gross 
domestic products (GDPs) and that 20% of peo-
ple in the workplace have a mental disorder, of 
which 5% account for sever mental disorders [8]. 
In this regard, OECD pointed out that despite 
some growing investments in mental health, the 
unmet needs still are disproportional; it used 
England an example, where mental illness 
accounted for 23% of total burden of diseases, 
though it received only 13% of national health 
budget. This scenario is still more worrisome in 
low- and middle income countries, where many 
diseases, including mental disorders, are 
neglected and lack investment [11]. However, a 
vast emerging literature has highlighted that 

investments in mental disorders lead to economic 
return and economic growth, identifying mental 
health as a mental capital asset for countries’ 
development and linking it to cost-effectiveness 
interventions allowing its burden to be reduced 
[4, 6–8, 10, 12–21].

In 2015, the United Nations launched a global 
agenda for 2015–2030 called “Transforming Our 
World: The 2030 Agenda for Sustainable 
Development” [22]; this agenda targets invest-
ments of resources to prioritize 17 major goals, 
among which well-being and mental health are 
included for the first time. In theory, these goals 
encapsulate the most worthwhile targets for max-
imizing better lives and well-being for members 
of society. In this regard, promoting good mental 
health and well-being is a sine qua non condition 
to achieve at least eight of these goals: good edu-
cation, good job, peace, safety and human rights, 
good physical health, innovation, inclusive soci-
ety, and less poverty [21]. The World Health 
Organization recently launched the report 
“Health Systems, Health, Wealth and Societal 
Well-Being” [14], emphasizing health as a driver 
of economic growth; in this sense, the opportu-
nity costs of not investing in treating mental dis-
orders results in the societal and economic 
burdens they cause.

The burden of mental disorders, neurological 
diseases, and substance misuse together corre-
sponds to more than 10% of total disability- 
adjusted life years (DALYs), of which 60% is 
exclusively due to mental disorders [7]. Also, 
they account for 28% of all years lived with dis-
ability. Among mental disorders, depression 
accounts for more than 40% of DALYs, followed 
by anxiety, drug and alcohol misuse, schizophre-
nia, and bipolar disorders. DALY is an indicator 
combining morbidity (years lived with disability) 
and mortality (years of life lost) (See Chap. 6) 
[9]. However, the growing burden of mental dis-
orders does not exclusively affect health indica-
tors such as mortality and morbidity [7]. On the 
contrary, it also causes externalities and indirect 
costs to society [23, 24].

The costs of mental disorders represent one- 
third of the total costs due to neglected diseases 
[25], and these costs to society were estimated to 
be US$2.5 trillion, based on data from the 2010 
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Global Burden of Diseases study [6, 26]. Almost 
70% of this total cost is due to indirect or “invis-
ible” costs [6, 26], which will reach US$6 trillion 
by 2030 [26, 27]. Therefore, the costs of mental 
disorders affect economic growth and countries’ 
GDPs; have catastrophic economic conse-
quences, especially in low- and middle-income 
countries; and mostly affect the young popula-
tion [6, 26–28].

Indirect costs are related to no-health eco-
nomic losses due to mental disorders. These 
resource losses can be at the individual, sector 
(enterprise), and/or national (a country’s eco-
nomic growth) level. While work productivity 
losses are the main component of indirect costs, 
other relevant losses must also be considered in 
economic evaluations [23] (Box 25.1). Despite 
the fact that indirect costs are a broader measure 
than direct costs, they are rarely measured in eco-
nomic evaluation because the majority of studies 
take the perspective of a health provider, and for 
this reason, effects of mental health interventions 
to change these indirect impacts of mental disor-
ders might be underestimated [29].

In this chapter I highlight indirect costs due to 
mental disorders (see Box 25.1) and the strate-
gies for diminishing this economic burden, com-
paring them with sustainable development goals 
(SDGs) (Box 25.2). This chapter focuses on three 
major categories of burdensome disorders: anxi-
ety and depressive disorders, schizophrenia and 
bipolar disorders, and dementia. Indirect costs of 
alcohol and drug misuse are discussed in Chap. 
26, and productivity costs are discussed in detail 
in Chaps. 28 and 29.

25.2  Indirect Costs of Mental 
Disorders Are Targeted 
in the SDGs

Mental disorders cause negative economic and 
social externalities (Box 25.1) that are targeted 
by least in six SDGs (Box 25.2): (1) no poverty, 
(2) quality education, (3) gender equality, (4) 
decent work and economic growth, (5) reduced 
inequalities, (6) peace and justice (human rights 
and freedom) and (7) gender inequity. We present 

some data regarding indirect costs due to mental 
disorders that should be reduced in accordance 
with the six target goals listed above.

25.2.1  No Poverty

In this item are included indirect costs related to 
income losses, unemployment, and debts. One of 
the main goals of global policies is to eradicate 

Box 25.1 Indirect Costs Due to Mental 
Disorders
National level

Mental and human capital losses

• Early mortality (suicide)
• Violence and accidents (criminal 

justice)
• Greater need for social benefits (pov-

erty, housing, early retirement, 
unemployment)

• Less innovation and creativity (skill 
quality)

• Economic growth losses

Workplace level

• Work productivity losses
• Absenteeism
• Presenteeism
• Worker replacement costs
• Earlier retirement

Individual level

• Income losses and poverty
• Poor educational attainment
• Family losses (leisure, work opportuni-

ties, income, out-of-pocket expendi-
tures, impairment of children’s 
development)

• Social and economic opportunity losses
• Stigma, disrespected human rights, 

social exclusion
• Lower life expectancy
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poverty and hunger, allowing similar opportuni-
ties for decent life and work. However, some 
studies have shown that income and impoverish-
ment are associated with mental disorders [20, 
30, 31]. Several factors contribute to this associa-
tion, though the complexity of such association is 
not totally explained. The high prevalence of 
mental disorders among homeless people has 
been reported to range from 25% in EUA to 60% 
in Canada [32, 33]; bipolar and schizophrenia 
disorders predominate in these populations.

Some studies found an 11% reduction in the 
chance of being employed as a result of mental 
disorders [34, 35] (see Chaps. 27 and 28). 
Similarly, annual income is lower by more than 
20% in people with compared with people with-
out mental disorders, whereas among people with 
severe mental disorders, this rate is decreased by 
75% in comparison with those without a mental 
disorder [36]. Unemployment rates among peo-
ple with mental illness range from 30% to 52%. 
In England, the unemployment rate is 40% higher 
among people with mental disorders than among 
the general population [37]. Among patients with 

schizophrenia, however, unemployment rates in 
European countries range from 65% to 90%, and 
4% to 38% of such people have never been 
employed at any stage of life [38, 39].

Unemployment is not only related to a lower 
chance of finding work but also to a lower chance 
of keeping a job after an episode of mania or 
depression, for instance. In Australia, one study 
showed that only 21% of people suffering from 
bipolar disorders returned to work immediately 
after an episode resolved, and 34% remained 
unable to live independently. Yet, among people 
with bipolar disorders, 21% had poor work adjust-
ment and 73% were unemployed in the previous 
year [40]. A survey of people suffering from bipo-
lar disorders in Chile and Argentina found that 
80% faced economic difficulties as a result of 
their disorder, and 40% of them were unemployed 
[41]. The scenario of people suffering from 
schizophrenia is even worse. The unemployment 
rate among people with schizophrenia has been 
reported to range between 70% and 80% [38].

A survey of 8580 subjects in United Kingdom 
demonstrated a close association between debt and 
low income and mental disorders, especially among 
people suffering from psychosis [42]. In that study, 
debts were three times more prevalent among those 
with mental disorders than those without mental 
disorders. Also, those with six or more debts in the 
previous year were six times more likely of having 
a mental disorder than people with fewer debts. 
Another prospective study showed that lost income 
among people with depression was two-fold higher 
than among people without depression [43].

Family caregivers are also affected in terms of 
the costs of unemployment of a family member 
with mental disorder; 29% of costs associated 
with schizophrenia were closely related to unem-
ployment and opportunity losses because of the 
length of time caring for them (opportunity costs) 
[44]. Similarly, in low- and middle-income coun-
tries, between 18% and 41% of caregivers of 
family members with dementia have decreased 
working time or left their work [45, 46]. An 
Italian study found that people suffering from 
dementia need, on average, 45 hrs per week of 
personal care provided by a caregiver, at an 
annual cost of informal care around U$44,736 [47]. 

Box 25.2 17 Sustainable Development 
Goals 2015–2030 (United Nations, 2015)

 1. No poverty
 2. Zero hunger
 3. Good health and well-being
 4. Quality education
 5. Gender equality
 6. Clean water and sanitation
 7. Affordable and clean energy
 8. Decent work and economic growth
 9. Industry, innovation, and infrastructure
 10. Reduced inequalities
 11. Sustainable cities and communities
 12. Responsible consumption and produc tion
 13. Climate action
 14. Life below water
 15. Life on land
 16. Peace, justice, and strong institutions
 17. Partnerships for the goals
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In Brazil, a study of 150 low-income family care-
givers of patients with psychosis showed that the 
caregivers spent more than 12% of their monthly 
income on caring [48].

25.2.2  Decent Work and Economic 
Growth

The costs of mental disorders have negative effects 
on countries’ GDPs – by 2% and 4.4% in high-
income countries [8]. Early retirement affects 
income taxation revenue, and an Australian study 
has shown that, in this sense, people with depres-
sion who retired early earned 78% less than those 
employed for the same job [8, 49]. Productivity 
losses are affected mainly by absenteeism, presen-
teeism, and sick leave. Compared with the number 
of people with physical disorders and impaired 
work performance, people with moderate (69%) 
and severe (90%) mental disorders are threefold as 
likely to decrease their performance (presentee-
ism) in the workplace [8].

The relationship between the quality of the 
workplace environment and mental health has a 
place in decreasing work-related sickness and pro-
ductivity loss (see Chaps. 28 and 29). One aspect 
is related to a stressful and abusive workplace 
environment, such as one where moral and sexual 
harassment and violence exist. The second aspect 
is tasks overload, representing a key component of 
the emergence of mental disorders. Mental disor-
ders are also a key component in decreasing skills 
and productivity in the workplace.

Among all diseases, depression is considered the 
most costly and disabling in terms of work impair-
ment [19, 24, 50–52]. Depression markedly affects 
work performance in different ways, mainly 
because it impairs cognitive functions, resulting in 
slow reasoning, difficulty managing time, poor abil-
ity to focus on tasks, and impaired memory. 
Moreover, depression produce symptoms of fatigue 
and energy loss, and multiple somatic complains. 
Work absenteeism and productivity losses are more 
frequent and severe among people with depression 
than among people with other chronic diseases. 
Occupational impairment accounts for 60% of the 
total cost of depression [53]. When compared with 

other debilitating diseases such as rheumatoid 
arthritis and healthy controls, employees with 
depression showed worse performance in all work 
dimensions (time management, output tasks, men-
tal interpersonal tasks) [54]. Similarly, when peo-
ple with depression were compared with people 
with six other medical conditions (allergies, arthri-
tis, asthma, back pain, headaches, and high blood 
pressure), depression was the only condition cor-
related with decreased work performance (task 
focus and productivity) [52].

25.2.3  Gender Equality

Women with mental disorders are particularly 
more affected than men regarding earnings and 
work impairment [34]. Mental disorders were 
estimated to reduce earnings by 29% among 
women and by 9.5% among men. Also, the effect 
on the chance of being employed was less among 
women than men [34, 36]. Moreover, women are 
40% more likely than men to develop depression 
over their lifetime. Women are more vulnerable 
to mental disorders because they experience 
more social determinants contributing to illness 
(see Chaps. 24 and 27).

25.2.4  Reduce Inequality

Schizophrenia disorder is more prevalent among 
those having a low socioeconomic status, though 
other mental disorders are also prevalent [55]. 
Mental disorders can contribute to social exclu-
sion as consequence of difficulties with being 
employed and engaging in social networks, and 
through stigma. Although the connections 
between inequality and mental disorders are 
complex and elusive [56], stigma and a lack of 
appropriate treatment are important factors for 
the social exclusion of people with mental disor-
ders [31, 57, 58] (see Chap. 27).

Stigma hinders social engagement and work 
opportunities [57]. For instance, some people 
avoid offering jobs or renting apartments to peo-
ple with mental disorders. Because mental disor-
ders cause socially unacceptable behaviors in 
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some circumstances, such as during a psychotic 
episode, a misconception exists that people with 
mental disorders are dangerous to society as a 
whole. On the other hand, people with mental 
disorders lack enough support to overcome their 
disabilities and perform social roles. A combina-
tion of disability and the loss of social and eco-
nomic opportunities allows these people to easily 
progress toward lowered self-esteem and confi-
dence, resulting in greater chances of impover-
ishment. Stigma and discrimination against 
mental illness reinforce the vicious cycle of pov-
erty, inequity, and social exclusion (Fig. 25.1) 
(see Chap. 27).

25.2.5  Education Quality 
and Attainment

Children with mental disorders have a 17 times 
higher chance of being excluded from school 
than those without mental disorders. One survey 

of 2500 children and adolescents, aged 5–15 
years, in the United Kingdom found that 18% of 
children with mental disorders were excluded 
from school compared with 1% of those without 
mental disorders. They also found that the fre-
quency of failure in school qualification among 
adolescents with mental disorders were double 
that of adolescents without mental disorders [59].

Psychoses such as schizophrenia can also start 
at early ages, permanently affecting children’s 
school performance. Studies have shown that 
learning difficulties and cognitive problems arise 
on average 4 or 5 years before the onset of schizo-
phrenia, and these symptoms mainly start 
between 13 and 16 years [60]. After the onset of 
schizophrenia, the majority of adolescents (50–
60%) [61, 62] abandons school, and a small pro-
portion (<10%) reaches university [63]. Apart 
from cognitive disturbances, schizophrenia 
symptoms at early ages affect children’s social 
behaviors: 44% of children have no social con-
tact with friends [62, 64].

Fig. 25.1 Mental illness and the vicious circle of poverty
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25.2.6  Human Rights and Peace

Innumerable reports of the abuse of human rights 
of people with mental disorders have been widely 
disseminated, especially during the period in which 
large psychiatric hospitals were the only treatment 
facilities available. Notwithstanding some laws 
addressing this topic, the human rights of people 
with mental disorders remain an open issue [58].

In this regard, these human rights abuses trig-
gered mental health reform and closure of psychi-
atric hospitals, among other causes [65, 66]. While 
living in a community allows greater autonomy 
and, to some extent, greater protection of human 
rights, some data show that people with mental dis-
orders are more vulnerable to violence, rape, and 
crime than the general population. The recovery 
model emphasizes the need to guarantee human 
rights for people with mental disorders [67].

People suffering violence, war, and traumatic 
events (disasters, fire) are at greater risk of devel-
oping mental disorders [68, 69]. The most known 
example of this closed relationship is posttrau-
matic stress disorder, which is closely related to 
the emergence of other mental disorders such as 
depression, anxiety, and psychoses, among others. 
Women and children are particularly more vulner-
able to domestic violence, rape, and sexual abuse.

25.3  The Effect of Mental Health 
Interventions on Indirect 
Costs

The majority of studies has shown that the largest 
portion of costs for mental disorders is indirect 
costs. Treating and preventing mental disorders 
reduce indirect costs, as has been reported in the 
literature. However, the lack of cost-benefit anal-
ysis studies on mental health and the predomi-
nance of the extra-welfarist approach in health 
disciplines, which mainly adopt a health provider 
perspective and QALY outcomes, have distracted 
researchers on this issue. The majority of eco-
nomic evaluations are focused on health-related 
direct costs and on insensitive methods to mea-
sure the effects of mental health interventions. 
While clinical trials are designed to assess the 

efficacy of a health intervention on a specific 
outcome, Health Economics addresses economic 
evaluation to assess the value and the worth for 
money of a specific effect (or benefit) to society. 
Similarly, health policymakers focus resource 
allocation according to efficacy, fairness, budget 
availability and impact, cost-effectiveness (some-
times!), and other factors (see Chaps. 10 and 11).

Given such a scenario, to what extent are men-
tal health interventions cost-effective and worth-
while? Box 25.3 outlines some cost-effective 
mental health interventions, and previous chap-

Box 25.3 Effects of Mental Health 
Interventions
Reducing or achieving remission of psy-
chiatric symptoms

Improving daily independent living 
skills (autonomy)

Improving work skills (e.g., supported 
employment)

Improving cognitive abilities, including 
educational interventions for autism and 
learning disabilities

Improving social participation
Decreasing violent and suicidal 

behaviors
Decreasing alcohol and drug consump-

tion and illicit acts
Improving self-esteem and individual 

empowerment
Combating stigmatizing attitudes 

against mental disorders
Decreasing intangible suffering caused 

by mental disorders (for individuals and 
families)

Preventing and decreasing risky 
behaviors

Improving adherence to treatment for 
physical diseases

Improving child development (cognitive 
and emotional)

Reducing absenteeism and presentee-
ism in the workplace

Recovering well-being (lost because of 
mental disorders)
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ters discuss these in depth [12, 17, 70–73]. In this 
sense, in Psychiatry and other mental health dis-
ciplines, the main objective is to prevent and 
eliminate (or alleviate) all individual and family 
suffering caused by mental disorders, disabilities, 
and social and economic externalities. Moreover, 
these interventions’ aims are in accordance with 
an inclusive society, fairness, individual empow-
erment and freedom, human rights defense, 
decent life conditions, and improved health and 
well-being. In other words, mental health inter-
ventions address goals to maximize the welfare 
of individuals, families, and society. In this sense, 
treating a woman with puerperal depression, for 
instance, does not improve only depressive symp-
toms (efficacy); it also promotes better cognitive 
and emotional development for her baby and 
reduces mental disorders in adult life, and it pre-
vents unemployment of the mother, income 
losses, and violent acts against baby. The worth 
of treatment in this case is for the mother (and 
family), for the baby, and for the society as whole.

Chisholm et al. [19] recently estimated the 
positive economic return to society of investing 
in depression treatment. If externalities and indi-
rect costs are not included in economic evalua-
tion, the worth of mental health interventions 
might be underestimated (or overestimated) , cre-
ating misleading incremental cost-effectiveness 
ratios (ICERs) [29] (see Chap. 5). In this regard, 
a review of how productivity costs measured in 
economic evaluations of depressive disorders 
affected the ICER found that 60% of total costs 
for depression treatment were due to productivity 
costs, and the inclusion of such costs in the eco-
nomic evaluation affected the ICER in both 
directions [29].

25.4  Conclusion

A substantial body of evidence shows that mental 
disorders disrupt well-being, causing substantial 
negative externalities for society as a whole. The 
economic burden of mental disorders hinders 
development at different levels and should be tar-
geted by global priority policies, such as those 
recommended by SDGs. One of the main princi-

ples of Health Economics is to maximize health 
and well-being, and in this regard, different 
aspects of mental health should be broadly mea-
sured and maximized. Similarly, the effects of 
mental health interventions to reduce its burden 
should be analyzed for all aspects of mental 
health and not only target clinical outcomes. 
Studies show evidence of the cost-effectiveness 
of many psychiatric and mental health treat-
ments, but a lack of awareness of their benefits to 
patients and to society still exists. The costs of 
mental disorders overcome treatment costs.
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26.1  Introduction

A cost analysis is structured according to the 
main research question and to the choice of the 
study perspective, which can be based on either 
the subjects’ perspective, a payer/manager/
health system perspective, or a societal perspec-
tive (see Chaps. 1 and 2). When considering the 
costs of substance-related disorders from a soci-
etal perspective, notice that the impact of this 
condition goes beyond issues of users’ physical 
health by indirectly affecting individuals’ other 
areas of functioning, beyond their community 
and families. These indirect effects carry impor-
tant costs that significantly contributing to the 
burden of disease.

Nevertheless, one key item should be consid-
ered when discussing the definition and classifi-
cation of indirect costs on health economics, 
especially regarding drug and alcohol abuse and 
dependence. Two main components of classifica-
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related disorders
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substance- related disorders
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tion exist in indirect costs, which is defined by 
the study perspective and objectives. Indirect 
costs are usually measured using a societal per-
spective, mainly in cost-benefit analysis (see 
Chap. 4), although it can be measured in some 
economic evaluations such as cost-effectiveness 
studies (see Chap. 5).

One simple thinking exercise may help us to 
understand the indirect effects of alcohol- and 
drug-related disorders for society: think about 
the insecurity we feel when moving through 
places with a high level of criminality, or con-
sider the significant number of short- and long-
term absence from work caused by alcohol and 
other substance abuse or the number of work-
place accidents caused by acute intoxication 
(see Chap. 28). We can also think about early 
retirements, disarranged families, contamina-
tion by infectious diseases such as HIV and 
hepatitis C among injection drug users, the 
school dropout rate among children and adoles-
cents who start using drugs at an early age, the 
overload on the judiciary system when examin-
ing cases of drugs trafficking and related 
crimes, and the enormous number of traffic 
accidents and deaths. These are some examples 
of the indirect costs of substance- related disor-
ders, which contribute significantly to the bur-
den of this disease.

To get an idea of the substantial impact of 
indirect costs of substance-related disorders, a 
study of the burden of opioid poisoning con-
ducted in the United States in 2009 estimated 
total costs at approximately US$20.4 billion, 
with indirect costs comprising 89% of the total 
costs [1]. In that study, the elements considered 
as indirect costs were productivity losses due to 
absenteeism and opioid-related poisoning mor-
tality, whereas direct costs included medical 
costs (e.g., hospital stays, emergency visits, and 
medications) and nonmedical costs (e.g., 
transportation).

Indirect costs play a main role in economic 
evaluations of alcohol- and drug-related disor-
ders, and should be identified and analyzed in 
studies which investigating pragmatic issues.

26.1.1  Burden of Alcohol- 
and Substance-Related 
Disorders

The burden of disease analysis is an important 
input in health decision-making and planning 
processes in that it offers information about risk 
factors for disease, premature death, and loss of 
health and disability.

The World Health Organization estimates the 
burden of a disease by calculating disability- adjusted 
life years (DALYs), years of life lost (YLLs) to pre-
mature mortality, and years lived with disability 
(YLDs). In 2010 mental and substance use disorders 
accounted for 183.9 million DALYs (95% UI 
(uncertainty interval) 153.5 million to 216.7 mil-
lion), or 7.4% (6.2–8.6%) of all DALYs worldwide; 
and 8.6 million YLLs (0.5% of all YLLs) and 175.3 
million YLDs (22.9% of all YLDs) worldwide [2].

From the 7.4% of DALYs attributed to mental 
and substance use disorders (SUDs), illicit drug 
use disorders accounted for 10.9% (8.9–13.2%) 
and alcohol use disorders, for 9.6% (7.7–11.8%) 
[2]. Approximately 21.5 million people aged 12 
yeas or older in 2014 had an SUD in the past 
year, including 17.0 million people with alcohol 
use disorders, 7.1 million with illicit drug use dis-
orders, and 2.6 million who had both an alcohol 
use and illicit drug use disorder [3].

Alcohol and drug abuse affect both the individual 
and society through its adverse effects on health and 
welfare. It has a highly significant burden world-
wide, especially because of its indirect costs through 
absences from work by and premature deaths of 
users and third parties, as in car accidents, which are 
the ninth leading cause of death worldwide [4].

Alcohol- and drug-related disorders have an 
enormous burden for society mainly because of 
indirect costs. Thus, studies developed to provide 
a foundation for decision making, especially 
regarding allocation of public resources, should 
meticulously detail the components of costs 
included in their analysis, describing whether the 
economic evaluation, such as cost-effectiveness 
or cost-benefit, or the cost study embraces only 
direct or indirect costs of the disease.
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26.2  Components of Indirect 
Costs of Alcohol- and Drug- 
Related Disorders

26.2.1  Traffic Accidents

Alcohol and other psychoactive substances 
reduce attention and concentration, and increase 
impulsiveness and aggressiveness, among other 
effects, by altering motor and sensory perception. 
The consumption of alcohol and other substances 
by drivers and pedestrians considerably increases 
the number of traffic accidents.

Driving after consuming these substances is 
the focus of significant concern worldwide, 
which is not limited to public authorities but is 
also shared with society, which suffers countless 
tangible and intangible losses and damages.

Approximately 25–50% of lethal traffic acci-
dents worldwide are associated with the use of 
alcohol by at least one of the liable parties [5]. 
Overall, traffic accidents represent the tenth most 
frequent cause of mortality and the ninth most 
frequent cause of morbidity worldwide. Annually, 
1.2 million deaths and 20–50 million injuries are 
caused by traffic accidents [6]. In Brazil, an aver-
age of 6.3 accidents occurs for every 10,000 reg-
istered vehicles. Most of the related fatalities 
(78.6%) occur among men, with 27% aged 
between 18 and 29 years [7].

A study performed in five Brazilian cities 
(Diadema, Belo Horizonte, Santos, Vitória, and 
São Paulo) found high rates (19.4%, 19.6%, 
18.9%, 17.9%, and 20.0%, respectively) of driv-
ers with blood alcohol concentrations higher than 
the legal limit (0.6 g/L) when the study was con-
ducted [8]. Data from the World Health 
Organization indicate that 500,000 individuals 
are injured and 17,000 die every year in traffic 
accidents related to drinking and driving in the 
United States alone [9].

A study performed at a trauma center in the 
city of São Paulo showed that 28.9% of trauma 
victims had alcohol in their blood [10]. Another 
study conducted in four Brazilian cities (Brasília, 
Curitiba, Recife, and Salvador) found similar 
results: 27.2% of the victims of traffic accidents 
exhibited blood alcohol concentrations above 

0.6 g/L [11]. Considering only the direct victims 
of traffic accidents, the estimated social costs 
resulting from the sum of material damages, 
medical and hospital expenses, and loss of pro-
ductivity are notably high and generate a heavy 
socioeconomic burden [12]. However, in addition 
to the immediate victims, many other individuals 
are affected by the consequences of drinking and 
driving, such as the relatives of those victims. 
The fact that human lives are involved cannot be 
overlooked. In particular, the lives of the immedi-
ate and indirect victims are severely affected by 
traffic accidents.

In the United States, the total estimated 
expense incurred by victims of traffic accidents 
was US$230.6 billion in 2000. Of that total, 22% 
(US$51.1 billion) was directly related to drinking 
and driving [9]. In the European Union, the esti-
mated annual (direct and indirect) expenses due 
to traffic accidents are greater than US$207 bil-
lion [13].

Although we are unable to directly compare 
estimates, we know that the costs are also consid-
erable in developing countries. Traffic accidents 
associated with drinking and driving comprise 
31% of nonfatal accidents in South Africa, with 
an estimated cost to the healthcare system of 
US$14 million. In Thailand, the cost of traffic 
accidents is as high as US$3 billion. Of that total, 
30% (US$1 billion) is associated with the con-
sumption of alcohol [9].

In 2008, a study was performed in the city of 
Porto Alegre, in the Brazilian state of Rio 
Grande do Sul, regarding the cost of traffic acci-
dents associated with the use of alcohol. The 
cost of these accidents was R$31.4 million, 
which corresponds to 47.3% of the cost of all 
traffic accidents (R$66.4 million). To better 
understand these data, the authors distinguished 
between direct (23.8%) and indirect (76.2%) 
costs, with the former including medical 
expenses (6.5%) and the costs of other services, 
such as tow trucks to remove the vehicles, prop-
erty damage, and rescue services (17.2%). The 
indirect costs, which included the loss of pro-
ductivity due to premature death and morbidity-
related disabilities, corresponded to 76.2% of 
the total costs [14].
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The Brazilian Institute of Applied Economic 
Research (Instituto de Pesquisa Econômica 
Aplicada) analyzed the costs of accidents in 
urban areas and found a total cost of R$5.3 bil-
lion, or 0.4% of the gross domestic product. Of 
this total, 13.3% was due to medical expenses, 
28.8% was due to repairing damaged vehicles, 
and 42.8% was related to the loss of productivity 
due to premature death or temporary disability of 
the victims [15].

Another study in Brazil evaluated the social 
cost of drinking and driving in the city of São 
Paulo and found that the annual cost of drinking 
and driving in this city was more than R$283 mil-
lion, corresponding to 40% of all costs for traffic 
accidents in São Paulo in the same year [16].

As we can see, the burden of drinking and 
driving can be analyzed from two distinct per-
spectives. If a study of alcohol abuse adopts a 
societal perspective, all these previously men-
tioned costs referred could be classified as indi-
rect costs of disease. However, if the study 
analyzes only the problem of drinking and driv-
ing, considering a smaller scenario and using a 
different perspective, such as the city’s secretary 
of traffic and transport, the total costs involved 
may be classified as other kinds of direct and 
indirect cost categories.

26.2.2  Violence and Criminality

According to the World Health Organization [17] 
a high level of violence is a major public health 
problem. Alcohol- and drug-related disorders 
play a major role on these rates worldwide, and 
embrace, for instance, domestic violence against 
women, in which the aggressor usually is depen-
dent on or an abuser of some psychoactive 
substance(s).

Another important fact to be considered is that 
the age at first use of drugs, weather legal or ille-
gal, is correlated with the age at onset of crimi-
nality. Consequently, this risk increases when 
youths leaves to attend school.

Therefore, it is important to society, as well as 
to decision-makers, to know more about this 
problem and how it affects the economy and pub-

lic resource allocation. Joint work by criminal, 
justice, and health services, with more interac-
tion, could possibly play a larger role in reducing 
the indirect costs related to alcohol and substance 
use disorders.

In the state of Washington in the United States, 
the cost of substance abuse in 2012 was estimated 
at about US$6 billion, of which $2 billion was 
associated with mortality and $1 billion with 
crime. A total of 3224 deaths were also reported – 
equivalent to 7% of all deaths in that year [18].

A survey in the United States has estimated a 
cost of US$88.9 billion related to the application 
of drug laws and their effects on criminal behav-
ior. This amount was equivalent to 62% of the 
annual social costs in the country. Assessing only 
the costs related to alcohol abuse, a cost of 
US$36.5 billion was estimated to be related to 
premature death and US$10.1 billion with crime 
[19].

In the city of Curitiba, Brazil, a study of the 
social impact of drug use using 350 participants 
from a rehabilitation center for drug dependence 
found that 20.6% of the total sample had commit-
ted some kind of criminal offense, of which 49% 
were related to thefts and 13% to drug traffick-
ing. Another relevant fact was related to the prac-
tice of violence among them, which reached 
26.6% (63% were verbally aggressive and 37% 
were physically aggressive) [20].

Based on these data, when it comes to the 
theme of alcohol and drug abuse, violence and 
criminality may be intrinsic related and must be 
considered in a cost analysis from a societal per-
spective as an indirect cost of disease because of 
its enormous burden to society. Data collection 
can be a challenge for researchers, especially in 
the absence of a good database regarding 
 prevalence and incidence, in addition to the costs 
for the system, but should not be overlooked.

26.2.3  Social Benefits 
and Retirement

Alcohol- and drug-related disorders are a preva-
lent mental disorder in a labor context, and they 
affect workers’ performance and security through 
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both the use that occurs before work or during the 
journey to work (see Chap. 28). The effect of 
these substances can damage either the workers 
or third parties. Many of these losses entail tem-
porary or permanent leave from work, reduced 
workload, relocation tasks, and others, generat-
ing a high burden for society when considering 
the productivity losses and the intangible costs 
related to workers’ quality of life and lives lost.

26.2.4  Mortality

Mortality and premature mortality are the most 
common component of indirect costs applied in 
cost studies regarding alcohol- and drug-related 
disorders [21] because of their high incidence 
among addicts.

In 2010, mental and substance use disorders 
were directly responsible for 8.6 million YLLs 
(95% UI 6.5 million–12.1 million), equivalent to 
232,000 deaths. Almost all of these deaths were 
attributable to substance use disorders (81.1% 
[95% UI 74.8–87.3]) [2].

It is estimated that the total mortality costs 
of opioid users in the United States is US$18 
billion/year, with US$4.1 billion attributed to 
heroin and US$13.9 18 billion to prescription 
opioid. Oxycodone, methadone, and hydroco-
done were estimated to have the highest total 
mortality cost: US$6.4 billion, US$4.9 billion, 
and US$3.2 billion, respectively [1].

It has been established that consumption of 
alcohol has a causal relation with several disease 
conditions leading to increased rates of morbidity 
and mortality. It is estimated that more than 2 mil-
lion deaths worldwide were attributed to alcohol 
consumption in 2002 [22]. A literature review 
showed that alcohol consumption cost studies 
from a societal perspective have considered as 
indirect costs productivity loss due to premature 
mortality, morbidity, absenteeism, reduced activ-
ity, early retirement, and temporary disability [22].

Another literature review also found that mor-
tality reaches higher levels than morbidity in 
France, Germany, Switzerland, and Scotland [23], 
which is impressive data considering that alcohol 
consumption may lead to the development of 

numerous chronic diseases, such as hypertension, 
diabetes, liver disease, psychiatric comorbidities 
such as depression and anxiety disorders, among 
others [24]. In Australia, Canada, Italy, Japan, the 
United Kingdom, the United States, and other 
countries, this scenario is inverted: morbidity 
reaches higher levels than mortality. Among all 
these losses, premature mortality plays the largest 
role in contributing to the total indirect costs in 
half of the studies found in this review.

The literature suggests that opioid- and alcohol- 
related disorders are the leading cause of mortality 
worldwide when compared with the use and abuse 
of other drugs. Injection drug users are at the 
higher risk of dying from both acute and chronic 
diseases and fatal overdose. Infection with human 
immunodeficiency virus and other blood-borne 
viruses transmitted through shared needles and 
syringes, such as hepatitis C, are the most common 
causes of deaths in this population [25].

26.2.5  Early Use in Childhood 
and Adolescence

The impact of early use of alcohol and other drugs 
in childhood and adolescence has been widely 
investigated because of its influence on the behav-
ioral development of this population. This aspect 
can be considered as one of the major indirect 
impacts and costs of substance-related disorders. 
The causal association between early exposure to 
illicit drugs and alcohol, particularly before 
15 years old, and substance disorder in adulthood 
is well demonstrated in the literature [26–28].

Cognitive deficits resulting from early exposure 
to drugs in childhood or adolescence have poten-
tially harmful implications for subsequent aca-
demic, occupational, and social functioning 
extending into adulthood [27], which implies some 
important indirect costs in microeconomic scenar-
ios (financial autonomy and family dynamics) and 
macroeconomic scenarios (a country’s economy).

In general, early exposure to these substances 
has also been linked to risky sexual behavior and 
sexually transmitted diseases, low educational 
attainment, and crime [26], which overload public 
health, social, and security budgets. Regarding early 
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exposure to alcohol consumption, age at initiation 
and chronic use are associated with several negative 
outcomes for young adults, including a high fre-
quency of alcohol use, alcohol-related problems, 
aggressive behavioral, robbery, and suicidal ide-
ation [28]. When it comes to the early use of illicit 
drugs such as cannabis and cocaine, both age at ini-
tiation and chronic use predict substance use disor-
ders and mental illness in young adults [27]. In 
summary, early exposure to alcohol and other drugs 
during childhood and adolescence can lead to aca-
demic, social, and emotional problems, together 
with high-risk behaviors that impair adaptive psy-
chosocial development. There is also an additional 
risk of developing comorbidities such as human 
immunodeficiency virus and hepatitis C [29] and 
mental disorders.

One main point that has not yet been clarified 
that has promoted a recent debate among research-
ers: some allege that early exposure to alcohol and 
drugs per se is not the cause of problems in adoles-
cents’ later lives because new data have shown that 
adolescents at risk for developing substance use 
disorders are not “normal” adolescents; they usu-
ally have other problems such as family and social 
issues [26, 30]. Armstrong and Costello [30] stated 
in a literature review study that 60% of youths 
with substance use, abuse, or dependence had a 
comorbid diagnosis. Conduct disorder and opposi-
tional defiant disorder (not attention deficit/hyper-
activity disorder) were the most commonly 
associated with substance use, abuse, or depen-
dence, followed by depression [30].

Odgers et al. [26], in a 30-year prospective 
study, found that adolescents exposed early (prior 
to age 15) were two or three times more likely to 
be substance dependent, to have herpes infection, 
to have had an early pregnancy, and to have failed 
to obtain professional qualifications than adoles-
cents not exposed early. However, the authors 
also found very interesting data showing that 
early substance exposure was not a random event: 
adolescents with a history of misconduct were 
two times more likely to be exposed to illicit sub-
stances before age 15 when compared with ado-
lescents without a history of misconduct.

In other words, we cannot be certain of what 
makes a child or adolescent start using alcohol 
and other drugs, but we can say that early expo-

sure brings into adulthood some important conse-
quences that will culminate in substantial indirect 
costs that deserve to be considered by public 
policymakers in the decision-making process.

26.3  Considerations 
About Indirect Costs

Indirect costs are usually measured in cost analy-
ses and burden studies or in economic evalua-
tions such as cost-benefit analyses and in fewer 
studies using cot-effectiveness analysis.

The definition of an indirect cost depends on the 
choice of the study perspective and objectives. For 
instance, a cost study conducted by Jarl et al. [31] 
in 2007 aimed to estimate the societal costs of alco-
hol consumption in Sweden and considered the 
direct, indirect, and intangible costs involved, 
defining indirect costs as absence from work (short- 
and long-term), early retirement, mortality, and lost 
productivity resulting from incarceration. With the 
analysis of those aspects, the study could determine 
the range of effects of alcohol consumption in a 
Swedish community. One review showed that the 
majority of previous studies of societal costs of 
alcohol consumption have used a human capital 
approach, estimated the gross cost of alcohol con-
sumption, and adopted a societal perspective, tak-
ing into account both direct and indirect costs in 
many different ways [23]. The indirect cost compo-
nents described in this chapter were DALYs, YLLs 
to premature mortality, reduced productivity, incar-
ceration, job loss, and the time lost by victims.

Key Messages

• Indirect costs constitute almost 90% of 
the total costs of substance-related dis-
orders from a societal perspective.

• The indirect cost components usually 
considered in substance-related disor-
ders are DALYs, YLLs to premature 
mortality, mortality, reduced productiv-
ity, incarceration, job losses, criminal-
ity, and absenteeism.

(continued)
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Abstract

Mental illness–related stigma has far-reaching economic effects on many 
life domains, including housing, religious activities, access to treatment and 
care, health-seeking behavior, and mortality. Well-designed and coordinated 
responses to these economic effects will have significant influences on the 
domains in an individual’s life and on their family members and others. 
Although a paucity of economic research exists in this area to assist decision 
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describe a framework within which to examine the economic effects of 
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gaps in our knowledge. We also include research- related recommendations, 
the results of which could feed into plans for commissioning services.
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27.1  Introduction

Research on mental health–related stigma and dis-
crimination has increased steadily in the past few 
decades, although until recently publications have 
often reported descriptive rather than intervention 
studies [1–9]. Earlier work also tended to focus 
more on public attitudes toward people with men-
tal illness rather than to examine the direct experi-
ences of people with these conditions [6, 10–16]

27.1.1  Definitions and Models 
of Stigma and Discrimination

Several theoretical approaches have been devel-
oped in this field of study, including social cogni-
tive models [17–19] that give salience to 
stereotypes (negative beliefs about a group), preju-
dice (agreement with stereotyped beliefs and/or 
negative emotional reactions such as fear or anger), 
and discrimination (the behavioral consequences 
of prejudice, such as exclusion from social and 
economic opportunities) [20]. This approach con-
siders self-stigma to occur when people with men-
tal illness accept or internalize the discrediting 
beliefs (stereotypes) held against them, agree with 
these prejudiced beliefs, and lose self-esteem and 
self-efficacy [21–29]. This may then lead to 
adverse behavioral consequences, such as not 
applying for work [19, 30, 31] (see Chap. 30).

By comparison, sociological theories see 
stigma as a wider societal force affecting both the 
individual and society as a whole. Using labeling 
theory to describe how stigma is created, socio-
logical theories are fundamentally based on the 
idea that the meaning of interpersonal interactions 
is socially constructed [10], so that stigma has 
been described as taking place “when elements of 
labelling, stereotyping, separation, status loss and 
discrimination co-occur in a power situation that 
allows the components of stigma to unfold” [11].

In this chapter we use the conceptualization 
developed by the National Institute for Heath 
and Care Excellence to assess behavior change at 
population, community, and individual levels – 
namely, to assess the knowledge, attitudinal, and 
behavioral outcomes of interventions intended to 
reduce stigma and discrimination [32]. In terms 

of their applicability to mental  illness, these 
domains refer to problems of  knowledge 
 (ignorance/cognitive domain),  problems of 
 attitudes (prejudice/affective domain), and 
 problems of behavior (discrimination/behavior) 
[6, 19, 33–336].

27.1.2  Behavioral Consequences 
of Stigma

The behavioral consequences of stigma (i.e., dis-
crimination) can compound disabilities related to 
the primary symptoms of mental illness and may 
lead to disadvantages in many aspects of life, 
including personal relationships, education, and 
work [6, 37]. Such discrimination can limit life 
opportunities through, for example, loss of 
income, unemployment, and reduced access to 
housing or health care [10].

In addition to experiences of direct discrimi-
nation from others, people with mental illness 
may be disadvantaged through structural or sys-
temic discrimination, manifested, for example, in 
the lesser investment of healthcare resources allo-
cated to the care of people with mental disorders 
compared with those with physical illnesses [38–
41]. Further, people with mental disorders also 
often experience unequal treatment for physical 
health conditions, which may contribute to excess 
morbidity and premature mortality [42–445].

Stigma may manifest within healthcare set-
tings as violations of fundamental human rights 
[46], including the right to health [47, 48]. Poor 
quality of care can in turn act as an important bar-
rier to help-seeking by people with mental illness 
and their family members [49, 50]. For example, 
people with mental disorders may delay or stop 
seeking [51] treatment or terminate treatment 
prematurely out of a fear of labeling and discrim-
ination, or because of experiences that treatments 
are not effective or respectful [52].

In societies where services are scarce and 
support systems inadequate, families may feel 
forced to resort to physical measures (e.g., 
chaining) to restrain relatives with mental ill-
ness in the absence of any locally available or 
acceptable alternative [53]. Stigma and discrim-
ination also affect family members and caregiv-

R. Romeo et al.

http://dx.doi.org/10.1007/978-3-319-55266-8_30


403

ers [54]; this has been termed “stigma by 
association,”  “affiliate stigma,” or “courtesy 
stigma.” This may lead to direct discrimination 
and feelings of shame and self-blame, much like 
the internal consequences of mental illness 
stigma faced by people with mental disorders 
[55]. In societies where the cohesion of family 
networks is high, the impact of stigma by asso-
ciation may be more severe and can include eco-
nomic consequences and can affect work or 
marital prospects [56, 57].

Although we focus here on mental illness–
related stigma, these effects can be applied to any 
area where attitudes and behaviors discriminate 
against people for any particular reason. People 
with tuberculosis, HIV/AIDS, epilepsy, medi-
cally unexplained illnesses, or leprosy are some 
specific relevant examples, as are sex workers. 
The aim of this chapter is to introduce and 
describe a framework within which to examine 
the economic effects of stigma with reference to 
research. The chapter does not intend to be an 
introduction to the design of economic research 
techniques, nor would that be needed in a book of 
this kind. What is required is an appreciation, on 
the part of individuals who undertake or use 
research, that stigma and discrimination have far- 
reaching, often hidden economic effects, and that 
these effects should be understood and analyzed, 
and the responses evaluated.

27.2  Links Between Economic 
Analysis and Stigma

Mental illness affects individuals at many levels, 
and many people with mental health problems 
become disadvantaged as a result of the stigma 
related to being labeled as mentally ill. This 
stigma frequently has major effects on many life 
domains, including marriage, parenting, housing, 
religious activities, access to treatment and care, 
health-seeking behavior, and mortality [58]. 
However, a number of often substantial eco-
nomic consequences are often overlooked; these 
can arise from various sources, some of which 
can be placed within a neoclassical economics 
model (see Box 27.1).

27.2.1  Employment

Rates of employment serve as a measure of eco-
nomic health in populations with a mental illness, 
as they provide a measure of the opportunity to 
maximize self-determination, choice, control, inde-
pendence, and expand social connections and rela-
tionships. Factors that can explain the reasons 
behind the employment rates observed in this popu-
lation range widely, not least of which are the nega-
tive beliefs held by employers and employees alike 
[62]. A survey of employment rates among people 
with mental health problems in Italy and the United 
Kingdom reported rates of 46.5% and 18.4%, 
respectively, for all diagnoses [63], and another 
study found an employment rate of 14% for people 

Box 27.1 Application of Neoclassical 
Economics to Discrimination
Wright and colleagues [59] apply a neo-
classical economics model to understand-
ing the costs of discrimination. The authors 
argue that individuals engage in activities 
to maximize their “utility” (alternatively 
described as “well-being”). Individuals 
who are prevented in any way from engag-
ing in activities that can improve their well- 
being incur a “cost” because they are not 
able to take advantage of activities that 
may improve their health and well-being. 
For example, individuals with health or 
mental health complaints, who delay seek-
ing care because of stigma, could face 
worse problems in the future, with poten-
tially costly implications for services. 
Shrivastava et al. [60] note that stigmatiz-
ing the experiences of people with mental 
illness during the course of their illness and 
treatment influences relapse and treatment 
nonadherence. Although no cohort studies 
show direct links between stigma and 
future care costs, Almond et al. [61] found 
that individuals with schizophrenia who 
experienced an illness relapse had costly 
inpatient care admissions.

27 The Economic Impact of Mental Health Stigma
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with schizophrenia [64]. An Irish survey found that 
one in three employers thought that people with a 
mental illness were less reliable than other employ-
ees, and over 50% of employers thought it was too 
risky to employ them [65] (see Chaps. 25 and 28).

Nevertheless, people with a mental illness are 
capable of working in appropriate settings and often 
want to work [66]. People who are employed have 
reported feeling socially isolated, having to cope 
with negative comments and being given fewer 
responsibilities once their illness becomes known 
[67, 68]. Wright et al. [59], in a study of 108 indi-
viduals with a medical or self-diagnosis of mental 
illness, found that over two-thirds of participants 
who had qualifications felt that their lack of success 
in employment was a result of stigma. Moreover, 
negative experiences at work for people with a 
mental illness have not only been shown to worsen 
mental ill health, but are known to be a risk factor 
for the onset of common mental health disorders, 
particularly if the individual has low levels of edu-
cational attainment and a low-paying job. Stansfeld 
and Candy [69] found that a range of factors, includ-
ing, job strain, low social inputs, high psychological 
demands, imbalance between effort and reward, 
and high job insecurity, contributed to an increased 
risk of common mental disorders. Notably, job inse-
curity specifically was associated with a 33% higher 
risk of common mental disorders [69].

The convergence of the effects of employment 
and mental health stigma can be magnified fur-
ther for those with a mental illness during times 
of economic hardship. A study across 27 
European Union countries found that people with 
a mental illness were more vulnerable to unem-
ployment in countries with more stigmatizing 
views toward mental illness [70]. This link is of 
considerable relevance in an uncertain economic 
climate, as finding a new job without appropriate 
support may pose a challenge.

27.2.2  Income

Evidence cited previously has shown that work- 
related and macroeconomic conditions have par-
ticular effects on the ability of an individual with 
a mental illness to work (see Chap. 28). Work 

plays an essential part in our lives and provides 
an opportunity to receive wages, yet there have 
been mixed findings from studies exploring asso-
ciations between income and mental health needs. 
A systematic review of the literature using meta-
analysis of studies of the relationship between 
socioeconomic status (such as education and 
income) and depression found 56 studies, with 
substantial heterogeneity among them [71]. Link 
[72] analyzed data on community and outpatient 
samples from the Washington Heights study 
investigating the relationship between having a 
psychiatric label and income, and found a nega-
tive relationship between psychiatric status and 
income after controlling for severity of illness.

A notable longitudinal, population-based 
study that explored temporal relationships 
between income and mental disorders found that 
lower household income was associated with an 
increased likelihood of mood, anxiety, and sub-
stance use disorders [73]. An earlier psychiatric 
epidemiological survey found contrasting evi-
dence of a lack of an association between house-
hold income and any mood or anxiety disorder, 
although individuals with a low income (those in 
the lowest income quartile) had the most psycho-
logical distress when compared with those with 
higher incomes [74].

Further, when earnings of individuals who 
reportedly experienced mental illness stigma are 
compared with those of individuals without a 
mental illness, evidence suggests that significant 
wage differences exist [75]. Baldwin and Marcus 
[76] compared data from 1139 workers with 
mood, psychotic, or anxiety disorders with data 
from 66,341 individuals without such disorders 
and found that for all types of mental disorders 
examined, wages for workers with serious mental 
illness who reported experiencing stigma were 
significantly lower than wages for those with no 
mental illness.

There has been much debate about differences 
in the occurrence of mental illness in men and 
women. Intelligence from the World Health 
Organization suggests that no significant 
 differences exist in the rates of psychiatric 
 disorders for men and women [77]. However, sex 
 differences have been evidenced for certain psy-
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chiatric disorders [78, 79] (see Chap. 25). 
Although epidemiology data from an analysis of 
12 large- scale, general population studies con-
ducted across the United Kingdom, United 
States, Australia, New Zealand, Chile, and South 
Africa did not find any statistically significant 
difference between sexes in schizophrenia and 
attention deficit/hyperactivity disorder, contrast-
ing evidence does exist in other diagnostic areas. 
Approximately three in four women were more 
likely than men to report having recently suffered 
from depression, and around one in six were 
more likely to report an anxiety disorder [80]. 
Earlier research by Showalter [81] has argued 
that women are more likely to be diagnosed with 
a psychological problem as a result of behaviors 
that are stigmatized as mental illness.

These findings on sex differences in the occur-
rence of mental illness are a necessary introduc-
tion, as a recently published study provided 
insight into the links between, mental health, sex, 
and income. Platt et al. [82], in a survey of over 
22,000 adults aged 30–65 years, found that where 
women’s income was less than that of matched 
male counterparts, the likelihood of having 
depression and anxiety were significantly higher 
among women than men. Where women had 
higher incomes than men, the likelihood of hav-
ing both disorders remained higher but was sig-
nificantly lessened.

27.2.3  Service Use and Support

Stigma may be an important factor impeding 
help-seeking and acting as a barrier to recovery 
from mental illness. Help-seeking has been used 
to refer to the initiation of and engagement with 
care [83] provided by formal and informal ser-
vices. When help is sought from formal services, 
individuals may be in contact with statutory pri-
mary, secondary, and tertiary health service pro-
vision or talking-therapy services. We found 
literature that suggests that individuals with sub-
stance use disorders may hide their misuse of 
substances to avoid stigma (see Chap. 26), which 
may result in behaviors that prevent them from 
seeking professional care and treatment [84, 85]. 

Stereotypes related to treatment services for sub-
stance use, for example, can lower the likelihood 
that people engage with services [86].

Following from these specific findings on sub-
stance misuse, a recent literature review of the 
more general effect of mental health–related 
stigma on help-seeking [87] provides a thorough 
overview of the existing literature, bringing 
together what is known about this relationship 
from both quantitative and qualitative studies. 
The authors of this well-conducted systematic 
review found that, when measuring the strength 
of the relationship between different types of 
stigma and help-seeking, internalized stigma and 
stigma associated with seeking or received treat-
ment for poor mental health was always nega-
tively associated with help-seeking.

A second notable finding by Clement et al. 
[87] identified population group moderators in 
the relationship between stigma and help- 
seeking. Stigma was observed to have a dispro-
portionate effect on help-seeking among people 
from Asian, African American, Arabic, other 
minority ethnic groups, and among youth, men, 
those in the military, and in health-related occu-
pations. Further, it was noted that people from 
ethnic minority groups have expressed experi-
ences of stigma whereby prejudice within mental 
health services, when combined with public, pro-
fessional, and internalized stigma of mental ill-
ness, discourages them from seeking care [88]; as 
a consequence, the rates of contact with mental 
health services are likely to be lower in these 
groups.

In England, for example, Keating and 
Robertson [89] found that the rates of contact 
with mental health services were lower in the 
Afro-Caribbean community compared with the 
general population. For those in the former group, 
the care pathway is often characterized by over- 
representation in medium- and high-security 
facilities [90, 91], hospital admission under a sec-
tion of the Mental Health Act [92], involvement 
of the police and administration of medication 
[93], and inordinate use of Section 136/137 of the 
Mental Health Act [94]; they also are less likely 
to receive psychotherapy, psychological treat-
ments, and alternative therapies [89].
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27.2.4  Effects of Stigma on Others

Mental health stigma clearly has major economic 
effects on an individual’s employment, income, 
and help-seeking behavior, which can lead to per-
sistent social and economic disadvantages (see 
Chaps. 25 and 28). However, a number of often 
substantial economic consequences for families, 
who often make up informal means of support for 
people with mental health needs, are frequently 
overlooked.

The families of people who experience stigma 
may take time off work, give up employment, or 
forego leisure to provide support, or may incur 
out-of-pocket expenses to subsidize treatment 
expenses or travel to appointments. To overlook 
these economic effects would be serious, given 
that many people with mental health needs rely 
on their families and friends for support. At a 
societal level, increases in absenteeism and pre-
mature retirement as a result of mental health 
stigma could potentially lead to productivity 
loss, although this has not received attention in 
the literature. Further, although many economic 
studies provide evidence of the personal and 
societal costs incurred by the families and 
friends of those with a mental illness, no studies 
have estimated these costs where stigma has 
been reported.

27.3  Methodological 
and Evaluative Issues

Well-designed and well-coordinated responses to 
these economic effects will have significant influ-
ences on the individual’s functioning, well-being, 
and quality of life, and might also improve the 
quality of life of caregiving family members and 
others. The challenge is that there will never be 
enough resources to cater to all needs or satisfy 
all wants. This problem of scarcity leads to diffi-
cult decisions about how best to improve oppor-
tunities and health and quality-of-life outcomes 
for individuals facing mental health stigma, in 
turn raising questions that economists are often 
asked to address.

Four such economic questions have relevance 
to discussions in mental health stigma:

• What are the costs?
• How do incurred costs compare with savings 

resulting from successful campaigns or 
interventions?

• What are the links between resources and the 
outcomes achieved?

• What incentives could be given to decision 
makers to encourage them to pursue policies or 
practices that are effective, efficient, and fair?

27.3.1  Cost Question

The cost question focuses on the resources used to 
introduce an intervention or provide treatment, 
care, and support. By identifying the economic 
effects of stigma, we can usefully translate these 
effects into money, the universal language of deci-
sion makers. Money is a useful metric when empha-
sizing the scale of the challenge and how costs are 
shared across sectors. Although focusing on costs is 
helpful, because they do not consider measures of 
outcome they cannot be used to evaluate the effect 
of anti-stigma campaigns and interventions.

27.3.2  Cost-Offset Question

The question of how the costs incurred compare 
with cost saved by successful campaigns or inter-
ventions is effectively a cost-offset question. 
Although this question ignores the outcomes of 
an individual experiencing mental health stigma, 
such as changes in functioning or quality of life, 
they are quite popular because they directly con-
sider effects on other sectors and can be proxied 
by measures of service use. For example, for cer-
tain population groups, reduced mental health 
stigma could be measured by an increase in pri-
mary and community-based services use and 
reductions in hospital admissions. As far as we 
are aware, there exist to date no examples in the 
Economics literature of the use of cost-offset on 
mental health stigma.

R. Romeo et al.



407

27.3.3  Cost-Effectiveness Question

The third question – cost-effectiveness – asks 
about the relationships between the resources 
used and the outcomes achieved. For competing 
strategies or interventions (one of which could be 
doing nothing, as is most likely to be the case in 
anti-stigma campaigns and interventions), a cost- 
effectiveness analysis compares the resources 
used (the costs) by each strategy with health, 
quality of life, or other outcomes (the effective-
ness). If one intervention has both lower costs 
and greater effectiveness than another, it will 
seem more attractive to decision makers, although 
their choice will also consider wider strategic 
factors. If one intervention results in greater 
improvements in outcome than another but only 
at a higher cost, then someone must decide 
whether those better outcomes are worth the 
additional money that would be spent.

Interventions can be used in various ways to 
combat stigma in mental health, for example, 
anti-stigma campaigns to raise awareness, 
service- based interventions designed to support 
people who are employed or seeking work, strate-
gies for addressing social stigma, and training and 
education programs for changing stigma among 
medical students and professionals (e.g., psychia-
trists, counselors), to name a few. A number of 
campaigns have been organized by international 
bodies and at the national level. Some examples 
include initiatives by the World Psychiatric 
Association’s Global Programme Against Stigma 
and Discrimination. Because of Schizophrenia 
[95], Like Minds, Like Mine in New Zealand 
[96], the See Me campaign in Scotland, and the 
Time to Change (TTC) program in England.

In the United Kingdom, the See Me campaign 
and the TTC program provide economic evidence 
of anti-stigma campaigns. We will look at eco-
nomic evidence to answer specific policy and 
practice questions in stigma research in the sec-
tions that follow. But first, we will describe a 
method that can be used to explore the additional 
cost incurred to obtain an extra unit of benefit from 
introducing an anti-stigma intervention, starting 
with an assessment tool that can be used to collect 
data to estimate costs and, in a subsequent section, 
the valuation of various services and supports.

27.3.4  Data Collection: The CODA 
Scale

The Costs of Discrimination Assessment (CODA) 
project, the first of its kind to develop a scale to 
measure the financial costs associated with 
stigma and discrimination, was part of a wider 
research program on stigma in mental health: the 
SAPPHIRE Research Programme (http://www.
kcl.ac.uk/ioppn/depts/hspr/research/ciemh/cmh/
research-projects/sapphire/index.aspx ).

The approach used in CODA to develop a 
schedule to measure the economic effects of 
mental health–related stigma was based on an 
understanding of the literature on discrimination 
and the experiences of services users with men-
tal health needs. The instrument was then fur-
ther developed using other resource use 
schedules, such as the Client Service Receipt 
Inventory (CSRI) [97]. The CSRI collects infor-
mation about service users’ backgrounds and 
comprehensively gathers information about 
accommodation and all health-related social 
care and other services used; through inter-
views, data on service use can be collected in a 
way that is commensurate with accurate cost 
estimation (see Chap. 13).

The CSRI is a well-known and widely used 
resource use schedule in mental health, and this 
questionnaire therefore provides a useful starting 
point for the CODA. However, while the CODA 
references mental health issues in the schedule, 
the questions directly refer to discrimination and 
make it possible for respondents to take into 
account forms of discrimination other than those 
related to mental health, such as opportunity 
losses, which feature prominently for people who 
experience mental health stigma, for whom 
losses in welfare are a result of changes in 
activities.

The CODA interview schedule (http://www.
kcl.ac.uk/ioppn/depts/hspr/research/ciemh/cmh/
CMH-Stigma-Measures/15CODAfinal7213.pdf) 
was first piloted across 18 TTC projects from 
areas (mainly urban, but not inner city) around 
England. The 108 participants were all aged 
18–65 years and disclosed that they had a history 
of treatment for mental health problems. The 
test-retest reliability of the CODA was assess in a 
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subsample of 16 participants who were reinter-
viewed 2 weeks after the initial interview [59].

The schedule takes approximately 5 min dur-
ing an interview if the interviewee is not 
employed, and 10 min if they are employed. 
Information is collected retrospectively regarding 
contact with formal statutory services, informal 
support and leisure services, and employment and 
income in a way that facilitates the estimation of 
costs. These areas are covered in five sections.

The first section of the CODA records the indi-
vidual’s experiences with employment, record-
ing, for example, their current employment status; 
income from salary, benefits, pension, and money 
provided by friends and family; and experiences 
of stigma for those who have applied for a job and 
those who are in paid employment. This section 
establishes the effect of mental health discrimina-
tion on employment opportunities and experience 
in work from the perspective of individuals with 
mental health needs. Changes in income status 
(including benefits) over time may also be impor-
tant, as they may reflect changes in the individu-
al’s employment status, changes to the regulations 
on entitlement, and changes in perceptions.

The second section of the CODA covers dis-
crimination in financial institutions or housing. 
Here the individual is invited to describe their 
experiences with mortgage services, insurance 
providers, driver and vehicle licensing agencies, 
housing, and other financial institutions.

The third section considers receipt or avoid-
ance of services and is one of the areas that can 
take up the majority of time because of the vari-
ety of services available to people with mental 
health needs. Also, no standard package of care is 
given to people who need psychiatric care, so the 
list of services needs to be comprehensive enough 
to consider likely service contacts. This section 
also covers help-seeking from non–health-related 
contacts with social workers or the police, and 
help from friends or family. For services that are 
likely to incur high costs – not only for the indi-
vidual in terms of loss of welfare as a result of 
illness but also for services provided, such as 
nonelective hospital admission as a result of a 
crisis– attention needs to be paid to the data 
recorded here.

The fourth section is closely related to con-
cerns about help-seeking from formal healthcare 
service providers, and considers any private 
healthcare purchased because of discrimination. 
This section asks the respondent to comment on 
payments made for private physical or mental 
healthcare.

The final section of the CODA covers partici-
pation in or avoidance of leisure activities. The 
assessment includes questions related to team 
sports, cinema or theater, art galleries or muse-
ums, gyms, pubs or restaurants, and holidays. 
Other social or leisure activities not covered by 
the activities listed could also be included here.

27.3.5  Unit Costs

Another important task in estimating the eco-
nomic effects of people with stigma in mental 
health is costing or pricing treatments, employ-
ment, and services and supports used by clients. 
The principle of long-term marginal opportunity 
costs provides a basis on which unit costs should 
be applied to these effects; however ,a more prac-
tical approach is to approximate these costs, such 
as the short-term average revenue cost plus 
appropriate capital and overhead elements.

Anti-stigma interventions can vary in scope 
and have focused mainly on psychoeducation 
aimed at managing stigma and self-stigma [98–
106]. Interventions such as these can require 
inputs from therapists and be provided in various 
formats (either in a group or one-on-one). The 
cost of an anti-stigma intervention can be 
obtained using a bottom-up approach whereby a 
detailed description of the intervention and the 
resources involved at every stage is provided and 
differentiated by location if the intervention is 
taking placing place across multiple sites.

The choice of a unit of measurement for each 
element of the intervention and the way in which 
they are calculated is integral to the overall cost-
ing exercise. For a paid therapist, it may be appro-
priate to use the cost per hour, which would then 
be multiplied by the time spent in each  training 
session. For a cost per hour of therapist’s time, 
national statistics or pricing using approaches 
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from a national report could be used. In England, 
a widely used compendium “Unit Costs of Health 
and Social Care” can be used [107]. Curtis and 
Burns [107] calculate prices to approximate to 
the long-term marginal costs of care, including 
the opportunity cost of capital, and uses salary 
and on-costs, clerical support, relevant share of 
capital and maintenance of buildings and equip-
ment, and the management of the department and 
other training-related expenses such as catering 
and stationery. Capital costs can be estimated 
using new-build and land requirements of an 
appropriate location, annuitized at a rate of 3.5% 
over 60 years. Statutory organizations may con-
sider using existing facilities to host intervention 
sessions and events, in which case the cost for 
using existing facilities annuitized at the rate for 
capital can be used.

It is important to bear in mind that everyone 
allocated to the anti-stigma intervention group 
can be assigned the same intervention cost, 
regardless of whether they actually attended. 
Other scenarios are possible, whereby those who 
do not attend would be assigned an intervention 
cost of zero, and those who do attend would be 
assigned a higher cost, as the interaction with the 
therapist will be more intensive than if all partici-
pants attended.

The effects of increased work time on employ-
ment, either through gaining employment or hav-
ing less time off work if already employed, could 
be costed. An appropriate wage obtained from 
national statistics and converted to a wage per 
unit of measure of the time off work (for exam-
ple, per hour, per day, per week) would then be 
applied to value worker time.

As noted by Shearer et al. [108], the time 
spent by health, social care, criminal justice, or 
other statutory professionals can be valued by 
applying a cost per hour of contact with these 
professionals. The cost of time spent with these 
professionals can be obtained using information 
on salary; salary on-costs; capital overheads; and 
overhead costs to the provider for administration 
and management, office, training and utilities, 
indirect overheads such as general management, 
and support services such as finance and human 
resource departments. The annual costs would 

then be divided by the total number of hours 
worked for the year, based on the professional’s 
conditions of service, including any entitlements 
for statutory leave. Appropriate adjustments 
would need to be made when calculating travel 
costs incurred in order to provide care.

We now consider economic evidence to 
answer specific policy and practice questions in 
stigma research.

27.3.6  Evidence from Health 
Economic Studies of Stigma 
and Stigma- Related 
Interventions

The CODA was also used to collect data from the 
sample used in the Mental Illness-Related 
Investigations on Discrimination (MIRIAD) 
study, which aimed to increase understanding 
about the nature and effects of discrimination and 
stigma experienced by people with mental health 
problems. Among the aims of the study – which 
were to determine the extent to which people 
anticipate and experience mental illness–based 
discrimination and whether this is affected by their 
diagnosis, age, sex, social background, and ethnic-
ity; the effects of stigma and discrimination on 
healthcare-seeking behaviors and use of services; 
and people’s experiences of multiple discrimina-
tion (discrimination based on mental illness and 
on membership in another social group that is 
treated unfairly) – was to determine the economic 
costs of mental illness–based discrimination.

To assess the economic costs of stigma, the 
study used a multiple regression model that took as 
the dependent variable the costs of all events that 
may be results of stigma, as measured by the 
CODA questionnaire, . The main independent 
variable was the level of stigma experienced by the 
individual, as measured by the Discrimination and 
Stigma Scale [109]. Possible confounding charac-
teristics and clinical measures were also included.

The TTC campaign is the more recent of two 
anti-stigma initiatives conducted in England; it 
stared in 2008 and assessed related outcomes and 
costs. The TTC campaign is aimed at three main 
groups: the general population, specific groups 
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identified by people who have experience with 
mental health problems, and people with mental 
health problems themselves [52]. The evaluation 
of the campaign reported mixed outcomes, 
although the costs for the anti-stigma campaign 
were small (relative to other types of public health 
campaigns). The TTC program brought about sig-
nificant reductions in discrimination by service 
users and improvements in employer recognition 
of common mental health disorders, as well as 
short-term improvements in the attitudes of medi-
cal students, yet there was no improvement in 
knowledge or behavior among the general public 
or in mental health professinals’ reports of dis-
crimination. Taking into account the effects on 
service use and employment, an evaluation of the 
TTC campaign found that the economic benefits 
outweigh the financial costs [70]. These findings 
lend support to the possible positive outcomes 
from organized courses of action designed to 
reduce stigma and discrimination.

27.4  Conclusion: Knowledge Gaps 
and Recommendations

Despite the insights provided by the evidence on 
the economics of stigma and discrimination, 
research in this area is still at an early stage. We 
and our colleagues have developed a conceptual 
model of economic effect, but it needs further 
refinement. In most economic studies, if a ser-
vice is used to address a particular health need, 
then a cost is usually attached to the service; 
doing so is uncontentious. With stigma, however, 
it is not so straightforward, because the effect 
may be that services are not used. A simple 
approach is to say that if a service is not used, 
then an economic saving exists, but this would be 
perverse in that an optimal situation would then 
be to increase stigma. Reduced services use as a 
result of stigma is likely to be detrimental to 
patients and result in a “loss” (which may mani-
fest itself in, for example, reduced quality of life, 
reduced well-being, or the use of more expensive 
care if a relapse occurs). As such, reduced ser-
vice use as a result of stigma has a “cost” that 
can, in theory, be represented in monetary terms. 
This of course makes interpretation challenging, 

as stigma may result in increased or decreased 
activity– both of which can be costed.

Similarly, stigma may result in reduced 
engagement in social or leisure activities. 
Assuming that these are valued by people, their 
loss again is negative and so can be viewed as a 
cost. What is the cost of this lost value? It may be 
reflected by the market price for such activities, 
but what about unpriced activities such as a walk 
through a park or spending time with friends? 
Further work on the measurement and valuation 
of such lost opportunities is required.

We referred earlier to some of the interven-
tions designed to address stigma. A number of 
public campaigns have been created, and assess-
ing their cost-effectiveness is crucial. By examin-
ing the cost-effectiveness evidence that emerged 
from these studies, we hope to have presented 
economic evidence that can be used as a tool for 
planning and commissioning where there is con-
cern with the equity and efficiency of services. 
Undertaking research of this kind is not without 
difficulties, though, as controlled experiments 
may not be feasible. Changes may occur as a 
result of a campaign, but these changes may have 
occurred over time anyway, albeit at a much 
slower pace. Moreover, by presenting examples 
of specific policy and practice questions and the 
related economic evidence, we hope to have 
demonstrated the usefulness of economic evalua-
tion in this context. If costing and combing cost 
and outcomes information is practiced more 
widely, it should be possible to constructively cri-
tique economic information in this area using a 
shared understanding of methods rather than dis-
missing it out of hand as “political.” Many com-
petences can be turned toward political ends by 
the unprincipled; the difficulty seems to arise 
when those skills are in the hands of only a few.

Further research into services use and the costs 
of discrimination, and in assessing the cost- 
effectiveness of anti-stigma campaigns is there-
fore required. No research to date has assessed the 
association between costs and discrimination for 
those who disengage from services or have been 
discharged from secondary care services. Further, 
for research to contribute to outcomes in a way 
more directed at service recipients, it would need 
to examine the pathways by which experiences of 
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discrimination could directly affect the reduction 
in health services use, engagement with financial 
institutions, or participation in leisure activities. 
For this, research conducted using prospective 
data will be required. Such information will help 
decision makers at various levels formulate pol-
icy and practice questions sensibly and logically, 
which would then require evaluators to provide a 
range of answers from which decision makers can 
choose. It is the interplay of clinical, political, and 
economic priorities and economic appraisal that 
could provide a possible way forward.
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Key Points Summary

• The relationship between mental health 
and work productivity: mental capital, 
mental disorders, and indirect costs.

• The costs of depression, anxiety, and 
alcohol use disorders in the workplace 
are greater than prevention and treat-
ment costs. 

• Mental health problems in the work-
place have deleterious effects related to 
employees’ well- being and organizational 
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28.1  The Relationship 
Between Mental Health 
and Work Productivity

In general, work productivity is related to pur-
pose and output [1, 2]. From the beginnings of 
human history, working was related to survival, 
and output was getting food according to imme-
diate human needs. Later, agriculture embodied 
the idea of having food available on a large scale 
and stocking it for the future. Then, the purpose 
was to produce for future needs or for exchang-
ing goods to meet other needs, that is, fulfilling 
multiple needs simultaneously. Output has 
become associated with the amount of food pro-
duced or kept in stock, or even with the amount 
of food sold.

In the Industrial Revolution, the purpose was 
to produce more to get more money, capital, and 
power. Then, productivity was measured by the 
number of outputs created per hour. While 
machines progressively replaced human workers 
in multiple functions with the purpose of produc-
ing more in less time, the nature of human work 
has shifted to high-skill activities. In the 1950s, 
higher levels of education and cognition capacity 
were emphasized because these characteristics 

allowed intelligent choices, efficient manage-
ment, and more innovation. Therefore, human 
capital has been associated with innovative 
knowledge, greater productivity, and nation 
development [1, 2].

Curiously, the term workaholic emerged in 
1947, with the notion that spending more time at 
the workplace with a high level of motivation, 
commitment, and involvement in work activities 
is an efficient worker behavior pattern; nowa-
days, though, this concept is not supported in a 
positive way. Then, for a long time the idea of the 
longest period of time spent working would lead 
to the greatest productivity dominated workplace 
environment. However, many studies have 
shown that factors affecting productivity were 
much more complex and elusive than simply 
having many years of education, have a high IQ, 
and spending innumerable hours working.

In general, two dimensions have a great influ-
ence on the quality and the amount of output pro-
duced by work activities: the workplace 
environment and the individual profile [3]. The 
former is related to the conditions offered by 
employers to their employees to achieve better 
work performance, and to the quality of the rela-
tionship between them. The latter is related to 
workers’ characteristics and backgrounds, ability 
to cope with stress, resilience, and the meaning of 
work to the worker.

Labor Medicine emerged as a discipline rising 
focused on “ergonomic” issues, and multiple the-
oretical models involving different disciplines 
addressed issues on productivity influenced by 
the relationship between working and stress, and 
reward and motivation, among other related fac-
tors. On the other hand, concepts originating 
from Social Psychology and other related disci-
plines focused on the worker’s health and mental 
health status, including individual characteris-
tics, resilience, and behavioral patterns influenc-
ing work productivity. Other approaches 
emphasized the relationship between work and 
individual subjectivity, that is, how work is asso-
ciated with pleasure, pain, and personal develop-
ment and satisfaction [4].

Undoubtedly, both approaches shed light on 
the importance of human capital in determining 

productivity: job stress, burnout, vio-
lence, and harassment. These effects 
negatively affect rates of absenteeism, 
presenteeism, and work productivity.

• Tackling stigma is the initial step in pro-
viding a safe and supportive environ-
ment for people with mental health 
conditions.

• Strategies for promoting the mental 
health of workers are effective to reduce 
job stressors and psychosocial risk fac-
tors in the workplace.

• Strategies for workers with mental dis-
orders include earlier identification of 
mental disorders and interventions 
addressed to allow sustainable and 
effective return to work.

M. Pinheiro et al.



417

productivity. The equation between working and 
producing encompasses positive and negative 
aspects of human goals, needs, and abilities. In 
this sense, the economist Lock Sang-Ho intro-
duced in 2001 the concept of mental capital in his 
book Principles of Public Policy Practice [5] . 
Mental capital refers to the ability of an individ-
ual to use all inner resources (cognitive, emo-
tional, and behavioral) in appropriate ways to 
fulfill their needs and to contribute to the needs of 
others [6]. In other words, mental capital repre-
sents the balance of experiencing a good quality 
of life and being able to contribute to society.

While physical health was the central compo-
nent related to better output until the agricultural 
era, cognitive and educational skills were crucial 
abilities for better outputs after the Industrial 
Revolution. In the Knowledge era, which 
emerged in the twentieth century, the perception 
of having good mental health became the corner-
stone for efficient and competitive productivity. 
In this sense, a better pool of mental capital is 
likely to generate more knowledge, creativity, 
and innovation, and it is more resilient and able 
to overcome obstacles and contribute more to 
society as a whole.

28.1.1  Mental Health and Mental 
Capital as “Goods”

The promotion of mental health has been the cor-
nerstone goal of policies advocating the reduc-
tion of the burden of mental disorders in the 
workplace and, ultimately, the enhancement of 
mental capital favoring nation development. 
From an economic perspective, the best manage-
ment of resources (producing, spending, and dis-
tributing) generates better outputs; in other 
words, it maximizes benefits to fulfill societal 
needs. Equally, “maximizing” mental health 
leads to greater mental capital, with a greater 
capacity to achieve a better quality of life and to 
fulfill societal demands.

However, multiple factors related to the work-
place environment and affecting workers’ mental 
health are commonplace, and consequently they 
also affect an organization’s productivity. A sus-

tainable environment in organizations can facili-
tate the process of individual satisfaction and 
professional development, though distortions 
where individuals establish a relationship with 
workplace activities and the organization can 
also cause physical distress and emotional pain. 
External factors such as a global economic reces-
sion and increasing levels of unemployment, as 
well as internal organization factors such as com-
petition and financial strain, allow greater work 
stress and the emergence of physical illness, psy-
chological distress, and mental illness [7, 8].

Studies have demonstrated a growing burden 
of mental disorders (see Chap. 25) in the work-
place, generating high indirect costs to society as 
a whole [9, 10]. A World Health Organization 
study reported a high frequency of lifetime psy-
chiatric disorders among employees in multiple 
countries: the United States (48.6%), the 
Netherlands (40.9%), Canada (37.5%), Brazil 
(36.3%), Mexico (22.2%), and Turkey (12.2%) 
[11].

The United Nations estimates that 25% of the 
world’s population is adversely affected in one 
way or another as a result of disabilities [12]. 
Mental disorders are among the three foremost 
causes of disability, together with cardiovascular 
disease and musculoskeletal disorders. The 
Organisation for Economic Co-operation and 
Development estimated the prevalence of moder-
ate and severe mental disorders among industrial-
ized working-age populations at 15% and 5%, 
respectively [10]. Despite the evidence of the 
burden of mental disorders and of preventable 
stressors in the workplace, many organizations 
have not paid much attention to preventing the 
negative effects of mental health problems in the 
workplace.

28.2  Mental Health and Mental 
Disorders

The nature of mental health is an issue of dispute 
among multiple disciplines and different theoret-
ical viewpoints. Terms related to mental health 
and mental disorders cause huge misunderstand-
ings. In the main, mental health refers to the level 
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of well-being of all people, with or without men-
tal disorders. Mental health is a global health sta-
tus encompassing well-being on physical, 
cognitive, social, and emotional levels. It sounds 
like happiness, but in fact, mental health allows 
people to live with purpose and to assume roles 
according to their potential and limitations.

Mental disorders are related to pathological 
conditions in which people present psychiatric 
symptoms that lead to global mental impairment 
and hinder functioning at social, working, and 
relationship levels. It is a transitory state that also 
negatively affects people’s mental health, but 
after recovering from an episode of a mental dis-
order, people recover their mental health, despite 
the residual symptoms or permanent impairment 
that might remain. On the other hand, people 
with no mental disorder can experience mental 
health problems in specific situations, such as liv-
ing or working in stressful conditions.

Importantly, multiple strategies exist for pro-
moting good mental health for all people and for 
preventing problems affecting mental health as a 
whole in the workplace, such as techniques for 
coping with stress and policies avoiding violence 
and harassment. On the other hand, people with 
mental disorders need, in addition to mental 
health promotion, specific treatments targeting 
impairments caused by psychiatric symptoms in 
order to be able to return to work (RTW) 
effectively.

28.2.1  The Hidden Costs of Mental 
Disorders

Mental disorders cause a huge social and eco-
nomic burden in society, specifically in the work-
place (see Chap. 25). They are the leading causes 
of absenteeism, presenteeism, sick leave, work 
accidents, unemployment, and early retirement. 
They are also responsible for employee suffering, 
social exclusion, and economic costs.

Therefore, mental disorders hinder productiv-
ity and the consumption of goods, and their costs 
ultimately correspond to 3–4% of the gross 
domestic product (GDP) of European countries. 
Similarly, the costs with absenteeism and unem-

ployment as a result of alcohol use problems 
achieve 0.1% and 2.4% of the GDP, respectively, 
in those countries.

These indirect costs of mental disorders are 
much greater than the direct costs related to treat-
ment and health system utilization. For instance, 
in the United Kingdom, the costs of absenteeism 
as a result of depression were estimated as being 
23 times greater than direct costs [13]. In the 
United States, a study found that 62% of the costs 
associated with depression disorders were due to 
the costs of absenteeism, presenteeism, and 
unemployment [14]. Equally, the indirect costs of 
absenteeism and productivity losses due to bipo-
lar disorders were four times greater than direct 
costs.

Moreover, mental disorders are related to loss 
of income, unemployment, disability claims, and 
early retirement (see Chaps. 24, 25 and 27). 
Mental disorders reduce the chance of being 
employed by 11% and annual income by more 
than 20%. Unemployment rates among people 
with mental illness range from 30% to 52%. In 
England, the unemployment rate is 40% higher 
among people with mental disorders than among 
the general population [15]. In Canada, one-third 
of disability claims were due to mental disorders, 
and 70% of total costs of disability benefits were 
addressed to people suffering from mental disor-
ders [15]. In the United Kingdom, 39% of all 
claimants of the Severe Disablement allowance 
were due to mental disorders [16] .

28.3  The Economic Impact 
of Mental Disorders 
in the Workplace

28.3.1  Costs of Depression 
and Anxiety in the Workplace

Globally, the annual costs of depression and anx-
iety disorders are greater than $1 trillion, mainly 
because of productivity losses and other indirect 
costs [17]. Among all diseases, depression is one 
of the most costly and disabling in terms of work 
impairment [18–20]. Occupational impairment 
accounted for 60% of the total cost of depression 
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in the United States [14], and the mean number of 
sick days among employees with depression was 
much higher than among those with heart dis-
eases, diabetes, hypertension, and back pain [21]. 
In addition, the costs of work absenteeism among 
people with depression were double those among 
people without depression [20, 21]. Depression is 
the leading cause of absenteeism in the work-
place in the United States, and the prevalence of 
depression among workers ranges between 12% 
and 17% [22].

Moreover, studies in European countries have 
shown that 50% of people suffering from depres-
sion have received long-term disability benefits, 
and 42% of all benefits were paid to people suf-
fering from mental disorders [15]. In Finland, 
depression accounted for 50% of early retirement 
among middle-aged men who retired because of 
mental disorders [23]. In Brazil, for instance, 
depression is the third leading cause of sick-leave 
benefits and accounts for more than 60% of sick 
leave due to mental disorders.

Some studies have shown that treating depres-
sion can prevent these labor losses in monetary 
terms. A study carried by Rost et al. [24] demon-
strated that the treatment of depression among 
workers allowed annual savings of US$1,982.00 
per person by improving work productivity, and 
US$619.00 per person by reducing absenteeism 
[24]. Chisholm et al. [17] recently estimated that 
each dollar spent on depression and anxiety treat-
ment would allow a return of four dollars in terms 
of increasing work productivity.

28.3.2  Costs of Alcoholism 
in the Workplace

The effect of alcohol consumption in the work-
place is very costly because it affects productiv-
ity, health, and safety. The costs of absenteeism 
due to alcohol consumption in European coun-
tries were estimated between 0.1% and 2% of the 
GDP, and the costs for unemployment, between 
0.4% and 2.4% of the GDP [25]. In the United 
Kingdom, alcohol misuse accounts for 32% of 

work loss costs, to one-fifth of industrial acci-
dents [26], and to 10% of impairment reported as 
a result of hangovers.

28.3.3  Costs of Bipolar Disorder 
in the Workplace

In the United States, work absenteeism among 
people with bipolar disorders was reported as 
being three times higher than that among other 
employees without bipolar disorders; the annual 
total cost for an employer was estimated to be 
US$6,836.00 higher in the bipolar group com-
pared with the group without bipolar disorder 
[27].

Another study showed that while physical dis-
eases accounted for 29% of total health and pro-
ductivity losses, mental disorders accounted for 
47%, and among this group, bipolar and depres-
sion disorders were the most costly [28]. The 
annual costs for bipolar group in this study were 
similar to the total cost for acute myocardial 
infarction, whereas the costs for absenteeism in 
the bipolar group were similar to those of the 
groups with angina pectoris and trauma to the 
spinal cord, and were three times more costly 
than for severe osteoarthritis. When the costs for 
absenteeism were compared between mental dis-
orders and physical diseases, the former were 
10-fold higher than the latter. Another study in 
the Netherlands showed that the annual cost for 
absenteeism and loss of productivity among 
employees with bipolar disorder was estimated to 
be US$3,432.00 per employee [29].

28.4  Mental Health 
and Organizations

The effects of mental health problems in the 
workplace have serious consequences for both 
individuals and organizations. The most common 
consequences of factors affecting mental health 
in the workplace, according to the UK Health and 
Safety Executive, are described in Box 28.1.
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28.4.1  Absenteeism

Absenteeism is an employee’s recess from work 
and typically consists of illness-related absences 
and short- and long-term disability [30]. This has 
become a costly issue for organizations world-
wide. Using the human capital approach to esti-
mate the costs of absenteeism, cots are estimated 
using the number working days lost and by the 
organization’s daily investment in the employee 
(e.g., wages and benefits).

According to a recent survey by 
PricewaterhouseCoopers, the costs of sick days 
to businesses in the United Kingdom is approxi-
mately US$39.5 billion a year, corresponding to 
employees being away from their jobs an average 
of 9.1 days each year because of sickness. 
According to the same survey, workers in the 
United States take at 4.9 sick days a year, whereas 
their counterparts in Asia Pacific take 2.2 days 
and workers in Western Europe take 7.3 days. 
The mean cost of absenteeism per employee to 
North American companies is around US$790.00 
per year – notwithstanding productivity losses, 
costs of overtime, costs of training and temporar-
ily replacing employees, and costs related to with 
employee turnover [31]. In the United Kingdom, 
these costs are also high – about US$695.00 a 
year per employee [32].

Costs associated with absenteeism are only 
one of the components of the total cost associated 
with productivity losses. Absenteeism costs vary 
depending on the job, function, organization, and 
country. Absenteeism has recently been sug-
gested to be an indicator of psychosocial adjust-
ment to work; that is, high absenteeism in the 
workplace is indicative of poor work 
adjustment.

28.4.2  Presenteeism

The concept of presenteeism emerged as a topic 
of discussion at the organizational setting in the 
mid-1980s, and was influenced by the Social 
Sciences and Business Administration literature 
worldwide. Presenteeism, or working while sick, 
decreases on-the-job performance because of 
health problems [11]. Presenteeism leads to a 
decrease in productivity when employees come 
to work but, as a consequence of poor medical 
conditions, they are not diligent and fully 
productive.

The identification and measurement of pre-
senteeism is not a clearcut. However, the cost of 
presenteeism is much higher than that of absen-
teeism. Presenteeism costs are often measured 
based on the reduction of work output, number of 
job errors, and failure to meet company produc-
tion standards [33].

Presenteeism is the second main component 
of productivity measurement and is beginning to 
garner more interest from corporate manage-
ment, including medical directors [33]. 
Presenteeism measures the “decrease in produc-
tivity for the group of employees whose health 
problems have not necessarily led to absenteeism 
and the decrease in productivity for the disabled 
group before and after the absence period” [34].

Academic researchers have considered 
whether temporary and fixed-term employment 
would have an effect when examining the ante-
cedents of presenteeism. Some authors have 
studied these employment statuses to determine 
whether a lack of job security would lead employ-
ees who do not have permanent positions to come 
to work more often, even while sick; however, no 

Box 28.1Consequences of Poor Mental 
Health in the Workplace

• Poor decision-making
• Deterioration of planning and control of 

work
• Loss of motivation and engagement
• Increase in the amount of extra hours
• Postponement of deadlines
• Increase in turnover rate
• Conflicts among colleagues
• Deterioration of relationships with 

clients
• Intensification of disciplinary problems
• Increase in the number of accidents
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evidence led researchers to reconsider the job 
insecurity hypothesis [35]. Individuals working 
in certain jobs may be more prone to presentee-
ism, such as welfare services and teaching-related 
activities [36]. Besides the educational and 
healthcare fields, research results suggest that 
higher-risk jobs, which had more physical work-
load and stress, resulted in increased levels of 
presenteeism [36]. Jobs with greater workloads 
have been often associated with higher levels of 
presenteeism [37]. In such situations, presentee-
ism was not related to employees’ perceptions of 
job insecurity. Instead, individuals felt they had 
to come to work while sick because they assumed 
they had a large workload, deadlines to accom-
plish, and often very little backup support in case 
they were absent from work [37].

28.4.3  Job Stress

Job stress is defined as the harmful physical and 
emotional response that occurs when the require-
ments of the job do not match the capabilities, 
resources, or needs of the worker. Job stress is a 
dynamic condition in which an employee is con-
fronted with a demand associated with a per-
sonal, workgroup, or organizational limitation. 
Job stress can cause a decline in physical and 
mental health and can create an upsurge in rates 
of work-related injuries and accidents, leading to 
decreases in performance and productivity, and 
in employee well-being. The consequences of 
stress are now considered among the main causes 
of work disability. Stress can be associated with 
several kinds of occupations, injuring employ-
ees’ health and decreasing an organization’s 
overall performance. Stress can occur in a varied 
array of work situations but is often made worse 
when employees feel they lack support from col-
leagues and especially from their managers, 
supervisors, or leaders.

Stress is associated with three dimensions – 
environmental, organizational, and personal – all 
of which lead to physical and mental symptoms. 
Environmental factors include economic uncer-
tainty, political uncertainty, and rapid technologi-
cal changes, demanding employees to quickly 
adapt to new production methods.

Organizational factors comprise highly 
demanding tasks with little decision-making con-
trol by the employee, excessive workload, and 
relationship problems with managers and col-
leagues. Individual factors refer to the employee’ 
subjectivity and ability to cope with stress, over-
load demand, pressure, and conflicts, and to man-
age difficult problems.

Some potential causes of work-related stress 
are overwork, a lack of clear instructions, unreal-
istic deadlines, a lack of decision-making over 
tasks, job insecurity, isolated working conditions, 
and surveillance. The more stressors workers 
experience, the greater the probability for them to 
become unhealthy, demotivated, less productive, 
and less safe at work.

Job stress is one of the most common work- 
related health problems in European Union coun-
tries. The Second European Survey on Working 
Conditions indicated that almost one in six work-
ers (16%) reported having been a target of vio-
lence or moral and sexual harassment [30]. The 
majority of developed countries have adopted 
minimum standards for safety and health features 
in the workplace, but these standards focus on the 
physical aspects of working conditions rather 
than on their psychological and mental health 
aspects.

28.4.3.1  Categories of Psychological 
Stressful Experiences

Employment capability can be divided into five 
main categories of psychological experience 
that can lead to a negative effect on mental 
health, well-being, and work outcome [7]: rela-
tionships, work organization, task structure, 
time structure, and career development. 
Relationships are one of the most important fac-
tors affecting employees’ psychological experi-
ence. They can be affected by an unsupportive 
culture, a poor relationship with the boss, exces-
sive internal competition and rivalry among col-
leagues, sexual or moral harassment, and 
unsociable working hours. Work organization 
relates to a lack of role description, a lack of 
stated goals, ambiguity, or role conflict. Task 
structure links to the lack of control of an 
employee over tasks, underutilization of an 
employee’s skills, fragmented or meaningless 
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work, work with low social value, and inflexible 
and unpredictable working hours. Time struc-
ture denotes excessive amounts of Exactly, 
work underload, shift work, lack of variety or 
short work cycles, lack of control over pacing, 
quantities and quality, and a high level of time 
pressure. Finally, career development refers to 
the lack of a career development plan, career 
uncertainty, career stagnation, job insecurity 
and redundancy, poor or incongruous status, and 
poor pay.

Each of these five main categories of psycho-
logical experience can lead to a harmful set of 
consequences for employees, workgroups, and 
organizations, as shown in Box 28.2.

28.4.3.2  Burnout
Burnout is one of the most significant vicissitudes 
of professional stress. This construct was described 
in the 1970s by the social psychologist Cristina 
Maslach and the psychiatrist Herbert Freudenberger. 
Professional burnout is a response to chronic emo-
tionally and interpersonally stressful situations on 
the job [38]. Workplace burnout affects between 
19% and 30% of employees in the general working 
population [39]. Long-term job stress can lead to 
burnout in the workplace and is characterized by 
emotional exhaustion, feelings of cynicism and 
detachment from the job, and a sense of ineffec-
tiveness and lack of accomplishment [38].

Exhaustion is the key element of burnout and 
the most widely reported by affected individuals, 
prompting behaviors of emotional and cognitive 
avoidance, presumably as a way to cope with 
work-related stressors [38]. Maslach et al. [38] 
point out that cynicism and detachment from the 
job are an attempt to create distance from others 
by ignoring their personal qualities, making it 
easier to manage their demands when they are 
perceived as interpersonal objects. All these fac-
tors together lead to a decrease in personal effec-
tiveness and organizational productivity.

28.4.3.3  Workplace Bullying 
and Moral and Sexual 
Harassment

Despite the multiple definitions of the concept of 
workplace bullying, this phenomenon affects 
performance, ann organization’s reputation, and 
employees’ health, and ultimately contributes to 
increases in overall costs and productivity losses. 
Workplace bullying is defined as a form of 
harassment, characterized by aggressive and 
coercive behavior through intimidation and 
humiliation addressed toward a worker [40]. It 
affects not only individuals, but also those work 
colleagues who witness it.

Studies show that bullying accounts for 
10–20% of overall costs due to job stress in the 
United Kingdom [41]. Job stress affects half a 
million employees, resulting in a high absentee-
ism rate, that is, an average of 29 days off per 
person because of job stress – approximately 
£3.7 billion.

Box 28.2 Consequences of Stress 
for Employees, Workgroups, 
and Organizations
Concerns for employees

• Keeping the position at the company
• Decreased results of performance 

reviews/appraisals
• Sickness and pain, associated with fra-

gility, decreased productivity, and 
higher costs

Concerns for the Organization

• Reduced productivity
• Fear that work conditions are the root of 

the disease
• Costs associated with healthcare
• Increased risk of lawsuits

Consequences for the workgroup

• Overworking to replace an absent 
colleague

• Decreased productivity
• Disbelief in the reliability of the 

disease
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The costs of workplace bullying include costs 
due to litigation and workers’ compensation 
claims, staff turnover, absenteeism, productivity 
losses, early retirement, and greater use of health 
and psychological care by employees [40].

The frequency and costs of bullying depend 
on the method applied to estimate them and on 
the definition of bullying used, though 16.5% of 
employees in the United Kingdom reported an 
average of 7 days of work absenteeism due to 
bullying, equating to 33.5 million working days 
lost, with overall costs of £3 billion in 2007 [41]. 
Moreover, turnover rates due to bullying re high: 
approximately 25% of those employees suffering 
bullying leave the company, with turnover costs 
per employee estimated at £7750, yielding over-
all costs of £1.5. billion [41]. Yet, the costs of 
productivity losses due to bullying were calcu-
lated by reducing employee performance by 2%, 
and their overall costs were estimated at £9.14 
billion.

Sexual harassment in the workplace is another 
form of a coercive and aggressive attitude with a 
wide range of behaviors, varying from sexist 
comments, to manipulative and seductive behav-
iors, to physical assault and rape [42]. Data from 
United Kingdom report sexual harassment is 
experienced by between 15% and 75% of 
employees, but these frequencies vary according 
to country, sample, ethnicity, age, and cultural 
context. In a study in the European Union, 2% of 
employees reported sexual harassment, 4% 
reported physical violence, and 8% reported bul-
lying [42].

28.4.4  Violence and Post-traumatic 
Stress Disorder

Violent acts are present in a variety of conditions, 
such accidents, traumatic injuries, physical 
assaults, robbery, crimes, kidnapping, psycho-
logical torture, rape, war, terrorist attacks, and 
drug use. These acts can occur in the workplace 
environment as an isolated event or as recurring 
events. However, violence occurring outside the 
workplace environment can also affect workers’ 
mental health and work performance. The Violent 

acts commonly occur among the general popula-
tion. However, some data show that 10–30% of 
people suffering a violent episode develop a men-
tal illness such as post-traumatic stress disorder. 
This disorder is highly associated with the emer-
gence of other psychiatric disorders such as anxi-
ety and depression.

Therefore, violent acts result in short- and 
long-term consequences on individual life and on 
organizations [42]. Individuals might be absent 
from work for a long period or might not RTW, 
remaining under welfare benefits or even going 
into early retirement. Yet, individuals may RTW 
and keep dysfunctional signs of fear, anxiety, or 
difficulty playing their previous work roles. In 
this case, costs are due to healthcare costs, 
decreased income, and job opportunity losses. 
Organizational losses and costs are due to worker 
turnover, absenteeism, productivity losses, 
healthcare costs, and insurance costs.

28.5  Mental Health Interventions 
in the Workplace

Several effective interventions are available to 
prevent mental health problems in the workplace 
in order to promote good mental health and well- 
being in a sustainable workplace environment. 
Moreover, specific interventions are available to 
treat disability due to mental disorders, enabling 
individuals to RTW. These interventions generate 
numerous benefits, including economic benefits 
for the individual, the employer, and society in 
general. Benefits at the individual level include 
increased commitment and job satisfaction, and 
improved overall health, among others. Positive 
aspects at the organizational level refer to staff 
retention, improved productivity and perfor-
mance, and reduced absenteeism [43–47]. 
Therefore, it is worthwhile to invest in the devel-
opment, implementation, and evaluation of inter-
ventions for promoting good mental health 
among workers.

The promotion of mental health and the pre-
vention of mental health problems, as well as the 
management of mental disorders in the work-
place, are addressed differently according to 
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mental health prevention and rehabilitation level 
of care, as shown in Box 28.3 [48–50]. 
Alternatively, this set of interventions focuses on 
individual and/or organizational settings, as 
shown in Box 28.4 [51].

However, this classification is less robust when 
it comes to the implementation of interventions 
because particular approaches complement each 
other and sometimes overlap in practice. In addi-
tion, evidence suggests that an integrated approach 
to mental health promotion and prevention in the 
workplace, combining both individual- and orga-
nizational-level interventions, are more likely to 
be effective [50, 51]. Before establishing strate-
gies to promote workers’ mental health, it is 
important to identify individual and organiza-
tional factors affecting work performance and 
mental health in order to determine the set of 
practices feasible and effective for particular con-
text [50] (see Table 28.1). Although interventions 
should be tailored to the needs of a particular 
workplace, LaMontagne et al. [9] suggest an inte-
grated intervention approach that focuses on both 
eliminating work-related stress factors and devel-
oping positive aspects of work and workers’ posi-
tive capacities in order to accomplish 
population-wide mental health benefits [9].

28.5.1  Strategies for Promoting 
Mental Health 
in the Workplace

Strategies for promoting mental health in the 
workplace aim to prevent or reduce the occur-
rence of job stress related to poor mental health. 

Table 28.1 Individual and organizational factors affect-
ing work performance and mental health

Individual Organizational

Lifecycles (pregnancy, 
breastfeeding, 
menopause, aging)

Low quality of relationship 
between employer and 
employee

Biological rhythm 
(sleep, feeding, light 
exposure, jet lag)

High workload/demand

Personality traits 
(resilience, 
vulnerability to stress)

Stressful and abusive work 
environment

Genetic factors for 
mental disorders

Lack of work policies toward 
career development

Substance misuse Lack of structure and 
resources for appropriate 
work performance

Life events (death, 
disease, divorce, debt)

Timeline and deadline issues

Traumatic events Lack of motivational policies

Lifestyle and quality of 
life

Lack of work rewards and 
acknowledgement

Box 28.3 Mental Health Problems 
Prevention and Rehabilitation Level 
of Care

• Primary – At this level, the main goal is 
to prevent mental health problems and 
to promote good mental health and well- 
being, avoiding workers’ exposure to 
stressors and risks in the workplace by 
providing an optimal working environ-
ment (e.g., flexible work hours, includ-
ing employees in decision-making 
processes).

• Secondary – At this level, the main goal 
is to promote or to recover mental health 
by focusing on managing job stressors 
in order to reduce the impact of stressors 
that have already occurred and by pro-
viding help to allow the individual to 
develop skills for managing these effects 
and, ultimately, reducing the effect of 
stressors (e.g., resilience and/or stress 
management training, time and conflict 
management, coping skills). Moreover, 
interventions are addressed to remove 
some workplace practices deleterious to 
mental health (bullying, harassment, 
and violence).

• Tertiary – At this level, the main goal is 
to treat and to support workers with 
mental disorders and other mental health 
problems, aiming to reduce the impact 
of the mental disorder in his/her global 
performance and to support and 
empower him or her to RTW (e.g., men-
tal health rehabilitation care, RTW, 
employee assistance program).
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Therefore, these strategies promote positive 
aspects of an individual’s mental health and well- 
being. The International Labour Organization 
suggests a number of strategies based on ergo-
nomic measures such as work organization and 
environment design, organizational and manage-
ment development, education and training of 
both workers and managers, and social support, 
among others [52].

Primary and secondary interventions exist to 
minimize job stress, focusing on the individual 
and organizational level, as shown in Box 28.5 
[53, 54].

Additional measures related to good manage-
ment skills (see Box 28.6) as well as the partici-
pation of and support from the senior management 
are required in order to facilitate these initiatives 
and to tackle the challenges and barriers related 
to mental health [55]. In this regard, the company 
Great Place to Work has been coaching several 
enterprises to achieve benchmark practices in 
terms of good management skills and a sustain-

able work environment. It advocates nine prac-
tice areas where managers could focus on 
creating an environment of trust by inspiring, 
speaking, listening, thanking, developing, caring, 
hiring, celebrating, and sharing.

Other initiatives to develop standardized best 
practices guidelines to prevent psychosocial risk 
factors in the workplace were adopted by Canada, 
Australia, and the United Kingdom. Canada, for 
instance, developed a national standard guide 
entitled “Psychological Health and Safety in the 
Workplace: Prevention, Promotion and Guidance 
to Staged Implementation,” focusing on mini-
mizing risk, cost-effectiveness, company excel-
lence and benchmarking, and developing a 
sustainable work environment [56]. Likewise, 
the European Union developed a tool with best 
practices preventing psychosocial risk factors in 
the workplace: the European Framework for 
Psychosocial Risk Management (Prima-EF) [57]. 
This tool addresses the prevention and monitor-
ing of job stressors such as violence, bullying, 
and moral and sexual harassment.

Box 28.4 Mental Health Interventions 
Focused on the Individual 
and Organizational Levels

• Individual (person): directed toward and 
targeting individual characteristics, in 
general aiming at secondary or tertiary 
prevention and therefore focusing on 
empowering employees with coping 
skills

• Organizational: targeting policies and 
practices for preventing the occurrence 
of job stress and other conditions that 
negatively influence mental health 
across the entire organization, predomi-
nately aiming at primary prevention 
strategies

• Individual and organizational interac-
tions: targeting particular issues related 
to the interface between individuals and 
their work, and focusing on ensuring 
that employees can adequately carry out 
their tasks

Box 28.5 Strategies for Promoting 
Mental Health in the Workplace

• Implementing policies on mental health 
promotion

• Ensuring a respectful and encouraging 
working environment

• Promoting a healthy lifestyle (e.g., 
nutrition, physical activity) and work- 
life balance

• Ensuring employee participation in 
decision-making and effective two-way 
communication

• Appropriately managing employee 
workloads

• Providing resilience and/or stress man-
agement training that uses evidence- 
based techniques such as 
cognitive-behavioral therapy

• Applying various relaxation techniques
• Managing time and conflict
• Providing social support
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28.5.2  Other Approaches

28.5.2.1  Financial Advice
Before the global economic crisis, 8% of people 
in high-income countries were reported to have 
financial problems, and 9% showed signs of 
stress because debts and financial constraints 
[58]. In Brazil, for example, 63% of families 
reported debts in 2013. Some studies show the 
relationship between debts and poor mental 
health and a higher risk of developing mental dis-
orders such as anxiety and depression. Some edu-
cational strategies exist for financial and debt 
management and can be delivered through work-
shops in order to reduce workers’ stress related to 
monetary debts [59].

28.5.2.2  Mental Health Stigma 
and Awareness Strategies

Stigma and discrimination threaten mental health 
in all aspects of workers’ behavior, health, and 
performance in the workplace (see Chap. 27). 
Stigma is an unfair and less favorable approach, 
especially toward people with mental disorders, 
and it has a related negative impact on their work 
performance [60, 61].

Anti-stigma and awareness campaigns present 
an initial step in promoting social inclusion and 
providing a safe and supportive environment for 
employees experiencing mental disorders [61]. 

However, Thornicroft [62] suggests that stigma 
consists of three main elements: problems of 
knowledge (ignorance) and attitudes (prejudice) 
that lead to problems of behavior (stigma). 
Addressing only the first two elements without 
changing behavior is likely to be ineffective; 
anti- stigma and awareness campaigns need to 
tackle all three domains of the problem in order 
to achieve positive results [61].

One of the key features in tackling stigma is 
providing to managers and employees the nec-
essary skills for informed and supportive com-
munication with colleagues who have mental 
health conditions. Evidence suggests Mental 
Health First Aid to be an effective intervention 
in increasing people’s knowledge, decreasing 
negative attitudes and increasing supportive 
behaviors toward people with mental disorders 
[63–65]. Mental Health First Aid is a standard-
ized psychoeducational program that empowers 
participants to approach, support, and refer 
individuals in distress. Participants in the train-
ing learn how to recognize signs of mental dis-
orders and interact with the affected person. 
The program is not, however, a substitute for 
diagnostics, counseling, or therapy, but offers 
concrete tools to tackle prejudice and stigma 
and to assist and support employees with men-
tal health disorders [64]. To promote mental 
health and reduce the potential for stigma, 
employers need to ensure processes for job 
design, recruitment, training, development, and 
appraisal [43–47].

28.6  Workplace Interventions 
for Persons with Mental 
Disorders

In addition to the previously mentioned mental 
health promotion strategies, two main sets of 
interventions are specifically addressed toward 
people with mental disorders: one focuses on the 
early recognition of the signs and symptoms of 
mental disorders, and the other focuses on reha-
bilitation strategies to RTW after long-term 
absenteeism.

Box 28.6 Good Practices 
for Management Skills

• Apply a fair and impartial management 
style

• Provide feedback to employees regard-
ing their performance

• Acknowledge employees’ good work
• Provide information and share knowl-

edge weekly in meetings and daily 
updates

• Provide strong commitment and a sup-
portive relationship
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28.6.1  Early Intervention in Mental 
Disorders in the Workplace

Although majority of people who develop mental 
disorders are able to work after receiving the appro-
priate care and opportunity, there is still much igno-
rance about mental disorders among the general 
public, including employers, stigma against people 
with these disorders, a lack of opportunities to get a 
job and to remain working, and a lack of knowledge 
on “ergonomic” measures for mental issues (see 
Chap. 27). It is crucial to identify the earliest signs 
and symptoms of mental disorders, because appro-
priate treatment can avoid absenteeism and sick leave 
and prevent further decrease in worker performance.

A set of principles, training programs, and guide-
lines were developed in Australia – the National 
Workplace Project – in order to promote awareness of 
the earliest signs of mental disorders and to provide a 
tool for the development of manager skills related to 
the identification of such signs, especially for depres-
sion and anxiety disorders [66].

Several cost-effective interventions exist for anxi-
ety and depressive disorders that can be offered to 
workers whose performance is hindered by these dis-
orders (see Chaps. 18–23). Psychoeducational tech-
niques and psychosocial and cognitive-behavioral 
interventions added to pharmacological treatments 
are effective in allowing workers to recover their per-
formance. However, an RTW might be problematic 
because of stigma, discrimination, and a lack of sen-
sitivity to make some “ergonomic” adjustments.

28.6.1.1  Reasonable Accommodation 
and Return to Work

People with mental disorders may require particu-
lar ergonomic adjustments in the workplace in 
order to function effectively; this is usually referred 
to as “reasonable accommodation,” “reasonable 
adjustment,” or “workplace accommodation.”

People with mental disorders face high level 
of stigma, and for this reason they may avoid 
disclosing their mental illness. Job applicants 
in particular may be reluctant to disclose their 
condition out of fear of discrimination, harass-
ment, or reduced opportunities for recruitment 
and career progression, which can lead to per-
sons with mental disorders not requesting 
accommodation. However, they are forced to 
disclose it if they need to receive “reasonable 
accommodation.” In other cases, reasonable 
accommodation can be provided for a person 
who is returning to work after absence due to a 
mental disorder. While many accommodations 
have no or low economic cost, even those 
accommodations that involve some expense 
frequently yield substantial rewards, including 
the economic benefits of improved productiv-
ity and performance and of the worker’s satis-
faction with the job.

The effect of disability caused by a mental dis-
order can be minimized by implementing numer-
ous practices.

RTW is a key part of disability manage-
ment and one of the relevant components of 
an individual’s recovery from a mental disor-
der. Given the multifaceted nature of disabil-
ity management, concrete interventions for 
RTW may be delivered by different stake-
holders and take place both within and outside 
the workplace setting. Since the workplace can 
play an important role in ensuring a successful 
return, we focus on workplace- based RTW 
interventions for people with mental 
disorders.

The World Health Organization and 
International Labour Organization (2000) pro-
pose certain steps that can be taken by an 
employer, in collaboration with the employee’s 
physician or other relevant mental health 

Reasonable accommodation: any modifi-
cation or adjustment in the workplace that 
allows a qualified individual with a disabil-
ity to perform the essential functions of the 
job, such as flexible work schedules, reduced 
distractions or noise in the work area, work-
ing from home, and regular feedback.

Disability management –practices 
designed to minimize the disability-related 
effects of injuries and health conditions that 
arise during the course of employment.
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 professional, to help an employee RTW after 
being absent due to a mental disorder:

• Informing a physician about the employee’s 
duties on the job, before the physician makes 
a final decision on RTW

• Encouraging an early RTW in consultation 
with the individual’s physician in order to pre-
vent the employee’s detachment from work 
and worry about losing the job because of 
being absent from work for treatment [7].

In addition, employers could consider a grad-
ual RTW. Allowing part-time work for some 
period, flexible time, a temporary change of 
duties to include less stressful tasks, and other 
flexible arrangements can help reduce stress, 
leave time for additional medical counseling, and 
enable the worker to get back into the routine 
more easily.

RTW can also be embedded in employee 
assistance programs, employer- or group- 
supported programs designed to alleviate work-
place issues caused by a disorder, substance use, 
or personal and workplace issues. It usually pro-
vides supportive, diagnostic, referral, and coun-
seling treatment services [7, 67], which canv 
include on-site and telephone counseling, referral 
for psychological symptoms or mental health 
conditions, and guidance on communication in 
challenging situations. The general goal of the 
program is to have a positive effect on the 
employee’s productivity and organizational per-
formance [67].

Several prerequisites should be fulfilled for a 
successful RTW intervention. The employer and 
the employee should clearly agree on details of 
the RTW program: the duration of the accom-
modations, allowed day-to-day flexibilities, 
exact duties, and supervision [7]. The employer 
should take special care in communicating 
about the issue with the colleagues, respecting 
the person’s wishes and taking into account con-
fidentiality. It is relevant to treat the employee 
exactly the same as others in spite of the condi-
tion, unless an individual asks for specific 
assistance.
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Methods and Instruments 
for the Estimation of Production 
Changes in Economic Evaluations

Wolter Hassink and Bernard van den Berg

Abstract

This chapter focuses on the indirect costs of paid work that result from mental 
illness. It provides an overview of monetary valuation methods and 
approaches to measure and value production gains and losses. The methods 
are applied to mental illness, although they have also been applied to other 
diseases. As mental health and mental health care can have different effects 
on production, the chapter starts by explaining how to classify the conse-
quences of mental illness for the production of firms. It follows with the defi-
nitions of different types of production. This chapter subsequently presents 
and discusses three major approaches to value production. It pays attention to 
the human capital approach, the friction costs approach, and the multiplier 
approach. The chapter ends with a description of survey questions and instru-
ments to measure and value production changes in economic evaluations.

29.1  Background

Mental disorders and mental health problems 
involve a substantial economic burden. Depression 
and anxiety, for instance, are associated with 
decreased labor productivity [1, 2] (see Chap. 25). 
Mental disorders involve more production losses 
than physical health losses [3]. Effective mental 
care treatments might therefore lead to productiv-
ity gains in terms of preventing both job loss and 
fewer hours worked. It is suggested that the pro-
ductivity gains related to depression outweigh the 
costs of effective treatment [4, 5].

Traditionally, textbooks on economic evalua-
tions make a distinction between the direct and 
indirect costs of (mental) illness. Direct costs are 
defined as the opportunity costs of formal health-
care goods and services (see Chap. 2). Indirect 
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costs are described as “the imputed value of fore-
gone labour product when patients’ labour ser-
vices become inefficient or are withdrawn from 
production on account of morbidity or premature 
mortality” [6] (p. 253) (see Chap. 25). Indirect 
costs can be related to paid work, but other com-
ponents of indirect costs exist, such as patient 
time, informal care (see Chap. 17), and unpaid 
work [7].

This chapter focuses on the indirect costs of 
paid work that result from mental illness. It pro-
vides an overview of monetary valuation meth-
ods and approaches to measure and value 
production gains and losses.

29.2  Losses Versus Gains

There are two perspectives on the consequences 
of mental illness for the production of firms. On 
the one hand, mental illness can involve losses of 
production in firms and organizations (see Chap. 
28). On the other hand, mental healthcare inter-
ventions and treatments can lead to nonmedical 
production gains or benefits in firms and 
organizations.

Studies of costs of illness examine production 
losses related to a disease, whereas economic 
evaluations aim to quantify the costs and health 
benefits of new interventions and medical treat-
ments. In the latter, the denominator of the ratio 
consists of the outcomes of an intervention, 
which are expressed in gains in health-related 
quality of life. The numerator is the monetary 
value of the medical costs (direct costs) of the 
intervention (see Chaps. 1 and 2).

Part of the impact of new treatments and med-
ical interventions are production gains. It would 
be difficult to express these gains in health- 
related quality-of-life units and to add them to the 
denominator of the costs-effectiveness ratio (cap-
turing the gains of the new intervention). To 
avoid adding incommensurable units to eco-
nomic evaluations, these gains are expressed in 
monetary units and added to in the numerator of 
the ratio on the cost side of an economic evalua-
tion [8]. This might explain why the majority of 
the economic evaluation literature seems to refer 

to production costs, although they are strictly 
speaking about production gains to society [9, 
10].

In this chapter we therefore follow the con-
vention in the majority of the literature, which 
uses the terms production losses or production 
costs. The applications are about fewer costs 
(production gains) that result from effective med-
ical interventions or treatments for mental health.

29.3  Defining Labour Loss

Labour input loss is the volume component of the 
loss of paid labor due to mental illness. The loss 
of labor comprises four components.

First, mental illness may have consequences 
for the quality of labor input, or the work effort of 
an employee. While being ill, the worker may 
show up at work but may become less productive 
or even unproductive when working. Hence, pro-
duction is reduced without an absence from 
work. This phenomenon is referred to as presen-
teeism [11] (see Chap. 28).

Second, mental illness may have conse-
quences for the amount of labor performed or the 
number of hours spent at work. As a result of the 
illness, the worker may show up at work late. 
Furthermore, the worker may report sick to the 
employer, both in terms of the frequency and 
duration of absences [12]. Moreover, the worker 
may decide to work fewer hours. Alternatively, 
sick employees may be referred to partial sick- 
pay schemes in order to improve their likelihood 
to return to work [13]. The decision to change the 
input of labor to the current employer is referred 
to as the labor supply decision at the intensive 
margin [14].

Third, mental illness may have consequences 
for the decision to remain employed with the 
firm. The worker may leave the firm, and the 
decision to leave may be initiated by either the 
employee or the firm in response to the illness. 
There are various options. An employee may 
decide to resign voluntarily, or the employee may 
be dismissed after being diagnosed with a mental 
illness. Discrimination or stigma against mental 
illness could be a reason for dismissal of people 
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with mental disorders (see Chap. 27). When peo-
ple return from sick leave, they might lose their 
job because of being diagnosed with a mental 
disorder.

Furthermore, morbidity is possible – the 
employee may enroll in a disability income insur-
ance program after a period of long-term absen-
teeism [15]. This is referred to as a labor supply 
decision at the extensive margin [14].

Fourth, mental illness may result in mortality 
of the employee, which apparently also leads to 
labor losses. For instance, excessive alcohol con-
sumption may be responsible for about 17% of 
accidents in the workplace [16] (see Chap. 26).

29.4  Defining the Monetary Value 
of Production

The loss of paid labor due to sick leave, presen-
teeism, morbidity, and death of an employee may 
lead to reduced production by the firm by which 
the worker is employed. Production is defined as 
the monetized value of the number of goods and 
services produced by an employee in a certain 
period. The loss of paid labor may also lead to a 
change in productivity. Productivity is defined as 
the value of the output per unit of labor (for 
instance, per hour or per day).

It is difficult to quantify the exact value of pro-
duction by an individual employee. Using firm- 
level information, one could calculate the firm’s 
turnover per employee, which represents the 
value added per employee. However, averaging 
production masks the difference in production 
among employees. It depends on the nature of 
particular jobs and the employees’ expertise. 
Production can potentially be calculated for sev-
eral categories of employees [17]. Alternatively, 
one can take the value of goods and services pro-
duced by an individual employee; however, it is 
difficult to measure individual production unless 
people are self-employed. Various degrees of 
complexity exist based on an employee’s occupa-
tion. A manager, for instance, may be at higher 
risk with respect to getting a mental illness, but it 
is difficult to measure how this illness might 
affect their production. One complication is that 

it is hard to disentangle the employee’s own pro-
duction from the goods and services produced by 
his or her colleagues, particularly if team produc-
tion is involved [17]. Monitoring by supervisors 
and learning by peers are also important. It could 
be even more complicated if people work on 
projects in one team and then move to another 
project in another team. An option could be to 
consider the monetary value of piece-rate pro-
duction, in which the salary fully depends on the 
amount produced and thereby fully captures the 
employee’s added value. Another complication is 
that the output of individual employees consists 
of multiple dimensions, which makes it difficult 
to identify the various components of an individ-
ual’s production [18].

To circumvent the problems of measuring pro-
duction of an individual employee, one can take 
the gross wage of an individual employee as a 
proxy measure of individual production. It is 
based on the prediction of neoclassical theory 
that a wage is equal to the value of production of 
the marginal worker that is added to the work-
force. There may, however, be a discrepancy 
between a worker’s wage and productivity, for 
instance, because of their experience in the labor 
market [19]. This discrepancy between a work-
er’s wage and productivity has received substan-
tial attention in labor economics [20].

29.5  Human Capital Approach

Weisbrod [21] was one of the earliest users of the 
human capital approach in the context of health-
care evaluation. Historically, it is the method that 
has most often been used to estimate productivity 
costs [22]. In broad terms, the human capital 
approach gives a monetized value of labor loss of 
paid employment due to illness over an 
 employee’s lifetime, until retirement. The mone-
tized value is calculated as the forgone earnings 
of the individual employee.

More specifically, the method quantifies the 
impact of healthcare on lost work time – whether 
through sick leave, presenteeism, morbidity, or 
death of the individual employee. Lost productiv-
ity is monetarily valued according to the gross 
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wage of the individual employee. The loss due to 
absenteeism, morbidity, and death is calculated 
as the employee’s gross daily wage multiplied by 
the number of work days lost (until retirement). 
The measure also includes the loss of labor due to 
presenteeism, which is calculated as a reduction 
in productivity due to the illness while remaining 
at work [23]. Note that the stream of losses in 
future years are discounted by a rate of 3–5% (for 
an explanation, see Chap. 2). It is important to 
acknowledge that the human capital approach has 
a foundation in economic theory. The rationale 
for this is given by Weinstein et al. [10]: “in a 
well-functioning labour market, productive out-
put and the compensation to the worker are equal, 
because they resent the same resource” (pp. 506–
507). This is one of the implications of standard 
neoclassical economic theory on which the 
approach is based. In this framework, it is 
assumed that individuals and firms seek to maxi-
mize their utility (for an explanation see Chaps. 
1, 3, and 6) and profits, respectively, from the 
activities in which they are involved. From the 
firm’s point of view, as additional employees 
(marginal workers) with similar skills are hired, 
the value of the firm’s production increases, but 
by successively smaller amounts. It is assumed 
that the contribution of each additional employee 
to total production decreases as more workers are 
employed. The firm can gain by employing more 
workers as long as the gross wage paid by the 
firm is less than the marginal worker’s contribu-
tion to the monetary value of the firm’s produc-
tion. However, the firm will reduce the number of 
employees if the gross wage is greater than the 
contribution of the marginal worker. If the firms 
aims to maximize its profits, it will employ work-
ers up to the point at which the marginal contri-
bution to production is equal to the gross wage. 
This reasoning forms the basis for using the gross 
wage as the value of lost production during 
absence from work in the human capital approach.

The human capital approach has some short-
comings. First, it is hard to include presenteeism 
in calculating the loss of labor because it requires 
information on the hiring of replacement workers 
to enhance the reduced effort of the ill worker. 
Second, there are difficulties in obtaining all of 

the information on, for instance, the employee’s 
salary. Third, the human capital approach implic-
itly assumes that workers continue with paid 
work at the current arrangement (wage and hours 
worked) until they retire. For instance, as a result 
of the mental illness, they may have reduced out-
put (presenteeism). Next, they may be absent, 
which may result in enrollment in a disability 
insurance program.

29.6  Friction Costs Approach

The friction cost approach was introduced by 
Koopmanschap and van Ineveld [24] developed 
as an alternative to the human capital approach. 
They argued that the human capital approach 
overestimates the true production losses: “The 
real production losses can be much smaller than 
the potential losses because sick people can often 
be replaced at little cost” ([24], p. 1006). 
Following this logic, the two key elements of the 
friction cost method are replacement of sick 
employees (and those who have died) and the 
costs of these replacements.

The friction cost approach focuses on a spe-
cific property of the production process inside 
firms, namely, that the firm decides to hire another 
employee to replace the absent employee. 
Because of the temporal decline in production, 
the friction costs method might result in a lower 
production loss than would have been estimated 
when applying the human capital method.

The friction cost method quantifies the future 
loss of production due to the loss of labor caused 
by the illness, until the absent worker is replaced 
by another worker. In other words, the production 
loss due to mental illness depends on the amount 
of time a firm needs to restore its level of 
 production to the same level as before the 
employee got the illness or passed away 
[23–25].

The friction cost method requires three specific 
pieces of information [26]. First, there needs to be 
information on the duration of the friction period 
of sickness-related absenteeism. The friction 
period is defined as the duration of the sick leave 
until a substitute employee starts working. Hence, 
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production loss is calculated as the number of 
hours or working days lost due to sickness- related 
absence or mortality, as long as the absence does 
not exceed the friction period. Second, the firm 
will create a vacancy to recruit replacements for 
only a fraction of the absentees. In the case of a 
short-term absence, it is unlikely that a replace-
ment worker will be hired by the firm. The 
approach requires specific information on the 
costs of hiring a replacement employee. The firm 
incurs the costs of search and recruitment, as well 
as the costs of training the replacement employee. 
Third, the friction cost method requires informa-
tion on the value of the production lost due to 
absence (the price component). A macroecono-
metric model has been recommended as a way of 
estimating macroeconomic consequences of work 
absence and disability [24]. The method requires 
discounting future streams of financial losses. See 
[26] for a further discussion of required informa-
tion for the friction-cost approach, in addition to 
the three pieces of information discussed here.

The costs of mental illness calculated using the 
friction cost approach vary with the economic 
business cycle. During economic growth, the labor 
market becomes tighter, whereas during an eco-
nomic recession, the labor market weakens. The 
costs of mental illness calculated by the friction 
cost approach are seemingly higher in a tight labor 
market, during which unemployment is low and it 
is harder to find suitable replacement workers. 
Furthermore, strong differences exist across types 
of workers. In particular, the duration of time 
needed to replace a highly educated employee is 
substantially longer compared with that needed to 
replace employees with low levels of education.

The friction cost approach has some short-
comings. First, it is hard to include presenteeism 
in the loss of labor because it requires informa-
tion on the hiring of replacement workers because 
of reduced efforts by the ill worker. Sometimes 
employers do not replace the worker and give his 
or her tasks to another worker, overloading that 
person and avoiding additional costs. This is con-
firmed by a literature review that showed that 
when applying the friction cost method, worker 
effort or presenteeism is largely ignored. “All 46 
studies that were reviewed included the estima-

tion of lost time due to absence from paid work-
ing time, with only one study [27] incorporating 
loss from reduced productivity whilst at work 
(presenteeism) using the friction cost method” 
([26], p. 36). This is remarkable because it is 
likely that some production losses costs due to 
mental health are related to presenteeism.

Second, to monetarily value lost output for the 
firm’s production because of an employee’s men-
tal illness, the friction cost method does not rec-
ommend using gross wages, unlike the human 
capital method. However, the vast majority of 
studies surveyed by Kigozi et al. [26] seems to 
apply gross wages to monetarily value produc-
tion losses. In this respect, these studies are in 
line with the human capital approach.

29.7  Multiplier Approach

We follow Lensberg et al. [25], who describe and 
debate the third approach, which they coin “mul-
tiplier approach” to determine the indirect costs 
of paid work. For more details see Zhang et al. 
[19]. The multiplier approach can be considered 
as a refinement of the human capital and the fric-
tion cost approach, and it is based on previous 
work [28–30]. This approach emphasizes that the 
employee often operates in a team, so there are 
complementarities in production among the team 
members. Absenteeism due to illness leads to a 
decline in the production of other workers who 
operate in the team, in addition to the loss of the 
absent individual’s production. Other team mem-
bers need to take over part of the activities of the 
absent employee.

The loss of production for the team relative to 
the loss of production by the ill employee can be 
formulated using a ratio. More specifically, it is a 
multiplier, which is defined as the ratio of the 
total loss of team production (the numerator) and 
the individual gross wage of the absentee (the 
denominator). A larger multiplier leads to higher 
indirect costs of mental health due to sickness- 
related absenteeism.

The multiplier depends on the following fea-
tures of the production process. First, the multi-
plier may be large when the activities between 
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the team members are strongly interdependent – 
hence there are strong complementarities. 
Second, the multiplier can be reduced if the pro-
duction process is based on inventories, so that it 
mitigates a temporary decline in production 
caused by sickness-related absenteeism. Third, 
the multiplier may be dependent on the workers’ 
morale. Absence may lead to lower morale – and 
lower productivity – among the colleagues within 
the team. Fourth, there can be time sensitivity, 
which means that postponed output results in a 
lower price or revenue of the firm [25, 29].

29.8  Examples of Survey 
Questions and Instruments

Which instruments are available to measure and 
value production, and what type of information is 
necessary if one wishes to include in an economic 
evaluation production gains due to mental ill-
ness? The answer to these questions obviously 
depends on the method one wishes to apply – the 
human capital, friction cost, or multiplier 
approach – as well as whether one aims to include 
absenteeism and presenteeism.

To apply the human capital method, the mini-
mum required pieces of information are the num-
ber of hours worked in a paid job and the gross 
wage. This information is usually available in 
nationally representative surveys such as the 
British Household Panel Survey, the Survey of 
Health, Ageing and Retirement in Europe, and 
the Survey of Working Life. Table 29.1 gives 
examples of measuring paid work time from 
these national surveys.

Table 29.1 illustrates that survey and inter-
view questions might differ slightly, although 
they also have similarities in that they all ask for 
usual work hours per week. Not surprisingly, 
there are more differences when asking for 
wages: gross wages versus net wages, period of 
payment, number of jobs, and salary and/or earn-
ings from self-employment. To consistently 
apply the human capital approach, net wages 
should be adapted for taxes, which can be calcu-
lated using information from, for example, the 
national tax agency. Please note that when calcu-
lating productivity losses due to mortality, infor-
mation on the retirement age is necessary because 
the indirect costs are not zero until the age of 
retirement (human capital approach). Retirement 

Table 29.1 Examples survey questions for the human capital method

Survey Survey question

Hours paid work Gross wage

British Household 
Panel Survey [31]

How many hours in total do you 
usually work a week in your job?

How much are you usually paid?
How long a period did that cover?
Week
Fortnight
Four weeks
Calendar month
Year
Is that before or after any deductions for tax, national 
insurance, union dues, and so on, or are there usually no 
deductions at all from your salary?
Before deductions
After deductions

Survey of Health, 
Ageing and 
Retirement in 
Europe [32]

Regardless of your basic 
contracted hours, how many hours 
a week do you usually work in this 
job, excluding meal breaks but 
including any paid or unpaid 
overtime?

After any taxes and contributions, what was your 
approximate annual income from employment in the  
year?
Please include any additional or extra or lump sum 
payments, such as bonuses, 13 month, Christmas, or 
Summer pays
If self-employed: After any taxes and contributions and 
after paying for any materials, equipment, or goods that 
you use in your work, what was your approximate annual 
income from self-employment for the year?

Survey of Working 
Life [33]

How many hours do you usually 
work each week including 
overtime in (all) your job(s)?

Before tax, what was your basic, ordinary hourly rate last 
week
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age information likely varies among individuals. 
Important elements of the institutional setting are 
government requirements regarding the age at 
retirement, pension arrangements of the eco-
nomic sector in which the absentee is employed, 
as well as private pension arrangements [22]. 
Questions on sickness-related absence in these 
surveys are usually very general. For instance, 
“Were you away from work last week?” and 
“What was the main reason for being away with 
a sickness-related absence?” are two of the boxes 
respondents could tick. Also, information on 
respondents’ health and healthcare utilization is 
usually not detailed enough with respect to the 
consumption of health services to be able to qual-
ify the effectiveness of medical interventions for 
economic evaluations. In addition, these ques-
tions are usually measured once a year, which 
does not allow patterns during the year to be 
quantified. By contrast, medical trials usually 
measure the effectiveness of a treatment at vari-
ous points in time up to 6 month or a year. The 
data from national surveys have to be matched 
with data on the effectiveness on the medical 
intervention or treatment to get at the production 
gains (for cost-of-disease studies, one could sim-
ply link the data in the tables with the disease). 
More precisely, production losses due to illness 
must be measured alongside clinical effective-
ness to be able to quantify the production gains of 
a medical treatment for economic evaluations. To 
do so, various productivity loss instruments have 
been developed. Lofland et al. [34] review pro-
ductivity loss instruments. Some of the 
 instruments are about general health and some 
are specifically developed to measure the impact 
of specific diseases (e.g., migraine) on produc-
tion. Not all the instruments are available in the 
public domain, as some have been developed by 
pharmaceutical companies. From among the 11 
instruments Lofland et al. found, they identified 6 
instruments that are able to monetarily value pro-
duction losses.

The oldest general health productivity instru-
ment in the review by Lofland et al. [34] that 
enables the production losses to be monetarily 
valued is the Work Productivity and Activity 
Impairment Questionnaire. This instrument has 

also a version that is applicable to specific health 
domains, including mental health. It also has 
been translated into many languages. This instru-
ment allows a productivity score to be calculated 
as the percentage time lost because of mental ill-
ness: (hours not worked due to mental illness/
[hours not worked due to mental illness + actual 
hours worked last week]) × 100 times the degree 
to which mental health affects productivity, that 
is, ([1 − 10/10]) × 100. (For exact details and 
scoring see ref. 35.) The monetary value of pro-
ductivity lost as a result of mental illness is the 
employee’s gross hourly wage times the produc-
tivity score. The Work Productivity and Activity 
Impairment questionnaire yields four types of 
scores: (1) absenteeism (work time missed); (2) 
presenteeism (impairment at work/reduced on- 
the- job effectiveness); (3) work productivity lost 
(overall work impairment/absenteeism plus pre-
senteeism); and (4) activity impairment [35]. It is 
striking that the instrument does not ask for 
wages. It is not uncommon in this literature to 
impute the wages of similar people in the general 
population to avoid results that are driven by ran-
domness. As the sample size of economic evalu-
ations is usually determined to be able to detect a 
statistically significant difference in medical 
effectiveness, there is a risk that a very rich per-
son in the study could drive the results. To avoid 
this, wages of the general population who are of 
a similar age, sex, and education are often used. 
Another issue is that in a psychiatric sample there 
likely exists cognitive bias, especially with 
depressive people in terms of recall bias, which 
leads to an underestimation or overestimation of 
the true wage. Please note that Lensberg et al. 
[25] suggested how to consider production effects 
in the design of a clinical trial (see also refs. 36 
and 3 [p. 27]).

Instruments to measure productivity loss can 
also be applied in clinical trials or observational 
studies developed to quantify the effectiveness 
of medicines or mental health interventions and 
treatments. When doing so, one could consider 
only asking about hours worked in a paid job, 
then comparing people receiving the interven-
tion with people not receiving the intervention 
and applying the human capital method using 
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gross wages from different sources, such as 
national statistics. One could, for example, take 
the gross wage by sex and age, and use that to 
monetarily value the amount of paid work gained 
as a result of medical treatment, then add the rel-
evant gross wage. This has two advantages: (1) 
Not a lot of information has to be collected in 
addition to the information already collected for 
the study aim. (2) It avoids having random rich 
people in the sample, which would drive the 
results. It has also two disadvantages: (1) The 
gross wages of the general public might not be 
attributable to the sample. (2) The design of the 
trial is not based on detecting differences in 
worker production.

Presenteeism is only estimated for a small 
number of instruments [11]. They refer to the 
Work Productivity Short Inventory, which asks 
employees to estimate how many unproductive 
hours they spent at work during the recall period. 
In addition, for the friction cost method, the 
period in which sickness-related absenteeism is 
costly to the firm depends on the average dura-
tion of the vacancy (the time required to find a 
replacement worker). The vacancy duration dif-
fers across categories of workers, for instance, by 
age, sex, or education. This information can be 
derived from country-specific statistics. Because 
the vacancy duration depends on the state of the 
economy, it should be updated frequently. For the 
multiplier approach, it is important to have the 
ratio between the wage and the team’s total pro-
duction. This type of information is usually dif-
ficult to get. Zhang et al. [37] developed an 
instrument to apply this approach.

29.9  Discussion and Conclusion

This chapter provides an overview of methods to 
measure and monetarily value production 
changes in economic evaluations. It also briefly 
presented and discussed questions from general 
surveys and specific instruments to do so.

An important question is whether to include 
the effect of (mental) healthcare interventions on 
productivity in economic evaluations. This ques-
tion has been intensively debated; see ref. 22 for 

an overview. A natural consequence of taking a 
societal perspective in economic evaluations is to 
include effects of productivity as long as they are 
not negligibly small (e.g., [23]). Because there is 
a substantial literature on the effects of mental 
health conditions on the labor market [38], it is 
not unlikely that the effect of mental health inter-
ventions on productivity is substantial enough to 
not to be ignored. For instance, in economic eval-
uations of treatments for depression, productivity 
reflected, on average, more than half of the total 
costs of the interventions [39].

Guidelines for economic evaluations vary 
with respect to recommendations for including 
the effects on productivity in economic evalua-
tions. For instance, the United Kingdom recom-
mends excluding these productivity losses and 
gains, whereas Sweden and the Netherlands rec-
ommend including them [25]. Part of this varia-
tion is a result of differences in the recommended 
perspectives: a healthcare sector perspective ver-
sus a societal perspective.

Sweden and the Netherlands both recommend 
adopting a societal perspective but differ with 
respect to the prescribed methodology to include 
productivity gains and losses in economic evalu-
ations. Sweden recommends the human capital 
approach and the Netherlands recommends the 
friction cost approach. By applying costly incen-
tive systems or costly monitoring systems, firms 
can reduce the costs of absenteeism [12, 40]. 
These strategies by firms to reduce the costs of 
absence seem to be ignored in the literature on 
valuing production changes caused by healthcare 
utilization, probably because it has been implic-
itly assumed that they are random across diseases 
and medical interventions. If this is not true, they 
should be included in measures of productivity 
changes. The possibility of estimating production 
changes for economic evaluations depends on the 
availability of data. In addition to differences in 
data availability, there is substantial variation 
between countries in institutions and labor mar-
kets. This variation partly reflects variation in 
decision makers’ objectives, which should be 
reflected in methods and applications estimating 
production changes caused by changes in mental 
health for economic evaluations.
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Glossary

Absenteeism an employee’s recess from work, 
typically consisting of illness- related absences 
and short- and long-term disability.

Accounting costs costs directly related to the 
monetary costs of all inputs used for produc-
ing a good or services. Usually, the price of 
acquiring a product is used for accounting 
costs purposes.

Affect the subjective and immediate experience 
of emotion attached to ideas or mental repre-
sentations. Affect has outward manifestations 
that may be classified as restricted, blunt, flat, 
broad, labile, appropriate, or inappropriate.

Age weights weights assigned to outcomes that 
are based on the age of the people included in 
the evaluation process.

Akaike’s information criterion a statistical 
measure of model fit.

Analysis of variance a hypothesis testing 
method used when more than two comparison 
groups are considered.

Anhedonia loss of interest in and withdrawal 
from all regular and pleasurable activities. 
Often associated with depression.

Area under the curve (AUC) analysis a 
method used to calculate the marginal benefit 
of an intervention over a fixed time period.

Average cost-effectiveness ratio (ACER) a 
value that expresses the total costs of an inter-
vention per achieved health outcome com-
pared with a baseline situation, which in many 
cases would be the current situation (usual 
care).

Average (gross) costs the mean costs, includ-
ing fixed and variable costs, consumed by a 
group or population. They do not take into 
account individual’s consumption variation.

Bayesian information criterion a statistical 
measure of model fit.

Bootstrapping (nonparametric) a method of 
nonparametric assessment through random 
resampling with replacement from observed 
data.

Bottom-up approach (micro-costing) a tech-
nique based on collecting all individual data 
regarding resource consumption then aggre-
gating all individual costs, summing them to 
achieve the total costs.

Bounded data data that are restricted to a spe-
cific range, such as non-negative cost.

Burden (disease) the social, economic, and 
health effects of a disease as estimated by an 
indicator covering the mortality and morbid-
ity of the disease in one sole measure (e.g., 
disability-adjusted life year).

Burnout usually related to the workplace and 
characterized by emotional exhaustion, feel-
ings of cynicism, detachment from the job, 
and a sense of ineffectiveness and lack of 
accomplishment.

Capability the things that a person is able 
to do or be in life; a notion arising from the 
work of Amartya Sen and the preferred focus 
of evaluation within the associated capability 
approach.

CAPS (Centro de Atenção Psicossocial) a 
community mental health service for people 
with moderate and severe mental disorders 
who need psycho- rehabilitation interven-
tion and social inclusion promotion; called 
“Psychosocial Centre” in public Brazilian 
health system.

Categorical data discrete data that are orga-
nized in levels or categories.
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Censored data a type of missing data whereby 
the data are not collected because of incom-
plete follow-up.

Charge the price of a good or service.
Chi-squared test a hypothesis test used with 

two comparison groups and a categorical 
variable.

Clinical Outcomes in Routine Evaluation 
(CORE) measure a preference-based mea-
sure (the six-dimension CORE) or non-pref-
erence-based outcome measure (CORE-OM) 
used to assess the quality of life of patients 
with common metal health conditions.

Cognition the mental process of knowing and 
becoming aware; function is closely associ-
ated with judgment.

Cohort simulation model See Markov model.
Condition-specific measure a measure 

designed with a particular condition as its 
focus. See DEMQOL and DEMQOL-U as 
examples.

Confidence interval (CI) a frequentist statistic 
that describes a range within which the true 
value might exist.

Contingent valuation (CV) a valuation tech-
nique that can be used to assess the monetary 
value of commodities for use in an economic 
evaluation; a survey method used to obtain 
individuals’ willingness to pay or willingness 
to accept an amount by asking them to con-
sider different hypothetical situations about 
the intervention under investigation.

Continuous data data that can take an infinite 
number of values within a range.

Cost of illness a type of study focus used to 
identify, measure, and then aggregate the eco-
nomic effects of a disorder.

Cost-benefit analysis (CBA) a technique that 
assesses consequences in monetary terms so 
that the return on investment from spending 
a sum of money in one program can be com-
pared with investing that same sum in any 
other program, both within the health sphere 
and beyond, by investing these resources in, 
for example, public infrastructure.

Cost-consequence analysis (CCA) a tech-
nique that presents a range of outcomes mea-
sured in natural units alongside the costs of 
alternative programs, without defining any 
one outcome as primary.

Cost-effectiveness acceptability curve 
(CEAC) a plot of the probability of the 
cost-effectiveness of one or more interven-
tions (based on the results of a probability sen-
sitivity analysis) as a function of the highest 
amount individuals are willing to pay per unit 
of outcome set by the decision maker.

Cost-effectiveness analysis (CEA) a nar-
rower form of opportunity cost assessment in 
which the assessed consequences are specific 
and limited to a particular field of healthcare, 
mostly one particular disease; a form of eco-
nomic evaluation where the outcome is in nat-
ural units (such as health benefits).

Cost-minimization analysis a technique that 
compares the costs of different programs that 
lead to broadly the same result. Because there 
is always uncertainty around costs and around 
expected outcomes, in reality, the effective-
ness of two programs can rarely be assumed 
as being equal.

Cost-utility analysis (CUA) a technique that 
is limited to comparisons within the health 
domain. Consequences are expressed in 
generic health units that comprise the effects 
of a condition on both mortality and mor-
bidity, such as quality-adjusted life years, 
disability-adjusted life years, or healthy year 
equivalents. This is a form of economic evalu-
ation where the outcome is “utility-weighted.”

Credible interval a Bayesian confidence 
interval.

Disability-adjusted life year (DALY) a value 
estimated based on years of life lost from pre-
mature death and years of life lived in a state 
of less than full health. The latter is based on 
disability weights, a measure of the severity of 
a disease, ranging from 0 (perfect health) to 1 
(equivalent to death), a metric of effectiveness 
associated with cost-utility analysis the World 
Health Organization.

Decision (combining) rule a method used to 
aggregate information about costs and benefits 
and feed that information into the decision-
making process to produce a recommendation.

Decision-analytic model a model that com-
bines information on the likelihood of each 
consequence with the values of outcomes to 
estimate the expected value of each alternative 
option.
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Decision tree a graphical method of represent-
ing every consequence of a decision using 
branches and nodes.

Dementia Quality of Life (DEMQOL) mea-
sure a self-completed or proxy-completed 
(DEMQOL-Proxy) outcome measure focused 
on the dementia-related quality of life of patients 
with dementia; a condition- specific measure of 
health-related quality of life that aims to pro-
vide an alternative method to estimate quality-
adjusted life years (QALYs) in dementia. The 
DEMQOL- Proxy aims to assess QALYs dur-
ing later stages of dementia, when verbal abil-
ity diminishes and can only be elicited from a 
proxy (e.g., a caregiver). Psychometric analysis 
analyzed the dimensional structure and perfor-
mance, and resulted in final health state clas-
sification systems for five dimensions.

Dementia Quality of Life, utility-weighted 
(DEMQOL-U) measure a preference- 
based (utility-weighted) self-completed or 
proxy-completed outcome measure focused 
on the dementia-related quality of life of 
patients with dementia.

Depression a mental state characterized by feel-
ings of sadness, loneliness, despair, low self-
esteem, and self-reproach; accompanying signs 
include psychomotor retardation or, at times, 
agitation, withdrawal from interpersonal con-
tact, and vegetative symptoms, such as insom-
nia and anorexia. The term refers to a mood that 
is so characterized or a mood disorder.

Deterministic sensitivity analysis a technique 
used to analyze uncertainty and designed 
to measure the effect of varying the values 
of individual parameters over a preassigned 
range on model output.

Direct costs costs related to the consumption 
of healthcare resources.

Direct health costs costs closely related to 
healthcare and treatment, including clinical 
staff, medical devices, and medications.

Direct non-health costs costs supporting 
health treatment, such as utilities, cleaning, 
food, security, accommodation, criminal jus-
tice, and patient costs.

Disability weight a weight assigned to aspects 
of disability associated with the disability-
adjusted life year. See Disability- adjusted life 
year (DALY).

Discount rate Interest rate is a concept related 
to the value of a benefit over time, that is, 
so- called time preference. Usually, people 
prefer getting benefit now rather than in the 
future; for this reason, the value of the benefit 
decreases over time. The costs of one good or 
service now are much higher than they will be 
within 5 or 10 years, not considering its depre-
ciation. All future (over 1 year) costs should 
be discounted in economic evaluation and cost 
studies. It usually varies from 3% to 5%.

Discrete choice experiment (DCE) a quan-
titative method increasingly used in health 
and social care to elicit preferences from 
participants (caregivers, users, patients, pay-
ers, commissioners). Typically, participants 
are presented with a series of alternative 
hypothetical scenarios containing a number 
of variables or “attributes” (usually less than 
five), each of which may have a number of 
variations, or “levels.” Participants are asked 
to state their preferred choice among compet-
ing scenarios (usually two or three scenarios 
are presented to participants at the same time); 
in doing so, preferences are revealed without 
participants explicitly being asked to state 
their preferred level for each attribute.

Discrete event simulation (DES) a decision- 
analytic model that simulates the time to pro-
gression to one of a discrete set of events.

Economic costs costs related to opportunity 
costs; that is, facing a choice between two 
alternatives, those costs of losing the forgone 
benefits that would be gained if another alter-
native was chosen.

Effect size a statistical measure of the mag-
nitude of difference between two groups/
variables.

Effectiveness how one effect is lower or simi-
lar to effects produced in controlled trials; 
that is, an effect occurs in real practice, within 
heterogeneous populations and contexts. For 
instance, if patients do not adhere appropri-
ately to an antipsychotic regimen in daily life 
(in practice), its effects will fail.

Efficacy means that an intervention produces 
effects; for example, when comparing an 
antipsychotic with placebo, benefits from the 
antipsychotic must be significantly superior to 
those of the placebo.
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Efficiency a measure of the extent to which 
a particular resource configuration achieves 
outcomes; usually considered in terms of the 
relationship between resource “inputs” and 
“outputs.”

Elation a mood comprising feelings of 
joy, euphoria, triumph, and intense self- 
satisfaction or optimism; occurs in mania 
when not grounded in reality.

EuroQoL, five-dimension (EQ-5D) a prefer-
ence-based health-related quality- of- life mea-
sure that includes five health dimensions and 
either three (EQ-5D-3L) or five (EQ-5D-5L) 
levels of severity for assessment.

Equality an objectively equal distribution of 
inputs or outcomes among a population.

Equity the extent to which outcomes from 
treatment, access to services, and payment for 
them are distributed fairly across a population; 
it refers to subjective, or moral, judgement of 
what is fair. In the area of healthcare this term 
refers to the fair or just allocation of inputs 
(healthcare/funding) or outputs (outcomes). 
This might mean that resources may be dis-
tributed unequally with the aim of creating a 
more equal opportunity to benefit from health-
care, regardless of age or income.

Equivalent annual annuity a value used to 
estimate annual capital costs, taking into 
account a discount factor and time horizon.

Evaluative space what we are interested in 
measuring in terms of outcome; should be 
related to primary objectives of the evaluation.

Expected preferences preferences usually 
elicited from among healthy people within 
the general public. In this case, an individual 
should express preference for one health state 
that may occur in the future or to somebody 
else. For instance, an individual should choose 
between a psychotic state or depressive state, 
even without any knowledge of or familiar-
ity with the state, based only on descriptive 
scenarios.

Expected value of information an approach 
for quantifying the expected monetary value 
of reducing uncertainty around a decision 
problem by obtaining additional or better-
quality information through research.

Experienced preferences the preferences of 
people who suffer from a particular disease or 
currently present active symptoms of disease, 
expressed according their own experience of 
being sick.

Externality is a consequence, resulting from 
service delivery or goods transaction, that 
affects a third part not involved in these trans-
actions, that is, an outcome producing benefi-
cial or deleterious effects on other people or 
sectors of society. A negative externality is an 
adverse consequence to one person of another 
person’s actions in a market transaction, for 
instance. A positive externality is a benefit 
that indirectly affects people not involved in a 
market transaction.

Extra-welfarism an approach to evaluation 
that aims to capture more than just utility; a 
framework for assessing well-being associ-
ated with welfare economics that offers an 
extension or alternative to the framework 
of welfarism. Theoretically, this allows for 
many options in terms of both evaluation 
space and decision rule; in practice, within 
health economics, extra-welfarism is often 
synonymous with health maximization. 
Also referred to as “non-welfarism.” See 
Welfarism.

Fee a payment made to a professional or public 
organization for advice or services.

First-order uncertainty random variability 
around a parameter value among individuals 
in a sample of data.

Fixed costs regular costs not related to con-
sumption; they do not vary over the short term 
(<1 year). Examples include rent, equipment, 
and human resources.

Free-market competition a market that is 
self-regulated by supply-and-demand rules, 
and in which the allocation of goods and ser-
vices is efficient.

Friction-costs approach a method that quan-
tifies the future loss of production resulting 
from the loss of labor caused by an illness, 
until the absent worker is replaced by another.

Functioning the things that a person does or 
is in life; a notion arising from the work of 
Amartya Sen.
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General public valuation a method of elicit-
ing preferences from the general public rather 
than patients or experts.

Generalized linear model (GLM) a type of 
regression analysis that makes a parametric 
assumption about the dependent variable.

Generic measure a measure designed to 
include a broader assessment of a particular 
outcome, such as generic health-related qual-
ity of life; an example is the five- dimension 
EuroQoL.

Global Burden of Disease (GBD) study the 
name given to studies that wish to quantify 
health losses from diseases, injuries, and risk 
factors; most notably associated with the work 
of the World Health Organization.

Grandiosity exaggerated feelings of one’s 
importance, power, knowledge, or identity; 
occurs in delusional disorder and maniac 
states.

Horizontal equity equal treatment of those 
who share similar circumstances.

Human capital approach an analysis method 
that give a monetized value to the loss of labor/
paid employment as a result of illness over a 
lifetime until retirement. The monetized value 
is calculated as the forgone earnings of the 
individual employee.

Hypomania a mood abnormality with the 
qualitative characteristics of mania but some-
what less intense.

Incidence a statistic describing the risk of a 
disease occurring over a particular time period 
(i.e., 5000 new cases of disease A occur per 
year). See Prevalence.

Incremental cost-effectiveness plane A plot 
of mean incremental costs (x-axis) and mean 
incremental outcomes (y-axis) of an interven-
tion versus the control treatment, generated 
using a probability sensitivity analysis.

Incremental cost-effectiveness ratio (ICER) a 
value representing the additional cost incurred 
per additional unit of output. An ICER gives 
an indication of the extra (or incremental) cost 
of one program for the extra effect it gener-
ates over another outcome gained; a ratio of 
the incremental cost of a new intervention 
compared with an alternative (normally usual 
or current care) over the incremental benefit 
(effectiveness) between the same two options.

Indirect costs costs related to social and eco-
nomic effects, such as a decrease in workplace 
production, suicide, early retirement, acci-
dents, income losses, and losses of education 
years. Usually, indirect costs are called “pro-
ductivity costs” because the majority of stud-
ies covering indirect costs focuses on losses in 
productivity.

Individual-level simulation See 
Microsimulation.

Interquartile range the range of values 
between the 25th and 75th percentiles.

Jarque-Bera test a statistical measure model 
fit.

Joint production production that results from 
individuals performing more than one activity 
concurrently. If the time spent on each of these 
activities is quantified separately and appor-
tioned to each activity in full, the total time 
spent on the activities will exceed the actual 
time covered. The impact is that contributions 
are overestimated. This issue might be dealt 
with by identifying a particular task as pri-
mary or by defining a new activity that covers 
the two jointly produced activities.

Kruskal-Wallis test a hypothesis test used for 
two or more comparison groups with continu-
ous or ordinal data.

League table a method of ranking metrics of 
the effectiveness of interventions against each 
other, normally based on incremental cost-
effectiveness ratios. See Incremental cost-
effectiveness ratio (ICER).

Logistic regression a type of regression 
analysis used when the dependent variable is 
categorical.

Magnitude estimation (ME) a method that 
elicits preferences through inquiring about the 
amount of an individual’s desire for one health 
state compared with another. In this case, 
individuals express their preferences for one 
health state, taking into account how much 
they consider one health state better or worse 
than another; the value is given by the propor-
tion by which one health state is worse than 
another (e.g., 4 times worse, 10 times better).

Mania a mood state characterized by ela-
tion, agitation, hyperactivity, hypersexuality, 
and accelerated thought and speech (flight of 
ideas).
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Mann-Whitney U test a hypothesis test used 
for two comparison groups with continuous or 
ordinal data.

Mapping a method for transforming a non- 
preference- based outcome measure into a 
preference-based measure.

Marginal cost-effectiveness ratio (MCER) a 
value that expresses the changes in cost and 
effect within one program when it is expanded 
in scale (e.g., an education program that is 
rolled out in two regions instead of one). If the 
size at which a program is provided is flex-
ible, the MCER can give a useful indication of 
the economies of scale that can occur, which 
is informative in finding the optimal level of 
program provision.

Marginal costs the cost of one additional unit 
estimated based exclusively on the variable 
costs and takes into account cost variations 
among individuals.

Market failure market conditions in which the 
allocation of goods and services are not effi-
cient because of the absence of perfect market 
competition; therefore the market is not self-
regulated and it is not dependent on the rules 
of supply and demand.

Markov model a state transition model that 
assumes that the probability of an individu-
al’s progression is independent of past health 
states.

Maximization the aim to obtain the greatest 
amount of whatever outcome is of interest, 
within the resources available and irrespec-
tive of how outcomes are distributed among 
society.

Mean (arithmetic) the sum of observed values 
divided by the number of observations.

Median the middle observed value in a data 
set.

Mental capital the ability of an individual to 
use all inner resources (cognitive, emotional, 
and behavioral) in appropriate ways to fulfill 
his or her needs and to contribute to others; 
that is, it represents the balance of experienc-
ing a good quality of life and being able to 
contribute to society.

Mental disorder Mental disorder is a psychi-
atric disorder characterized by physical and 
mental symptoms leading to impairment of 

global individual’s performance, affecting all 
aspects of his/her social and occupational life 
and relationships.

Mental health problem Mental health condi-
tion refers to individual’s well-being nega-
tively affected by factors like violence, 
stress, work overload, grief, stigma, and other 
adverse conditions. Mental health conditions 
are not psychiatric disorders, but they may 
affect individual’s behavior and deserve some 
level of care. They also constitute a risk factor 
for developing mental disorders.

Mental health a state of well-being in which 
an individual realizes his or her own potential, 
can cope with the normal stresses of life, can 
work productively and fruitfully, and is able to 
make a contribution to her or his community.

Micro-costing a method that involves collect-
ing data on the frequency of an individual’s 
consumption of services, usually directly 
from a patient, family, health and profession-
als, or from medical records. See Bottom-up 
approach.

Microsimulation a state transition model 
that simulates the progression of individuals, 
rather than the entire cohort, at predetermined 
time intervals.

Missing data data that contain missing values.
Mode the most common value in a data set.
Monte Carlo error variability around output 

values between simulated samples, generated 
using discrete event simulation.

Mood a pervasive and sustained feeling that is 
experienced internally and that, in the extreme, 
can markedly influence virtually all aspects 
of a person’s behavior and perceptions of the 
world; distinguished from affect, the external 
expression of the internal feeling tone.

Multiple imputation a method for imput-
ing missing data based on the distribution of 
observed data.

Opportunity costs the value of the “next 
best alternative use” of a resource that is not 
chosen and is consequently lost forever. For 
example, the opportunity cost of providing 
one treatment for depression is the loss of 
another treatment that could have been pro-
vided instead, at the expense of the potential 
benefits to patients of that other treatment.
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Ordinary least squares a type of regression 
analysis that assumes a continuous dependent 
variable.

Out-of-pocket expenditure the amount a 
patient pays for healthcare.

Overhead administrative costs.
Parametric uncertainty See second-order 

uncertainty.
Pareto optimality a situation in which no per-

son can be become better off without making 
another person worse off.

Park test a statistical measure of model fit.
Patient valuation when preferences are elic-

ited from patients (i.e., those with a particular 
condition or disease).

Perfect market competition a competitive 
market in which supply and demand reach an 
equilibrium whereby there is no wastage in 
supply and no unmet demand. This is reached 
through demand, supply, prices, and profits 
guiding both suppliers’ and buyers’ decisions 
about investments.

Person trade-off (PTO) method a method for 
eliciting the social value of alternative health-
care interventions.

Perspective (of a study) the view, varying 
from a narrow to comprehensive, from which 
costs are measured on behalf of different 
levels of interest: individuals, public health 
providers, private or insurance companies, 
employers, governments, society.

Potential Pareto improvement a situation in 
which those becoming better off could theo-
retically compensate those becoming worse 
off and still be better off.

Power calculation a method for establishing 
an appropriate sample size to identify a statis-
tically significant treatment effect.

Preference an umbrella term defining the 
choice between options when the metric can 
be defined as a value (certain option) or utility 
(uncertain option).

Preference-based measure a type of measure 
in which the index scoring algorithm is based 
on preferences elicited using techniques such 
as standard gamble or time trade-off.

Preference weight a weight that is elicited 
from a preference-based technique such as the 
standard gamble or time trade-off techniques. 
See Utility weights.

Presenteeism working while sick, which 
decreases on-the-job performance because of 
the presence of health problems.

Prevalence a statistic indicating how many 
cases of a particular condition are apparent 
at a particular time point (e.g., as of 2016, 
50,000 people have disease A). See Incidence.

Probability sensitivity analysis an uncer-
tainty analysis that measures the aggregate 
impact on model output of varying the val-
ues in all model parameters simultaneously 
by assigning probability distributions to each 
model parameter.

Psychosis a mental disorder in which thoughts, 
affective response, ability to recognize reality, 
and ability to communicate with and relate to 
others are sufficiently impaired to interfere 
grossly with the individual’s capacity to deal 
with reality; the classical characteristics of 
psychosis are impaired reality testing, halluci-
nations, delusions, and illusions.

Quality-adjusted life year (QALY) a generic 
outcome measure that combines mortality and 
morbidity into a single numeric unit whereby 
the amount of time spent in a health state is 
multiplied by a weight (bounded by 0 to 1) 
that denotes the strength of preference for that 
health state; a metric of effectiveness associ-
ated with cost-utility analysis that combines 
both mortality and morbidity into a single 
summary score.

R2 statistic a measure of the explanatory power 
of a model (regression analysis).

Ramsey regression equation specification 
error test (RESET) a statistical measure of 
model fit.

Recall bias the lack of accuracy in respon-
dents’ answers to a questionnaire or measure; 
respondents fail to report past facts because of 
inaccurate memory.

Recovery a comprehensive model of mental 
healthcare in which individuals are empow-
ered to overcome the impact of mental disor-
ders and to pursue well-being and a full life 
despite limitations.

Second-order uncertainty variability around 
the mean value among samples of data.

Sensitivity (responsiveness) the ability to 
detect a change in a person’s quality of life in 
response to some direct or indirect effect of a 
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change in the person’s actual quality of life; 
this definition refers to the “sensitivity” of an 
outcome measure.

Shared costs costs incurred by two or more sec-
tors or activities. For example, a nurse assistant 
can work in different wards in a general hospital, 
and when the goal is to estimate the cost of only 
one of the units, both of these activities should 
be estimated and discounted for each unit.

Skewed data data that follow a skewed 
distribution.

Spillover effect an increase in costs for one sector 
caused by a decrease in costs for another sector.

Standard costs costs extracted from public 
databases.

Standard deviation a measure of variation 
around the mean.

Standard error standard deviation of the sam-
pling distribution of the mean.

Standard gamble (SG) a technique used to 
elicit preferences.

State transition model a model that represents 
a decision problem in terms of a set of discrete 
health states and the probabilities of transition 
between health states.

Structural uncertainty uncertainty in model 
results attributable to the structure and 
assumptions of the model.

Sufficiency the aim to obtain enough of the 
outcome of interest for as many people as pos-
sible, within the resources available.

t Test a hypothesis test used for two compari-
son groups.

Time horizon the time interval over which the 
consequences of a treatment are evaluated.

Time trade-off (TTO) a technique used to 
elicit preferences.

Top-down approach an approach used to 
measure unit costs based on average costs 
obtained from total costs.

Transfer payment a value amount that is con-
sidered by economists to be an income redis-
tribution rather than a cost because they are not 
resources available for consumption and they 
are not “produced” as goods or services are; 
examples include social and disability benefits, 
work compensation payments, and taxes.

Transition probability the probability of an 
individual progressing into a particular path-
way or state in a model.

Utility a metric of preference when the option 
is uncertain. (Note that utility has a number 
of definitions that also refer to it as a metric 
of “happiness” or “desire fulfillment, but the 
former is prominent in this book).

Utility weight a weight assigned to the rel-
evant outcome of interest, mainly  associated 
with cost-utility analysis and quality-adjusted 
life years; when weights are elicited using a 
preference-elicitation technique, these weights 
can also described as :preference weights.” 
See Preference weight.

Value a metric of preference when the option 
is certain; this definition is pertinent to when 
describing “value” compared with “utility”).

Variability See First-order uncertainty.
Variable costs costs that vary according to 

the consumption of services, for instance, 
food, water, disposables, clothes, electricity, 
telephone.

Vertical equity unequal treatment of those 
with unequal circumstances.

Welfare economics a branch of economics 
that focuses on the aggregated well- being of 
individuals in a society. See Extra-welfarism.

Welfarism an approach to evaluation that has 
robust foundations in neoclassical welfare 
economics, wherein the aim is to maximize 
total utility; a framework for assessing well-
being associated with welfare economics.

Wilcoxon rank sum test See Mann-Whitney 
U test.

Willingness-to-pay threshold the highest 
amount a decision maker would be willing to 
pay for a new intervention compared with an 
alternative (normally usual or current care); a 
set central amount or range that determines the 
monetary incremental cost-effectiveness ratio.

Years of full (or sufficient) capability equiva-
lent a composite measure of (sufficient) 
capability and well-being in life and quantity 
of life.

Year lost to disability (YLD) number of years 
living with disability; one of the estimators 
of disability used to determine a disability-
adjusted life year.

Year of life lost (YLL) number of years lost 
due to premature mortality; one of the estima-
tors of mortality used to determine a disability- 
adjusted life year.
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