
5.1	� Introduction

This chapter describes the research methodology employed in this 
book to gather and analyse the necessary data to address the research 
issues and to achieve the intended contribution, and it also explains the 
rationale for the use of this research methodology. Initially, the chap-
ter in Sect. 5.2 discusses the epistemological stance and the suitability of 
the interpretive stance for the research, as justified in Sect. 5.2.1. It pro-
ceeds to explain and justify the reasons behind the selection of a qualita-
tive methodology in Sect. 5.3. Thereafter, the adoption of the case study 
strategy is justified in Sect. 5.4. In Sect. 5.5, it is explained how the 
methodology is employed to elicit data. Then, data collection methods 
are discussed with a clarification of the rationale for choosing them in 
Sect. 5.6. The chapter moves on in Sect. 5.7 to discuss the data analysis 
strategy that has been adopted and how certain strategies are used to 
ensure the trustworthiness of the research. Finally, the ethical considera-
tions are discussed and a summary is presented.
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5.2	� Research Paradigms

In order to be able to conduct a solid piece of research that delivers 
what it promises, it is helpful to have knowledge of the basic philo-
sophical concepts. The philosophical basis of any research should out-
line the view of the nature of knowledge from two important aspects 
of research (Henn et al. 2006): What can be considered as knowledge? 
And, how that knowledge can be acquired? This means how is reality 
being viewed and how valid and reliable knowledge about this reality 
can be gained.

The choice of a research methodology needs to be guided by a 
research paradigm which has a theory of the nature of reality, ontology 
and a theory of how knowledge about reality can be gained, epistemol-
ogy (Myers 2009). The term “paradigm” has been used quite loosely in 
academic research; it can mean different things to different researchers. 
The research paradigm refers to the progress of scientific practice based 
on people’s philosophies about the nature of reality and knowledge 
(Collis and Hussey 2009).

IS research is not rooted in a single theoretical perspective; there-
fore, there is plethora of philosophical assumptions which can be used 
according to the phenomenon under research (Orlikowski and Baroudi 
1991). AIS is multi-disciplinary; therefore, the identification of an 
appropriate research approach is not a simple task. In the areas of the 
social sciences and IS, according to Sedmak and Longhurst (2010), 
it appears that a common language is absent because the possible 
approach areas diverse as the members of the research community itself. 
There is no uniform agreement about the ontological and epistemologi-
cal basis of social science (Guba and Lincoln 1998) or information sys-
tems (Orlikowski and Baroudi 1991). However, a research paradigm is 
a world view that guides researchers in their work and each paradigm 
assumes an ontological, an epistemological and a methodological per-
spective (Guba and Lincoln 1998).

Ontology is concerned with ideas regarding the existence of and 
relationship between people, society and the world in general, “what 
is there in the world?” (Eriksson and Kovalainen 2008, p. 14). It is 
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concerned with the nature of reality, that is, whether reality exists 
independently of people’s consciousness and, therefore, should be 
treated objectively or is the product of people’s consciousness and 
therefore should be treated subjectively. Epistemology is concerned 
with “What is knowledge and what are the sources and limits of 
knowledge?” (Eriksson and Kovalainen 2008, p. 14). It is concerned 
with what counts as knowledge in a field of study. Methodology 
focuses on the process of research as a whole. It determines the 
important relationship between theory and method and reflects spe-
cific ontological and epistemological theoretical views which help 
researchers to choose a suitable research method (Bryman 1988).

The purpose of this section is not to provide a comprehensive 
account of the philosophical arguments of different research paradigms, 
but rather to establish the ontological and epistemological approaches 
followed in this study and their impact on selecting the appropriate 
methodology in the context of the research.

Different research approaches could be used to address the research 
question. These approaches can be classified according to their philo-
sophical assumptions. The work of Burrell and Morgan (1982) has 
offered a classification of four social science paradigms which can be 
used to generate fresh insights into real-life problems. The four para-
digms are: functionalist, interpretive, radical humanist and radical 
structuralist. These four paradigms are based upon two dimensions: 
the regulation–radical change dimension and the objective–subjective 
dimension. The regulation–radical change dimension organises theories 
according to the degree to which they assume that the world needs to 
be regulated (e.g. functionalism) or changed radically (e.g. Marxism). 
The objective–subjective dimension organises theories according to the 
degree to which they assume that social phenomena have an objective 
existence independent of social agents and are therefore “out there” to 
be discovered (e.g. positivism or empirical realism) or created by social 
actors and therefore can only be understood through the actors’ own 
subjective interpretation of them (e.g. interpretivism) (Saunders et al. 
2009). Each paradigm has its own ontological, epistemological and 
methodological positions.
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Positivism has been defined as “an epistemological position that 
advocates the application of methods of the natural sciences to the 
study of social reality” (Bryman 2004, p. 11). According to Collis and 
Hussey (2009), positivism assumes that studies conducted in the social 
sciences should be conducted in the same way as studies carried out in 
the natural sciences. Proponents of technology as an exogenous force for 
organisational change have tended towards positivism. They posit IT as 
separate from humans and organisations and directly impacts human 
behaviour and organisational characteristics (Orlikowski and Baroudi 
1991).

Interpretative research aims to gain deeper understanding of a phe-
nomenon, which can then inform other situations, rather than seek-
ing generalisations. The intention is to increase understanding of a 
phenomenon within particular situations, where the phenomenon is 
studied in its natural context from the participants’ perspective and the 
researcher does not impose a priori understanding of the situation on 
it (Orlikowski and Baroudi 1991). Walsham (1993, 1995b) highlights 
the valuable contribution of an interpretive approach to IS theory and 
practice, as the focus and concerns of IS research have been shifting 
from technological towards social and organisational issues of IS. When 
understanding IT as neither fixed nor universal but as emerging from 
reciprocal interpretation and interaction, an ontological priority is given 
to the role of the human in IT use. This is a shift away from an abstract 
understanding of IT to a view of it being social and grounded in spe-
cific contexts. A methodological shift is also entailed in this perspective, 
as researchers’ accounts of technological use using this view conduct 
detailed interpretive research (Orlikowski 2009).

5.2.1	� The Choice of Interpretive Paradigm

The particular paradigm adopted for a particular research project is 
partly determined by the dominant paradigm in the research area and 
partly by the nature of the research problem (Collis and Hussey 2009). 
The research aims at understanding the inter-relation between IAF 
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adaptation and ERP systems introduction to increase understanding of 
this phenomenon within a particular situation, where the phenomenon 
is studied in its natural context from the participants’ perspective. In 
particular, the research is interested in looking at how the IAF changes 
to cope with the changes in internal control and risks brought by ERP 
systems in order to promote corporate governance practice. This study 
aims to provide evidence of a non-deterministic perspective, to increase 
understanding of the phenomena within a particular context and to 
examine the phenomena from the participants’ perspective. Interpretive 
research does not predefine dependent and independent variables, but 
rather addresses the complexity of the situation (Kaplan and Maxwell 
1994).

Considering the scope and depth of the research, an interpretiv-
ist paradigm is adopted. The phenomenon under study will be under-
stood in its real-world context, and lessons will be elicited drawing on 
the analysis. The phenomenon under study has organisational and social 
focuses; therefore, an interpretivist stance is appropriate. The main phil-
osophical position of the study is the interpretivist point of view, where 
the main concern is about subjective and shared meaning. This philo-
sophical position is interested in how social groups understand social 
events and settings. Interpretive study starts with the assumption that 
changing and individually constructed reality is only accessed through 
social constructions such as language (Eriksson and Kovalainen 2008). 
The research does not predefine dependent and independent variables; 
however, it is concerned with the full complexity of human sense mak-
ing as the circumstances appear.

Interpretive research in the IS field is concerned with understand-
ing the social context of ISs. Interpretive studies do not aim to prove a 
hypothesis, but explore and explain how all factors are related and inter-
dependent in a particular social setting (Oates 2006). This research aims 
to understand what happens in that setting from the participants’ per-
spectives without imposing the researchers’ previous understanding or 
expectations.

According to the subjective epistemological view, there is no pos-
sible access to the external world beyond our own interpretation of it. 
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In other words, from interpretivism’s epistemological view, knowledge 
is available only through social actors (Eriksson and Kovalainen 2008). 
However, the interpretive paradigm represents one strand in IS research, 
but there are signs that interpretivism is gaining ground (Walsham 
1995b).

Using the ontological assumptions of interpretivism, the study con-
siders that the world is socially constructed and can only be understood 
by examining the perceptions of the human actors. Epistemologically, 
the study attempts to minimise the distance between the researcher and 
what is being researched. The researchers will be involved in different 
forms of participative enquiry. Consequently, as a social researcher, it 
is important to understand the social meaning of phenomena with the 
purpose of providing reasons for the occurrence of social phenomena. 
Methodologically, the method is so closely intertwined with the onto-
logical and epistemological assumptions of the paradigm that it perme-
ates the entire research design. The study adopts an empirical approach 
focusing on human interpretations related to ERP systems. The method 
for such interpretative investigation is often an in-depth case study 
(Walsham 1995a).

Most of the previous studies have adopted a positivist paradigm, 
where the world is simplified in objective cause–effect relationships. 
Researchers have referred to such approaches’ limitations in giv-
ing deep knowledge about a phenomenon (e.g. Walsham 1993). This 
study is concerned with a practical perspective on internal audit change 
within the ERP systems environment particularly. Analysing practice is 
central to this research work; therefore, the research methods are con-
textually dependent. The interpretive approach increases understanding 
of the implications of implementing IS in organisations (Orlikowski 
1991). The aim of this study is to increase understanding about pos-
sible consequences of implementing ERP systems for corporate gov-
ernance processes and the influence on the IAF. ERP systems are 
understood in this context as socially defined and thus relevant only 
in relation to the people engaging with them (Orlikowski 2009). Field 
studies drawing on interpretive approaches offer some account of what 
actors at various levels within organisations are doing with the technol-
ogy. Orlikowski and Yates (2006) suggest that interpretive approaches 
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are particularly valuable as they afford the possibility of gaining a 
view of IT-mediated organisational change by focusing on the every-
day practice of actors. A focus on auditors’ practice entails a detailed 
examination of the micro-level interactions that are shaped by ERP 
and institutional conditions.

The nature of the research problem where there is a need to under-
stand the interplay and the interaction between the context and the IAF 
implies selecting the interpretivist stance. The study aims to increase the 
understanding of the IAF adaptation rather than quantifying signifi-
cance or causality. According to Pettigrew et al. (2001, p. 699), “change 
explanations are no longer pared down to the relationships between 
independent and dependent variables but instead are viewed as an inter-
action between context and action”.

The literature review and analysis presented in the previous chapters 
indicate that there are many managerial and technical issues related 
to the introduction of ERP systems and their impact in the account-
ing and auditing field. These impacts appear to be multiple, complex 
and inter-related. Hence, how ERP systems affect the IAF cannot be 
separated from their organisational, technical and cultural context. 
Therefore, there is a need for a research approach that allows under-
standing ERP systems’ impact on the internal control system and the 
adaptation of the IAF to cope with the new working environment. For 
these reasons, an interpretive methodology is considered to be the most 
appropriate for this study. Moreover, prior IS studies find that the inter-
pretive paradigm is better equipped to appreciate the richness of a social 
context in comparison with the positivist paradigm (Orlikowski and 
Baroudi 1991).

5.3	� Qualitative Research Methodology

Methodology refers to the overall approach to the research design, and 
it should reflect the assumptions of the selected research paradigm 
(Collis and Hussey 2009). In this case, the research is designed as a 
qualitative investigation as described by Walsham (1995a), as it will be 
discussed in Sect. 4.4.

http://dx.doi.org/10.1007/978-3-319-54990-3_4
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Quantitative methodology fails to take into account the research con-
text and the subjective meaning of social actions (Taylor and Bogdan 
1988). It has been criticised as offering only snapshots of a problem 
(Avital 2000) and as it can potentially ignore variables that are not 
included in the research model. Although it can help identify the corre-
lations among variables, it provides little in understanding the direction 
of the causal relationship. These weaknesses, therefore, should be made 
up for by qualitative study.

Qualitative methodology is based on intensive study of all aspects 
of one phenomenon to see their inter-relationships. It is chosen when 
not much is known about the issue understudy. It can help in gaining 
deep understanding of the research context to develop richer knowl-
edge of the phenomena under investigation, especially social condi-
tions (Silverman 2010). Creswell (2009) argues that qualitative research 
attempts to report multiple perspectives in order to develop a holistic 
picture of the issue understudy. Qualitative research is appreciated by 
several authors (e.g. Patton 2002; Berg 2009) to explore uncovered 
meanings that people assign to their experiences of the issue under 
study. Creswell (2009) indicates that qualitative researchers often talk 
to the participants face to face and observes their behaviour in con-
text. Therefore, the researchers explore and understand the meaning 
individuals ascribe to a social phenomenon. However, Yin (2009) has 
argued that qualitative researchers are often less rigorous and provide 
less opportunity for generalisation. Despite such shortcoming, qualita-
tive research can be used for the study of social phenomena that do not 
aim at providing a general law.

5.3.1	� Justifications for Using Qualitative Research

Adopting qualitative research was based on the need to align theoreti-
cal and philosophical assumptions, to maximise the ability to under-
stand the emergent perspectives in such dynamic and complex social 
phenomenon and to get the rich data required. These considerations are 
discussed in detail to ensure and demonstrate the coherence and con-
sistency between theoretical and philosophical underpinnings.
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First, qualitative research methodology is applied to develop a rig-
orous consistency between theoretical and philosophical assumptions. 
Since the research problem is context driven, interpretive in nature 
and interested in understanding how things work, qualitative research 
is believed to be an appropriate one for conducting this research. The 
philosophical perspective for this empirical study is interpretive to gain 
“knowledge of reality” through the study of social constructions (Klein 
and Myers 1999). Accordingly, choosing qualitative methodology is 
consistent with the main aim of the framework which is the interpre-
tation of the phenomenon under investigation. The research applies a 
framework based on an interpretative institutional lens that can gen-
erate understanding of the phenomenon and map key contextual and 
procedural factors. By using qualitative methodology, the research-
ers consider social properties and realities as the outcomes of social 
interaction, as supported by Johnson and Onwuegbuzie (2004). This 
is particularly a phenomenon of the IAF adaptation that is developed 
through the interaction between individuals and their contexts rather 
than something out there and developing objectively.

Second, the research examines in-depth complexities and pro-
cesses in a less acknowledged phenomenon. In order to understand the 
dynamics of the process through which ERP systems and the IAF are 
co-evolving in improving the corporate governance practice, the quali-
tative research approach was chosen. Enterprise systems are particu-
larly problematic to approach as an area of study, considering that their 
implementation and use are very much related to the organisational 
context in which they are embedded (Sedmak and Longhurst 2010). 
The qualitative study here is based on the research aim, which is to 
generate in-depth understanding. As previously explained in Chap. 2, 
there was a scarcity of empirical qualitative research and little research 
has examined the IAF in the context of ERP systems. Therefore, quali-
tative research is regarded as the most suitable option for such inquiry 
as this research intends to contribute to filling this epistemological gap 
in inter-organisational relation studies. This may allow the researcher to 
understand the nature and the complexity of the phenomenon under 
investigation. Flexibility to embrace emergent perspectives or address 
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un-predetermined or controlled phenomena cannot be achieved 
through quantitative methodology.

Third, qualitative methodology was chosen as the qualitative data 
provide contextual details. The qualitative methodology is therefore 
used here to provide contextual data (Bryman 1988). The qualita-
tive research methodology is selected since the aim is to study issues in 
their natural settings, attempting to understand phenomena in terms of 
the meanings that people bring to them (Silverman 2010). It appears 
from the objectives of this book that the issues under investigation are 
confidential and subjective, with much contextual data are needed. 
Clearly, rich empirical data are required to provide more understanding. 
Qualitative data are collected in its natural setting, hence facilitating the 
effects and richness of the environment to be taken into consideration 
(Miles and Huberman 1994; Denzin and Lincoln 1998). Qualitative 
methodology allows understanding of the social and cultural contexts 
within which the participants work and approach them from differ-
ent job positions, in order to compare and understand their viewpoints 
(Myers 2009). Therefore, applying quantitative methodology to the 
study of people is questioned and hence a qualitative approach is sug-
gested.

So far, this research has justified the adoption of the interpretive 
paradigm, with the use of a qualitative methodology. The next sec-
tion focuses on the selection of an appropriate research strategy for this 
study.

5.4	� Selecting the Appropriate Case-Study 
Research Strategy

Having justified the use of interpretivism as an epistemological stance 
and the use of a qualitative research approach, this section focuses on 
selecting a research strategy. Remeniy et al. (2002) differentiate between 
strategy and tactics. While the first refers to the overall approach 
adopted, the second one is about the specific details of data collection 
and analysis. The research strategy refers to organised principles that 
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provide the procedure for guiding the research design and process. It 
describes how a given issue can be studied (Henn et al. 2006). Research 
methods mean the variety of techniques available to be used for data 
collection and analysis (Eriksson and Kovalainen 2008).

There are several qualitative research strategies that could be 
employed in AIS research. The choice of a specific strategy mainly 
depends on the research’s aim and objectives (Creswell 2009). However, 
this section does not offer a comprehensive illustration and compari-
son of these strategies, but rather focuses on the case study as the most 
appropriate strategy for this particular research. The view of Myers 
(2009) is followed that the most appropriate research strategy for con-
ducting IS empirical research following the interpretive paradigm is the 
in-depth case study. The following sections discuss the justifications for 
adopting a case study strategy.

5.4.1	� Justifying the Use of Case Study

The nature of the research problem and objectives are fundamen-
tal issues that constrain the choice of the appropriate research 
strategy (Hessler 1992). The research strategy should be chosen appro-
priately to be relevant for answering the research questions (Eriksson 
and Kovalainen 2008). Therefore, the choice of the case study is based 
upon the research objectives. The case study is preferable as little is 
known about the phenomenon understudy, as the empirical evidence 
about the impact of ERP systems on the IAF is in the early formative 
stages and the research questions are how and why questions about 
events which a researcher has no control over (Benbasat et al. 1987; Yin 
2009). The case study is “an empirical inquiry that investigates a con-
temporary phenomenon within its real-life context, especially when the 
boundaries between phenomenon and context are not clearly evident” 
(Yin 2009, p. 18). It aims to give opportunity for diversity, complexity 
and avoid simplistic research designs (Eriksson and Kovalainen 2008). 
The case study focuses on understanding the dynamics present within 
single settings (Eisenhardt 1989).
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The main characteristics of case study method have been identified 
by many authors (e.g. Cavaye 1996; Benbasat et al. 1987) as follows: 
it does not explicitly control variables; it studies a phenomenon in its 
natural context; it studies the phenomenon at one or a few sites; data 
are collected by multiple means; it uses qualitative techniques to collect 
and analyse data, and its focus is on contemporary events. Qualitative 
data can be collected through interviews, field notes describing observed 
events, papers or archives.

The IS field has witnessed a shift from technological to manage-
rial and organisational issues. The case study is an effective IS research 
method, as the researchers can study IS in a real setting. The case study 
strategy offers the researchers the opportunity to understand the com-
plexity of the processes taking place. It is a suitable way to investigate 
an area where few studies have been carried out. Case studies have 
become increasingly popular in IS research (Benbasat et al. 1987). 
There is a remarkable increase in the use of interpretative case research 
for investigating IS issues (Walsham 1995a). They enable examining the 
inter-relationship of IT with organisational activities and management 
practice. Orlikowski and Baroudi (1991) assert that the case study has 
confirmed its appropriateness to produce a sound interpretive under-
standing of human–technology interaction in the real social setting. 
Methodologically, case studies are associated with the interpretative 
approach (Eriksson and Kovalainen 2008). A positivist case study was 
rejected since it would reduce the case study to some cause and effect 
relationships (Orlikowski and Baroudi 1991).

In this study, the selection of a case study strategy is based on some 
considerations. These are to seek an in-depth understanding of the phe-
nomenon; to meet the nature of the research questions; and to investi-
gate and develop a mature understanding of the contextual aspects of 
the phenomenon.

First, the case study is appropriate when the research is conducted 
in the workplace and the researchers do not attempt to control any 
aspects of the phenomena (Collis and Hussey 2009). The case study 
is appropriate to investigate complex issues and to elicit intensive data 
regarding the area under investigation (Stake 1995). The qualitative 
approach used in this research is based on the ontological assumption 
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that reality is socially constructed. This means that it is based upon 
perceptions and experiences which may differ for each person and 
change over time and with context. Consequently, the data to be col-
lected will be mainly rich qualitative data that capture the details of 
the phenomena under investigation. Furthermore, the interpretive par-
adigm aims to gain in-depth insight and it can be conducted with a 
small sample. According to Doolin (1996), the interpretive paradigm 
supports a less structured case study and emphasises the explanations 
of participants in the case.

In this research, the priority is to conduct a detailed examination 
of the case and utilise the rich insights into the contextual factors to 
enhance current understanding of the phenomenon under investiga-
tion. This study uses the case study to obtain different perceptions of 
the phenomena. Analysis seeks to understand what is happening in a 
situation of ERP systems implementation and look for patterns of IAF 
which may be repeated in other similar situations. ERP systems can 
have physical components; nevertheless, they are understood differ-
ently by different individuals and given meaning by the shared under-
standing which arises out of social interaction. The researchers approach 
the studied organisations with fewer preconceptions. The rich qualita-
tive data gained from case studies are able to offer more insights into 
the complex social processes that quantitative data cannot easily reveal 
(Eisenhardt and Graebner 2007).

Second, to use a particular research strategy is governed by the sta-
tus of research and theory about the research problem. As the research 
problem is in its infancy, then the case study strategy is in order (Hessler 
1992). According to Yin (2009), the research questions are the main 
criteria to determine whether the case study is the proper technique. 
When the research questions are about how or why, then it is preferable 
to use a case study (Yin 2009).

Exploring the adaptation of the IAF through asking “how” ques-
tions, and finding reasons and triggers that are behind the event by 
asking “why” questions, is more associated with the use of case studies. 
Saunders et al. (2009) explain that the aim of exploratory studies is to 
describe a precise profile of persons, events or situations. The case study 
followed in this research can be classified as exploratory.
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Third, as the boundaries between the phenomenon under investiga-
tion and context are not clearly evident, the experiences of the actors are 
important and the context is critical; therefore, the case study method 
is recommended (Benbasat et al. 1987; Yin 2009). Case study strategy 
seeks in-depth understanding of the context of a phenomenon, investi-
gates a predefined phenomenon and contributes to knowledge by relat-
ing findings to generalisable theory (Cavaye 1996). The case study pays 
more attention to contextual factors and characteristics (Yin 2009). The 
case study method is appropriate for capturing practitioners’ knowl-
edge. Its design allows grasping a holistic understanding of the phenom-
enon under investigation (Eisenhardt 1989). This study takes the form 
of interpretive case study research as interpretive case study strategy 
tends to yield highly accurate results as it has contextual relevance. The 
interpretative case study is appropriate when theoretical knowledge on 
a phenomenon is limited or when there is a need for context captur-
ing. However, Orlikowski and Baroudi (1991) suggest that the positivist 
approach dominates IS research and interpretive case studies can inform 
IS research.

The focus is on the IAF adaptation which is a contemporary phe-
nomenon that should be studied within its real-life context which 
includes the ERP system. Interpretive case study research is undertaken 
because it promises a rich description of contexts. The role of case stud-
ies in interpretive methodology is to locate the IAF in its organisational 
contexts in order to help understanding of how the current structures 
and practice are shaped. In this regard, this study adopts exploratory 
case study research in order to understand the IAF adaptation associated 
with ERP implementation in an institutional governance context that 
shapes current auditing structures and practice.

There is further support from the literature for adopting this research 
method. First, several scholars have highlighted the need for more 
auditing case studies (e.g. Al-Twaijry et al. 2003; Arena and Azzone 
2009). Second, this type of case study has been selected since little 
research has adopted this method for investigating the postimplemen-
tation stage of ERP studies, as highlighted in Chap. 2. There has been 
a call for detailed interpretive case studies of ERP system-related issues 
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(e.g. Caglio 2003; Kuhn and Sutton 2010). There is a lack of published 
scientific research regarding the IAF in the ERP systems environment as 
most of the IAF studies have been published by practitioners. Therefore, 
the case study is well suited to capture the knowledge of practitioners 
and apply theories to understand the phenomenon, especially in areas 
where the researchers are lagging behind practitioners.

In sum, to judge the appropriateness of the case study method, 
Benbasat et al. (1987) suggest a number of questions. Can the phenom-
enon of interest be studied outside its natural setting? From the previous 
discussion, it is clear that the IAF in the ERP systems working environ-
ment cannot be investigated outside its context. Must the study focus on 
contemporary events? It is evidenced in the literature that most of the 
organisations that started to implement ERP systems have just entered 
the postimplementation stage and start to face new problems. Is control 
or manipulation of subjects or events necessary? There is no need to con-
trol any variable in the research area as the aim of the research to get the 
practitioners’ experience and their natural response to the problems they 
face in that context. Does the phenomenon of interest enjoy an estab-
lished theoretical base? It has been clear from the literature review that 
there is no study that has looked at this problem. Therefore, there is no 
theoretical base for studying this phenomenon. Thus, for all these rea-
sons reported thus far, the author claims that case study strategy is appro-
priate for the research presented in this dissertation.

5.4.2	� Overcoming the Limitations of Case Study

Even though the case study is a distinctive type of empirical inquiry, 
field research is not without its limitations. Generally, researchers have 
no control over independent variables during the case study that may 
limit the internal validity of the conclusion. One more limitation is 
related to the interpretations of case study reports. However, it is recog-
nised that there is no reality that can be uncovered away from the prac-
tice of its representations: “there is no such thing as a truly ‘correct’ and 
‘balanced’ case study—that two researchers are likely to produce two 
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different case studies from visits to the same organisation” (Humphrey 
2001, p. 97).

Additionally, one of the criticisms of the case study method, that can-
not be dismissed, is related to the risk of bias, which is a common criti-
cism of field studies (Yin 2009). The potential bias is avoided as far as 
possible in this research by data triangulation through cross-checking 
data with organisation records and descriptions from other individuals. 
In addition, developing good relationships with some of the interview-
ees to build trust and cooperation reduces any tendencies on their part 
to misreport events in ways that would favour either the organisation or 
themselves.

The main limitation of the case study strategy is that the data gath-
ered are related only to the case under research. In addition, case 
research may set up relationships between variables but cannot point 
out the direction of causation (Cavaye 1996). They do not provide 
unproblematic facts regarding absolute reality; therefore, they lack exter-
nal validity. Therefore, it is difficult to justify the findings statistically 
(Smith 2003); however, case research result generalisations are made for 
theory not for populations (Yin 2009).

Some verification strategies are followed in a rigorous fashion to 
assure the credibility (internal validity), the transferability (external 
validity) and to mitigate the risk of bias such as member checks when 
coding, categorising and confirming results with participants. This is 
explained in Sect. 4.7.5. Despite the case study limitations, the data col-
lected from a case study are richer in details and insights (Smith 2003). 
Case study method is selected as a proper research method for the 
study, and the unavoidable weaknesses of case research are accepted as 
method-related limitation of the research.

5.4.3	� Single- or Multiple-Case Studies

Case study research strategy is versatile and can investigate single or 
multiple cases, depending upon the underlying philosophical assump-
tions of the researchers (Myers and Avison 2002). A single case is often 
selected when the case is both an exemplary case containing unique 
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circumstances and a revelatory case being one of the first examinations 
of the phenomenon (Yin 2009). Therefore, in the light of the character-
istics of this research, a single-case study will not be appropriate.

Dismissing a single-case study approach suggests that multiple cases 
prove more appropriate for the research proposed in this book. Studying 
multiple cases makes it possible to build a logical chain of evidence 
(Miles and Huberman 1994). Additionally, Benbasat et al. (1987) state 
that a multiple-case study provides more general results than a single-
case study does. The analytical conclusion derived from a multiple-case 
study is more robust, as it moves the investigation from one context to 
another, thus isolating idiosyncrasies that contribute to exploring the 
phenomenon (Yin 2009).

Interpretive studies use more than one case without loss of depth 
and rely on the richness of their descriptions to support their valid-
ity (Doolin 1996). A multiple-case study allows comparisons which 
can show that the research results are not idiosyncratic to a single 
case but are consistently replicated by several cases (Eisenhardt 1991). 
Constructs and relationships can be more accurately explained since it is 
easier to find out precise definitions and appropriate levels of construct 
abstraction from multiple cases (Eisenhardt and Graebner 2007).

5.4.4	� Purposive Sampling

The sampling logic where a selection is made out of a population is 
improper in case study research (Yin 2009). Eisenhardt (1989) states 
that the “random selection of cases is neither necessary, nor even pref-
erable”. Theoretical sampling is appropriate which means that cases are 
chosen for the reason that they are mainly suitable for revealing rela-
tionships and logic among constructs. Cases are selected when they will 
be likely to offer findings confirmation by insight replication from other 
cases or offer different findings by contrary replication (Eisenhardt and 
Graebner 2007). Therefore, replication logic is used as a base for the 
multiple-case study in this research. A multiple-case study strengthens 
the findings through replication and increases confidence in the robust-
ness of the results. The selection of each case is done according to literal 
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replication that predicts similar results for expected reasons, or theoreti-
cal replication that provides different findings for expected reasons (Yin 
2009).

The cases selection was purposeful, involved in the use of replication 
logic and largely depended on the conceptual framework developed 
based on prior theory (Perry 1998). Patton (1990) lists some strategies 
of purposeful sampling. Of these strategies‚ maximum variation sampling 
focuses on extreme cases that are used to observe contrasting patterns 
in the data. This leads to clear pattern recognition of the central con-
structs, relationships and logic of the focal phenomenon (Eisenhardt and 
Graebner 2007). Other types of purposeful sampling include the “typical 
case”. For this study, the selection of the cases was a purpose-based selec-
tion as the intention was to study a specific organisational situation with 
the characteristics of: being big enough to have an IAF and having imple-
mented ERP systems within the last year at the maximum. Two are man-
ufacturing companies and two large banks operating in Egypt, where one 
of each pair is international and the other is national. This was to apply 
the literal replication and theoretical replication suggested by Yin (2009). 
Therefore, purposive sampling was used as the most appropriate method 
when doing cases study as it satisfies the literal replication that could be 
typical cases and theoretical replication that could be contrasted cases.

Generally, there is no ideal number of cases that should be conducted 
when using multiple-case study. Romano (1989) suggested that deter-
mining the suitable number of cases should be left to the researchers. 
However, Eisenhardt (1989), Lincoln and Guba (1986) suggest that 
cases should be added to reach the theoretical saturation level or to 
the level of redundancy, but this neglects the constraints of time and 
budget.

There is no exact rule to determine the number of cases to be con-
ducted (Perry 1998). Moreover, Patton (1990) claims that “there are no 
rules” for sample size in qualitative research. Irani et al. (1999) do not 
provide an exact number or range of cases that could serve as guide-
lines for researchers. They argue that the number is mainly up to the 
researchers’ discretion and depends on the research aim and questions. 
Therefore, determining how many cases should be studied depends 
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on what is known about the phenomenon after conducting a case 
study and on the new information likely to come out from study-
ing more cases. Research questions and data to be collected are at the 
core in determining the suitable number of cases and at what point the 
researchers have studied sufficient cases to enable appropriate analy-
sis (Eisenhardt 1991). There is no single rule regarding the minimum 
number of cases that should be used for a multiple-case study (Eriksson 
and Kovalainen 2008). Eisenhardt (1991) suggests that multiple-case 
design requires the study of between four and ten cases. Creswell (2009) 
counters this suggestion and argues that a researcher should typically 
choose no more than four cases in order to capture the context where 
the phenomenon occurs in much more detail. As such, the research in 
this book employs the use of a multiple-case study within the limits 
suggested by (Eisenhardt 1989; Creswell 2009).

In this study, access to the organisations and the willingness to cooper-
ate were gained through personal contacts. For each organisation, a main 
individual was identified and e-mails were sent to explain the research 
objectives, to highlight the importance of the research and to request 
participation. This is according to Lewis (2003, p. 62), who recom-
mends having a single point of contact within the selected organisations 
to avoid duplications of communication. In accordance with the sugges-
tions of Voss et al. (2002), the main individuals were senior enough to 
ease the access and to recommend the best interviewees who are able to 
provide the required data. Later on, those individuals were contacted to 
find out the willingness of their organisations to participate.

The multiple-case study consists of the comparative in-depth exami-
nations of four organisations. The study uses a multiple-case study to 
cover the theoretical replications of the studied phenomenon across 
Egyptian national organisations and international organisations work-
ing in Egypt. Therefore, two individual cases within each category were 
conducted, so that the theoretical replication was complemented by lit-
eral replications. To assist with the comparability of data, it is decided 
to restrict the organisations selected to only two industries. These are 
in the banking and the manufacturing sectors. The first case study was 
used to help set the boundaries of the study.
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When investigating an organisation-level phenomenon, the site 
selection is based on the characteristics of organisations. These may 
include the industry, geographic coverage and the specific technolo-
gies in which the researchers are interested (Benbasat et al. 1987). 
Accordingly, the sites of the cases were from the banking and manu-
facturing sectors. The banking sector plays an important role in the 
national economy, and imbalance in this sector was the main reason 
for the financial crisis. Moreover, the banking sector is always a subject 
of corporate governance rules and regulations from different institu-
tions locally and internationally. In addition, the IAF gains a great deal 
of attention as a corporate governance tool in modern banks. Thus, 
the banking sector has been chosen for conducting the case studies. 
Moreover, ERP systems are widely used and are more mature in the 
manufacturing sector.

Geographically, there was a debate that the ERP systems are 
designed in the developed countries and organisations in the devel-
oping countries often face some misalignment issues between the 
system characteristics and the working environment. Therefore, a 
comparative study between the IAF in international organisations 
and national organisations in one of the developing countries (Egypt) 
increases our knowledge about this issue and our understanding of 
the IAF adaptation as a response to ERP systems introduction. The 
Egyptian context is a particularly significant and interesting setting for 
two reasons. First, Egypt is one of the Middle East countries where 
about 70% of IT spending is on ERP systems (American Chamber 
2002). ERP systems, as a complex IS, face some challenges in devel-
oping countries taking into account infrastructure challenges and the 
specialised knowledge needed that rarely is available locally (El Sayed 
2006). Second, there is a great deal of attention given to the corpo-
rate governance practice and mechanisms in Egypt. Egypt responded 
to the growing concern about corporate governance in recent years by 
reforming the Corporate Governance Egyptian Code that includes a 
number of rules that focus on various aspects of corporate governance, 
especially an internal audit department. These points make the find-
ings of this study different from those of other case studies conducted 
in more advanced countries.
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Finally, as the study is interested in the IAF adaptation after ERP sys-
tem introduction, specifically, the cases were conducted in organisations 
which have implemented the ERP systems within no more than 1 year.

Using multiple cases enables validating and cross-checking of the 
findings. This approach treats each case as a separate test of the ini-
tial proposed conceptual framework presented in the Chap. 3. This is 
to achieve analytical generalisation through the replication logic rather 
than sampling logic where each case is comparable to a new experiment 
(Eisenhardt and Graebner 2007; Yin 2009). Additionally, multiple cases 
provide more compelling evidence than a single case and increase the 
robustness of the research findings (Eisenhardt 1989; Irani et al. 1999; 
Yin 2009).

In this study, the theoretical saturation concept was followed to limit 
the number of cases conducted to four. No further cases were added 
when the latest case conducted did not add new insights to the research 
inquiry compared to the early ones.

5.5	� Empirical Research Process Design

Empirical research design is a cohesive and logical process that involves 
the collection, analysis and interpretation of research data (Yin 2009). 
The whole research process is divided into three main stages. The first 
stage is the formulation of the idea and developing the “what” ques-
tion about the research. The second stage is the data collection stage and 
“how” to conduct the field study. The final stage is the analysis of the 
collected data and the interpretation of the “why” question about the 
phenomenon. The following subsections discuss the design and the pro-
cess of the investigation that the researchers have undertaken, to collect 
and analyse the fieldwork data. They address the process design, data 
collection and data analysis methods.

The starting point was to review the relevant literature to develop 
the necessary understanding of the research area under investigation. 
As the research is classified in the AIS field, an integrative approach, 
based on a multi-disciplinary review of the literature in the auditing and 
IS disciplines, helped in developing an in-depth understanding of the 
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phenomenon under study. This led to a specific research area and ulti-
mately identified a research need. The initial finding from this review 
was the need to bridge gaps in knowledge in terms of the IAF adapta-
tion in response to the ERP systems introduction. Thereafter, a concep-
tual framework was developed to represent and focus on the intended 
empirical research. It was decided that the research design would apply 
a qualitative multi-cases study strategy. The research design was trans-
formed into a protocol, wherein qualitative data collection methods 
were developed to gather data required based on defined units of analy-
sis. The method was in the form of an interview agenda (see Appendix 
B), that is, a set of questions to guide the researchers during the semi-
structured interviews. In addition to the interviews, data were collected 
through several sources like focus groups, observations and archival 
documents, internal reports, consultancy reports and the website of the 
organisations. The use of multiple-data collection methods makes data 
triangulation possible (Eisenhardt 1989).

5.5.1	� Choosing Case Study Companies

Selecting a particular type of case study design is guided by the overall 
study aim. Yin (2009) classifies case studies as explanatory, exploratory 
or descriptive. He also differentiates between single, holistic and multi-
ple-case studies. This research aims to explore situations where the inter-
ventions being evaluated have no clear, single set of outcomes and to 
explain why particular outcomes occurred. The case study analysis seeks 
to identify the multiple inter-linked factors that have an effect on the 
IAF and compares what is found in the case to theory from literature. 
Therefore, the most suitable type of the case study design is exploratory 
research (Yin 2009). Because comparisons will be drawn, it is impera-
tive to use multiple-case study design. The examination of four cases 
was conducted to understand the similarities and differences between 
the cases. The cases were chosen carefully so that similar results within 
each pair of cases can be predicted (a literal replication) and contrasting 
results across each pair of cases (a theoretical replication) (Yin 2009). 
Four case studies were conducted in Egypt. Data were gathered from 
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two manufacturing companies and two large banks operating in Egypt, 
where one of each pair is an international and the other is national. 
These cases have been selected because of a combination of accessibility 
and representativeness. A multiple-case study enables the exploration of 
differences within and between cases. The goal is to replicate findings 
across cases. Overall, the evidence produced using this type of study is 
considered robust and reliable; however, Baxter and Jack (2008) suggest 
that this can be time-consuming and expensive to conduct.

The case study started without propositions as Miles and Huberman 
(1994) suggest that propositions are not presented in exploratory case 
studies where there is not enough experience, knowledge or information 
from the literature upon which to base propositions. However, Miles 
and Huberman (1994, p. 18) suggest that the conceptual framework 
can help in identifying who will be included in the case study, describ-
ing what relationships will be presented based on theory and gathering 
constructs into intellectual bins. Therefore, the conceptual framework 
will be referred to again at the stage of data interpretation.

It is important to consider some other components required for 
designing a rigorous case study. These include identifying unit(s) of 
analysis and the criteria for interpreting the findings (Yin 2009).

5.5.2	� The Unit of Analysis

The unit of analysis is the level at which the research is conducted and 
which objects are researched (Blumberg et al. 2011).This research uses 
multiple units of analysis:

•	 The organisational level of analysis is used to understand the corpo-
rate governance external pressures related to the IAF. The analysis of 
the organisational level in the international organisations focuses only 
on the unit of the organisation located in Egypt, while the whole 
organisation is analysed in the national cases.

•	 The sub-organisational level is used where the IAF is the unit of 
analysis to understand how ERP systems affect it in the micro-level. 
The IAF means different things to different organisations. For the 
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purpose of the analysis, the IAF is given the widest meaning in terms 
of the claim made by the IIA that it should cover effectiveness, effi-
ciency of operations and compliance with laws. Therefore, all prac-
tices which are undertaken to assure that control procedures are 
followed will be regarded as internal audit activities for the purpose 
of the study. The result is that the study has not taken a narrow view 
of the role of the internal auditor. It accepts persons who conduct 
surveillance to ensure that procedures that protect organisations from 
a physical loss that would lead to financial loss are included as inter-
nal auditors.

In order to avoid attempting to address a topic which has too many 
objectives for one study, some authors have suggested that placing 
boundaries on a case can prevent this. Suggestions on how to bind a 
case are by time and activity (Stake 1995) and by definition and context 
(Miles and Huberman 1994). In the current study, established bounda-
ries would depend on a concise definition of the IAF and ERP systems.

5.5.3	� Case Study Protocol

Despite the increasing calls for using the case study in AIS research, 
there are few guidelines on how to develop a case study protocol 
(Maimbo and Pervan 2005). A case study protocol is a set of guide-
lines that outlines the procedures governing the research before, during 
and after case research. A protocol ensures uniformity where data are 
collected in multiple sites (Eisenhardt 1989). Such a protocol is neces-
sary to increase the consistency and focus of the data gathering process. 
When the empirical inquiry is subjective and seems to depend on irreg-
ular data gathering tools, then a scientific map must be developed so 
other researchers can trace the data collection path which was followed 
(Irani et al. 1999).

The developed case study protocol assists in detailing in advance the 
procedures that are followed during data collection. It provides direc-
tion to improve and emphasise the reliability of the case study research 
findings. According to Yin (2009), the essential components of the case 
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study protocol include an overview of the study, the field procedures to 
be followed and interview questions. During the development stage, the 
case study protocol is reviewed by some potential participants in order 
to get feedback regarding its structure, content and usability. This tactic 
is used to ensure that the research utilises terminology that participants 
are familiar with. Feedback is used to refine the case study protocol. The 
core of the case study protocol is the interview agenda (see Appendix 
A) that sets all the questions to be asked in the interviews. This allows 
other researchers to replicate the study and obtain similar results (Yin 
2009).

5.5.4	� The Role of the Researchers

The contextual complexity in studying IS in organisations and the need 
to interpret IS-related activities in the context of other organisational 
activities requires a deep understanding (Doolin 1996). According to 
Walsham (1995a), there are two roles for a researcher: to be an outside 
observer or to be an involved researcher. In this book and given the 
data collection methods, it could be said that the position of outside 
observer is adopted. Even though this position involves some distance 
from the interviewees, it gives them more opportunity to express their 
views more freely once a rapport of trust is established. Nonetheless, 
one of the main disadvantages of this adopted role is the difficulty in 
getting access to certain issues which are considered as confidential or 
sensitive to share with outside observers.

5.6	� Data Collection

Qualitative research methods, illustrated by Walsham (1995a, b), are 
used to conduct the study. These include in-depth semi-structured 
interviews and illustrative materials. Evidence from several sources is 
collected to support the research results. It is a strategy which enhances 
data credibility (Yin 2009). The target is to obtain a rich set of data 
about the research issue and to capture the contextual complexity. Prior 
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to the main data collection, four pilot interviews were conducted to 
provide preliminary insights and to examine the agenda of the interview 
questions. The pilot informants were two academics who are special-
ists in the AIS field, one an ERP consultant and one a certified internal 
auditor. Additionally, the pilot interviews helped with refining the data 
collection plans. The interviewees were invited to comment and pro-
vide suggestions regarding any ambiguity on the wording of the inter-
view questions. The questions are tried out before moving ahead with 
the research to find out: Do the questions extract the right information? 
Do they secure detail and meaning? Do they get individuals to open 
up? Are they well sequenced and topically ordered? As suggested by 
(Hermanowicz 2002), furthermore, these pilot interviews were proved 
to be useful in gaining feedback from practitioners prior to undertaking 
the main empirical study.

5.6.1	� Triangulation

Triangulation when doing a case study is very important, as Yin (2009, 
p. 199) argues that “any case study finding or conclusion is likely to be 
more convincing and accurate if it is based on several different sources 
of information”. There are several different types of triangulation, and 
data triangulation refers to the process of using multiple-data collection 
techniques within one study to check the validity of the data derived 
(Yin 2009). Data triangulation is to study the same phenomena at dif-
ferent times, with different participants and in different locations. 
According to Flick (2008), data triangulation helps in verifying facts 
through multiple-data sources. Moreover, data triangulation improves 
the quality of data and consequently the robustness of the findings 
(Myers 2009).

Data were collected from multiple sources, which are highly recom-
mended by many researchers (Miles and Huberman 1994) as a mech-
anism for increasing both the reliability and validity of qualitative 
research. The research uses more than one source of data such as inter-
views, focus groups, observation and document analysis. Data triangu-
lation through using a multiple-case study added value to the research 
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and its findings. Data triangulation offers the cross-validation of data 
obtained from different sources. Furthermore, data credibility was veri-
fied through depending on a multiple-informants design for the semi-
structure interviews. This allows viewing research points from more 
than one perspective. Interviewing different people within an organisa-
tion aimed at the triangulation of subjects, where the idea is not to force 
one voice to emerge, as suggested by Myers and Newman 2007. This 
also helped to reduce the bias of interviewing only the prominent indi-
viduals in an organisation (Miles and Huberman 1994). The study also 
made use of triangulation within methods by combining two strategies 
of questioning within the semi-structured interview through the com-
bination of narrative semantic questions and descriptive and argumen-
tative questions. The research uses content analysis through bringing 
together strategies proposed by (Miles and Huberman 1994; Hsieh and 
Shannon 2005; Yin 2009; Zhang and Wildemuth 2009).

The techniques used to apply triangulation are: using a multiple-case 
study; multiple-informants; cases and participant sampling triangula-
tion through purposive sampling and snowball sampling; generating 
data through semi-structured interviews, observation, documentation 
and archival record review; combination of narrative semantic questions 
and descriptive and argumentative questions and using combination 
of perspectives to conduct the content analysis. The empirical evidence 
is gathered using multiple-data collection methods which are outlined 
below.

5.6.2	� Semi-structured Interviews

Given the research aim, interviews are considered to be the most use-
ful data source for gathering the interviewees’ interpretations of changes 
which are taking place in relation to the IAF. This study involves deter-
mining the structure and the practice of the IAF within ERP-based 
organisations. Therefore, interviewees were chosen to cover the stake-
holders of the IAF and ERP systems. The interviewees encompass, for 
instance, internal and external auditors, ERP vendors and managers, 
consultants and IT professionals. The IAF encompasses a broad range 



138        H. Elbardan and A.O.R. Kholeif

of activities. Usually, individual organisations would have arranged these 
activities for their own convenience; therefore, the activities may often 
be segregated within the organisation and not viewed collectively as part 
of the IAF. As a result, a formal questionnaire without detailed guidance 
would be unlikely to yield a valid result. For this reason, a detailed semi-
structured interview using open-ended questions was necessary. A form 
of semi-structured interview is considered to be the most appropriate 
method by which the main body of data is gathered. The reporting 
media is an important concern in interviewing. Note taking comple-
mented with tape recording where possible is a reasonable approach 
(Walsham 1995a).

The qualitative interview is a very effective data gathering tech-
nique. The unstructured or semi-structured interview is the most used 
type in qualitative research in the IS field (Myers and Newman 2007). 
The semi-structured interview is among the most fundamental meth-
ods and one which brings a closer understanding of people and their 
social worlds (Hermanowicz 2002). Regarding interpretive case studies, 
interviews are the most important sources of data (Walsham 1995a). 
The interpretive studies use less structured interviewing techniques 
to encourage participants to express their own views without influ-
ence from the interviewer’s preconceptions (Doolin 1996). Moreover, 
Eriksson and Kovalainen (2008) argue that semi-structured interviews 
are appropriate for answering open-ended questions‚ especially what 
and how types of questions that are common in the interview agenda.

Using interviews as a data collection method reflects the ontological 
and epistemological stance of the researchers and serves to maintain the 
consistency and coherence of the research structure. From an ontologi-
cal perspective, the experience, understanding and interpretations of the 
interviewees are the components of social reality; therefore, the proper 
way to understand social reality is to explore these dimensions. From an 
epistemological perspective, using the interviews generates data, accesses 
people’s experience and understanding through interactive approaches 
that allow the flow of participants’ interpretations. In this study, analys-
ing contextual factors implies choosing interview methods that have the 
ability to extract comprehensively the complexity of the phenomenon.
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To mitigate bias in the interviews, many highly knowledgeable 
informants who view the focal phenomena from different perspec-
tives are interviewed, as suggested by Eisenhardt and Graebner (2007). 
Individual, in-person semi-structured interviews with individuals from 
different hierarchical levels such as internal auditors, CIA, IT profes-
sionals, top managers, external auditors, consultants and ERP vendors 
were conducted at the selected organisations, using a two-part ques-
tionnaire as a guide. The first section included questions designed to 
gather general information about each organisation. The second section 
focused on the IAF, with the purpose of exploring its corporate govern-
ance rules that govern it and the impact of the ERP system implementa-
tion on its structure and practice. Participants were not asked to fill out 
a questionnaire; instead, it was used as a guide to direct and structure 
the open-ended interviews.

Prior to the fieldwork, the interview questions were reviewed and 
checked by four academic and professional experts, two academic 
experts in internal auditing and ERP systems and the others were one 
from the internal audit profession and one ERP professional expert. 
The interview schedule (see Appendix B) provided a guide for the inter-
views. Probes and prompts were used to clarify or expand responses. 
Each interview lasted 60–90 min, and the questions were grouped into 
themes. This aided the logical flow when collecting and analysing the 
data. Prior to the interviews, participants were notified of the aim and 
the general objectives of the study. In the beginning of the interview, 
the purpose of the interview and what was expected to be achieved were 
clearly explained and interviewees were reassured that no attribution 
would be given to their views in any subsequent discussion or reports. 
The interviews were steered carefully to the purpose of the study, while 
avoiding over-directing the interviewee. Interviews were usually con-
ducted in the interviewee’s office, which facilitated the access to the 
relevant documents if the interviewee needed to check details or share 
related materials. Five of the participants from different cases preferred 
to have the interviews in a café as sit provided an informal and relaxed 
setting. All the interviewees spoke English, but some felt more comfort-
able answering in a mixture of Arabic and English.
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The interviewees were asked for permission to call back to check any 
further matters and for giving feedback, as recommended by Myers and 
Newman (2007). As suggested by Hermanowicz (2002), the interviews 
were recorded and subsequently transcribed. This made it possible to lis-
ten to the interviews many times and extract direct quotations to sup-
port arguments. Three participants did not agree to being recorded, and 
in these cases, an effort was made to ensure making a complete set of 
notes.

Follow-up interviews were conducted using a combination of face-to-
face and telephone interviews. Particular effort was made to interview 
individuals originally involved in the ERP system implementation as 
well as those persons managing its maintenance.

5.6.2.1 � Purposive Sampling for Participants

The purposive sampling technique is highly recommended for qualita-
tive case study research (Neuman 2003). It has been used to identify 
key participants. The purposive sample consists of selected individu-
als who have particular features or characteristics that enable a detailed 
understanding of the phenomena understudy. Interviews were the main 
data sources; therefore, selecting the interviewees and justifying this 
selection were critical steps and were an integral part of the case study 
protocol. Because the unit of analysis was the IAF, the focal participants 
were individuals involved in the function and its contextual factors, 
ERP systems and the governance pressures.

5.6.2.2 � Snowball Sampling

This study combines purposive sampling with snowball sampling. 
Snowball sampling “is commonly used when it is difficult to identify 
members of the desired population” (Saunders et al. 2009, p. 147). 
The snowball sampling technique was employed in order to gain access 
to further participants. Initially, the data were accessed through purpo-
sive sampling and selection of the key participants. Gradually, further 
participants were accessed through key participants recommending 
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other participants who might be willing to participate and met the 
criteria of the research objectives. In turn, these new participants were 
asked to recommend others who could enrich the investigation and 
provide important data. Within each organisation, the data saturation 
criterion was followed to decide when enough participants had been 
interviewed and data were gathered to the point that nothing new was 
being added.

5.6.3	� Focus Groups

Focus group is a form of group interview that explicitly utilises the 
interaction between research participants as part of the method to gen-
erate data (Kitzinger 1995). It is useful to explore how participants 
describe their thoughts and to uncover important factors (Kitzinger 
1995). Focus groups encouraged participation from people reluctant to 
be interviewed on their own also encourage the participation of those 
who are anxious about talking. To establish the right atmosphere, focus 
groups were in a comfortable setting with group size between four 
and six people. The researchers started by explaining the aim of focus 
groups. Participants were encouraged to talk to each other and com-
ment on others’ experiences and points of view. The focus groups nat-
urally occurred from people work together. Only three focus groups 
were conducted, two of them were conducted with the IT team within 
organisations, and the third was conducted with external IT auditors.

It was important to consider the hierarchy within the group not to 
affect the data. An advantage of having a focus group of colleagues in 
the same department was that they related each other’s comments to 
incidents in their shared tasks. These groups ensure discussion among 
participants sharing same ideas in order to reduce the risk of clashing 
ideas. They challenged each other on contradictions between what they 
express to believe and how they actually behave. The researchers urged 
debate to continue and encouraged the group to discuss further the 
inconsistencies. Disagreements within groups used to encourage partici-
pants to clarify their point of view. Each group discussion session lasted 
between an hour and an hour and half. Discussions were tape-recorded 
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and transcribed. Focus groups analysis was conducted using the same 
method as other qualitative data.

5.6.4	� Documentary Evidence

Documents are useful for making inferences about events. Yin (2009, 
p. 103) states that “because of their overall value, documents play an 
explicit role in any data collection in doing case studies. Systematic 
searches for relevant documents are important in any data collection 
plan”. Collecting documents is regarded as an important means of 
data collection in qualitative studies. There were many types of docu-
ment which were found to be helpful and interesting for this study and 
which added value to its data collection phase. The documents reviewed 
include published interviews with key informants, newspaper and jour-
nal articles and written reports of events. Some sorts of documentary 
evidence related to the ERP systems and the IAF within each organisa-
tion were collected and analysed. These included:

•	 Corporate governance rules and regulations relating to the IAF struc-
ture and practice.

•	 The Basel Committee standards relating to internal control and risk 
management in banks.

•	 Internal audit reports, consultant reports and documents from the 
ERP vendor which clarify the auditing tools included in the system.

•	 annual accounts and external audit reports.
•	 Job descriptions of the internal audit and the brochures of the IT 

department, risk management department and organisation’ and 
other internal documentation that was needed to provide back-
ground information about the organisation.

•	 Data from the organisation’s website, press releases and other public 
sources of information (used to corroborate the evidence from other 
sources).

•	 Selected materials from training and workshop sessions provided by 
the ERP system vendors.
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These materials helped develop a rich knowledge about the phenome-
non under study.

5.6.5	� Observation

In addition to the interviews and documentary evidence, data were 
gathered through the observation of a number of internal auditors 
in their interaction with ERP systems. In some cases, internal audi-
tors can demonstrate practically how they can tell whether there is 
something wrong with the system, what they are getting out of the 
system and explaining how the output of their work differs from, 
or is similar to, the systems that were in place prior to the ERP sys-
tems.

Observation is used as a method to collect data, motivated by the 
need study the working environment, the communication between 
partners and the means of interaction. The researchers visited the 
organisations equipped with a notebook and recorder, to describe 
accurately the working environment. Observation was unstructured 
as suggested by Bryman and Bell (2007). The observation was found 
to be a useful means of collecting data. For example, in the national 
bank, the researchers noted that the risk management department was 
located in a different building than the IAF, while they are located in 
the same floor in the international bank. This suggests that there was 
more interaction and collaboration work between those departments 
at the international bank than at the national bank. Additionally, at 
the international company, the researchers took notes of some posters 
in the internal audit department highlighting for the team the impor-
tance of integration in working on and in accomplishing any audit task. 
Eventually, observation technique was applied to maximise the triangu-
lation in this study, which resulted in enriching the collected data and 
enhancing the research reliability and validity. In addition, some infor-
mal conversations were conducted as opportunities came along. This 
technique is useful for providing extra information about the area being 
studied.
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5.7	� Data Analysis

One drawback to using qualitative data is that the methods of analysis 
are often not well formulated (Miles and Huberman 1994) and most 
methods depend on the researchers’ skills to observe themes within data 
(Oates 2006). According to Rowley (2002) the principles for analysing 
data from multiple-case studies are to:

•	 make use of all related evidence
•	 consider all the major rival interpretations
•	 Address the most significant aspects of the case study in the analysis, 

drawing on prior knowledge in the area of the case study but in an 
unbiased manner.

A review of the various methods of analysis was conducted to determine 
an appropriate technique. To structure the complex task of analysing 
the significant amount of qualitative data, a process of qualitative analy-
sis is used utilising guidelines of the qualitative content analysis (Miles 
and Huberman 1994; Yin 2009; Zhang and Wildemuth 2009). Based 
on these recommendations, this study has built a plan of analysis and 
data processing practice. The process applied in this research first uses 
Miles and Huberman’s (1994) ideas as a general strategy as analysing 
qualitative data consists of “data reduction, data display and conclu-
sion drawing” (p. 10), combined with Yin’s (2009) advice in analysing 
the case study and the detailed steps of qualitative content analysis sug-
gested by Zhang and Wildemuth (2009).

5.7.1	� Qualitative Content Analysis

In this study, the qualitative content analysis technique was followed 
in order to understand the nature of the phenomenon understudy and 
interpret the themes of the participants. This technique is deemed the 
desirable one for this study as it helps to preserve the deep meaning of 
the qualitative data. Furthermore, it enables the interpretation of all 
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transcribed interviews, documents and observations to gain a holistic 
view of the phenomenon.

Content analysis has been defined as a systematic, replicable tech-
nique for compressing many words of text into fewer content cat-
egories based on obvious rules of coding (Weber 1990; Krippendorff 
2004). Content analysis is a widely used qualitative technique (Hsieh 
and Shannon 2005). Content analysis is used to interpret meaning from 
the content of text data. Qualitative content analysis has been defined 
as “any qualitative data reduction and sense-making effort that takes a 
volume of qualitative material and attempts to identify core consisten-
cies and meanings” (Patton 2002, p. 453). Qualitative content analy-
sis extracts objective content from text data to examine themes which 
are manifest or latent. This type of analysis allows researchers to under-
stand social reality in a subjective but scientific manner (Zhang and 
Wildemuth 2009).

Qualitative content analysis uses inductive reasoning, by which 
themes and categories emerge from the data (Zhang and Wildemuth 
2009); however, qualitative content analysis does not need to exclude 
deductive reasoning (Patton 2002). Hsieh and Shannon (2005) discuss 
three approaches to qualitative content analysis, based on the extent 
of inductive reasoning used. The approach followed in this study was 
directed content analysis, in which initial coding starts with a theory 
and relevant research findings. Then, during data analysis, researcher is 
immersed in the data and allows new codes to emerge from the data. 
This method is used because the purpose of this approach usually is 
to validate a conceptual framework (Hsieh and Shannon 2005). This 
approach helps to guide the analysis and interpretation with certain 
expectations, while allowing aspects to emerge from the empirical data, 
which differ from what is in the conceptual framework.

5.7.1.1 � Prepare the Data

In the analysis process, data gathered from multiple sources were 
brought together rather than handled separately. Each data source 
contributed to a greater understanding of the entire phenomenon and 
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strengthened the findings. In order to start data analysis, all materials 
were prepared for analysis by being in the same format. The data were 
transformed into written text before analysis started. Audio tapes of the 
recorded interviews were transcribed. Complete transcripts were pre-
pared where all the answers to the questions from the interview guide 
were literally transcribed in verbalisations. The translation process from 
Arabic to English language was included in the transcribing process. 
Most of the raw data are irreplaceable, so a copy of all the data was 
made. Since data analysis is done with the aid of a computer, backups of 
analysis work were made, as suggested by Oates (2006).

To help filling and sifting the material, within-case analysis starts 
off by readying all data to get a general impression and to identify key 
themes in the data. Initially, three themes were used (Oates 2006):

•	 Sections have no relations to the research purpose so are not needed.
•	 Sections provide general information that is needed to describe the 

research context (for example, history of the organisation, number of 
employees, location and time respondents have spent in their current 
job).

•	 Sections relevant to the research questions. Each unit of data on this 
third type is to be coded and categorised.

5.7.1.2 � Define the Coding Unit

Defining the coding unit is one of the most fundamental and important 
decisions in the qualitative content analysis (Weber 1990). The coding unit 
of analysis means the basic unit of text to be classified during content anal-
ysis (Zhang and Wildemuth 2009). This study has used individual themes 
as the coding unit of analysis to do qualitative content analysis, rather than 
the word, the sentence or the paragraph which are mostly used in quan-
titative content analysis. A theme could be expressed in a single word, a 
phrase, a sentence, a paragraph or an entire document. Therefore, a code 
can be assigned to a text chunk of any size, as long as that chunk represents 
a single theme or issue of relevance to the research questions.
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5.7.1.3 � Develop Categories and a Coding Scheme

To use the reduction analytical technique, which helps in developing a 
clearer picture of participants’ responses (Miles and Huberman 1994), 
a list of data codes was established based on the conceptual frame-
work and modified during the analysis. The data reduction is “the 
process of selecting, focusing, simplifying, abstracting, and transform-
ing the data that appear in written-up field notes or transcriptions” 
(Miles and Huberman 1994, p. 10). This step started during the data 
collection, transcription and coding stages. The qualitative content 
analysis technique was particularly rich and meaningful because of 
reliance on coding and categorising of the data. Weber (1990, p. 37) 
stated that “A category is a group of words with similar meaning or 
connotations”. With the directed content analysis approach, analysis 
started with the conceptual framework based on the theory or relevant 
research findings as guidance for initial codes (Hsieh and Shannon 
2005).

It has been suggested (Rowley 2002) that in exploratory study it is 
good practice to develop a framework as an analytical strategy for 
organising the case study. A framework was developed for each section 
to reflect the themes. Evidence was gathered within relevant themes, 
analysed and compared in these categories. This was done to get a 
description that can be corroborated from multiple sources of evidence 
(Rowley 2002). The coding scheme and categories were based initially 
on the conceptual framework themes and sub-themes. This approach 
was indeed helpful for the data reduction stage. It directed the efforts 
of the analysis towards the research questions and objectives. Data were 
coded based on the conceptual framework because “conceptual frame-
works and research questions are the best defence against overload” 
(Miles and Huberman 1994, p. 55). An initial list of coding categories 
was generated from the framework and modified within the course of 
the analysis as new categories emerge inductively (Miles and Huberman 
1994). Qualitative content analysis allowed assigning a unit of text to 
more than one category simultaneously (Zhang and Wildemuth 2009). 
The categories in the coding scheme were defined in a way that they are 
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as internally homogeneous as possible and as externally heterogeneous 
as possible (Lincoln and Guba 1994).

This technique of the conceptual thematic analysis was facilitated by 
the existence of the conceptual framework that encapsulated the prede-
fined themes generated from the literature review. A new set of themes 
were revealed through iterative recoding and analysis. This fulfilled the 
task of data reduction through having a clear research design as a means 
to analyse qualitative data. This is an appropriate strategy as Yin (2009, 
p. 36) states that “the complete research design will provide surprisingly 
strong guidance in determining what data to collect and the strategies 
for analysing the data is an essential step when doing case studies”. The 
detailed coding scheme can be found in Appendix C.

5.7.1.4 � Test the Coding Scheme on a Sample

To use a standardised process in analysis, the coding scheme was developed 
and validated at the early stage of the analysis process. To test of the clarity 
and consistency of category definitions, a sample of data was coded (Zhang 
and Wildemuth 2009). The coding consistency was checked through an 
assessment of inter-coder agreement. Coding sample text, checking coding 
consistency and revising coding rules are iterative processes that continue 
until sufficient coding consistency is achieved (Weber 1990).

5.7.1.5 � Code All the Data

When sufficient consistency has been achieved, the coding rules were 
applied to the entire texts. During the coding process, the coding was 
checked repeatedly. New themes and concepts were revealed and added 
to the coding scheme.

5.7.1.6 � Assess Coding Consistency

After coding the entire data set, the consistency of coding was rechecked 
as new codes had been added since the original consistency check.
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5.7.1.7 � Draw Conclusion from the Coded Data

This step involved making sense of the themes or categories identified 
and their properties. Meanings derived from the data were inferred and 
reconstructed. Properties and dimensions of all categories were explored 
to identify relationships between categories. Theoretical replication was 
the key to the rigorous analysis of the case study data (Perrys 1998). 
Within-case analysis precedes cross-case analysis (Miles and Huberman 
1994). Within-case analysis is descriptions; however, it is essential to 
build up familiarity with case data as stand-alone. A diagrammatic dis-
play of information about each case was used. Yin (2009) has offered 
some strategies for analysing case data. One is to analyse the evidence 
based on developing a case description and cross-case synthesis tech-
niques.

5.7.2	� Within- and Cross-Case Analysis

Within-case analysis is the analysis of each individual  case with a 
comparison with the research’s frame of reference, while the cross-case 
analysis is to find similarities and strengthen understanding through 
such cross-case comparisons (Yin 2009; Miles and Huberman 1994). 
A case summary is a single document created for each case to col-
late all participants’ individual responses to each question to facilitate 
comparative analysis. This summary facilitated the production of case 
reports. Therefore, transcripts and response summaries were useful for 
within-case analyses and case reports for cross-case analyses, respec-
tively.

Cross-case analysis allowed each case’s unique result to appear 
before generalising across cases. Additionally, the rich familiarity of the 
researchers with the data of each case accelerated cross-case compari-
son (Eisenhardt 1989). Eisenhardt (1989) has suggested three strate-
gies for cross-case analysis: the first one which was applied is to choose 
dimensions and then look for within-group similarities coupled with 
inter-group differences. Dimensions were suggested by the conceptual 
framework which was built based on existing literature.
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Data analysis across cases verified that findings are not just the result 
of idiosyncrasies of the research setting. Cross-case comparison rep-
resents an approach to cross-case analysis. Across cases comparison 
depended on relating changeability in context to constancy in process 
and outcomes using the logic of literal and theoretical replication (Yin 
2009). Literal replication expects a second case, which has a similar 
context, to give similar findings for process and outcome. Theoretical 
replication compares cases which are different in context, expecting to 
find different outcomes (Cavaye 1996). The research design was a mul-
tidimensional blend of theoretical and literal replication as suggested by 
Perry (1998).

5.7.3	� The Role of Theory

The incentive to use theory in the early steps of interpretive case stud-
ies was to formulate an initial conceptual framework. This framework 
takes account of previous knowledge and forms a rational theoretical 
basis to inform the empirical work (Walsham 1995a). The study uses 
institutional theory to study the IAF adaptation as a response to the 
technological influences after implementing ERP systems. The man-
ner in which organisations respond to these changes is often depend-
ent on the corporate governance rules. The study investigated how the 
changes in the IAF give it acceptance and legitimacy as an effective 
corporate governance tool. Institutional theory’s relevance is in under-
standing the impact of internal and external influences on organisations 
that are engaged in IT-induced change (Weerakkody et al. 2009). Few 
have focused on using institutional theory to investigate the impact of 
IT-enabled change in IAF. Weerakkody et al. (2009) found that institu-
tional theory has been used to study IS implementation across different 
contexts. The theory offers a good conceptual basis for studying trans-
formational change in new environments.

According to Creswell (2009), who organises qualitative research 
approaches along a continuum on the basis of how theory is used in 
them, case studies are in the middle of the continuum. The case study 
used in this research relies on institutional theory to interpret the 
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findings. Theory has an essential role in the case study design and the 
data analysis (Perry 1998). The research used a multiple-case study to 
find whether the empirical evidence confirms the conceptual frame-
work, which is built upon institutional theory, and whether the findings 
call for modifications to the framework (Oates 2006). This procedure 
does not mean simply imposing theory when analysing the data instead 
of generating original categories; it offers ideas and helps to produce a 
preliminary theoretical framework that should be considered as a “sensi-
tising device” (Klein and Myers 1999, p. 75), which could be modified 
in accordance with the findings.

5.7.4	� Use of NVivo

Following the pilot interviews that were carried out to test the interview 
agenda and to gain a feel for the important issues, the data were manu-
ally analysed and at the end of this process it was decided that it would 
be necessary to use a software package for the full study. The decision 
to use NVivo was initially made on the basis of huge volume of data. 
The possible alternative options were explored by attending two-day 
courses about the different packages before the decision was made to 
use NVivo. It was chosen mainly because it was new and it had there-
fore addressed some of the earlier problems of other packages. The time 
required to become familiar with the package was an important part of 
this decision. NVivo is user-friendly and relatively simple to use.

There has been discussion about the usefulness of using computer 
software in qualitative data analysis (Miles and Huberman 1994; 
Creswell 2009). Many qualitative researchers suggest the use of software 
such as NVivo to carry out a thorough, transparent and more reliable 
qualitative data analysis to add rigour to qualitative research (e.g. Myers 
2009). Using a computerised database helps to manage large amounts 
of data (Baxter and Jack 2008). Using a database improved the reliabil-
ity of the case study findings.

Flick (2009) identifies three main benefits for using computer soft-
ware for analysing qualitative data. These benefits are speed, increase of 
research quality and improvement of data representation. Qualitative 
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data analysis software enables the researchers to handle, manage and 
search data in a shorter time in comparison with a manual process. It 
allows the researchers to be consistent in the analytical procedures 
which improve the validity of the research. Moreover, it enables the 
researchers to display the data in graphical format which facilitates bet-
ter interpretation and discussion from different perspectives.

In this study, NVivo enabled independent inspection and enabled 
organising data sources for easy retrieval later on. It was used to provide 
bins into which data can be organised. This programme facilitated the 
recording of source detail, time and date of the data collection and pro-
vides storage and search capabilities. Documents were directly imported 
and coded easily on screen. It added to the analysis process transpar-
ency than would be the case using manual methods, and hence, data 
were interpreted more confidently. Additionally, NVivo facilitated writ-
ing memos about different aspects of documents and linking them to 
relevant pieces of text in different documents. NVivo was used to help 
analyse qualitative data through providing facilities such as: text search, 
easy coding, data organisation, writing tools, visual displays and export-
ing. NVivo does not do any analysis automatically, but it does help the 
researchers to find links between data. It was used mainly as an organis-
ing tool. It was used for administrative tasks of organising the data effi-
ciently and was exploited to the full on this basis.

5.7.5	� Criteria for Findings Trustworthiness

Some have tried to use the same criteria as for positivist research which 
include objectivity, reliability, internal validity and external validity (e.g. 
Yin 2009); however, they are not appropriate for interpretive research 
(Lincoln and Guba 1986; Díaz Andrade 2009). Thus, different criteria are 
needed for interpretive research (Morse et al. 2002). Unfortunately, there 
is not an agreed set of criteria for interpretive research. Guba and Lincoln 
(1994) propose a set of criteria for interpretive research which include 
trustworthiness (validity), confirmability (objectivity), dependability (reli-
ability), credibility (internal validity) and transferability (external valid-
ity). Morse (1999) suggests that it is a “myth” to claim that validity is not 
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relevant criteria to qualitative research. Regardless of the naming debate, 
trustworthiness in the current study stems from establishing specific tech-
niques and practice as explained in the following subsections:

5.7.5.1 � Credibility

Credibility of qualitative research parallels validity in quantitative 
research. It means the extent of accuracy of results, matching reality and 
measuring it correctly (Guba and Lincoln 1994). To ensure the credibil-
ity of the research, a number of techniques were adopted.

All efforts were made to have a well-designed research that exam-
ines the right things and collect the right data from the right source, 
to increase creditability. Prior to the fieldwork, the interview questions 
were reviewed and checked by four academic and professional experts in 
the IAF and ERP systems field, two academics and the others were one 
from the internal audit profession and one ERP expert. Moreover, the 
research depended on qualitative data that is helpful for understanding 
relationships and the reasons underlying a relationship by offering an 
explanation of what happens. This is essential to the research validity 
(Eisenhardt 1989).

The researchers spent approximately three months in the work set-
tings of the four organisations in order to become familiar with the peo-
ple participating in the research and to be able to observe their everyday 
routines and any unusual events. This prolonged engagement allowed 
the researchers to develop an in-depth and comprehensive understand-
ing (Morse et al. 2002) of the implications of ERP systems implementa-
tion for the IAF.

Some key verbatim quotations expressed by some participants are 
presented in supporting the arguments in each case report. Presenting 
some raw data collected from the fieldwork “allows the reader to get a 
better picture of the respondents’ own concepts and categories, without 
relying solely on the interpretation of the researcher” (Lee and Lings 
2008, p. 237).

As another way to increase credibility, this research takes into account 
the research participants’ comments. Bryman and Bell (2007) suggest 
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that members’ validation is a supportive tool to confirm the collected 
data before moving further in the project. This technique gave the abil-
ity to refine, clarify and expand the understanding of the collected data. 
In this research, this technique was applied after each interview through 
summarising the main points mentioned by the participant for final 
confirmation. Moreover, the initial draft of each case study report was 
e-mailed to some key participants in order to verify for accuracy and 
getting further feedback and clarification where necessary. As Yin (2009, 
p. 183) highlights that the review of the draft of the case study report 
“produces further evidence, as informants and participants may remem-
ber new materials that they had forgotten during the initial data collec-
tion period”.

One more technique to increase the research credibility is the use of 
the triangulation as explained in Sect. 4.6.1. This allows the researchers 
to view a particular point in research from more than one perspective. 
Furthermore, credibility was verified through depending on a multiple-
informants design for the semi-structured interviews. This allows view-
ing research points from more than one perspective (Morse et al. 2002).

To increase the credibility of the results, the research presents the the-
oretical reasons for the existing relationships. The research ensures that 
the subject of the inquiry is accurately identified and described. The 
researchers looked for any cause–effect relationship that can offer a rea-
sonable explanation of the phenomenon under study. This added to the 
credibility of the analysis and findings (Guba and Lincoln 1994).

The peer debriefing process is to involve colleagues in the research as 
external reviewers (Lincoln and Guba 1986). In this research, data shar-
ing with colleagues was another technique used by the researchers to 
gain alternative perspectives from others. Peer debriefing helps in broad-
ening the interpretation of the data and in overcoming biased explana-
tions by challenging the primary assumptions by a qualified peer.

5.7.5.2 � Generalisability

Generalisation is “concerned with the application of research results 
to cases or situations beyond those examined in the study” (Collis and 
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Hussey 2009, p. 59). This could be a criticism which is directed to the 
statistical and not to the analytical generalisation that is the basis of case 
studies. Often it is suggested that case results cannot be statistically gen-
eralised (Yin 2009). No statistical support exists that enables the results 
to be projected outside the studied cases; however, case studies depend 
on an analytical generalisation (Yin 2009). Interpretive research does 
not seek statistical generalisation. Instead, it seeks a deeper understand-
ing of the phenomenon, which can then be used later on to inform 
other settings (Orlikowski and Baroudi 1991). From an interpretive 
position, the validity of doing so relies on the plausibility of the logical 
reasoning used in describing the findings and in drawing a conclusion 
from them (Walsham 1993).

In this study, generalisation is not statistical but analytical in which 
an established theory is used as a model to compare the empirical results 
of the case study with it. Generalisation of the cases’ results is important 
so that it contributes to the theory based on replication logic (Rowley 
2002). This study uses replication logic by testing the results through 
a multiple-case study. In this study, the researchers adopted the repli-
cation logic to replicate the initial case, carrying out further investiga-
tion in an area suggested by the first study, or complementing the first 
study by focusing on an area not originally covered. This process is often 
referred to as analytical or theoretical generalisation (Yin 2009).

Four other types of generalisation from interpretive case studies are 
suggested by Walsham (1995a): the development of concepts, the gen-
eration of theory, the drawing of specific implications and the contri-
bution of rich insight. This study offers a conceptual framework which 
is a theory presented via a diagrammatic model. In this research, the 
transferability can be seen as a basis for further research using the same 
theory or framework. This study offers some implications as suggestions 
about what might happen in other similar situations with some recom-
mendations for action. The research included the temporal and spatial 
dimensions of the phenomenon in the analysis to facilitate theoretical 
generalisations (Walsham 1995b).

Although each case is unique in some aspects, it could still be an 
example of broader classes of things so that a degree of generalisation 
is still possible. Sufficiently detailed descriptions are provided so that a 
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judgement can be made on whether other situations have similar fea-
tures so that the findings could be relevant there too (Lincoln and Guba 
1994). This research develops thick descriptions for the cases and there-
fore facilitates matching them with other circumstances (Bryman and 
Bell 2007).

5.7.5.3 � Confirmability

In positivist research, it means being free of researchers’ bias (Lincoln 
and Guba 1994). However, interpretive researchers interact with par-
ticipants; therefore, they probably have some influence on them. It is 
a problematic issue and a source of criticism in using the case study 
method because of potential researcher subjectivity. Therefore, it is 
important to reduce subjectivity by linking data collection questions to 
research questions (Rowley 2002).

Three solutions to counteract this have been proposed by Yin (2009) 
and used by the researchers: using various sources of data, establish-
ing a string of evidence as discussed in Sect. 4.6 and having a draft of 
the case study report to be reviewed by key interviewees. Moreover, to 
achieve confirmability multiple-data sources, methods and inform-
ants checking the correctness of descriptions and interpretations have 
been used (Doolin 1996; Lincoln and Guba 1994). Furthermore, the 
research tells enough to judge whether the findings do flow from the 
data in the setting (Lincoln and Guba 1994). Presenting the chain of 
evidence contributes to the trustworthiness of the analysis. Through the 
trustworthiness procedures, the research offers a rigorous flow to enable 
auditors and any external inspection to track the development of the 
idea through a chain of evidence (Yin 2009).

5.7.5.4 � Dependability

In positivist research, it means whether the study can be replicated with 
similar results (Lincoln and Guba 1994). It means to demonstrate that 
the research instruments are accurate and reliable (Oates 2006). This 
is achieved through documentation of procedures (Rowley 2002). The 
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research process is well recorded and the data documented. One of the 
most important methods used is the development of a case study proto-
col and developing a case study database (Yin 2009). From an interpre-
tive view, the purpose in doing so is not to guarantee that a repetition 
of the research will draw exactly the same conclusion; the same data can 
be used and offer a dissimilar interpretation. Rather than presenting a 
completely different picture, it might discover a different angle to the 
phenomenon under study (Díaz 2009).

In this study, to enhance the dependability of the research: a case 
study protocol is used to ensure following standard process in all cases. 
Recorded data were transcribed in full to ensure as much accuracy as 
possible in terms of interpretation. A structured case study database is 
created to store empirical data from all the interviews and documents to 
ensure that the fieldwork data were collected and stored in a systematic 
and logically ordered manner. Complete records for the process of data 
collection and analysis are accessible and available in digital format for 
any further review.

5.8	� Ethical Considerations

Ethical issues are critically important in social research in general and 
in qualitative research in particular (Tilley and Woodthorpe 2011; 
Myers 2009). Unlike other social researchers, the relationships between 
management researchers and participants are characterised by a power 
imbalance (Bell and Bryman 2007). Senior managers have the abil-
ity to wield power by defining access boundaries and setting expecta-
tions regarding the research output. However, the researchers were in 
a weaker bargaining position; he secured consent and used this power 
in the research favour by convincing the top managers with the impor-
tance of the research and the needed access to get findings that may 
benefit their companies. Companies asked the researchers to sign con-
fidentiality agreements restricting what information can be disclosed 
about them.

Like other social researchers, management researchers face pres-
sure to protect the confidentiality and anonymity of participants’ and 
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companies’ identity to avoid harmful effects (Tilley and Woodthorpe 
2011; Bell and Bryman 2007). Confidentiality means the protection of 
information supplied by research participants from other parties, while 
anonymity involves the protection of the identity of an individual or 
company by concealing their names or other identifying information. 
Therefore, the researchers protected these identities by using pseudo-
nyms and removing information leading to identification of the indi-
viduals or companies described in the study. All the participants were 
notified and assured that their inputs and feedback would be used only 
for research and it would be kept strictly confidential. This approach 
enabled the participants to be open and frank about sharing their per-
sonal beliefs and experiences.

As explained in detail in the case study protocol and interview agenda 
(see Appendix A and B), many procedures and practice worked as 
guidelines to the interview processes before, during and after the inter-
view. For instance, as an introductory for each interview, participants 
were provided with information about the interview’s general purpose 
and duration. To ensure the standardisation and clarity of the message 
delivered to all participants, the same statement was used to explain as 
fully as possible what the participants would be asked about, the aim 
of the research, who is undertaking it, the possible contributions and 
finally how and where its results would be disseminated.

Participants were informed that participation is not compulsory so 
they can refuse to continue whenever they want. This was stated in alli-
ance with the code of ethics in the conduct of research with human par-
ticipants, by “informing participants about the nature of the study, and 
respecting their freedom to decline to participate in or withdraw from 
the research in any time” (Krathwohl 1997, p. 212). Moreover, Payne 
and Payne (2004, p. 68) highlight that participants should “be enabled 
freely to give their informed consent to participate, and advised that 
they can terminate their involvement for any reason, at any time”.

To ensure privacy and confidentiality, the participants were informed 
that the tape recording will be destroyed after they check and review 
their transcripts. Moreover, the researchers were aware of the ethical 
considerations during the analysis of the data obtained. This awareness 
can be seen in the obvious attempt to maintain the objectivity of the 
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research by considering all the generated data and not being selective 
during this stage.

In order to facilitate the access to the organisations, confidentiality 
approvals were sought and obtained from the university authority as a 
form of assurance to the organisations and individuals involved of abso-
lute anonymity and confidentiality as well as judicious use and control 
of the data obtained. During the data collection process, an informed 
consent form (see appendix A) was handed to all participants and 
requested their signatures showing their participation to be voluntary.

In sum, it was important to maintain ethical standards of interview-
ing. These involve: obtaining ethics approval from the relevant ethics 
committee and permission from interviewees; treating interviewees with 
respect to their time, position and knowledge; keeping records and tran-
scripts confidential and secure and providing feedback to subjects and 
organisations as recommended by Myers and Newman (2007).

5.9	� Conclusion

This chapter has explained the research design and the methods used 
in the book. The researchers explicitly articulated the nature of the 
research problem and determined the ontological stance which led to 
the epistemological and methodological stances. The study is designed 
under an interpretive paradigm, which took the form of a multiple-case 
study and the analysis of a considerable amount of primary and second-
ary qualitative data. This enabled the researchers to interact closely with 
the participants and to explore issues in depth. Researchers should be 
aware that qualitative methodology is more applicable to develop an in-
depth understanding of contextual-related problems. Qualitative design 
is more sensitive to context and flexible to embracing emerging new 
themes.

The richness of data produced through using multiple-case studies 
helped better to investigate the phenomenon of the IAF adaptation as 
a response to the ERP systems implementation. The use of case stud-
ies provided greater internal and external validity than other quantita-
tive methods would have done. Triangulation of methods was achieved 
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through the use of semi-structured interviews, focus groups and non-
participant observation. The qualitative content analysis was found to 
be the appropriate technique for analysing the data. A qualitative con-
tent analysis technique was deemed more desirable for this study as it 
preserves as much as possible the deep meaning of the qualitative data. 
Furthermore, it enabled the interpretation of all transcribed interviews, 
documents and notes of observation and relating each one to the whole 
in order to gain a holistic picture of the phenomenon. The trustwor-
thiness strategies which were used in this research and the related pro-
cedures and techniques were found to be interlinked that fostered the 
coherence and validity of the research.
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