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This book investigates different aspects of the financial system, starting 
from the relationship between firms and banks to conclude with rela-
tively new financial instruments, with a focus on emerging markets as 
well. In particular, the book analyses small and medium-sized enter-
prises (SMEs) access to credit, the earning quality and the cost of debt 
in the European Union. Moreover, it investigates an important risk 
measure in financial markets: credit default swaps (CDS), before going 
deep inside one of the most important emerging markets, China, to 
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assess monetary policy and the relationship between financial institu-
tions and real estate firms.

These chapters were originally presented as papers at the annual con-
ference of the European Association of University Teachers of Banking 
and Finance Conference (otherwise known as the Wolpertinger 
Conference) which was held at the University of Verona, Italy, at the 
beginning of September 2016.

Chapter 2, ‘Access to Bank Credit: The Role of Awareness of 
Government Initiatives for UK SMEs’, by Raffaella Calabrese, Claudia 
Girardone and Mingchen Sun, through the survey data on UK SMEs, 
investigates the relationship between bank credit availability and awareness 
of government initiatives. This is an important topic, due to the vital 
role that SMEs play in most countries, but their access to bank credit 
remains a key concern for both academics and practitioners. To encour-
age banks to extend lending to SMEs, the UK government has launched 
several initiatives in the aftermath of the most recent financial crisis. 
The authors find that: (1) SMEs aware of Funding for Lending Scheme 
are less likely to experience overdraft rejections; and (2) SMEs aware of 
the Business Growth Fund or the British Business Bank are less likely 
to experience loan rejections. However, our analysis reveals statistically 
weak associations among these variables.

Chapter 3, ‘Earnings quality and the cost of debt of SMEs’, by 
Federico Beltrame, Josanco Floreani and Alex Sclip, analyses the rela-
tionship between earnings quality and the cost of debt. The authors, 
based on a panel of Italian SMEs over the period 2004–2012, find a 
negative association between accruals quality and the cost of debt for 
SMEs. The results hold even when controlling for different measures of 
accruals quality, alternative determinants of bank debt and the potential 
endogeneity between leverage and earnings quality.

Chapter 4, ‘Demand and supply determinants of credit availability: 
evidence from the current credit crisis for European SMEs’, by Paola 
Brighi and Valeria Venturelli, examines the importance of demand and 
supply factors in determining credit availability during the recent finan-
cial crisis for different sample of in some principal European countries. 
The authors show that during crisis time, the credit demand is mainly 
driven by liquidity problems. As for the determinants of credit demand, 

http://dx.doi.org/10.1007/978-3-319-54891-3_2
http://dx.doi.org/10.1007/978-3-319-54891-3_3
http://dx.doi.org/10.1007/978-3-319-54891-3_4
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it emerges a different pattern emerges among countries more bank than 
market oriented. Then, controlling for the supply of credit, two types of 
credit rationing have been investigated. Weak rationing defines the con-
dition for which firms asking for credit at the same interest rate did not 
receive it. To be strongly bank dependent implies a greater probability 
to be weakly credit rationed in crisis times. Differently solid account-
ing data, collateral and greater size may loosen such a condition. Finally, 
the authors control for strong rationing, i.e. the condition for which 
a firm even if ready to accept worse interest rates is subject to ration-
ing. Evidence suggests that relationship lending attitude as well as larger 
size could weaken the rationing condition; differently collateral as well 
as R&D propensity may exacerbate it because of moral hazard risk and 
higher information asymmetries.

Chapter 5, ‘What is and what is not regulatory arbitrage? A review 
and syntheses’, by Magnus Willesson, reviews 91 research articles and 
addresses the analytical foundations of regulatory arbitrage in the litera-
ture in a search for operative definitions, theories and methodological 
concerns. Regulatory arbitrage is an avoidance strategy of regulation 
that is exercised as a result of a regulatory inconsistency. As a regula-
tory response strategy, it has been in the shadow of other possible 
determinants of regulatory development. Despite the observation that 
many studies treat regulatory arbitrage as a phenomenon that every-
one implicitly knows, the review shows that an explicit understanding 
of regulatory arbitrage and its motives remains scattered. Theoretically 
speaking, the chapter concludes that the dominant approach is that 
when a regulatory arbitrage opportunity exists, it is utilised. However, 
several theories examining the opportunity costs related to the use of 
regulatory arbitrage are also identified. Both methodologically and 
empirically, the chapter concludes that regulatory arbitrage as a strate-
gic choice is characterised as a non-action of an event, thus delimiting 
the opportunities to conduct empirical research. Transaction-based reg-
ulatory arbitrage is more straightforward, and several studies therefore 
present measures of regulatory arbitrage. More precise and operative 
definitions and expanded eclectic theoretical understanding of drivers 
may spur stronger empirical research and regulatory development.

http://dx.doi.org/10.1007/978-3-319-54891-3_5
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Chapter 6, ‘Forecasting models and probabilistic sensitivity analy-
sis: an application to bank’s risk appetite thresholds within the Risk 
Appetite Framework’, by Maurizio Polato, Josanco Floreani, Giuseppe 
Giannelli and Nicola Novielli, investigates the implications of a prob-
abilistic forecasting model for determining risk tolerance thresholds 
under a RAF environment. Bank’s financial planning requires forecast-
ing models that allow to forecast and measure the effects of possible 
future scenarios. Both environmental changes and regulatory innova-
tions even more stimulate, especially under stress scenarios, the devel-
opment of simulation-based forecasting models specifically devoted 
to assess bank’s financial soundness and capital adequacy, along with 
the persistency of equilibria. The rationale of employing sophisticated 
quantitative methods in bank’s decision-making should be rooted in 
the compelling need to adequately manage uncertainty concerning the 
most relevant exogenous and policy variables for bank’s management. 
The very promising implications of implementing the Risk Appetite 
Framework are to be traced in a rapidly changing approach to bank’s 
management where the system of risks is a fundamental part of finan-
cial planning, rather than just being a by-product of it. Indeed, the 
RAF approach while becoming a fundamental tool for strategic con-
trol, allowing to represent mission and strategies by means of quanti-
tative variables, enables the management to link risk targets to bank’s 
operations.

Chapter 7, ‘The determinants of CDS spreads: the case of banks’, 
by Maria Mazzucca, Caterina di Tommaso and Fabio Piluso, analy-
ses the determinants of CDS spreads of 86 international banks from 
2009 to 2012 and empirically tests the explanatory power of credit 
risk, bank-specific, market and country-level factors. The authors find 
the following results: (1) the explanatory power of the model increases 
when bank-specific and market/country variables are considered; (2) 
capitalisation and size are the most relevant factors in determining the 
banks’ CDS spreads; (3) when the rating decreases, the CDS premium 
increases, and this increase is significant when switching from invest-
ment to non-investment grade banks; and (4) the market volatility and 
slope of the yield curve affect the CDS spreads.

http://dx.doi.org/10.1007/978-3-319-54891-3_6
http://dx.doi.org/10.1007/978-3-319-54891-3_7


2.1	� Introduction

Small and medium-sized enterprises (SMEs) offer employment oppor-
tunities to millions of people worldwide and thus have often been 
described as the engines of economic growth in modern economies. In 
the UK, SMEs constitute 99.9% of all businesses in the private sector at 
the beginning of 2015. They also contribute 15.6 million jobs, 60% of 
all private sector employment and £1.8 trillion annual turnovers, 47% 
of all private sector turnovers.1

Typically, bank debt (overdrafts and loans) acts as one of the main 
external financing sources for SMEs. However, unlike large firms, SMEs 
are often young businesses and are potentially unable to provide suffi-
cient collateral (Armstrong et al. 2013). SMEs are informationally opaque 
because of their lower external monitoring and narrow reporting needs 
compared to larger firms (Berger et al. 2006; Udell 2015). Therefore, 
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banks are more likely to consider them as risky borrowers and are gen-
erally more reluctant to extend loans to them, which makes them more 
likely to face credit constraints. The most recent financial crisis has 
resulted in an even worse situation for small businesses: Fraser’s (2012)  
empirical study, for example, shows that UK SMEs suffered a significantly 
higher bank debt rejection rate and higher costs of applying for loans dur-
ing 2007–2009 (the first phase of the financial crisis) compared with the 
earlier years 2001–2004, which were characterised by a lending boom.

In order to increase access to bank credit for SMEs, the UK govern-
ment has proposed several initiatives and put them into effect in recent 
years. This chapter examines the role of the awareness of government 
initiatives to support SMEs using the survey data from the UK Small 
and Medium-Sized Enterprise Finance Monitor (SMEFM) database on 
access to finance.2 Our analysis offers some evidence that SMEs that are 
aware of any of the government initiatives have lower rejection rates. 
Specifically, SMEs that are aware of Funding for Lending Schemes are 
less likely to experience overdraft rejections; and SMEs that are aware 
of Business Growth Fund or the British Business Bank are less likely to 
experience loan rejections. The study provides some pointers in what 
could be the potential drivers of this awareness. One possible answer 
could be found in the level financial literacy of the individual(s) run-
ning the small business.

The study is organised as follows: Sect. 2.2 provides a synopsis of the 
most common UK government initiatives and a review of key studies 
focusing on the effect of government initiatives in both developed and 
developing countries. Section 2.3 reports detailed information on the 
survey data and provides some description of the trends in bank debt 
rejection rates and awareness of government initiatives. Section 2.4 pro-
vides a discussion of the main findings. Finally, Sect. 2.5 concludes.

2.2	� Government Initiatives

To incentivise banks to extend lending to small businesses, the UK 
government has implemented a variety of initiatives in the after-
math of the most recent financial crisis. These include the Enterprise 
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Finance Guarantee Scheme (EFGS), the British Growth Fund (BGF), 
the British Business Bank (BBB), the Funding for Lending Scheme 
(FLS) and the Start Up Loans Scheme (SLS). Section 2.2.1 presents 
an overview of the main features of these government schemes, while 
Sect. 2.2.2 reviews selected studies on the impact of government policy 
on lending to SMEs.

2.2.1	� UK Government Initiatives to Support SMEs’ 
Access to Finance

The EFGS was launched in January 20093 and is essentially a loan guar-
antee scheme that was established to back the small businesses which 
have been rejected because of their lack of collateral or proven track 
records when they apply for commercial loans. By 2013, it had already 
supported more than 20,000 UK SMEs. With this scheme, although 
the government is involved in the lending process, the right of decision-
making is fully delegated to banks.

The BGF4 was created in May 2011 to provide an independent fund 
of £2.5 billion as equity investment for British SMEs facing financial 
constraints as barriers for their future development. The fund is owned 
by five large banking institutions: Barclays, HSBC, Lloyds, RBS and 
Standard Chartered, and can be considered the largest long-term equity 
investment company in the UK. The BGF demands a minority equity 
stake and a board seat in privately owned, profitable SMEs, in return for 
an investment of £2–10m of growth capital.

The FLS was launched by Bank of England and HM Treasury in July 
2012 and was designed to stimulate bank lending to SMEs by reducing 
the cost of bank finance (Bank of England 2012). It supplies funding to 
banks where both the price and the amount of the funding are associ-
ated with their lending performance to SMEs. Therefore, if banks can 
supply more credit for SMEs, they can obtain cheaper prices and larger 
availability of funding from the scheme.

The BBB5 is a development bank that is 100% owned by the govern-
ment but is managed independently. The initial intention, announced 
in September 2012 with £1 billion government funding, was to execute 
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some specific government initiatives, including providing advice and cre-
ate a “one-stop-shop” service for SMEs. Followed by additional fund-
ing injections, the bank was properly launched in November 2014. The 
bank does not provide lending to SMEs directly, but it works together 
with some other financial intermediaries (banks, leasing companies, ven-
ture capital funds and Web-based platforms) to promote SMEs’ better 
access to bank credit, especially young and faster-growing companies.

Finally, it is worth mentioning the support for start-ups via the SLS,6 
a government scheme targeted at early-stage businesses. The scheme 
offers government-backed unsecured personal loans to individuals with a 
fixed interest rate at 6% and free support and guidance on their business 
plan with an assignment of delivery partners by the scheme.

This section presented a brief overview of some of the most impor-
tant schemes that have been made available to UK small and medium 
businesses post-crisis and that are either backed up or initiated by 
the  government. The next section offers a brief literature survey of 
selected studies on the impact of government initiatives on access to 
finance with reference to the UK as well as other developed econo-
mies in Europe, the USA and Japan; and developing countries, such as 
Africa and the Middle East.

2.2.2	� Effects of Government Initiatives:  
A Brief Survey of the Literature

Government initiatives to support small and medium businesses have 
been widely proven to be beneficial to bank credit availability and local 
economic growth in both developed and developing economies.

Craig et al. (2005) examine the effect of Small Business Administration 
(SBA) loan guarantee programme in the USA. Employing loan-specific 
data, economic condition data and deposit data during the period 1990–
2001, they perform panel regressions and find that SBA-guaranteed lend-
ing has a positive and significant impact on local and regional economic 
performance (measured by per capita income). A subsequent research 
carried out by Hancock et al. (2007) confirms the positive relationship 
between the SBA programme and economic performance proxied by 
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output, employment and dollar payrolls. Estimating OLS regressions 
on  annual state-level data for 1990–2000, they also demonstrate that 
“SBA-guaranteed loans are less procyclical and less affected by capital 
pressures on banks than non-guaranteed loans” (p. 4). In this sense, SBA 
programmes can be used as a tool to mitigate the negative effects of mac-
roeconomic shocks on lending to SMEs.

Zecchini and Ventura (2009) focus on Italy’s state-funded guarantee 
scheme (SGS) for SMEs. Using accounting data over 1999–2004, they 
employ fixed-effect panel estimations to evaluate the effect of SGS on 
bank credit availability and borrowing cost of SMEs. They also apply 
the difference-in-difference (DID) approach and test for time trends. 
The supply of bank credit is estimated to increase by 12.4% at the 
median, while the borrowing cost to reduce by about 16–20%. Bartoli 
et al. (2013) examine the effects of the funds provided by mutual guar-
antee institutions (MGIs) to small businesses during the peak of the 
financial crisis (2007–2009) in Italy. MGIs often arise from public ini-
tiative and they tend to operate at local level. In their study, the authors 
identify the determinants of the probability that a borrowing SME 
could be in financial distress and, therefore, receiving funds from MGIs. 
The authors find that MGIs have a key role especially in times of crisis.

Therefore, this suggests that the government initiative to support 
SMEs was generally proven to be effective in Italy, consistent with the 
findings of the effectiveness in the UK (Allinson et al. 2013, reviewed 
below), the USA (Craig et al. 2005; Hancock et al. 2007) and Japan 
(Uesugi et al. 2008). This latter study focuses on one of the most 
famous initiatives for SMEs in Japan, that is the so-called Special 
Credit Guarantee (SCG) programme. Using a panel data over 1998–
2001, Uesugi et al. (2008) separate the sample into 1344 SCG users 
and 2144 non-users and find a higher loan extension among users, 
especially for the long-term loans. They also apply the two-step esti-
mation procedure (with probit regression in the first step and OLS in 
the second step) and illustrate that the SCG programme leads to an 
increase in credit market efficiency. From a different view, Wilcox and 
Yasuda (2008) investigate the effect of the same programme on banks’ 
guaranteed and non-guaranteed lending to SMEs. Employing a panel 
dataset including information for 145 individual city and regional 



10        R. Calabrese et al.

banks in 1996–2002, they use the instrumental-variable (IV) estima-
tion method and find different results for city and regional banks. 
Specifically, at city banks, the SCG programme contributes to increases 
in both guaranteed and non-guaranteed lending, implying a comple-
mentary relationship, whereas a substitution relationship is revealed at 
regional banks.

Using the firm-level survey data collected during January to March 
in 2012, Allinson et al. (2013) conduct a comprehensive investiga-
tion to evaluate the rationale for the UK Enterprise Finance Guarantee 
Scheme. They find that the scheme has not only fulfilled its origi-
nal aims and targets to help SMEs get better access to credit, but has 
also been able to bring economic gains with a benefit-cost ratio of 7.1. 
Allowing for its viability and cost-effectiveness, the scheme is recom-
mended to be expanded and cover more UK SMEs.

Concerning studies carried out in developing and emerging coun-
tries, Abor and Biekpe (2006) focus on some financing initiatives in 
Ghana which do not involve commercial finance by conventional 
financial institutions, such as Export Development and Investment 
Fund (EDIF), Business Assistance Fund (BAF) and Africa Project 
Development Facility (APDF). Using survey data for 124 SMEs with 
less than 100 employees, they provide some descriptive statistics to 
show the low awareness and usage of these initiatives. Besides, most 
initiatives are also thought to be difficult to access, because of lack of 
securable assets and lack of knowledge by finance providers about the 
nature of respondents’ business.

Similarly, looking at bank credit to SMEs in the Middle East and 
North Africa, Rocha et al. (2011) use the data in 1996–2002 from a 
joint survey of the Union of Arab Banks and the World Bank, to detect 
the effect of partial credit guarantee (PCG) schemes. Employing OLS 
and two-stage least squares methods, they find a positive relationship 
between PCG schemes and SME bank lending. They also reveal that in 
the context of SMEs financing, the PCG schemes could have a key role 
in a weak financial infrastructure environment only if they were well-
designed and cost-effective.

This brief review has shown that typically the effectiveness of govern-
ment initiatives to support small and medium businesses has proved 
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successful in the context of both developed and developing countries 
and that the benefits for the economy have typically largely exceeded the 
costs. Most existing studies, however, do not seem to consider the rela-
tionship between rejection rates and the actual awareness of government 
initiatives. This is an interesting and novel perspective because if aware-
ness is by definition “knowledge that something exists” (Cambridge 
Dictionary) then it seems reasonable to assume that the first condition 
for such government initiatives to be successful is indeed for small busi-
nesses to be aware of these programmes, which might be related to the 
financial literacy of individuals–entrepreneurs running the small busi-
nesses.7 Relative to SMEs that are unaware of government initiatives, 
SMEs with awareness are believed to be more competent to make some 
favourable adjustments, or even seek some support to get better access 
to bank credit. The relationship between bank rejection rates and aware-
ness of government initiatives is covered below. But first, Sect. 2.3 offers 
some details on the UK SME Finance survey database that is used for 
the analysis.

2.3	� The Small- and Medium-Sized Enterprise 
Finance Monitor (SMEFM)

The database SMEFM provides firm-level survey data that are regularly 
updated; we focus on the period 2011 Q1Q2 to 2015 Q2.8 The sur-
veys are carried out quarterly by interviewing around 5000 different 
SMEs in each survey (17 waves in total), with the interviewees carefully 
selected being representative samples of UK SMEs by size, sector and 
region. The database asks for their experiences of seeking and obtaining 
external finance in the previous 12 months, as well as the characteristics 
of the enterprises and their owners.

As Storey pointed out back in 1994, “there is no single, uniformly 
acceptable, definition of a small firm” (p. 8). The most common defini-
tion used in Europe is the definition set by the European Commission 
(EC): an enterprise with less than 250 employees and either no more 
than €50 million annual turnovers or no more than €43 million total 
balance sheet. However, the definition utilised in the SME Finance 
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Monitor database is slightly different from the EC definition. That is, 
an enterprise must have no more than 250 employees and no more 
than £25 million annual turnover, considerably lower than the limit 
set by the EC. Except for these two quantitative criteria, the surveyed 
SMEs should also have the following two characteristics to qualify 
for the interviews: (1) not 50%+ owned by another company; and (2) 
not run as a social enterprise or as a not-for-profit organisation.

2.3.1	� Trends in the Bank Debt Rejection Rates and the 
Awareness of Government Initiatives

Figure 2.1 and Table 2.1 illustrate the trends in the bank debt rejec-
tion rates and in the awareness of government initiatives over the period 
under investigation.

Figure 2.1 focuses on the bank debt rejection rates. Following 
Armstrong et al. (2013), “the rejection rate is defined as the propor-
tion of firms which applied for credit and were either refused outright 
or received less credit than they requested, as a proportion of firms 
applying” (p. R41).

Fig. 2.1  Bank debt rejection rates by sub-periods. Note Includes data on SMEs 
with bank debt applications. Data source UK SME Finance Monitor
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The figure presents the bank debt rejection rates by sub-periods. Two 
sets of observations can be made. First, rejection rates are consistently 
higher for loans compared to overdrafts. Second, for both overdrafts 
and loans, the rejection rates increase over the period, achieve their 
peak points and then start decreasing in 2013. A slight decrease appears 
in 2013–2014 for overdraft only, followed by a significant decline in 
2014–2015. The levels of rejection rates during the last two sub-periods 
are remarkably lower than those during 2010–14. This kind of trend 
implies a tight credit condition after the most recent financial crisis till 
2014 and suggests a potentially looser credit condition at present, for 
both overdrafts and loans.

Since 2014 Q3 (wave 14), the survey started to ask SMEs whether 
they were aware of any government initiatives, specifically:

Question 1:   �Are you aware of any initiatives from government and other 
bodies to help make funding available to SMEs?

Question 2:   �More specifically, are you aware of… (multi-code)

•	 Funding for Lending
•	 Enterprise Finance Guarantee Scheme
•	 The Business Growth Fund
•	 The British Business Bank
•	 Start Up Loans

Table 2.1  Awareness of government initiatives by waves

Note Includes data on all SMEs.
Data source UK SME Finance Monitor

Government  
initiatives

Q3 2014 Q4 2014 Q1 2015 Q2 2015

FLS (%) 30.5 30.1 28.5 29.3
EFGS (%) 24.8 22.7 21.8 21.0
BGF (%) 20.9 19.0 19.1 19.5
BBB (%) 14.5 13.2 12.9 14.4
SLS (%) 36.9 36.0 39.7 40.3
Total (%) 54.2 52.6 55.8 55.4
No of observations 5023 5024 5038 5001
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Although only the data in the most recent four waves are available, it 
still gives us the opportunity to detect some trends in the awareness of 
government initiatives.

Table 2.1 shows the awareness of specific government initiatives by 
waves, and it also reports the proportion of SMEs aware of any of the 
public schemes. A downward trend can be found for the awareness of 
EFGS whereas more businesses were found to be aware of start-up loans 
opportunities (SLS). Compared with the proportion of SMEs aware of 
FLS or EFGS, more SMEs were aware of these two initiatives in 2015. 
In addition, more than half of the SMEs surveyed are aware of at least 
one of the government initiatives and the proportions in 2015 appear 
considerably higher than in the previous year.

2.4	� Relationship Between Bank Debt Rejection 
Rates and Awareness of Government 
Initiatives

In this section, we analyse the relationship between rejection rates (for 
both overdrafts and loans) and awareness of government initiatives. 
First, charts will be presented that describe the rejection rates by the 
awareness of government initiatives. Then, statistical chi-square tests 
and correlation analysis will be conducted to check whether the differ-
ences are statistically significant and illustrate the strength of the asso-
ciation between these two variables.

As mentioned in Sect. 2.3, if SMEs are aware of government initi-
atives, they are likely to ultimately obtain better access to bank credit 
because they are generally more informed and, possibly, because the 
entrepreneurs are more financially literate. Figures 2.2 and 2.3 show the 
rejection rates by awareness of each government initiative for overdrafts 
and loans, respectively, with the first columns comparing the rejection 
rates of SMEs aware of any of the initiatives and SMEs aware of none 
of the initiatives. It appears that SMEs aware of any of the government 
initiatives usually have relatively lower rejection rates, compared with 
SMEs aware of none of the initiatives, indicating its positive effect on 
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bank credit availability. Similar patterns can also be found for rejection 
rates by the awareness of FLS, SLS and EFGS. However, the awareness 
of BBB and BGF seems to have different effects on rejection rates for 
overdrafts and loans. Specifically, for overdrafts, there seems to be no 
difference between the rejection rates of SMEs aware and unaware of 
the initiative, whereas for loans, the counterpart differences become 
even larger than the differences for other three initiatives.

Among the possible reasons for the differences between overdrafts 
and loans in the awareness-rejection rate relationship are the different 
characteristics of the financial products that reflect the different margins 
that banks can make from the two debt financings.

Fig. 2.2  Overdraft rejection rates by awareness of government initiatives. Note 
Includes data on SMEs with overdraft applications from wave 14 (Q3 2014). Data 
source UK SME Finance Monitor

Fig. 2.3  Loan rejection rates by awareness of government initiatives, Note 
Includes data on SMEs with loan applications from wave 14 (Q3 2014). Data 
source SME Finance Monitor
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Overdrafts facilities are typically renewed on an annual basis, they 
tend to be more flexible than term loans and they are used in the UK 
by small businesses to manage their short-term cash flow problems. 
As observed in Sect. 2.3, rejection rates are usually lower for over-
drafts than for loans (see also Department for Business, Innovation and 
Skills 2016) not least because banks can take away an overdraft at short 
notice. Although overdrafts can be more expensive than loans, bank 
margins for overdrafts on average have been usually lower in the UK 
over the past 10 years (Armstrong et al. 2013). This reflects a lower level 
of control over the borrower, including perhaps their level of financial 
literacy.

Table 2.2 (panels a and b) displays the results for the chi-square tests 
between bank debt rejection rates and awareness of government initi-
atives. The results show that at least in three cases in both panels the 
relationship between awareness of specific government programmes and 

Table 2.2  Tests for differences

Note Bold denotes significance at 10% level. Bold + Italic denotes significance at 
5% level

Overdraft rejection rates Loan rejection rates
Awareness of 
initiatives

χ2 value p-value χ2 value p-value

Panel (a) Chi-square tests results

FLS 2.92 0.09 2.38 0.12
EFGS 1.82 0.18 0.68 0.41
BGF 0.01 0.92 7.29 0.01
BBB 6.47 × 10−31 1.00 5.40 0.02
SLS 1.33 0.25 1.91 0.17
Any 1.93 0.16 0.60 0.44

Panel (b) Phi correlation coefficients

ϕ coefficient p-value ϕ coefficient p-value

FLS −0.046 0.09 −0.053 0.11
EFGS −0.037 0.15 −0.030 0.36
BGF    0.005 0.85 −0.091 0.01
BBB −0.003 0.91 −0.079 0.01
SLS −0.032 0.22 −0.048 0.14
All −0.038 0.14 −0.028 0.39
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rejection rates is statistically significant, albeit weak, at the 5% (BGF 
and BBB in the case of loans) and 10% (FLS in the case of overdrafts). 
However, when all programmes are tested, results for the differences 
appear insignificant so it will be useful to repeat the test when more 
waves of survey data become available.

2.5	� Concluding Remarks

Due to the vital role that SMEs play in modern economies, issues 
around their access to bank credit have raised concerns for both aca-
demics, policy-makers and practitioners. In the aftermath of the most 
recent financial crisis, the UK government has launched several initia-
tives to encourage banks to extend lending to SMEs. This chapter uti-
lises the SMEFM survey to investigate the relationship between bank 
credit availability and awareness of government initiatives.

The analysis carried out on the survey data on the UK’s small businesses 
suggests that as time evolves, fewer SMEs are aware of Enterprise Finance 
Guarantee Schemes whereas more SMEs are aware of Start Up Loans 
Scheme. The data also provide some hints that UK SMEs that are aware 
of government initiatives are often less likely to be rejected when they 
apply for bank debt (overdrafts and loans). In particular, SMEs that are 
aware of Funding for Lending Schemes are less likely to experience over-
draft rejections, and SMEs that are aware of Business Growth Funds or 
the British Business Bank are less likely to experience loan rejections. The 
study raises important questions on what could be the determinants of 
this awareness. One possible answer could be found in the level of finan-
cial literacy of the individual or individuals running the small businesses.

Notes

1.	 Business Population Estimates of the Department for Business, Innovation 
& Skills (2013).

2.	 BDRC Continental: http://bdrc-continental.com/products/sme-finance-
monitor/.

http://bdrc-continental.com/products/sme-finance-monitor/
http://bdrc-continental.com/products/sme-finance-monitor/
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3.	 See Department for Business, Innovation and Skills (2013); the EFG is 
now wholly owned subsidiary of the British Business Bank plc.

4.	 For more details, see http://www.businessgrowthfund.co.uk.
5.	 For more information, please see http://british-business-bank.co.uk.
6.	 For more information, please see https://www.gov.uk/start-up-

loans#what-you-need-to-know and https://www.startuploans.co.uk.
7.	 Financial literacy can be understood in the way that people’s (or firms’) 

“ability to process economic information and make informed decisions 
about financial planning, …, debt, …” (cited from Lusardi and Mitchell 
2014, p. 6).

8.	 The first wave of the survey covered February–May 2011. From July 
2011 onwards, the surveys were undertaken in standard quarter peri-
ods (i.e. January–March, April–June, July–September and October–
December).
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3.1	� Introduction

This study examines whether earnings quality reduces information 
asymmetry and allows small and medium-sized enterprises (SMEs) to 
diminish the cost of debt. In the presence of information asymmetries, 
financial institutions face moral hazard and adverse selection problems, 
that make the assessment of the investment projects and the monitor-
ing of their borrowers difficult. As a consequence, firms with higher 
information asymmetries obtain less debt financing with more stringent 
contractual terms. The consequences of information asymmetries are 
particularly relevant for SMEs. Given their higher levels of asymmetric 
information (Berger and Udell 1998), SMEs face more difficulties than 
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large firms in accessing and obtaining financial resources from the capi-
tal markets (Titman and Wessels 1988).

The literature on SME financing has investigated the impact of 
asymmetric information as a determinant of bank debt from different 
perspectives. However, the role of the quality of financial statements 
in reducing information asymmetries in bank–firm debt contracting 
has not received much attention. For listed firms, information qual-
ity appears to be a factor that reduces information asymmetries faced 
by the lender as it improves the cost of debt financing (Francis et al. 
2005), the maturity structure and the likelihood of providing collateral 
(Bharath et al. 2008). In contrast, for SMEs the precision of earnings 
improves the access (Garcìa-Teruel et al. 2014) and the cost (Vander 
Bauwhede et al. 2015) of bank debt.

Based on the previous research on the debt contracting consequences 
of earnings quality, this study aims to provide further evidence on the 
effects of accounting information quality on the cost of debt for a large 
sample of Italian SMEs.

To examine the impact of earnings quality on the cost of debt, we 
consider several proxies (Dechow and Dichev 2002; McNichols 2002; 
Pae 2011). Italian SMEs provide an interesting testing ground for our 
study. The industrial structure is, in fact, characterised by the large 
presence of small and medium-sized businesses with an almost exclu-
sive dependence on bank financing as a source of external finance. In 
addition, in Italy information asymmetry problems arising to the qual-
ity of financial information are amplified by the regulatory framework1 
and the opaqueness of firm’s financial positions (Berretta and Del Prete 
2013).

This study adds to the SMEs literature in various ways. Firstly, not-
withstanding a stream of research on earnings quality, as far as we are 
aware, only one study (Vander Bauwhede et al. 2015) investigates the 
link between earnings quality and the cost of debt for SMEs. Using a 
panel of Belgian SMEs over the years 1997–2010, the authors found 
that poorer earnings quality is associated with a higher interest cost. 
We therefore provide further insight into the matter by developing a 
cost-of-debt model based on the relevant drivers of SMEs’ cost of debt. 
Secondly, our contribution is related to the geographical coverage and 
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the size of the sample. To the best of our knowledge, it is the first study 
to estimate the relationship between information quality and the cost 
of debt for Italian SMEs. Moreover, previous studies on the effects of 
earnings quality on bank–firm access (Garcìa-Teruel et al. 2014; Vander 
Bauwhede et al. 2015) and cost of debt are based on a relatively small 
sample of firm-year observations.

Our findings show a negative association between our proxies of 
earnings quality and the cost of debt for SMEs, which suggest that earn-
ings quality reduces information asymmetries and thus the cost of debt. 
These findings are important for both regulators and managers: for reg-
ulators, the results show that information quality is relevant for market 
participants. This implies that new rules might be set with the target of 
enhancing the quality of financial statements. For managers, our results 
suggest that the improvement of information quality has at least one 
economic benefit, as it reduces the cost of debt financing.

The chapter is organised as follows. The next section provides a lit-
erature review; Sect. 3.3 describes our data and the measures adopted 
in our analysis. Section 3.4 discusses our empirical results; and Sect. 3.5 
concludes.

3.2	� Literature Review

The main effect of information asymmetry between borrower and 
lender is to hinder a proper evaluation of firms and their projects, giving 
rise to adverse selection, moral hazard problems and eventually credit 
rationing (Stiglitz and Weiss 1981). Financial statements are central to 
the evaluation process of financial intermediaries. Banks use account-
ing information in order to estimate the expected future cash flows of 
the borrowers, and eventually the assessment of default risk (Berger and 
Udell 2006). Therefore, financial statements are an important source of 
information in mitigating the problems associated with borrower risk 
and information asymmetry.

As cash flows determine the ability to repay a loan, they are a cen-
tral parameter in the pricing decision process. Prior research on earn-
ings quality (Dechow et al. 1998) demonstrates that current earnings, 
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as compared to current cash flows, are a more useful measure of firm 
performance that better predicts operating cash flows over short inter-
vals. Accordingly, for creditors the higher the precision of earnings to 
capture future cash flows, the lower the information risk of the firm, 
due to the improved ability of the lender in estimating future cash flows 
of the firm with which the loans will be repaid. The superiority of earn-
ings over cash flows in predicting future cash flows is that accruals shift 
the recognition of cash flows over time. However, the estimation pro-
cess of accruals involves assumptions and estimates that could be biased 
(Dechow and Dichev 2002). Intentional and unintentional errors in the 
estimation of accruals reduce their beneficial role (Dechow and Dichev 
2002). Hence, the quality of accruals and earnings is higher when they 
are less affected by estimation errors and are thus better able to predict 
future cash flows. The higher the quality of accruals, the higher the abil-
ity of creditors to make the right assessment of default risk and eventu-
ally reduce information asymmetry.

According to both theoretical (Easley and O’Hara 2004) and empiri-
cal studies on listed firms (Bharath et al. 2008; Francis et al. 2005), 
creditors price information risk as they charge a premium on firms with 
poorer reported financial statement quality. The underlying rational 
explanation of such effect is that information risk is non-diversifiable.

Accounting quality affects the choice of the debt market as well, 
with poorer accounting quality borrowers preferring bank loans (pri-
vate debt) while higher accounting quality firms choosing the public 
debt markets (Bharath et al. 2008). This is consistent with the tradi-
tional view of credit intermediaries allowing an effective overcoming of 
adverse selection costs in debt contracts. Other evidence has shown that 
family firms obtain a lower pricing debt despite a low earnings qual-
ity because collateral and consolidated relations can reduce information 
asymmetries (Anderson et al. 2004). However, SMEs are riskier (Van 
Caneghem and Campenhout 2012) and present higher information 
risk (Ball and Shivakumar 2005) than listed firm; thus, the relationship 
between information risk and cost of capital might not hold. In addi-
tion, private debt markets suffer to a larger extent informational opac-
ity (Van Caneghem and Campenhout 2012; Hernàndez-Cànovas and 
Martínez-Solano 2010).
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To face the problems of SME lending market, banks use two main 
different lending technologies: transactional and relationship. According 
to Bartoli et al. (2013), Italian banks lend to SMEs by using both lend-
ing technologies, independently of the size and the proximity of the 
borrower. This framework leads to our empirical hypothesis that can be 
formulated as follows:

H1  There is a negative association between financial reporting quality 
and the cost of debt for SMEs.

To support our hypothesis, we also acknowledge two recent papers 
of Garcìa-Teruel et al. (2014) and Vander Bauwhed et al. (2015). These 
papers focus on two different specific aspects of information qual-
ity. The former has demonstrated that earnings quality has a negative 
relationship with credit rationing for a panel of Spanish SMEs, while 
the second, which is the closest to our work, analyses the relationship 
between earnings quality and the cost of debt for Belgian SMEs, find-
ing a negative association between information quality and the cost of 
debt. Both results of the papers support the financial literature which 
has shown that the use of bank debt is partially determined by informa-
tion asymmetry. Moreover, we believe that the central role of account-
ing information in the transaction-based lending technology provides 
further supportive arguments of our hypothesis.

3.3	� Sample and Data

Our sample contains financial information from non-financial Italian 
SMEs. The source of data is the Amadeus Database developed by 
Bureau Van Dijk, which contains accounting and financial informa-
tion of European firms. We select industrial firms that during the period 
2004–2012 satisfied the definition of medium-sized enterprises estab-
lished by the European Commission recommendation 2003/361/EC: 
sales ranging from €10m to €50m, and range of total assets from 4.4 to 
43 Mln €. We include in our sample medium-sized enterprises that sat-
isfy both the requirements in terms of sales and assets defined above. We 
rely only on medium-sized enterprises because in Italy enterprises with 
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total asset lower than 4.4 Mln € have the option to omit some details 
in their financial statements. Subsequently, we refined our data set by 
eliminating financial statements with inaccuracies in accounting data. 
The final panel data comprise 6707 medium-sized enterprises (25,963 
firm-year observations over 2004–2012).

3.4	� Research Design

3.4.1	� Accruals Quality Metrics

We use three different proxies for accruals quality metrics, which have 
been employed in previous research. First, we use the model developed 
by Dechow and Dichev (2002). In this model, accruals quality is meas-
ured by their ability to map onto operating cash flows of the prior, cur-
rent and next periods. The authors regress the current working capital 
accruals on cash flows from operations of the previous, the current and 
the next tax year. In the regression set-up, all the variables are divided by 
total assets.

where WCAj,t is working capital accruals of firm j in year t, calculated 
as the change in current assets (�CA), minus the change in current lia-
bilities (�CL), minus the change in cash (�Cash), plus the change in 
short-term bank debt (�STDEB). CFOj,t−1, CFOj,t and CFOj,t+1 are 
cash flow from operations of firm j in year t−1, t and t + 1, respectively, 
calculated as net income before extraordinary (NIBE) items in year t 
minus total accruals (TA). Total accruals are calculated as a difference of 
working capital accruals minus depreciation and amortisation expenses 
(Depn).

(3.1)

WCAj,t

Total Assetsi,t
=α0 + β1

CFOj,t−1

Total Assetsi,t
+ β2

CFOj,t

Total Assetsi,t

+ β3
CFOj,t+1

Total Assetsi,t
+ εj,t
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The second proxy for accruals quality is the Dechow and Dichev 
(2002) model, modified by McNichols (2002), which includes changes 
in revenues (�Revenues) and property plant and equipment (PPE) as 
independent variables.

Our third proxy is the accruals quality model developed by Pae (2011). 
Different from the Dechow and Dichev (2002) and the McNichols 
(2002) models described above, it takes into account only cash flows 
from previous years.

The accruals quality proxies that we use are based on the stand-
ard deviation of the residuals of the previous models estimated in 
Eq. (3.1) (AQdd = σ

(

εi,t
)

), Eq. (3.2) (AQmc = σ
(

εi,t
)

) and Eq. (3.3) 
(AQpae = σ

(

εi,t
)

), respectively. The residual standard deviation is an 
inverse measure of accruals quality for firm j in year t, calculated over 
periods t−3 to t.

3.4.2	� Model Specification

The next step in our empirical analysis is to analyse the relationship 
between the cost of debt and accruals quality. To do so, we regress the 

(3.2)

WCAi,t

Total Assetsi,t
=α0 + β1

�Revenuesj,t

Total Assetsi,t
+ β2

PPEj,t

Total Assetsi,t

+ β3
CFOj,t−1

Total Assetsi,t
+ β4

CFOj,t

Total Assetsi,t

+ β5
CFOj,t+1

Total Assetsi,t
+ εj,t

(3.3)

WCAi,t

Total Assetsi,t
=α0 + β1

�Salesj,t

Total Assetsi,t
+ β2

PPEj,t

Total Assetsi,t

+ β3
CFOj,t−2

Total Assetsi,t
+ β4

CFOj,t−1

Total Assetsi,t

+ β5
CFOj,t

Total Assetsi,t
+ εj,t
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cost of debt against the accruals quality metric and a set of independent 
variables related to the firms’ characteristics. The regression formula is 
the following:

where Cost of debt represents the ratio of interest expenses to financial 
debts; AQ is the accruals quality proxy; SF/TL is the ratio of sharehold-
ers’ funds to total liabilities; LT Debt/TL is the ratio of long-term debt 
to total liabilities; ROA is return on assets; IE/Revenues stands for the 
ratio of interest expenses to revenues; Fixed Assets/TA is the ratio of 
fixed assets to total assets; CFO/Investments represents the cash flow 
from operations to investments; Credits/TA is commercial credits over 
total assets; Size is the log of total assets; Policy rates represents the aver-
age cost of money in Italian banking sector; Default dummy level rep-
resents a dummy variable set to 1 in years in which firm j is near the 
default level, zero otherwise. The default level is calculated using the 
Altman zeta-score indicator readapted for Italian companies in Altman 
et al. (2013).

Firm-level control variables are based on prior studies that have 
examined credit risk of SMEs (Minnis 2011; Hernández-Cánovas and 
Martínez-Solano 2007; Altman et al. 2008). These are the ratio of 
shareholders’ funds to total liabilities, the ratio of long-term debt to 
total liabilities, the cash flow from operations to investments, ROA, the 
ratio of interest expenses to revenues, the level of commercial credits to 
total assets and the size.

The ratio of capital to total liabilities represents the capital structure 
of the company. Since financial risk increased in leverage, it is expected 

(3.4)

Cost ofDebtj,t =α0 + β1AQj,t + β2
SFj,t

TLj,t
+ β3

LT Debtj,t

TLj,t
+ β4ROAj,t

+ β5
IEj,t

Revenuesj,t
β6

FixedAssetsj,t

TAj,t

+ β7
CFOj,t

Investmentsj,t
+ β8

Creditsj,t

TAj,t

+ β9Sizej,t

+ β10Policy ratest

+ β11Default Dummyj,t + εj,t



3  Earnings Quality and the Cost of Debt of SMEs        29

that more leveraged firms pay a higher average interest rate. But, also 
negative leverage coefficients have been found in the academic literature 
(Minnis 2011; Francis et al. 2005; Booth 1992), a result that is in line 
with the hypothesis that firms that are offered loans at attractive interest 
rates are more likely to borrow larger amounts. Thus, we have no pre-
diction about the sign of the coefficient of this variable.

The ratio of long-term financial debt to total debt represents the 
maturity composition of the financial debt. Firms with a higher portion 
of long-term debt are less prone to fail (Altman et al. 2008). ROA indi-
cates profitability and profitable firms are expected to lower the proba-
bility of financial distress and thus the cost of debt. The ratio of interest 
expenses to revenues represents the ability to pay interest on outstand-
ing debt. We predict a negative sign of this variable, since a substantial 
ability to pay interest on outstanding debt lowers the firm’s financial dis-
tress probability. Fixed assets divided by total assets is used as a proxy 
of asset tangibility. Higher values of asset tangibility are likely to be 
associated with a lower financial risk (Vander Bauwhede et al. 2015). 
Cash flows to investments represent the ability of cash flow to servicing 
investments. We expect a negative sign for this variable, since expensive 
investments typically need high cash flows. We also control for the abil-
ity to redeem commercial credits with the variable ratio of commercial 
credits to total assets. Higher levels denote lower ability of transforming 
credits into cash, which rises the probability of failure. Size is measured 
by the logarithm of total assets and is expected to be negatively related 
to the cost of debt. Finally, we add two control variables. The first is the 
average cost of funds for Italian banks (Source: Bank of Italy), which 
obviously affects the cost of debt for SMEs. The second control variable 
is a dummy that takes the value of 1 when a firm is in a default state 
and zero otherwise. We use this variable because the dynamic of interest 
expense rate could differ between default and non-default debtors.
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Table 3.1  Descriptive statistics

This table shows the summary statistics of the variables used in our empirical 
analysis. AQdd is the Dechow and Dichev (2002) proxy of accruals quality. AQmcn 
is the accruals quality proxy developed by McNichols (2002). AQpae is the accru-
als quality proxy as defined in Pae (2011). Cost of debt represents the ratio of 
interest expenses to financial debts; SF/TL is the ratio of shareholders’ funds 
to total liabilities; LT Debt/TL is the ratio of long-term debt to total liabilities; 
CFO/Investments represents the cash flow from operations to investments; ROA 
is return on assets; Fixed assets/TA is the ratio of fixed assets to total assets; IE/
Revenues stands for the ratio of interest expenses to revenues; Credits/TA is com-
mercial credits over total assets; Size is the log of total assets; Policy rates repre-
sents the average cost of money in Italian banking sector

Variable Mean 1°Quartile Median 3°Quartile Standard 
deviation

Earnings quality metrics

AQdd 0.012 0.006 0.011 0.020 0.215
AQmcn 0.014 0.006 0.012 0.021 0.160
AQpae 0.013 0.006 0.012 0.020 0.149
Financial variables

Cost of debt 0.061 0.037 0.052 0.072 0.037
SF/TL 0.232 0.119 0.203 0.319 0.145
LT Debt/TL 0.069 0.000 0.029 0.110 0.093
ROA 0.053 0.020 0.042 0.078 0.045
IE/Revenues 0.014 0.003 0.008 0.016 0.051
Fixed assets/TA 0.255 0.093 0.217 0.374 0.176
CFO/Investments 0.022 −0.049 0.065 0.200 0.370
Credits/TA 0.287 0.166 0.263 0.386 0.142
Size 4.064 3.880 4.072 4.262 0.254
Policy rates 0.015 0.013 0.013 0.016 0.002

3.5	� Results

3.5.1	� Descriptive Statistics

Table 3.1 summarises the descriptive statistics for the variables used 
in our empirical investigation. In our sample, the mean cost of debt is 
6.1% and the average ratio of shareholders’ funds to total assets is 23%. 
On average, firms in the sample are profitable (mean ROA 5.3%) and 
the ratio of fixed assets to total asset is 25%. The lower ratio of share-
holder funds to total liabilities highlighted the importance of bank debt 
for Italian medium-sized enterprises.
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Table 3.2 presents the Pearson correlation matrix between the varia-
bles used in the empirical model. As expected, the accruals quality metric 
shows a positive correlation with the cost of debt. Taking into account 
that higher values of the accruals quality metric denote poorer quality, 
the correlation matrix results show preliminary evidence of a negative 
association between accruals quality and cost of debt. Consistent with 
García-Teruel et al. (2014), our matrix of correlation suggests a negative 
correlation between accruals quality and the leverage ratio.

3.5.2	� Regression Results

In Table 3.3, we show the results of our regression model (2). We pre-
sent results for the three measures of accruals quality defined above, 
using fixed-effects estimator.

The estimated coefficients of AQ are significant and have a positive 
sign. Since higher values for the AQ are associated with poorer earn-
ings quality, these results provide evidence that accruals quality dimin-
ishes the cost of debt of Italian SMEs. These findings are consistent with 
the previous works of Bharath et al. (2008), Francis et al. (2004) and 
Vander Bauwhede et al. (2015).

The leverage coefficient is positive and significant, consistent with 
Minnis (2011), Francis et al. (2005) and Booth (1992). Two main 

Table 3.2  Correlation matrix
AQ_dd AQ_mcn AQ_Pae Cost of 

debt

SF/TL LT Debt/

TL

ROA IE/

Revenues

Fixed Assets/

TA

CFO/

Investments

Credits

/TA

Size Policy

Rates

Default

Dummy

AQ_dd 1

AQ_mcn 0.318*** 1

AQ_Pae 0.101 0.709*** 1

Cost of Debt 0.044 0.0367*** 0.061*** 1

SF/TL 0.023*** 0.0596*** 0.0215** -0.038*** 1

LT Debt/TL 0.001 -0.005 -0.006 -0.170*** -0.104*** 1

ROA 0.016** 0.027*** 0.048*** 0.137*** 0.137*** -0.041*** 1

IE/Revenues -0.011* -0.015** 0.001 0.209*** -0.209*** 0.305*** -0.067*** 1

Fixed Assets/TA 0.022** 0.009* -0.007 -0.082*** -0.082*** 0.355*** -0.085*** 0.093*** 1

CFO/Investments 0.0127* 0.0167** 0.038*** -0.018** 0.074*** -0.018** 0.096*** -0.0641*** 0.071*** 1

Credits/TA -0.022** -0.064** -0.039*** 0.214*** -0.44*** -0.270*** -0.013** -0.311*** -0.346*** 0.064*** 1

Size -0.015** -0.034*** -0.052*** -0.171*** 0.21*** 0.089*** -0.121*** 0.239*** 0.157*** -0.0136** -0.323*** 1

Policy

Rates

-0.0001 -0.004 -0.020*** 0.207*** -0.102*** -0.002 0.162*** 0.082*** -0.055*** -0.046*** 0.084*** -0.052*** 1

Default

Dummy

-0.010* -0.012* -0.009 -0.128*** 0.083*** 0.214*** -0.381*** 0.361*** 0.336*** -0.051*** -0.322*** 0.375*** -0.071*** 1

* denotes significance at the  10% level, ** denotes significance at the 5% level and *** denotes significance at the 1% level 



32        F. Beltrame et al.

reasons might explain the sign. Firstly, according to Minnis (2011), 
the positive sign has an econometric cause as it is possibly driven by 
the negative correlation between leverage and interest expenses to total 
revenues (−0.209, p < 0.01). Secondly, Booth (1992) claims that there 
might be economies of scale in lending. We find supporting evidence 
for this idea as larger companies of our sample are more levered and 

Table 3.3  Accruals quality and the cost of debt

The regressions have been carried out using the fixed-effects estima-
tor. Standard errors are robust to heteroscedasticity. t-statistics in brackets.  
* denotes significance at the 10% level, ** denotes significance at the 5% level, 
and *** denotes significance at the 1% level

(1) (2) (3) (4)

AQdd 0.019*
(2.128)

AQmcn 0.025*
(2.27)

AQpae 0.098***
(5.123)

SF/TL 0.047***
(13.684)

0.047***
(12.749)

0.046***
(12.821)

0.046***
(12.799)

LT debt/TL −0.061***
(−19.851)

−0.062***
(−18.917)

−0.062***
(−18.700)

−0.062***
(−18.766)

ROA 0.086***
(17.305)

0.086***
(15.842)

0.086***
(15.770)

0.089***
(16.381)

IE/Revenues 1.494***
(19.038)

1.562***
(17.944)

1.560***
(17.966)

1.556***
(17.983)

Fixed assets/TA 0.015***
(7.678)

0.018***
(8.868)

0.017***
(8.785)

0.018***
(8.943)

CFO/Investments −0.004***
(−5.085)

−0.004***
(−4.578)

−0.003***
(−4.574)

−0.004***
(−4.607)

Credits/TA 0.081***
(20.979)

0.0757***
(19.351)

0.076***
(19.375)

0.077***
(19.505)

Size −0.028***
(−20.979)

−0.029***
(−19.685)

−0.028***
(−19.570)

−0.028***
(−19.235)

Policy rates 1.823***
(28.171)

1.303***
(17.535)

1.306***
(17.567)

1.314***
(17.703)

Default dummy −0.006***
(−13.163)

−0.006***
(17.535)

−0.006***
(−13.839)

−0.006***
(−13.754)

Constant 0.094***
(15.811)

0.105***
(17.289)

0.104***
(17.003)

0.100***
(16.532)

Observations 31190 25986 25963 25963
R2 0.337 0.310 0.311 0.312
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are typically characterised by a lower cost of debt. The negative sign of 
long-term debt over total debt confirms agency theory hypothesis that 
claims that shorter maturities and higher leverage rise the cost of debt, 
due to the information asymmetry problems. Furthermore, the effect is 
justified because the long-term debt tends to be cheaper than the short 
one. Contrary to our expectations, the ROA coefficient enters a posi-
tive and significant sign. The reasons could be related to amortisations 
included in the formula counter and the differences in banking credit 
evaluation. In addition, the Italian banking system is characterised by 
a large number of small local banks that consider firms’ capital consist-
ency and collaterals as more important than a firm’s yield. As expected, 
interest coverage has a significant positive sign, suggesting that a higher 
incidence of interest rates on revenues increases the probability of failure 
and thus the cost of debt of the companies.

Asset tangibility has a positive impact on the cost of debt because it 
could be used as a proxy of collateral: the higher the presence of fixed 
assets, the grater the collateral availability. Cash flows to investments 
have the expected sign, since expensive investments need high cash 
flows to serve these investments.

With respect to the remaining significant control variables, credits to 
total assets and size have the expected sign. For the cost of funds, we 
find, as expected, a significantly positive coefficient. The default dummy 
variable also has the predicted sign, suggesting that banks do not rise 
interest rates to firms near the default state.

A possible limitation of our study is that we do not take into con-
sideration the role of soft variables in the empirical model. Soft vari-
ables are relevant in the assessment of SMEs’ creditworthiness process; 
however, the use of soft variables depends on the size of the financial 
intermediary and the bank–firm relationship (Berger et al. 2001, 2005). 
This should imply further analysis on the type of banks and their char-
acteristics.

However, previous studies suggested that the quality of earnings is 
associated with a number of different factors, such as ownership struc-
ture (Wang 2006), human capital (Darabi et al. 2012), management 
ability (Demerjian et al. 2012) and the degree of business innovation, 
which are together soft variables used by banks in the assessment of the 
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creditworthiness process. Therefore, we believe that the inclusion of 
those variables in our regression framework reinforces the relationship 
between accruals quality and the cost of debt.

3.5.3	� Robustness Test

Dechow and Dichev (2002) distinguished between innate factors and 
discretionary factors in the accruals quality metric. Innate factors are 
those related to firm characteristics such as the business model and the 
operating environment, while discretionary factors are those associated 
with financial reporting discretion of managers. Francis et al. (2005) 
successfully distinguished the effect of both factors on the cost of capital 
of listed US firms. We also control for the innate portion of accruals 
identified by Dechow and Dichev (2002) as control variables, and we 
find results consistent with those displayed in Table 3.3.

According to Dechow et al. (1996) and Gosh and Moon (2010), a 
potential motivation for earnings manipulation is to avoid debt cove-
nant violation. Therefore, high-leveraged firms are more likely to engage 
in earnings manipulation practices, which are expected to reduce the 
quality of financial statement information.

We address this potential endogeneity problem by using a two-stage 
least squares model. Accruals quality is estimated endogenously in the 
first-stage regression, and the cost of debt is the dependent variable in 
the second-stage regression. In the first stage, we estimate accruals qual-
ity with the following model:

where OperCycle is the length of operating cycle, σ(Sales) is the standard 
deviation of sales, σ(CFO) is the standard deviation of cash from operations, 
NegEarn is the number of years in which earnings are negative and DCG is 
a dummy variable which takes value 1 in the presence of an external auditor. 

(3.5)

AQi,t = Intercept+ γ1Sizei,t + γ2OperCyclei,t + γ3σ(Sales)i,t

+ γ4σ(CFO)i,t + γ5NegEarni,t + γ6DCG

+ γ7
SFj,t

TLj,t i,t

+ ηi + �t + εi,to
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We add this variable because external auditors prevent earnings management 
actions and diminished information risk (Lin and Hwang 2010).

In the second stage, we use the predicted value of accruals quality 
from the first-stage regression. The results of the 2SLS model are dis-
played in Table 3.4 and basically confirm our main findings. Accruals 
quality metrics are negatively and significantly related to the cost of debt.

Table 3.4  Accruals quality and the cost of debt: two-stage regressions

The regressions have been estimated using the fixed-effects estimator. Standard 
errors are robust to heteroscedasticity. t-statistics in brackets. * denotes signifi-
cance at the 10% level, ** denotes significance at the 5% level, and *** denotes 
significance at the 1% level

(1) (2) (3)

AQdd −0.098
(−1.13)

AQmcn 0.025**
(2.22)

AQpae 0.097***
(7.87)

SF/TL 0.048***
(22.37)

0.048***
(22.41)

0.047***
(22.29)

LT debt/TL −0.060***
(−23.38)

−0.061***
(−23.21)

−0.060***
(−23.24)

ROA 0.085***
(20.32)

0.086***
(20.24)

0.088***
(20.25)

IE/Revenues 1.564***
(85.41)

1.567***
(85.39)

1.563***
(85.26)

Fixed assets/TA 0.018***
(11.08)

0.018***
(11.02)

0.018***
(11.15)

CFO/Investments −0.004***
(−9.95)

−0.004***
(−9.98)

−0.005***
(−10.30)

Credits/TA 0.077***
(35.69)

0.077***
(35.70)

0.077***
(35.88)

Size −0.029***
(−24.90)

−0.029***
(−24.78)

−0.029***
(−24.39)

Policy rates 1.313***
(15.10)

1.316***
(15.12)

1.324***
(15.22)

Default dummy −0.006***
(−15.63)

−0.006***
(−15.70)

−0.006***
(−15.64)

Constant 0.106***
(21.09)

0.105***
(20.83)

0.102***
(20.18)

Observations 25491 25443 25443
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3.6	� Conclusions

In this chapter, we provide a detailed investigation of the relationship 
between accruals quality and cost of debt in SMEs. Our results dem-
onstrate that information risk rises the cost of debt for SMES, and they 
are broadly in line with those obtained by Francis et al. (2005) for listed 
firms and Vander Bauwhede et al. (2015) for 2692 Belgian SMEs.

Our empirical evidence also confirms a link between financial struc-
ture, earnings quality and information asymmetry. In line with Gosh 
and Moon (2010) and Fung and Goodwin (2013), we find that earn-
ings quality is negatively related to leverage and debt maturity structure.

Our results are consistent with the view that earnings are important for 
banks in assessing the creditworthiness of SMEs, and less estimation errors 
in accruals enhance the ability of earnings to predict future cash flows.

These results are valuable for SMEs’ managers since they emphasise 
the economic benefits of financial reporting quality. To the extent that 
opportunistic earnings management reduces accruals quality, manag-
ers can learn that managing earnings have the potential disadvantage 
of increasing interest expenses. The results are also important for regu-
lators. To the extent that managerial discretion can impair accounting 
information, our results suggest stricter accounting rules as this may 
reduce information asymmetries between SMEs and their creditors.

Note 

1.	 The Italian law permits the option to omit details in financial state-
ments for firms with the following characteristics: total assets lower than 
€4.4m, revenues lower than €8.8m and less than 50 employees.
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4.1	� Introduction

The recent financial crisis has renewed the interest for credit rationing 
since many firms, becoming more vulnerable because of the crisis, meet 
problems in access to credit. This is particularly relevant for small and 
medium-sized enterprises (SMEs) and for more bank-oriented coun-
tries. As suggested by the pecking-order theory (Myers and Majluf 
1984), SMEs are more financially constrained than large firms because 
they are more opaque (Berger and Udell 1998; Cole et al. 2004). This 
opaqueness increases in the case of young and innovative firms (Berger 
and Udell 1998) implying that self-financing is their dominant financial 
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source, followed among the external finance categories, by private 
equity and venture capital and then by bank loans.

On the bank side, the financial crisis  has exacerbated the credit 
selection criteria with severe effects in terms of credit supply restric-
tions. According to the responses provided by the euro-area banks par-
ticipating at the Eurosystem Bank Lending Survey, a rapid tightening of 
supply conditions occurred at the start of 2009. Further evidence, con-
ducted by the ECB together with the European Commission, suggests 
that conditions of access to credit continued to tighten in the second 
part of 2009, especially for SMEs. However, the trend in access to credit 
to the private sector differs considerably from country to country within 
the euro area (Bank of Italy, Annual Report Bank of Italy 2010, p. 46).

In this respect, the aim of this contribution is to investigate the rea-
sons of demand and supply factors of credit constraints within some 
principal European countries. In order to investigate our main research 
questions, we use data from the “European Firms in a Global Economy” 
(EFIGE) survey, which provides comparative data on European manu-
facturing firms. We test the determinants of credit demand; then, we 
test for the effect of financial constraints by using direct binary indica-
tors of credit rationing, based on survey responses.

As the SMEs’ economic and financial conditions worsened because 
of the crisis, banks that based their selection criteria to some extent 
on hard information were forced to tighten credit offer. Consequently, 
SMEs—more credit rationed—reduced at least partly their investment 
with a negative impact in terms of credit demand. However, how credit 
demand and supply schedules reach a new equilibrium/disequilibrium 
condition strongly depend also on the bank–firm relationship inten-
sity. In this respect, the main research question of this contribution is 
to investigate how a mix of factors characterizing both country finan-
cial systems—bank or market oriented— and SMEs’ financing structure 
and their bank attitude may affect the final credit-rationing condition.

Our analysis offers three main contributions to the existing lit-
erature. Firstly, as almost all studies consist in single-country analyses 
(see, among others, Kremp and Sevestre 2013; Kirschenmann 2016; 
Farinha and Félix 2015; Cenni et al. 2015 and Ferri et al. 2016), our 
cross-country dataset allows us to evaluate international differences on 
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the determinants of SMEs financial constraints. Secondly, despite the 
anecdotal evidence of strong difficulties for small and opaque firms to 
access to finance, the empirical evidence on the extent of credit ration-
ing due to asymmetric information is scarce. In our contribution, we 
introduce a proxy of the asymmetric information through the variable 
R&D. As well known, information asymmetries justify higher R&D 
self-financing rates compared to traditional investment rates suggesting 
more difficulties for innovative firms in the access to bank loans (Hall 
2002). Thirdly, we introduce hard and soft information in the attempt 
to explain the supply side reasons of credit rationing.

Our main findings reveal that distinct demand and supply side fac-
tors determine credit rationing and heterogeneous results emerge for the 
different countries. As for weak rationing—defined as the condition for 
which a firm asking for more credit at the same interest rate did not 
receive it—being strongly bank dependent implies a greater probability 
to be credit rationed; differently solid accounting data, collateral, and 
greater size may loosen such a condition in crisis times. However, bank 
relationship-lending attitude as well as larger size may weaken the con-
dition for which a firm, even if ready to accept worse interest rates, did 
not receive credit, i.e., strong credit rationing; different to offer, collat-
eral as well as R&D propensity may strengthen it because of moral haz-
ard risk and higher information asymmetries.

The chapter is organized as follows. Section 4.2 reviews the literature 
on credit rationing with respect to SMEs. Sections 4.3 and 4.4 present 
data and methodology. Section 4.5 describes the results. Section 4.6 
offers some concluding remarks.

4.2	� Demand and Supply Side Credit 
Determinants Literature Review

The traditional literature on financial intermediation (Leland and Pyle 
1977; Diamond 1984; Thakor 1995) suggests that credit markets are 
imperfect because of the asymmetric information between the lender 
and the borrower. According to Berger and Udell (1998), the firm cap-
ital structure varies with asymmetric information along with the firm 
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financial growth cycle. In this respect, small, young, and innovative 
firms appear more informatively opaque, and for this reason, they may 
be more credit rationed than other more transparent firms. According 
to the theory, credit rationing comes in two forms. Borrower rationing 
(type 1) means that some borrowers get no loan at all, although they 
may have profitable investment projects and are indistinguishable from 
those borrowers who receive loans (Stiglitz and Weiss 1981). Loan size 
rationing (type 2) means that, at the current interest rate, all borrowers 
are served but demand a larger loan amount than they finally receive 
from the bank (Jaffee and Russell 1976).

According to the literature, some solutions to the above credit market 
disequilibrium come from: (i) a long and repeated relationship between 
the lender and the borrower, i.e., relationship lending (Petersen and Rajan 
1994; Cole 1998; Boot 2000; etc.); (ii) the ability to provide signals 
through self-financing, collateral, etc. (Leland and Pyle 1977; Bester 1985)1.

Despite the importance of the topic from a theoretical point of view, 
it is difficult to produce empirical evidence due to a lack of micro-level 
demand and supply data. Nevertheless, it is possible to disentangle the 
demand and supply side determinants of credit rationing by exploiting 
different types of dataset and identifying alternative strategies of inves-
tigation. First, the recent literature investigates the credit supply during 
the current crisis. Using credit registry data on bank–firm relationships 
in Italy after Lehman’s collapse, Albertazzi and Marchetti (2010) produce 
evidence of a contraction of credit supply driven by larger less capitalized 
banks. Similar results emerge for Spain for which Jiménez et al. (2012) 
confirm that a restrictive monetary policy produces more severe credit-
rationing effects for banks with low capital or liquidity. Following a simi-
lar approach, Iyer et al. (2014) show for Portugal that the credit supply 
reduction is stronger in the case of smaller and weakly banking relation-
ship firms. Using a partial dataset including detailed balance-sheet infor-
mation on the universe of Portuguese SMEs, Farinha and Félix (2015) 
disentangle supply side credit-rationing factors finding similar results.

Other papers apply a disequilibrium model in the attempt to iden-
tify credit-constrained firms. In this respect, Kremp and Sevestre (2013) 
combine information from individual company database and the finan-
cial linkage database available at the Bank of France, and after having 
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separated demand and supply-driven credit factors find that French SMEs 
do not appear to be strongly credit rationed since 2008. Following a simi-
lar approach, Carbo-Valverde et al. (2012) find a significant evidence of 
a general credit crunch in the SME sector during the crisis. However, 
distinguishing between two alternative sources of finance and between 
credit-constrained and unconstrained SMEs imply interesting results: 
(i) constrained SMEs depend on trade credit, but not on bank loans to 
finance their investments during the crisis; (ii) unconstrained SMEs are 
dependent on bank loans not on trade credit. In other terms, trade credit 
may be a good bank credit substitute during the financial crisis.

Finally, other studies aim to identify constrained firms using survey 
data containing information on loan applications and bank decisions. 
By exploiting a survey on Italian manufacturing firms, interviewed from 
March 2008 to February 2010 by the Institute of Studies and Economic 
Analysis (ISAE), Presbitero et al. (2014) find evidence that there was 
a significant contraction of credit in Italy in the post-Lehman period. 
Their main results suggest that credit rationing has been more severe in 
the area characterized by a high concentration of branches owned by 
distantly managed banks. Moreover, evidence suggests that small and 
opaque firms have not been credit rationed more severely than larger 
ones, contradicting the common idea of a flight to quality by banks and 
especially by nationwide banks. This result is in line with the literature 
on bank–firm distance (Alessandrini et al. 2009). As the bank–firm 
distance increases, it becomes more difficult to evaluate the borrower 
quality. In this respect, firms located in functionally distant credit mar-
kets even if large and transparent are more credit rationed than firms 
located in credit markets largely populated by functionally closer banks 
(Presbitero et al. 2014).

Based on a two-wave survey jointly conducted by the World Bank 
and the European Bank for Reconstruction and Development over 
the periods 2005 and 2008, Popov and Udell (2012) identify a sam-
ple of firms operating in 16 European emerging countries. Their main 
results suggest that credit rationing depends on supply side factors and 
is more severe when banks are under-capitalized, and depends also on 
demand factors being the credit restraint greater for riskier and less 
transparent firms.
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As for Europe, the Directorate General Research of the European 
Commission supported another survey (i.e., the EFIGE survey), the same 
used in this chapter, with the aim to collect qualitative information about 
firm–bank relationship and firm access to credit for a comprehensive sam-
ple of companies operating in seven European countries (Germany, France,  
Italy, Spain, the United Kingdom, Austria, and Hungary). Based on this data-
set, some papers investigate the credit-rationing conditions and their effects 
in terms of international activities and R&D. Aristei and Franco (2014), for 
example, find that exporters and high productivity firms are less likely to be 
credit constrained. Mancusi and Vezzulli (2014) show that credit rationing 
negatively affects both the probability to set up R&D activities and the level of 
R&D spending (conditioned on the R&D decision). Moreover, Altomonte 
et al. (2016) find no significant relationship between investing in R&D and 
the probability to be credit constrained, conditional on exporting. This sug-
gests that efficiency-improving strategies, mediated by the existence of credit 
constraints, are at the core of firm growth achieved through exporting and 
innovation. Finally, more recently Ferri et al. (2016) investigate the relation-
ship between bank lending technologies and the credit rationing. Their main 
results suggest that “the use of transaction lending technologies generally wors-
ened credit rationing […]. On the contrary, the use of relational lending tech-
nologies heightened credit rationing in no specification” (p. 7).

Different from the previous contributions, in the rest of the chapter, 
we try to disentangle demand (e.g., self-financing, investment decision 
and collateral) and supply side factors (e.g., credit scoring and relation-
ship-lending variables) of credit rationing. Particularly attention is given 
to the role of both collateral and R&D on credit rationing.

Following the firm growth life cycle à la Berger and Udell (1998), we 
expect that R&D activities may increase the risk of credit rationing, the 
contrary holds in the case of collateralized assets.

4.3	� Data

Our empirical analysis relies on survey-based information about firm–
bank relationship and firm access to credit for a comprehensive sample 
of European companies, the EU-EFIGE/BRUEGEL-UNICREDIT 
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DATASET (in short the EFIGE dataset), a database recently collected 
within the EFIGE project (European Firms in a Global Economy: inter-
nal policies for external competitiveness) supported by the Directorate 
General Research of the European Commission.

The database, for the first time in Europe, combines measures of 
firms’ international activities (e.g., exports, outsourcing, FDI, imports) 
with quantitative and qualitative information on about 150 items 
ranging from R&D and innovation, labor organization, financing and 
organizational activities, and pricing behavior. Data consist of a repre-
sentative sample (at the country level for the manufacturing industry) of 
almost 15,000 surveyed firms (above 10 employees) in seven European 
economies (Germany, France, Italy, Spain, the United Kingdom, 
Austria, and Hungary). Data were carried out in 2010; it covers the 
years from 2007 to 2009. Special questions related to the behavior 
of firms during the crisis were also included in the survey. The survey 
data are coupled with complete firms financial accounting data from 
Amadeus–Bureau Van Dijk for each fiscal year from 2006 to 2009.

4.3.1	� Demand and Credit-Rationing Definitions

The survey provides detailed cross-sectional information on firms’ finan-
cial constraints, based on firms’ responses to the following questions: 
(i) “During the last year, was the firm willing to increase its borrowing 
at the same interest rate” (question F13); (ii) “During the last year, did 
the firm apply for more credit?” (question F14) and (iii) “To increase its 
borrowing, would the firm have been prepared to pay a higher rate of 
interest?” (question F15).

Different from previous papers using this dataset or similar datasets 
(see, among others, Minetti and Zhu 2011; Aristei and Franco 2014; 
Cenni et al. 2015), we first distinguish between credit demand factors and 
credit supply factors. Indeed, the above question (F13) underlines the firm 
availability to ask for credit. The CREDIT_DEMAND variable assumes 
the value of 1 if the answer to the above question is yes and 0 otherwise.

It is only by introducing supply factors that we can refer to a 
WEAK_RATIONING variable by which the rationed firms are those 
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that replied “Yes” to the first question (F13) and “Yes, applied for it but 
was not successful” to the second one (F14). The variable assumes the 
value of 1 if it was not successful and 0 otherwise.

We also consider a further measure of STRONG_RATIONING 
identifying as strongly financially constrained those firms willing to 
increase their borrowing paying a higher interest rate without being 
successful (F15). The variable assumes the value of 1 if the answer to 
the above question is yes and 0 otherwise (in this last case, the firm is 
weakly but not strongly rationed).

Figure 4.1 presents the distribution of credit demand, weakly and 
strongly rationed firms based on the above definitions. In the whole 
sample, among those firms asking for credit, 38% of the entire sample 
(panel a), those weakly rationed are 30%, while those strongly rationed 
are 61% (panel b). When we disaggregate the analysis by country, we 
note significant heterogeneities: Italy and Spain display the high-
est rate of firms being weakly financially constrained firms (37% and 
31%, respectively) because tightening in credit availability during the 
crisis. The UK is characterized by the lowest proportion of weakly 
rationed firms (7%) followed by Germany (18%) and France (27%). 
Quite homogenous patterns emerge for those firms that being ready 
to pay a higher interest rate to obtain credit have nonetheless been 
rationed suggesting banks have correctly previously selected their bor-
rowers. The UK and Germany stand as the countries with the highest 
percentage difference between weakly and strongly rationed firms (48% 
and 39%, respectively). These results suggest that, in these countries, 
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intermediaries have only partially reduced access to credit by denying 
applications, but tightened lending conditions (i.e., higher interest rates 
and tougher collateral requirements) may have increased the cost of 
credit and discouraged firms from applying.

4.3.2	� Credit Demand Factors

According to the previous literature (see, among the others, Kremp and 
Sevestre 2013; Farinha and Félix 2015), we assume that the demand for 
new loans depends on the following factors:

•	 the financing needs. To evaluate financing needs, we introduce a vari-
able based on the following two questions: “During 2009 has your 
firm reduced its planned investments in machinery, equipment or 
ICT?” (question C13A). The answer could be either Yes or No. The 
next question asked for the percentage, in the range 1–100, in the 
reduction in planned investments in machinery, equipment, or ICT 
(question C13APERC). The investments’ dynamic comes from the 
combination of two questions and signals the extent to which the 
firm reduced its planned investments in machinery, equipment, or 
ICT during 2009. This variable is identified as RED_INV;

•	 the size of the firm; smaller firms are indeed expected to rely more on 
bank loans than larger ones which may have an easier access to other 
external forms of financing. In line with the prevalent literature, we 
proxy the size of the firm in terms of log total asset, SIZE. To control 
for potential nonlinear effect, we introduce also the square of the size 
variable, SIZE_SQR;

•	 the amount of internal resources. We follow previous papers and 
measure internal resources by the firm’s EBITDA over its total assets. 
We name this variable SELF_FIN;

•	 the age of the firm is proxied by a categorical variable for the year of 
establishment (<6 years; 6–20 years; >20 years), the first class, AGE 
identifies young companies (question A1);

•	 the amount of other sources of external finance available. These are 
taken into account through the variable Credit dependency that is 
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derived from the following demand: “In the industry your firm works, 
how dependent are companies on external financing?” (question F4). 
The reply stands in the range 1–5 where “1 = not dependent at all” and 
“5 = extremely dependent” and the variable is labeled as CRED_DEP;

•	 the cost of borrowing. In literature, the cost of borrowing is prox-
ied by different measures. For instance, Carbo-Valverde et al. (Carbo-
Valverde et al. 2012) use the spread with an interbank rate, while 
Shikimi (2005) uses the difference with a prime rate. Ogawa and 
Kitasaka (2000) and Atanasova and Wilson (2004) account for inter-
est rates by a set of year dummies. In our contribution, the cost of 
borrowing is directly inferred by the demand “With reference to the 
last year has your firm experienced an increase of the cost of debt 
charged?” (question F18) and is labeled CREDIT_COST;

•	 the degree of innovation is captured by the percentage of the total 
turnover the firm invest in R&D. The variable, named RD_PERC, 
is a dummy linked to the answer to the following question (question 
C21): Which percentage of the total turnover has the firm invested 
in R&D on average in the last 3 years (2007–2009)?

4.3.3	� Credit-Rationing Factors

As for the credit rationing, we assume that supply factors depend on 
two main set of variables based on the literature on bank–firm relation-
ship (see, among others, Berger and Udell 2006; and more recently 
Udell 2015): (i) the relationship banking variables; and (ii) the firm’s 
characteristics variables.

As suggested by the literature, a continuous and repeated relationship 
between the bank and the borrower, i.e., a relationship-lending condi-
tion, can loosen the information asymmetry problems. This is particu-
larly true for SMEs. In the main empirical literature, the variables most 
used to proxy the bank–firm relationship are based on the information 
that a bank can accumulate on the borrower’s history (see, e.g., Petersen 
and Rajan 1994; Berger and Udell 1995). To measure this attitude, a set 
of variables are introduced: (i) MAIN_BANK; (ii) MULTI_BANK; (iii) 
DURATION; (iv) LOCAL_BANK.
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The importance of the MAIN_BANK for the firm is captured by the 
question (F10) “What % of your firm’s total bank debt is held at your 
main bank?” The percentage that gives evidence of the main bank debt 
share stands in the range between 1 and 100% and is transformed in log 
terms.

The MULTI_BANK variable measures the presence of multiple 
banking relationships and is captured by the question (F9) “Number of 
banks.” The number stands in the range between 1 and 99 and is trans-
formed in log terms.

The length of the relationship with the main bank, DURATION, is 
captured by the demand (F11) “For how many years has this bank been 
the firm’s main bank?” The number stands in the range between 1 and 
99 and is transformed in log terms.

The proximity between bank and firm, LOCAL_BANK is captured 
by two demands (F8A and F8B) that enable to understand whether 
domestic or foreign activities are accrued out with domestic local banks. 
The variables are dichotomous.

As the bank decision to grant credit depends to some extent on hard 
information (Berger and Udell 2006), we insert in the model the com-
pany’s financial situation proxied by the Z_SCORE variable. Here, we 
use one of the principal measures of companies’ financial distress prob-
ability, that is, the version of the Z-Score model developed by Altman 
(1983) for private non-US corporates suitable for manufacturing and 
non-manufacturing firms (the so-called Zʺ-Score [EM] model). Each 
company was given a score (Zʺ-Score [EM]) composed of a discrimi-
nant function of four variables weighted by coefficients. Analytically, 
the Zʺ-Score [EM] (Altman et al. 1995) is estimated as:

where the first ratio, Working capital/Total assets (X1), is a measure of 
the net liquid assets of the firm relative to total assets; X2 is a measure 
of cumulative profitability and refers to the earned surplus of a firm over 
its entire life; the EBIT/Total assets ratio (X3) is a measure of the true 
productivity or profitability of the assets of a firm, not affected by any 

(4.1)
Z
′′
− Score [EM] = +3.25+ 6.56X1 + 3.26X2 + 6.72X3 + 1.05X4



52        P. Brighi and V. Venturelli

tax or leverage factors; and X4 shows how much the firm’s assets can 
decline in value (measured by book value of equity plus debt) before the 
liabilities exceed the assets and the firm becomes insolvent. This model 
measures the probability that a company will enter bankruptcy within a 
12-month period; in other words, it measures the firm’s financial health. 
Higher Zʺ-Score [EM] values indicate lower risk of financial distress. Of 
the different versions of the Z-Score model developed by Altman, we 
chose the Zʺ-Score [EM] for several reasons. First in the sample, very 
few firms are public; moreover, it has been shown that the Zʺ-Score 
model applied to non-US companies is far more robust than the other 
models (Altman and Hotchkiss 2006). Last but not least, several contri-
butions2 show that the original coefficients are extremely robust across 
countries and over time.

The other variable that has been shown to play an important role in 
banks’ lending decisions is the firm ability to provide COLLATERAL. 
In line with Carbo-Valverde et al. (2009) and Kremp and Sevestre 
(2013), we use the ratio of tangible assets to total assets to account for 
the firm available collateral.

Finally, the SIZE variable can reflect both the likelihood to go bank-
rupt (smaller firms are more likely to do so than larger ones) and the 
level of collateral that can be provided by firms as a guarantee for their 
loan. Indeed, it is well known (Berger and Udell 1998) that younger 
firms characterized in particular by a high degree of innovation are more 
likely to default than mature ones (e.g., see Fougère et al. 2012). In this 
respect, Fig. 4.2 presents the distribution of firms by credit rationing 
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and the above firm characteristics. The literature suggests that small 
and young firms may suffer financial constraints because of informa-
tion asymmetries that increase in the case of R&D activity. Therefore, 
rationing probability may increase. As for our sample, the probability of 
weak and strong rationing for very young firms (less than 6 years) and 
for very small firms (less than 10 million of total assets) is nearly 90% 
confirming the underlying theory. As for the R&D propensity, meas-
ured by the RD_PERC variable, our results suggest that in all countries, 
the probability to be weakly rationed increased in the case of innova-
tive firms. A similar pattern emerges in case of strong credit rationing 
for all countries except for Spain where innovative firms do not appear 
to be more strongly rationed. As for the COLLATERAL, our results 
suggest that, contrary to the idea that tangible assets may increase the 
bank creditworthiness in the firm, a moral hazard effect dominates, and 
consequently, the more collateralized the firm is, the more it is credit 
rationed. This is particularly true for Italy and Spain. However, in 
France and Germany, the collateral may mitigate the strong rationing 
effect compared to the weak one. All variable details—description and 
descriptive statistics for the full sample—are reported in Table 4.1.

4.4	� Methodology

To investigate how demand factors influence the CREDIT_DEMAND, 
i.e., a dichotomy variable assuming value 0 if the firm was not willing to 
increase its borrowing at the same interest rate and 1 otherwise (Question 
F13 of the EFIGE questionnaire), we follow a standard logit scheme.

From an empirical point view, we estimate the following Eq. (4.2):

The vector of explanatory variables X includes both demand variables 
(RED_INV, SELF_FIN, and CREDIT_COST), controls (AGE, SIZE, 
SIZE_SQR, RD_PERC, and CREDIT_DEP) and country dummy 
only in the case of the full sample.

(4.2)
CREDITDEMAND =

α0 + β1−4(Demand Factors)+ γ1−5(Controls)+ δ1−4(CountryDummy)+ ε
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As a second step, we analyze the reasons of WEAK_RATIONING. 
We define a firm as weakly credit rationed if it asked more credit 
(answered yes to Question F13, i.e., CREDIT_DEMAND = 1) 
and, conditional to this, it applied for more credit but was denied by 
the banks (answered YES, applied for credit but was not successful to 
Question F14, i.e., WEAK_RATIONING = 0). We observe WEAK_
RATIONING = 0 if and only if CREDIT_DEMAND = 1. In other 
terms, the probability of being rationed depends on the probability the 
firm decides to ask for credit. To tackle this type of problem, known in 
the literature as sample selection problem, we employ a bivariate Probit 
model with selection, i.e., a variant of the Heckman Selection Model 
(1979).3 The model is based on two equations: (a) a selection equation 
in which we model the probability that the firm ask for more credit 
(CD); (b) an outcome equation in which we model the probability of 
being rationed (WR), which is the censored sample since it is possible 
to observe the outcome if and only if at the first step a positive selection 
has been done.

The empirical specification of the above CD and WR equations is as 
follows:

As for the selection equation (Eq. 4.3), the explanatory variables include 
demand factors, i.e., RED_INV, SELF_FIN, and CREDIT_COST, 
and controls include SIZE, SIZE_SQR, AGE, and RD_PERC and 
country dummy only in the case of the full sample. In the outcome 
equation (Eq. 4.4), relationship-lending variables include MAIN_
BANK, MULTI_BANK, DURATION, and LOCAL_BANK; firm 
characteristics include, respectively, Z_SCORE and COLLATERAL; 
controls include AGE, SIZE, SIZE_SQR, and RD_PERC and the 
industry credit dependency condition, i.e., CREDIT_DEP, while the 
country dummy includes the same variables as the selection equation.

(4.3)
WR∗

=α0 + µ1−4(Relationship Lending)+ τ1−2(Firm characteristics)+

γWR
1−6(Controls)+ δWR

1−4(CountryDummy)+ u

(4.4)
CD∗

=α0 + β1−4(Demand Factors)+ γ CD
1−5(Controls)

+ δCD1−4(CountryDummy)+ v
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Finally, we analyze the reasons of STRONG_RATIONING. We 
define a firm as strongly credit rationed if among those firms being 
weakly rationed (applying for more credit and being denied), they 
would have been available to pay a higher interest rate to obtain 
more credit (answered YES, to the question F15, i.e., STRONG_
RATIONING = 1). As for the credit demand variable, the strong 
rationing is a dichotomy variable assuming value 0 if the firm was not 
willing to increase its borrowing at a higher interest rate and 1 otherwise 
and the estimates models are based on a standard logit scheme. From an 
empirical point view, we estimate the following equation:

where here the controls as in the Eq. (4.3) include only SIZE, SIZE_
SQR, AGE, and RD_PERC. It is important to note that question 
F15 of the questionnaire is not self-selection with respect to F14 being 
considering only denied customers. In this sense, we do not apply a 
Heckman procedure but we are going to estimate the alternatives to the 
question “To increase its borrowing, would the firm have been prepared 
to pay a higher rate of interest?” (F15), 1 = Yes and 0 otherwise.

4.5	� Results

Tables 4.2, 4.3, and 4.4 report the results of our econometric analy-
sis. First, we discuss the results from a demand-side point of view 
(Table 4.2), and then, those more typically linked to the supply side 
first in a weakly version of credit rationing (Table 4.3) and then in a 
strongly credit-rationing condition.

As for the demand side (Table 4.2), the main results suggest hetero-
geneous patterns among the European countries here considered. First, 
a liquidity problem appears more evident for countries such as Italy  
and Spain. The credit demand increases as the firm investments, RED_
INV follow a declining trend because of the current crisis. This coun-
terintuitive result suggests that even if the investment slackened, firms 

(4.5)

STRONGRATIONING =

α0 + β1−4(Relationship lending)+ µ1−2(Firm characteristics)+ γ1−5(Controls)+

δ1−4(CountryDummy)+ ε
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asked for more credit, probably because of other reasons, mainly liquid-
ity reasons. The sign of SELF_FIN corroborates this result. As the inter-
nal financial sources increase, the firm prefers to reduce the demand of 
external more expensive financial sources, e.g., the bank credit (Myers 
and Majluf 1984)4. A common pattern holds for Italy and Spain in 
the case of AGE. The younger the SMEs are, the higher the probability 

Table 4.3  The weak credit rationing

Variable All Italy Spain
Outcome

MAIN_BANK 0.05753 0.05619 0.0301
(0.05649) (0.10522) (0.13207)

MULTI_BANK 0.05896 0.11501 0.06417
(0.08729) (0.14561) (0.22098)

DURATION 0.08042* 0.0419 0.06899
(0.04532) (0.07765) (0.08335)

LOCAL_BANK 0.01414 0.01264 −0.04155
(0.04785) (0.0811) (0.08819)

Z_SCORE 0.04413** 0.08134** 0.05893
(0.01950) (0.03209) (0.06666)

COLLATERAL 0.29042 0.97226** 0.16193
(0.21949) (0.39017) (0.35492)

CREDIT_DEP −0.14978*** −0.16761** −0.09451*
(0.04016) (0.06975) (0.06008)

SIZE 0.72430** −0.63406 0.68126*
(0.30053) (0.78910) (0.40522)

SIZE_SQR −0.03578** 0.02884 −0.02974
(0.01630) (0.04071) (0.02327)

AGE 0.08419 0.21909 −0.23900
(0.1872) (0.29275) (0.30163)

RD_PERC 0.00178 −0.00229 0.01777*
(0.00567) (0.008599) (0.01008)

DUMMY_FR −0.03497
(0.23773)

DUMMY_SP −0.15958
(0.22783)

DUMMY_IT 0.36606*
(0.24353)

DUMMY_UK −0.26416
(0.35325)

Cons −3.64341** 2.85559 −3.43342*
(1.47208) (3.75531) (1.83030)
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they ask for more credit. At the first stage of their life, SMEs have low 
internal sources of finance and in countries such as Italy and Spain typi-
cally bank oriented, the main source of external finance is bank credit 
(Berger and Udell 1998). The result is further reinforced by the sign of 
CREDIT_DEP that holds also for France and suggests that as a firm 
holding to an industry sector is strongly dependent on the banking 
system, the probability to ask for more credit increases. Differently, as 
an obvious consequence from the theory (Rajan 1992), more market-
oriented countries have more opportunities to ask for other types of 
external financing sources. This opportunity is confirmed in the case of 
the UK, the only country for which as the CREDIT_COST increases, 
the probability of asking for credit decreases. The contrary holds for 

Table 4.4  The strong credit rationing

***, **, and * indicate statistical significance at the 1%, 5%, and 10% level, 
respectively. Regression coefficients are reported with standard error in paren-
thesis
For a description of the variables, see Table 4.1

Variable All Italy Spain

MAIN_BANK 0.0089 0.0712 0.00156
(0.03436) (0.06438) (0.04176)

MULTI_BANK 0.20981*** 0.34748*** 0.11225
(0.05613) (0.08645) (0.10425)

DURATION −0.03013 −0.01591 −0.01741
(0.03408) (0.05135) (0.05753)

LOCAL_BANK −0.01087 0.06483 −0.04624
(0.03273) (0.04638) (0.04685)

COLLATERAL 0.08320 0.35956* −0.25859
(0.13899) (0.20193) (0.21461)

SIZE −0.31994* −0.7410659* −0.10819
(0.21466) (0.46767) (0.16992)

SIZE_SQR 0.0174 0.0383943* 0.00771
(0.01248) (0.02614) (0.01153)

AGE −0.00621 0.03101 −0.07878
(0.10333) (0.15113) (0.14717)

RD_PERC 0.00883** 0.00707* 0.04598***
(0.00386) (0.00386) (0.01274)

N. obs 297 141 108
Wald χ2(9) 20.45** 20.81** 19.98**
Pseudo-R2 0.0609 0.1047 0.1421
Log-pseudolikelihood −186.1694 −86.35185 −57.02945
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those countries such as Italy, Spain, and France characterized by a 
bank-oriented financial system. The fact that the firms in the UK are 
more market oriented and use external finance sources other than bank 
loans is confirmed by the fact that if the credit cost increases bank loans 
demand decreases. The contrary hold for the firms from other countries 
given that for them the access to market external finance sources is more 
difficult.

Among the traditional bank-oriented financial countries, Germany 
represents at least partially an exception. In fact, as the R&D propen-
sity increases, i.e., the asymmetric information between the bank and 
the borrower increases, the firm demands for credit decreases suggest-
ing the opportunity for German innovative firms to access to alternative 
source of finance. The same conclusion may hold for the UK where the 
R&D variable is not statistically significant probably because of an ex 
ante self-selection problem, i.e., firms more R&D oriented are out of 
this sample.

Finally, the analysis of the country dummies suggests some heteroge-
neity among the countries of our sample. Results suggest that Italian, 
French, Spanish, and UK firms ask for less credit than the German 
ones.

Combining supply and demand side factors Table 4.3 shows results 
on the determinants of the weak rationing both in the selection equa-
tion identifying the CREDIT_DEMAND determinants and then in 
the outcome equation identifying the WEAK_RATIONING determi-
nants. We present the results for the full sample and for Italy and Spain. 
The limited number of observations does not permit the same exer-
cise for the other countries. As Italy and Spain present similar country 
characteristics, this exercise appears quite interesting from an economic 
point of view.

The decision for asking or not credit—selection equation—depends 
on demand factors, i.e., the investment decision INV_RED, the cost of 
credit CREDIT_COST as well as on firm structural characteristics like 
the size of the firm, SIZE. As in the analysis on the credit demand, a 
reduction in the firm investment as well as an increase in the cost of 
credit implies more credit demand suggesting a strong dependency of 
the firm on the credit channel. This result holds for the full sample and 



62        P. Brighi and V. Venturelli

partly for Italy where, even if the CREDIT_COST variable is not sta-
tistically significant, the negative sign of SELF_FIN confirms that the 
liquidity problems drives the credit demand during the crisis.

The economic literature suggests that, usually, the smaller the SMEs 
are, the greater the information asymmetries with the potential lender 
so that they suffer potential credit-rationing problems more strongly 
than larger firms do. The reason relates to the fact that information 
about economic and financial small firms’ performances is less acces-
sible than for larger ones (Diamond and Verrecchia 1991; Kremp and 
Sevestre 2013; Cenni et al. 2015). As for our results, the evidence sug-
gests that the higher the firm size, the greater the credit demand; moreo-
ver, the smaller the firm, the more severe the credit-rationing problem.

As for the R&D, our results are partly in contradiction with respect 
to previous literature (Mancusi and Vezzulli 2014). As RD_PERC 
increases, the weak rationing decreases. However, this result appears to 
be statistically significant only for Spain where the existence of some 
particular incentives could justify the result.

The literature on credit rationing emphasizes the role of relation-
ship-lending variables as a way to reduce the information asymmetries 
between the bank and the lender (Sette and Gobbi 2015). As for our 
sample, these variables do not play any important role being statistical 
significantly only the DURATION for the full sample. As the dura-
tion between the firm and the lender increases, the credit rationing 
decreases. That relationship lending plays a role in defining the risk of 
credit rationing emerges from the analysis of the CREDIT_DEP varia-
ble. A firm belonging to a sector strongly dependent on bank credit may 
emphasize the bank soft-budget constraint risk. In this sense, as a firm 
is highly bank dependent, the more is the risk of being credit rationed.

The more recent literature (Brighi et al. 2016) underlines the com-
plementary role of soft and hard information in defining credit risk. In 
this sense, credit rationing depends also on accounting firm variables 
as well as on their collateral. Our results confirm that as Z_SCORE 
and COLLATERAL increase, the firm is safer and the credit rationing 
decreases.

As for the country dummies contrary to the simple demand analy-
sis, the Heckman selection model suggests that at the outcome step, 
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Italy asks for more credit than Germany; the contrary holds for the UK. 
Moreover, at the selection step, i.e., once Italian firms have been selected 
to be credit worthy they are less credit rationed than the German ones.

As a final exercise, we verify which factors may determine a 
STRONG RATIONING condition exclusively driven by supply side 
factors. Table 4.4 summarizes the main results. Among the relationship-
lending variables, credit rationing weakens as the number of relations 
increase. This result is coherent with the evidence that firms strongly 
dependent on bank credit may be credit threatened (see CRED_DEP 
effects in Table 4.3). Evidence suggests, in other words, that dur-
ing crisis time, relationship-lending variables lose their importance 
in driving credit availability decisions. As for Italy, evidence suggests 
COLLATERAL negatively affect credit availability.

During crisis time, banks consider the moral hazard risk as the pre-
vailing characteristic of a collateralized loan (Steijvers and Voordeckers 
2009). SIZE as suggested by the literature negatively affects credit 
rationing. In this sense—contrary to the evidence produced in the case 
of WEAK_RATIONING—as the firm size increases it is considered 
less risky and can benefit from less severe credit availability conditions. 
Finally, the firm R&D propensity as suggested in the literature (Scellato 
and Ughetto 2010) strengthens the STRONG_RATIONING condi-
tion.

4.6	� Conclusions

In this chapter, we focus on the reasons determining credit-rationing 
conditions for SMEs in some principal European countries during the 
first years of the crisis (2007–2009). The aim of the chapter is to disen-
tangle the demand and supply-driven reasons of credit rationing. This 
approach helps to understand whether during a crisis period, the rea-
sons of the disequilibrium in the credit market relate to firms’ worse 
investment conditions or otherwise to a more bank prudent and selec-
tive credit policy.

In this respect, our main findings reveal that distinct demand and 
supply side factors determine credit rationing and heterogeneous results 
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emerge for different countries. As for the demand side, the main results 
suggest that some countries show an evident liquidity problem dur-
ing the crisis time. Even though the investment slackened, firms asked 
for more credit, probably because of liquidity restraint. Small, young, 
and innovative firms sound to be more credit constrained than firms in 
countries where the access to alternative sources of finance is easier, i.e., 
typically market-oriented countries.

Then, when we pass to examine the weak rationing conditions, 
results suggest that to be bank dependent implies a greater probability 
to be credit rationed; differently solid accounting data, collateral, and 
greater size may loosen such a condition in crisis times.

However, exclusively bank relationships as well as larger size may 
weaken the condition for which a firm even if available to accept worse 
interest rates did not receive credit, i.e., strong credit rationing; different 
to offer, collateral as well as R&D propensity may strengthen it because 
of moral hazard risk and higher information asymmetries.

From a policy perspective, our analysis suggests that different country 
conditions may hamper bank–firm relationship and this is particularly 
true in crisis time. Because of different credit-rationing conditions, the 
literature that supports the conjecture that access to credit enhances eco-
nomic growth (see, e.g., Levine 2005) implies interesting policy considera-
tions in terms of different country economic growth patterns. The present 
analysis does not contain considerations that would capture aspects of 
economic development but it could represent a good point of departure 
for future development. Moreover, as suggested in the literature R&D 
investment firms are typically more credit constrained than other firms. In 
this respect, to find the reasons of the main causes of the credit rationing 
becomes important in the attempt to drive the post-crisis recovery.

Notes

1.	 For a complete review of the literature on relationship banking, see 
Bongini et al. (2009).

2.	 For an extensive review of the literature, see Bellovary et al. (2007).
3.	 A similar approach is used in Piga and Atzeni (2007) and in Cenni et al. 

(2015).



4  Demand and Supply Determinants of Credit Availability …        65

4.	 The pecking-order theory (Mayers and Majluf 1984) implies the exist-
ence of a financial hierarchy among the sources of finance used by firms 
due to the information asymmetries between owners and lenders. The 
severity of the information asymmetry implies costs, which gradually rise 
in the transition from self-financing to equity. As a result, firms prefer 
internal to external finance, and there is a preference for debt over equity 
when it comes from external sources.

Acknowledgements   The authors wish to thank the Department of Statistics 
of the University of Bologna and Cristina Bernini for giving the opportunity 
to use the dataset.

Appendix

The logit scheme followed to derive the empirical Eq. (4.2) in the text 
develops along with the following theoretical function:

Where P is the probability that Z takes the value 1 and F is the cumu-
lative logistic probability function; X is the set of regressors; and α 
and β are parameters. It can be shown that the regression equation is  
equal to:

As for the Heckman scheme the outcome equation probability of 
being denied credit (WR), given that more credit (CD) was needed, is 
expressed as follows:

Where the selection equation CD appears as follows:

(4.1A)P = F(Z) =
1

1+ e−Z
=

1

1+ e−(α+βX)

(4.2A)ln
P

1+P
= Z = α + βX.

(4.3A)Prob(WRi = 1|CDi = 1) = Prob(xiβ + ui > 0|CDi = 1)

(4.4A)
CD∗

= zy+ v, CD = 1 if CD∗ > 0, 0 otherwise
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while the outcome equation WR:

and:

and x and z are the vectors of the explanatory variable for CD and WR, 
β and γ the vectors of parameters, and u and v the error terms. CD* 
and WR* are the index functions for the Probit models. If the correla-
tion ρ ≠ 0, it means the two equations are correlated; otherwise, they 
are independent; i.e., selection and outcome may be estimated taking 
out of the selection process.

The Heckman self-selection procedure here described is based on a 
maximum-likelihood estimation approach in which the log-likelihood 
function to maximize is:

Where �2 is the joint cumulative probability distribution function 
with ρ = Corr[u, v] and �(.) the cumulative distribution function of a 
standard normal random. If ρ = 0, then the log-likelihood for the pro-
bit model with sample selection is equal to the sum of the probit mod-
els for CD and WR.
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5.1	� Introduction

A company may respond to updated regulatory requirements in vari-
ous ways, which institutional theory defines as regulatory responses 
and can include a broad spectrum of behaviours from manipulation 
to compliance (Oliver 1991). However, as noted by VanHoose (2007), 
this branch of literature does not pay much attention to the occurrence 
of regulatory arbitrage. Fleischer (2010) suggests that regulatory arbi-
trage can occur when one of three conditions is met: regulatory-regime 
inconsistency, economic-substance inconsistency and time inconsist-
ency.1 Different technical or strategic positions held within or between 
regulatory policies can generate the same or similar outcomes without 
considering costs arising from regulatory requirements. Organising 
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transactions in secured forms (Ambrose et al. 2005), making internal 
transactions or transferring business activities (including the possibili-
ties on assets or liabilities) to countries with lower regulation standards 
(Milcheva 2013), are examples of ways in which a company (bank) 
can exploit the benefits arising from regulatory differences. A company 
(bank) can act as a regulatory arbitrageur. The most obvious yet very 
generally described reason to employ regulatory arbitrage is to reduce 
costs (either financially or operationally relative to risk).

The possible existence of regulatory arbitrage opportunities can be 
problematic in terms of both financial stability and fairness. Financial 
stability, including the development of banking activities in non-regu-
lated areas (i.e. the shadow banking system (Milcheva 2013)), can erode 
control possibilities. Regulatory inconsistency can affect investments 
due to compliance costs and regulatory risks (Menezes and Roessler 
2010) or a reliance on regulatory certifications for determining the 
return requirements, which can result in underinvestment when regula-
tory determined risk are overestimated (Berg et al. 2011). The fairness 
perspective addresses possibilities in which all actors are not treated the 
same way or do not have the same possibility to utilise the benefits that 
other actors have. For instance, Knoll (2005) comments on the unfair 
conditions that result when less wealthy or less sophisticated actors pay 
higher regulatory costs than wealthier and more sophisticated actors. 
These factors also influence regulatory arbitrage when an organisa-
tion coordinates regulatory supervision globally, as noted by Moshiran 
(2012).

Although the general attitude towards regulatory arbitrage is nega-
tive, some positive outcomes have been identified. Freixas et al. (2007) 
suggest that regulatory arbitrage may lead to a more efficient use of cap-
ital by reducing investment distortions, thus increasing the attractive-
ness of funds for investments that would otherwise not be allocated due 
to opportunities to use lower capital cost and as risky assets are trans-
ferred to institutions with lower social costs of failure. Another positive 
view is presented by Berg et al. (2011), who determine that situations 
in which regulation overestimates risk can adjust deviations by regu-
latory arbitrage and create a more efficient financial system. It is also 
shown that regulatory arbitrage opportunities boost interest in adopting 
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new regulatory regimes (e.g. as a consequence of relatively lower capi-
tal requirements for selected risks under Basel II than under previous 
regimes) (cf. Calem and Follain 2007).

Although Carruthers and Lamoreaux (2016) relate regulatory arbi-
trage to as far back as Adam Smith’s theories, the terminology has 
widely spread as part of the evolution of the Basel II framework for 
banks. One challenge related to previous regulatory frameworks con-
cerns the fact that the reclassification of assets can reduce capital 
requirements (Calem and Rob 1999; Kreiner 2002; Lastra 2004). The 
financial crisis of 2007–2008 has drawn additional attention to regula-
tory arbitrage after it was found that banks had securitised their assets 
to avoid the effects of regulatory capital constraints (e.g. Cardone-
Riportella et al. 2010).

Despite the increasing attention that regulatory arbitrage has drawn 
over the past decade, the current knowledge on the existence and use 
of regulatory arbitrage and on its consequences for stakeholders and 
society remains limited. Research-wise, regulatory arbitrage is problem-
atic due to a reverse null-hypothesis problem. Regulatory arbitrage is— 
generally speaking—an action against the effects of regulation. As a 
result, a statistical test of a hypothesised outcome of regulation does not 
apply due to non-observed determinations unless an action of regula-
tory arbitrage addresses a measurable behaviour (e.g. securitisation).

To observe regulatory arbitrage through research, this chapter 
addresses fundamental discussions on definitions, operationalisations 
and theories. Solid analyses of regulatory arbitrage hypotheses require 
both transparent definitions and theoretical relevance. By surveying the 
existing research on regulatory arbitrage, this chapter discusses the con-
text and scope of regulatory arbitrage to date. This review’s focus on reg-
ulatory arbitrage research distinguishes it from another recent review on 
regulatory arbitrage (Carruthers and Lamoreaux 2016) that discussed 
the concept of regulatory competition. Although this aspect is covered 
in this review as well, more attention is paid to methodological and the-
oretical questions, which leads to an institutional focus. The main con-
clusions drawn from this review are that whereas the literature seems to 
agree on an implicit understanding of what regulatory arbitrage is, this 
is less apparent when looking under the surface. The results presented 
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in this chapter suggest that most studies consider regulatory arbitrage 
to be either something obvious that all should understand (regulatory 
arbitrage is essentially regulatory arbitrage) or a possible outcome of a 
scenario (this observation can lead to a scenario of regulatory arbitrage, 
whatever that is). However, another observation is that regulatory arbi-
trage is not consistently defined through research when attempts are 
made. The main discrepancy lies in the assumption that it is a strategic 
decision or a manoeuvre involving the use of derivatives and financial 
transactions.

An outline of the literature survey is presented in Sect. 5.2. In sepa-
rate discussions, this chapter reviews a variety of definitions in Sect. 5.3, 
theoretical considerations are reviewed in Sect. 5.4 and research 
approaches are reviewed in Sect. 5.5. Section 5.6 summarises and con-
cludes the findings.

5.2	� Literature Survey Methodology

This review considers a broad range of research articles that focused 
on regulatory arbitrage. With its attention to research engagement, 
this directs the literature search while also limiting its scope. Whereas 
attention to the contexts in which regulatory arbitrage can occur is not 
of significant importance, it can be relevant when determining how 
research must be organised. For instance, the intention is to determine 
how regulatory arbitrage based on securitisation is analysed in a con-
text of regulatory arbitrage and not to show that securitisation is used to 
organise regulatory arbitrage in a given regulatory context. The 91-article  
sample used touches on both institutional and regulatory aspects of 
regulatory arbitrage problems and a variety of research strategies, con-
cepts, definitions, theories and methodologies used to operationalise 
such research.

The literature search strategy was carried out based on academic peer-
reviewed articles2 using the Business Source Primer database entering 
the search term ‘regulatory arbitrage’. The search generated in 198 arti-
cles (September 2016), but many of these did not appear to serve an 
academic audience or focused on financial arbitrage and, consequently, 
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not on the institutional management around regulation. The latter also 
included selection criteria delimitations. Studies discussing questions 
and perspectives related to regulatory arbitrage were not included unless 
they discussed regulatory arbitrage explicitly. Consequently, studies on 
the ‘regulatory race to the bottom’ or ‘securitisation’ stemming from lit-
erature on regulatory arbitrage did not qualify as a part of the sample 
unless they addressed regulatory arbitrage explicitly. To limit possible 
selection or non-selection biases, we complemented the search with (a) 
alternative search words used to describe regulatory arbitrage in the lit-
erature (e.g. structural arbitrage) and (b) searching the reference lists of 
selected articles. For the latter search, it is worth noting that two articles 
not explicitly referring to the term ‘regulatory arbitrage’ were selected. 
These articles refer to as studying regulatory arbitrage by other studies 
included in the sample and analyse regulatory arbitrage. Because they 
do not directly use the terminology regulatory arbitrage, they do not 
comply with the above-listed selection criteria. However, we are advised 
by the other author’s judgement in the inclusion of these articles. As 
both of these studies were published late in the study period, we can 
assume that potential sampling errors resulting from missing important 
studies are minor. The articles included in the sample were published 
between 1984 and 2016 (which had not yet ended at the time of the 
study). To provide an overview of the sample, references are presented 
graphically with respect to publication years and journal rankings in 
Fig. 5.1.

It is evident that regulatory arbitrage has been emphasised more 
intensively since 2004, with sporadic interest occurring prior. The iden-
tification of regulatory arbitrage in banking as a result of Basel I and the 
upcoming regulation in Basel II considering regulatory arbitrage oppor-
tunities have been the main drivers of these contributions. This effect 
extends further as a response to the international financial banking cri-
sis of 2007–2008 that, to a large extent, addressed the uses of securiti-
sation. Peak annual volumes over the sample period occurred in 2013 
and 2015 (14 articles). The upcoming regulatory framework included 
in Basel III has been a recurring focus of articles addressing regulatory 
arbitrage in contexts of regulatory policies and competition between 
regulatory systems. This growth in publications will likely continue 
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in banking fields related to the introduction of Basel III, as a result of 
other regulatory initiatives and will probably spill over to other indus-
tries as well.

Studies conducted on the financial sector are overrepresented but 
not exclusive,3 consequently affecting the authors’ selection of jour-
nals. The sampled articles are published in 63 different journals, imply-
ing that regulatory arbitrage occurs in various contexts. The journals 
that are most frequently represented in the sample are the Journal of 
Banking and Finance (13 articles) followed by The Journal of Financial 
Economics (5), Journal of Real Estate Finance and Economics and Journal 
of Financial Regulation and Compliance (3). In terms of bibliographic 
quality classifications, 82%4 of the references are listed in the 2015 ABS 
academic journal guide, and most of these are listed under higher-ranking 
categories. Other than these observations, particular timewise patterns 
cannot be observed.

Fig. 5.1  Number of regulatory arbitrage articles by year and ABS ranking
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Each study was coded based on the following research characteristics: 
whether the journal defines regulatory arbitrage, cites theories of regula-
tory arbitrage or at least one regulatory arbitrage hypothesis, or presents 
an empirical analysis of regulatory arbitrage. A related categorisation 
involves consideration of securitisation. All of these factors are solely 
based on an article’s attention to regulatory arbitrage. That is, an empir-
ical study only is classified as such if it analyses regulatory arbitrage 
empirically but not if it includes empirical analyses per se. Summary 
statistics of these classifications are shown in Table 5.1, and additional 
analyses of the data introduce each section of this chapter. However, 
most of the analyses are qualitative and provide both overviews of dif-
ferent perspectives and views on how research on regulatory arbitrage is 
conducted.

5.3	� Regulatory Arbitrage: A Survey 
of Definitions

As stated in the introduction, a general understanding of regulatory 
arbitrage implies an avoidance strategy based on relative advantages 
achieved within or between regulatory frameworks. More specific defi-
nitions that describe the occurrence of regulatory arbitrage or to ana-
lyse operations are rare and inconsistent. In the summary statistics of 
Table 5.1, 28 studies distinctively define what they mean by regulatory 
arbitrage, which we review in more detail below. Thirteen of these stud-
ies refer to regulatory arbitrage definitions provided by other authors 
such as Jones (2000) and Houston et al. (2012). Twenty-nine studies 
do not mention anything related to a definition or even a description 
of what is meant by the term ‘regulatory arbitrage’. The remaining 34 
studies can be categorised as describing or using regulatory arbitrage 

Table 5.1  Summary of sampled article characteristics

Definition Theory Hypothesis Empirical Securitisation

Included 28 31 22 40 27
Not included 63 60 69 51 64
Total (N) 91 91 91 91 91
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as an outcome or possible outcome of the context addressed (11 stud-
ies) or as insinuating the meaning of regulatory arbitrage (23 studies). 
An example of the latter would be the use of an expression referring to 
‘exploiting differences between regulatory regimes’. These latter two cat-
egories implicitly assume definitions of regulatory arbitrage and seem 
to assume that readers should know what is meant without being pre-
sented with real intentions in the articles. Although this emphasis on 
regulatory arbitrage definitions does not reflect any timewise patterns, a 
higher proportion of studies published in higher ranked journals (ABSs 
3 and 4) are considering more transparent definitions of regulatory arbi-
trage.

Definitions expressed in the literature take several directions. Studies 
emphasising institutional design discuss regulatory arbitrage as part of a 
regulatory game. Regulatory arbitrage is then defined as a way to avoid 
regulation. Some observable examples include Boyson et al. (2014b) 
who frame regulatory arbitrage as ‘cherry picking’ among assets; Downs 
and Shi (2015) who define regulatory arbitrage as loopholes in regula-
tions arising from regulatory inconsistency; Aiyar et al. (2014a) who 
define regulatory arbitrage as a regulatory leakage and Calomiris and 
Mason (2004) who define the term as a form of safety net abuse and 
as an opportunity to exploit a gap between market capital requirements 
and regulatory capital requirements. Another term used is regulatory 
taxation (Jones 2000), which denotes that an institution’s value to its 
owners is reduced.5 The purpose of these definitions is to show that 
regulatory arbitrage is based on opportunities for a company (bank) to 
avoid regulation. Such arbitrages are found in cross-border activities, 
whereby banks from countries employing stricter regulations engage 
with countries employing weaker regulations (Milcheva 2013; Karolyi 
and Taboada 2015). In addition to suiting managerial needs, this gen-
eral definition is more likely to be used for interpretations regarding reg-
ulatory policies, systemic risks and financial stability levels.

The definitions considered in the literature can, in addition to the 
above more generalised interpretation of regulatory arbitrage as part of 
a regulatory game, be based on fundamental differences between regula-
tory arbitrage as a strategy or strategic choice or be isolated to a trans-
action taking place. The former view, the strategy or strategic viewpoint, 



5  What Is and What Is not Regulatory Arbitrage? A Review …        79

addresses managerial positions taken to steer partial or entire operations 
away from regulations or to avoid the outcomes of regulations imposed 
in more regulated institutional or geographical areas. This could be 
applied, for instance, by renaming an operation or business (business 
line) to suit less regulated conditions or by shifting between different 
regulatory schemes by utilising firm-specific, country-specific or cross-
country differences in regulation (It is not strategic regulatory arbi-
trage if the organisation under various regulations has other purposes 
than avoiding effects of regulation). The transactions viewpoint relates to 
financial arbitrage as some form of transaction taking place. The use of 
derivatives to avoid effects of regulation by reclassifying assets serves as 
one example.

Let us examine the strategic viewpoint in more detail. Houston et al. 
(2012) define regulatory arbitrage as the transfer of funds to markets 
with lower regulations, which are then traded off through institutional 
quality. In other words, an institution may transfer activities to less 
regulated markets, but only if satisfying institutional standards are in 
place. The latter implies that a more heavily regulated market could be  
preferred over the possibility of capitalising on more lax regulatory 
requirements. Calem and Follain (2007) discuss regulatory arbitrage as 
a shift in business strategies (business lines) from one involving more 
capital requirements to one with lower capital requirements. A defi-
nition of regulatory arbitrage that involves adjusting a strategy from 
high- to low-regulatory environments can also be identified in terms 
of shadow banking, although this is not limited to the development of 
a separate shadow-banking system. Kroszner and Strahan (2015) note 
the possibility of moving businesses ‘in the shadow’, implying accumu-
lated hidden risks. Accumulation risks lead to aggregated problems later. 
Acharya et al. (2011) add to this view by defining regulatory arbitrage 
in terms of a parallel banking system: ‘the opportunity for and propen-
sity of the financial sector to adopt organizational forms and financial 
innovations that would circumvent the regulatory apparatus designed 
to contain bank risk-taking’. Other studies applying this strategic view 
are more operationally determined. For instance, Dias (2016) defines 
regulatory arbitrage as the transfer of risk to a third party to free up 
capital. Similar definitions are presented by Downs and Shi (2015), 
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who observe that banks find ways to move businesses to subsidiaries 
controlled by different supervisory regimes in the presence of regulatory 
arbitrage opportunities and by Aiyar (2014b), who suggests that regula-
tory arbitrage involves leakage6 (e.g. shifting lending between subsidiar-
ies that are unequally affected by regulations).

Once regulatory arbitrage opportunities are limited, more control is 
transferred back to the parent company (bank). Opportunities for reg-
ulatory arbitrage may, similar to those of subsidiaries subjected to dif-
ferent regulatory constraints, be defined based on the use of different 
accounting regulations (Downs and Shi 2015) or based on different 
measurement characteristics (Galichon 2010; Wang 2016). A difference 
between standards and reality constitutes another source of regulatory 
arbitrage (e.g. differences between accounted and real risks) (Blaško and 
Sinkey 2006; Calomiris and Mason 2004). A definition based on meas-
urement characteristics may focus on regulatory differences (e.g. the 
various outcomes resulting from standardised and internal ratings meth-
ods of the same regulatory (here Basel) framework), estimation of actual 
risks (e.g. differences in tail risk treatment between Value at Risk meth-
ods and Expected Shortfall methods) (Koch-Medina and Munari 2016) 
or how subadditivity is treated through risk measures (Wang 2016).

Definitions related to transactions focus on particular arrangements 
(e.g. funds transfers or securities) that avoid regulatory intentions. The 
literature can be divided into two broad subcategories of this view: one 
related to transactions taking place and another involving securities. For 
the first subcategory, incentives for financial innovators to disaggregate 
and rebundle cash flows to avoid prohibited or disadvantaged transac-
tions serve as one example (Knoll 2005). For the second, Ambrose 
et al. (2005) suggest that regulatory arbitrage (more precisely regulatory 
capital arbitrage) is based on a ‘decision to hold an asset in securitized 
form to minimize regulatory capital requirements’ and is as such defined 
based on the technical outcomes of regulatory arbitrage considerations. 
Partnoy (1997) provides other account of regulatory arbitrage referring 
to transactions in a securities context: ‘regulatory arbitrage consists of 
those financial transactions designed specifically to reduce costs or cap-
ture profit opportunities created by differential regulations or laws’.
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Rather than providing strategic and transactional definitions of what 
regulatory arbitrage is, some studies address regulatory arbitrage in ref-
erence to what it is not. Definition-wise, regulatory arbitrage is then 
determined under the non-arbitrage rule or as opposite to the ‘effi-
cient contracting hypothesis’ (Calomiris and Mason 2004). Whereas 
Lysandrou and Nesvetailova (2015) take the ‘reaching for yield’ position 
as a contrary standpoint to regulatory arbitrage, Ellul et al. (2014) add 
to this perspective by defining regulatory arbitrage as either reaching for 
yields or taking on tail risks in their study of insurance companies. One 
additional example is based on investor perspective used by Eling and 
Schemeister (2010) to express a preference for assets that promise higher 
expected returns as long as they comply with regulatory requirements. 
By considering these terminologies, such studies imply that companies 
search for greater risks that are not accounted for in fair value account-
ing or regulatory bodies.

5.4	� Review of Theories Associated 
with Regulatory Arbitrage

Beyond how regulatory arbitrage is defined, research theoretically 
explains why it exists. We define theory broadly as knowledge on why 
regulatory arbitrage exists (or why it does not). This distinction is 
delimited specifically to a theoretical understanding of regulatory arbi-
trage and does not refer to theories associated with other theories used 
in other contexts even though the study focuses on regulatory arbitrage 
applied in another context. Furthermore, we distinguish between theo-
ries and hypotheses based on analytical settings. Theories explain behav-
iours and motives determining why regulatory arbitrage may or may 
not occur, whereas hypotheses identify sources, determinants or motives 
for studying the presence of regulatory arbitrage. Theories are conse-
quently required to understand contextual knowledge beyond the exist-
ence of determinants of regulatory arbitrage.

In the sample, 31 studies present motivations for contextual 
knowledge on regulatory arbitrage (vague theoretical discussions or 
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presentations are included in this value). Sixteen of these studies present 
a clear and direct theoretical explanation, and four studies refer to reg-
ulatory arbitrage as a theoretical concept (regulatory arbitrage theory). 
The remaining 11 studies implicitly explain the theoretical relevance of 
the analyses conducted. This implies that the remaining 60 articles pre-
sent nothing on the theoretical value of regulatory arbitrage. Although 
this is not an indication of theoretical understandings of regulatory 
arbitrage, a general picture emerges regarding the non-reflective under-
standing of regulatory arbitrage in analytical terms in line with a prior 
observation (VanHoose 2007). This picture becomes even clearer when 
we acknowledge that 22 of the studies present some type of hypoth-
esis on regulatory arbitrage, of which 16 do not present any theories. 
Consequently, 44 of the studies do not present theories or hypotheses 
related to regulatory arbitrage.

Cardone-Riportella et al. (2010) present a common reason for theo-
retical development. The assumption that regulatory arbitrage is utilised 
whenever such opportunities can be observed: ‘If the regulatory capital 
arbitrage hypothesis holds true, then a financial entity that holds less 
regulatory capital will have a greater incentive to securitise its assets’ 
(Cardone-Riportella et al. 2010). Consequently, a general approach 
involves assuming that an identified regulatory arbitrage is also used by 
all actors capable of using it. Partnoy (1997) suggests that the under-
standing of arbitrage is the choice of a party to select among a variety 
of strategies to achieve the same economically equivalent position. In 
such a context, a regulatory cost to one possible position implies a uti-
lisation of other types of transactions. This can, for instance, be related 
to regulatory inequalities (by different taxes, accounting requirements, 
investment restrictions and government subsidies) on non-derivative 
transactions and its derivative counterparty (e.g. when regulatory 
restrictions require parties to pay higher prices (including all transac-
tions costs) than for a derivative counterpart).

When it is present in the articles, this form of theoretical irrelevance 
leads to opportunity cost reasoning, the generation of a regulatory 
arbitrage hypothesis or simply the conclusion that there are opportu-
nities/risks of regulatory arbitrage. Another way of expressing similar 
trade-offs involves arguing for the opposite perspective that regulatory 
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arbitrage opportunities will not take place in the event that a theoretical 
explanation is given. Mingo (2000) describes the existence of theories 
based on regulatory principles as follows:

so long as the “approved” internal models were precisely the same ones 
being used by banks for their daily business decisions (a good idea, in any 
event, to forestall “gaming” of the FM approach), the incentive to engage 
in regulatory capital arbitrage would disappear.7 (Mingo 2000)

The view that regulatory arbitrage is used when it is present is not only 
considered an assumption in the literature. Regulatory arbitrage is 
argued to be a theoretical concept or rather as the presence of a theory 
of non-arbitrage (Wang 2016). Although not discussed explicitly, such a 
theory is based on a number of assumptions related to stakeholder deci-
sions made when alternatives are given and self-interest decisions made 
at the expense of other stakeholders.

As noted by VanHoose (2007), the regulatory implications of bank 
behaviour under regulation diverge. Regulatory arbitrage only consti-
tutes part of this explanation. There are additional factors to consider 
and understanding these factors requires maintaining a balancing act 
between different opportunity costs.

A possible neoclassical approach to regulatory arbitrage addresses 
company (bank) decisions by matching risks through an overall optimal 
balance sheet strategy that involves assets and capitalisation.8 Riskiness 
is driven by the franchise value of a bank. Consequently, when capital 
driven by stakeholders’ preferences generates higher value, the bank will 
have more to lose in the event of, for instance, the development of valu-
able relationships or a profitable deposit base. The basic assumption of 
regulatory arbitrage use is to come closer to the strategic optimal risk 
level when it is affected by regulatory constraints.9 From the sampled 
literature, we observe explanations of regulatory arbitrage as the secu-
ritisation of assets not subject to the same regulatory constraints of a 
securitised form (Ambrose et al. 2005), as strategic adjustments made 
between asset categories in an asset portfolio depending on their impor-
tance for risk measures relative to actual risks (Berg et al. 2011) or as the 
presence of subadditivity in measurement approaches. However, these 
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aspects may result in positive outcomes when risks are divided into dif-
ferent operative units/affiliates (Wang 2016).

Another theoretical approach involves discussing regulatory arbi-
trage as regulatory development or as a ‘regulatory game’. For instance, 
Barkin (2015) discusses regulatory arbitrage based on regulatory het-
erogeneity. The analytical foundation presented is based on regulatory 
competition between nations that leads to a ‘regulatory race to the bot-
tom’ where free capital will move to the country (or area) imposing the 
lowest regulatory barriers. In this set-up, financial institutions are con-
sidered ‘regulatory buyers’ and ‘buy’ the country with the lowest regu-
lations. Consequently, nations limit regulations to attract capital, and 
this ultimately results in a global downward harmonisation of regula-
tions. However, the reduction of regulatory requirements (and associ-
ated cost advantages) and search for the lowest levels of regulation are 
weighted against positive outcomes of regulation. For instance, nations 
limit regulations to attract capital but are balanced by an upward adjust-
ment in regulation based on market power from richer countries, inter-
national harmonisation (the headquarters’ regulatory compliance with 
the home market is spread out across other countries) and normative 
discursive preferences. Under such conditions, reputations, quality of 
services to economic actors and access to key markets counterbalance 
regulatory competition. To a company, this serves as similar reason-
ing as efficient contracting, which presents barriers based on agency 
costs (Harvard Law Review 2004). Efficient contracting theory can 
explain or rather explain the opposite of the use of regulatory arbi-
trage (Cardone-Riportella et al. 2010) (e.g. the level of deposit insur-
ance relative to the cost of financial distress or when banks bearing 
the costs of financial distress use securitisation less, thus presenting an 
opposite hypothesis from that of regulatory arbitrage). The reviewed 
literature identifies (implicitly or explicitly) a number of determinants 
of regulatory arbitrage related to contracting theories (e.g. efficient 
contracting (Calomiris and Mason 2004), a race for yields (Lysandrou 
and Nesvetailova 2015), reputations (Ambrose et al. 2005) and regu-
latory reach (Jain et al. 2013)). Agency costs and strategic behaviours 
add transaction costs to the regulatory decisions discussed above. This 
can be expressed in terms of institutional fostering (through financial 
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innovation, corporate conglomeration and the rise of the regulatory 
state) or of a lack of transparency (Harvard Law Review 2004). Similar 
expressions are identified through trade theory in reference to compara-
tive advantages (Fung et al. 2011) and spillover effects (Carbo-Valverde 
et al. 2012; Ongena et al. 2013). By extension, Fleischer (2010) dis-
cusses the costs of arbitrage from a legal perspective in a discussion on 
balancing transaction costs with regulatory costs. Considerations of 
regulatory arbitrage (and tax avoidance) may distort a company’s deci-
sion-making and regulatory acceptance. Opportunities to minimise 
transaction costs may result in regulatory costs in the short or long 
term, and the use of regulatory arbitrage is dependent on whether reg-
ulatory development occurs to reduce regulatory or transactions costs 
(Fleischer 2010: 275). Explanations result in empirical observations 
depending on ownership characteristics.

5.5	� Review of Empirical Research Designs 
(Empirical Data and Methods)

Empirical research of any form was conducted in less than half (44%) 
of the sampled studies. These studies are of course significantly associ-
ated (based on a chi-square test) with the presentation of a regulatory 
arbitrage hypothesis. However, the generation or discussion of regu-
latory arbitrage hypotheses does not necessarily involve conducting 
empirical studies or tests. Hypotheses are also the focus of descrip-
tive analyses or theoretical models without empirical considerations. 
Securitisation is the focus of 12 empirical studies, and as shown in 
Sect. 5.3, the approach can be used to define regulatory arbitrage. 
However, not all studies focusing on securitisation actually address 
regulatory arbitrage based on securitisation settings. From an empirical 
standpoint, this further denotes that more than twice as many studies 
(28 to be exact) do not consider aspects of securitisation at all. The 40 
empirical studies based on empirical data include data series for 1973–
2012, and most of the studies are based on data on US or European 
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countries or a combination thereof and are to a large extent published 
in journals ranked 3 (16) or 4 (14).

Empirical research is diverse and methodological approaches to 
empirical research vary. A few of the empirical studies aim at further-
ing knowledge on regulatory arbitrage and approach this through sen-
sitivity analyses (López-Andión et al. 2015), interviews (MacKenzie 
2011; Liu 2015) and questionnaires (Dhanani et al. 2007). Most of the 
empirical studies aim to present a determinant/association (including 
tests of hypotheses) between regulatory arbitrage and of other variables. 
Determinations of the occurrence of regulatory arbitrage can be iden-
tified through case illustrations (Blundall-Wignal and Atkinson 2009) 
or from data approximations. Some examples of the latter are pre-
sented by Agostino and Mazzuca (2011), who aim at deriving the use 
of regulatory arbitrage based on the level of securitisation that is in turn 
approximated by Tier 1 capital and by Milcheva (2013), who examines 
variations in balance sheets to determine the supply of securitised credit 
in the economy. One straightforward approach consequently involves 
using a variable to approximate regulatory arbitrage. Such cases involve 
the use of securitisation while assuming that the use (or increased use) 
of a specific security or type of transaction serves as an indication of reg-
ulatory arbitrage. Key ratios are alternative approximations of behaviour 
that can be used to measure regulatory arbitrage. Acharya and Steffen 
(2015) analyse a positive effect in the ratio between risk-weighted assets 
(RWA) and assets to determine regulatory arbitrage as an investment 
motive of risky sovereign debt.

As observed in prior sections of this chapter, empirical observations 
of strategic regulatory arbitrage are not necessarily as straightforward 
as transactions related to regulatory arbitrage. In contrast to analysing 
regulatory arbitrage variables based on a variable proxy, determina-
tions and implications are analysed indirectly based on rough estimates 
or assumptions. As noted in the introduction, regulatory arbitrage can 
(but not necessarily) constitute a non-action of a suggested change. 
Consequently, an absence of outcomes can be used to test hypothe-
ses related to regulatory arbitrage. For instance, Acharya et al. (2013) 
consider the absence of a relation between the regulatory capital ratio 
and conduit activity and Cardone-Riportella et al. (2010) interpret the 
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opposite of the efficient contracting hypothesis as the outcome of regu-
latory arbitrage. A few studies emphasise the effects of economic fac-
tors. Aiyar et al. (2014a, b), in examining the lending sector, compare 
studied banks to a reference group and Ambrose et al. (2005) test a 
variety of hypotheses related to regulatory behaviours based on the per-
formance of securitised and non-securitised loans. The latter approach 
is used to verify the results as determined by information asymmetries 
or actually a regulatory arbitrage. This raises the possibility of drawing 
conclusions regarding the existence of strategic regulatory arbitrage to 
exclude the possibility of all other explanations for non-action. As one 
example from the literature, Ongena et al. (2013) use a number of con-
trol variables to validate the occurrence of regulatory spillover effects.

5.6	� Conclusions

By surveying and reviewing 91 research articles on regulatory arbitrage, 
this chapter identifies how the literature defines, theorises on and stud-
ies regulatory arbitrage empirically. Most articles consider banking and 
financial markets for several reasons: the international organisation of 
capital flows in both real and securitised forms, the intensified regula-
tory control of capital flows and of their institutions and the identifica-
tion of regulatory arbitrage opportunities as part of the analytical field 
emerging after the financial crisis of 2007–2008. It can be concluded 
that many studies consider regulatory arbitrage as a matter of course 
both in terms of how regulatory arbitrage is defined and in terms of 
how it is treated theoretically.

We thus first conclude from our literature review that regulatory 
arbitrage is not consistently defined in research articles. Based on our 
literature survey, we can classify regulatory arbitrage as either related 
to strategies or as directed towards technical conditions of financial 
derivatives/securitisation. However, the use of broad, vague and sweep-
ing definitions of regulatory arbitrage limits opportunities to conduct 
theoretical and empirical research and limits the opportunities of  
causally determining when regulatory arbitrage does or does not apply. 
This includes determinations of what regulatory arbitrage is not. 
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Although most studies seem to apply an implicit understanding of regu-
latory arbitrage, this becomes less apparent when looking beyond the 
surface appearances.

Theoretically speaking, from this review we can conclude that both 
institutional and policy-related theories apply to regulatory arbitrage. 
Several studies exploit opportunities to balance decisions regarding 
whether regulatory institutions or companies/banks use regulatory arbi-
trage. Applying both neoclassical theory and agency-theoretical per-
spectives reveals opportunity costs that both regulators and institutions 
assume in regards to regulation and considers factors of relevance for 
both transactions costs and institutional costs and benefits. Part of the 
literature considers regulatory arbitrage itself as a theoretical construct 
but does not explain the motives behind regulatory arbitrage strategy 
adoption.

Empirically speaking, research challenges concern assumptions and 
definitions. Strategic actions benefitting from regulatory loopholes are 
difficult to measure but serve as possible outcomes of hypothesis tests. 
This limitation is attributable to the fact that regulatory arbitrage con-
stitutes a form of avoidance (non-action). At the same time, we can 
conclude that empirical analyses are more straightforward when it is 
possible to study a change in a measure related to regulatory arbitrage 
such as defined measurements of a securitised position or key ratio. This 
implies that transaction-based forms of regulatory arbitrage are more 
operational when conducting research than strategic forms of regula-
tory arbitrage. Although empirically oriented methodologies are only 
briefly reviewed in this chapter, further methodological development 
is welcome. For instance, in terms of measuring causal effects, these 
definitions have a ‘non-action’ relation to exogenous factors.

Research on regulatory arbitrage is currently in its infancy. The find-
ings and conclusions drawn from this review observe operative defi-
nitions related to certain types of transactions but at the same time 
highlight opportunities to develop knowledge on regulatory arbitrage. 
It is likely that regulatory arbitrage will persist in the future regard-
less of which regulatory framework is in place, and additional studies 
must be conducted to learn more on this issue. Existing and additional 
theoretical knowledge on regulatory arbitrage can further regulatory 
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development while introducing new views on institutional develop-
ment. While a number of research challenges have been addressed, some 
remain to be addressed in the future. More precise definitions could fur-
ther both empirical research and eclectic theoretical understanding, thus 
adding value to analyses of this issue for company and regulatory devel-
opment. This will also further analyses of securitisation scenarios and 
of strategies that are not necessarily designed to arbitrage on regulatory 
shortfalls.

Notes

1.	 Regulatory-regime inconsistency implies that the same transactions 
receive different regulatory treatment under different regulatory regimes. 
Economic-substance inconsistency implies that two transactions with 
the same cash flow receive different treatment under the same regulatory 
regime. Time inconsistency denotes that the same transaction receives 
different regulatory treatment at different points in time (i.e. the future).

2.	 As only academic literature is addressed, we exclude documentation and 
discussions of regulatory arbitrage by regulatory authorities (e.g. BIS/
EBA). Academically oriented book chapters (e.g. Willesson 2016) and 
working papers (e.g. Boyson et al. 2014a) known to the author are not 
included in the quantitative analysis. However, these studies and reports 
serve as helpful contributions for analysing theories and definitions.

3.	 For instance, Miller et al. (2013) discuss regulatory arbitrage in terms 
of health insurance, but draw comparisons between regulatory arbitrage 
and that of the financial sector, and Siegel et al. (2013) discuss regula-
tory arbitrage in an environment protection setting.

4.	 ABS refers to the academic journal guide developed by the Association 
of Business Schools, UK. Note that some of the non-ranked journals are 
related to academic fields other than business studies.

5.	 Please observe that Mehran and Thakor (2011) propose that the bank 
owners’ value does not decrease as the cost of equity decreases to com-
pensate for a higher reliance on equity funding due to regulation. 
Consequently, an owner faces a lower level of risk and should expect an 
equivalent lower return on the equity invested.

6.	 According to Aiyar (2014b), who studies loans, regulatory arbitrage is 
one out of three forms of leakage along with effects of the competition 
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(foreign branches take over businesses from affected banks) and capital 
markets channels (entering capital markets as a substitute for bank loans).

7.	 The FM approach is short for the Full Models approach and refers to 
the use of bank internal measurement models for risk measurements as 
approved by supervisors.

8.	 A thorough description of a neoclassical approach is provided in the 
working paper (hence not included in the sample) by Boyson et al. 
(2014a), assuming no agency costs.

9.	 Willesson (2016) adds to this assumption by suggesting that regulatory 
arbitrage may be used by banks operating at an optimal level. Restrictive 
regulatory capital requirements may influence the optimal cushion or 
signalling of bank solvency to stakeholders even if it does not have direct 
effects on the capital level.

References

Acharya, V.V., T. Cooley, M. Richardson, R. Sylla, and I. Walter. 2011. 
The Dodd-Frank wall street reform and consumer protection act: 
Accomplishments and limitations. Journal of Applied Corporate Finance  
23 (1): 43–56.

Acharya, V.V., P. Schnabl, and G. Suarez. 2013. Securitization without risk 
transfer. Journal of Financial Economics 107 (3): 515–536.

Acharya, V.V., and S. Steffen. 2015. The “greatest” carry trade ever? 
Understanding eurozone bank risks. Journal of Financial Economics 115 (2): 
2015–2236.

Agostino, M., and M. Mazzuca. 2011. Empirical investigation of securitisation 
drivers: The case of Italian banks. The European Journal of Finance 17 (8): 
623–648.

Aiyar, S., C.W. Calomiris, and T. Wieladek. 2014a. Does Macro-Prudential 
regulation leak? Evidence from a UK policy experiment. Journal of Money 
Credit and Banking,  46 (1, Suppl.): 181–186.

Aiyar, S., C.W. Calomiris, and T. Wieladek. 2014b. Identifying channels of 
credit substitution when bank capital requirements are varied. Economic 
Policy 29 (77): 45–77.

Ambrose, B.W., M. Lacour-Little, and A.B. Sanders. 2005. Does capital arbi-
trage, reputation, or asymmetric information drive Securitisation? Journal of 
Financial Services Research 28(1/2/3): 113–133.



5  What Is and What Is not Regulatory Arbitrage? A Review …        91

Barkin, J.S. 2015. Racing all over the place: A dispersion model of interna-
tional regulatory competition. European Journal of International Relations  
21 (1): 171–193.

Berg, T., B. Gehra, and M. Kunisch. 2011. A certification model for regula-
tory arbitrage: Will regulatory arbitrage persist under Basel III? The Journal 
of Fixed Income 21 (2): 39–56.

Blaško, M., and Sinkey J.F., Jr. 2006. Bank asset structure, real-estate lend-
ing, and risk-taking. The Quarterly Review of Economics and Finance 46 (1): 
53–81.

Blundall-Wignal, A., and P. Atkinson. 2009. Origins of the financial crisis and 
requirements for reform. Journal of Asian Economics 20 (5): 536–548.

Boyson, N.M., R. Fahlenbrach, and R.M. Stulz. 2014a. Why do banks prac-
tice regulatory arbitrage? Evidence from usage of trust preferred securities, 
Working paper, National Bureau of Economic Research. http://www.nber.org/
papers/w19984. Accessed 30 Sep 2015.

Boyson, N., J. Helwege, and J. Jindra. 2014b. Crises, liquidity shocks, and fire 
sales at commercial banks. Financial Management 43 (4): 857–884.

Calem, P.J., and J.R. Follain. 2007. Regulatory capital arbitrage and the poten-
tial competitive impact of Basel II in the market for residential mortgages. 
Journal of Real Estate Finance & Economics 35 (2): 197–219.

Calem, P.J., and R. Rob. 1999. The impact of capital-based regulation on bank 
risk-taking. Journal of Financial Intermediation 8 (4): 317–352.

Calomiris, C.W., and J.R. Mason. 2004. Credit card securitization and regula-
tory arbitrage. Journal of Financial Services Research 26 (1): 5–27.

Carbo-Valverde, S., E.J. Kane, and F. Rodriguez-Fernandez. 2012. Regulatory 
arbitrage in cross-border banking mergers within the EU. Journal of Money, 
Credit and Banking 44 (8): 1609–1629.

Cardone-Riportella, C., R. Samaniego-Medina, and A. Trujillo-Ponce. 2010. 
What drives bank securitisation? The Spanish experience. Journal of Banking 
and Finance 34 (11): 2639–2651.

Carruthers, B.G., and N.R. Lamoreaux. 2016. Regulatory races: The effects 
of jurisdictional competition on regulatory standards. Journal of Economic 
Literature 54 (1): 52–97.

Dhanani, A., S. Fifield, C. Helliar, and L. Stevenson. 2007. Why UK compa-
nies hedge interest rate risk. Studies in Economics and Finance 24 (1): 72–90.

Dias, R. 2016. Credit default Swaps: Has the GFC influenced perceptions of 
their utility for banks. Journal of Economic Surveys 30 (4): 712–735.

http://www.nber.org/papers/w19984
http://www.nber.org/papers/w19984


92        M. Willesson

Downs, D.H., and L. Shi. 2015. The impact of reversing regulatory arbitrage 
on loan originations: Evidence from bank holding companies. Journal of 
Real Estate Finance and Economics 50 (3): 307–338.

Eling, M., and H. Schemeister. 2010. Insurance and the credit crisis: Impact 
and ten consequences for risk management and supervision. The Geneva 
Papers 35 (1): 9–34.

Ellul, A., C. Jotikasthira, and C.T. Lundblad. 2014. Mark-to-market account-
ing and systemic risk: Evidence from the insurance industry. Economic 
Policy 29 (78): 297–341.

Fleischer, V. 2010. Regulatory arbitrage. Texas Law Review 89 (2): 228–290.
Freixas, X., G. Lóránth, and A.D. Morrison. 2007. Regulating financial con-

glomerates. Journal of Financial Intermediation 16 (4): 479–514.
Fung, H.-G., J. Yau, and G. Zhang. 2011. Reported trade figure discrepancy, 

regulatory arbitrage, and round-tripping: Evidence from the China-Hong 
Kong trade data. Journal of International Business Studies 42 (1): 152–176.

Galichon, A. 2010. The VAR at risk. International Journal of Theoretical and 
Applied Finance 13 (4): 503–505.

Harvard Law Review. (2004). Investor liability financial innovations in the regu-
latory state and the coming revolution in corporate law 117 (8): 1841–1958.

Houston, J.F., C. Lin, and Y. Ma. 2012. Regulatory arbitrage and international 
bank flows. The Journal of Finance 67 (5): 1845–1895.

Jain, A., P. Jain, T.H. McInish, and M. McKenzie. 2013. Worldwide reach of 
short selling regulations. Journal of Financial Economics 109 (1): 177–197.

Jones, D. 2000. Emerging problems with the Basel Capital Accord: Regulatory 
capital arbitrage and related issues. Journal of Banking & Finance 24 (1/2): 
35–58.

Karolyi, G.A., and A.G. Taboada. 2015. Regulatory arbitrage and cross-border 
bank acquisitions. The Journal of Finance 70 (6): 2395–2450.

Knoll, M.S. 2005. Regulatory arbitrage using put-call parity. Journal of Applied 
Finance 15 (1): 64–74.

Koch-Medina, P., and C. Munari. 2016. Unexpected shortfalls of expected 
shortfall: Extreme default profiles and regulatory arbitrage. Journal of 
Banking & Finance 62: 141–151.

Kreiner, R.E. 2002. Banking in a theory of the business cycle: A model and 
critique of the Basle Accord on risk-based capital requirements for banks. 
International Review of Law and Economics 21 (4): 413–433.



5  What Is and What Is not Regulatory Arbitrage? A Review …        93

Kroszner, R.S., and P.E. Strahan. 2015. Financial regulatory reform: 
Challenges ahead. American Economic Review: Papers & Proceedings 101 (3): 
242–246.

Lastra, R.M. 2004. Risk-based capital requirements and their impact upon the 
banking industry: Basel II and Cad III. Journal of Financial Regulation and 
Compliance 12 (3): 225–239.

Liu, X. 2015. How institutional and organizational characteristics explain the 
growth of contingent work in China. ILR Review 68 (2): 372–387.

López-Andión, C., A. Iglesias-Casal, M.C. López-Penabad, and J.M. Maside-
Sanfiz. 2015. The solvency of financial institutions in Spain: Lessons from 
securitization. Applied Economics 47 (44): 4741–4753.

Lysandrou, P., and A. Nesvetailova. 2015. The role of shadow banking entities 
in the financial crisis: A disaggregated view. Review of International Political 
Economy 22 (2): 257–279.

MacKenzie, D. 2011. The credit crisis as a problem in the sociology of knowl-
edge. American Journal of Sociology 116 (6): 1778–1841.

Mehran, H., and A. Thakor. 2011. Bank capital and value in the cross-section. 
The Review of Financial Studies 24 (4): 1019–1067.

Menezes, F.M., and C. Roessler. 2010. Good and bad consistency in regulatory 
decisions. The Economic Record 86 (275): 504–516.

Milcheva, S. 2013. Cross-country effects of regulatory capital arbitrage. Journal 
of Banking & Finance 37 (12): 5329–5345.

Miller, A.R., C. Eibner, and C.R. Gresenz. 2013. Financing of employer spon-
sored health insurance plans before and after health reform: What consum-
ers don’t know won’t hurt them? International Review of Law and Economics 
36: 36–47.

Mingo, J.J. 2000. Policy implications of the federal reserve study of credit risk 
models at major US banking institutions. Journal of Banking & Finance  
24 (1): 15–33.

Moshiran, F. 2012. The future and dynamics of global systemically important 
banks. Journal of Banking & Finance 36 (10): 2675–2679.

Oliver, C. 1991. Strategic responses to institutional processes. Academy of 
Management Review 16 (1): 145–179.

Ongena, S., A. Popov, and G.F. Udell. 2013. “When the cat’s away the mice 
will play”: Does regulation at home affect bank risk-taking abroad? Journal 
of Financial Economics 108 (3): 727–750.



94        M. Willesson

Partnoy, F. 1997. Financial derivatives and the cost of regulatory arbitrage. The 
Journal of Corporation Law 22 (2): 212–256.

Siegel, J.I., A.N. Licht, and S.H. Schwartz. 2013. Egalitarianism, cultural dis-
tance and foreign direct investment: A new approach. Organization Science 
24 (4): 1174–1194.

VanHoose, D. 2007. Market discipline and supervisory discretion in bank-
ing: Reinforcing or conflicting pillars of Basel II? Journal of Applied Finance  
17 (2): 105–118.

Wang, R. 2016. Regulatory arbitrage of risk measures. Quantitative Finance  
16 (3): 337–347.

Willesson, M. 2016. A note on regulatory arbitrage: Bank risk, capital risk, inter-
est rate risk and ALM in European banking. In Liquidity risk, efficiency and new 
bank business models, ed. S. Carbó Valverde, P.J. Cuadros Solas, and F. Rodríguez 
Fernandez. Houndmills: Palgrave Macmillan. ISBN: 978-3-319-30819-7.

Author Biography

Magnus Willesson  is Senior Lecturer at Linnæus University, Växjö, Sweden, 
and visiting fellow at University of Essex, Colchester, UK. He obtained his 
Ph.D. from the University of Gothenburg, Sweden. The teaching experience 
includes banking, financial institutions and markets, strategic risk management 
and corporate finance. The research emphasises how risk, efficiency and gov-
ernance of actors in the financial sector are affected by changing environments 
(such as technology, market changes, regulations or management require-
ments). It is published in several international journals and as book chapters 
covering subjects such as risk-taking and risk management in banks, banking 
efficiency, operational risk in banks, the banks’ adoption of the Basel II and 
Basel III accords and the cost-efficiency and pricing of payments.



6.1	� Introduction

Following the great financial crisis a great effort was taken by supervisors 
around the world in order to foster and strengthen banks’ corporate gov-
ernance mechanisms. Regulatory breaches and sharp declines in banks’ 
standards of conduct were the main concerns prompting widespread 
and far-reaching regulatory responses.

As known, banks were first required to strengthen their capital ade-
quacy levels under the Basel Capital accords with the primary goal of 
reinforcing protections against unexpected losses. In the meanwhile, 
efforts were made in order to cope with risk management issues. 
Actually, one of the key points that the crisis underpinned was a lack of 
adequate risk reporting standards (Grody and Hughes 2016).
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The Financial Stability Board (FSB) was heavily involved in provid-
ing guidelines and recommendations for improving on risk manage-
ment issues for banking institutions. The FSB reports set down the basic 
principles of the so-called Risk Appetite Framework-RAF (FSB 2013a, 
b). The RAF captured an increasing interest of supervisors (see CRMPG 
2008; BCBS 2009; SSG 2010; CEBS 2010; FSB 2013a, b; Central 
Bank of Ireland 2014), practitioners and, to a lesser extent, academic 
scholars. One of the most challenging regulatory mandates, however, 
is that under BCBS 239 requiring banks to implement robust arrange-
ments on risk data aggregation and reporting.

The RAF emerges as an important tool for risk management and con-
trol in a rapidly changing environment where strategic planning pro-
cesses in banking institutions even more requires the support of models, 
which allow measuring the impact of different scenarios.

A rapidly changing environment coupled with an evolving regulatory 
framework urges banks to rely on simulation-based forecasting model 
in order to assess bank soundness and capital adequacy under stressed 
scenarios. Actually, introducing advanced statistical techniques in deci-
sion-making processes becomes particularly compelling for managing 
uncertainty surrounding both exogenous and bank’s policy variables.

Under this perspective, therefore, the system of risks in banking insti-
tutions is no more a mere by-product of financial planning; rather it 
becomes a fundamental part of strategic planning permeating all man-
agement and risk control processes, involving all the functions. In that, 
the RAF is a step behind traditional forecasting models. In fact, while 
the latter just summarize strategy in quantitative variables, the RAF 
emerges as a managerial and monitoring tool linking risk objectives to 
the overall bank’s operations and strategies.

The aim of this chapter is to discuss the rationale of a Risk Appetite 
Framework as implemented by the Bank of Italy with its Circular 
263/2006 as subsequently amended and updated. More precisely, we 
present the methodological basics of the framework and their strategic 
and policy implications for bank’s risk management. Within this per-
spective, the work is intended to investigate the possible applications of 
a probabilistic forecasting model within a Risk Appetite Framework.
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The work is organized as follows. Section 6.2 presents the ration-
ale of the framework. Section 6.3 discusses a possible methodological 
approach to probabilistic analysis. Section 6.4 proposes an example with 
reference to the TCR and ROE as output parameters. Section 6.5 con-
cludes.

6.2	� The Rationale of a Risk Appetite 
Framework

The financial crisis leads regulators and supervisors to redefine the basic 
principles of risk management and risk control with the aim of preserv-
ing bank’s soundness and reducing the risks of systemic adverse effects 
of bank crisis. This involves a renewed interest on sound corporate gov-
ernance practices and internal controls. Basically, banks are required to 
adopt a formalized framework guiding risk management and monitor-
ing practices.

By the way, it is widely recognized the link between risk-taking 
(or excessive risk-taking), default risk, distress costs and bank value. 
The link between risk management, bank strategy and governance is 
straightforward as well. Distress costs arise as financial distress makes 
the bank no longer able to pursue its strategy. Under the shareholder 
value-maximization perspective, therefore, the risk of financial distress is 
the risk to be managed.

The shareholder maximization argument has been raised by Stulz 
(2016) who developed a framework where there is for each bank a level 
of risk leading to bank’s value maximization. An effective corporate gov-
ernance takes the responsibility to assure that the management chooses 
the level of risk which maximizes shareholder wealth under regulatory 
constraints, with the latter defining the bank’s risk capacity.1

The aforementioned links and relations among the various levels of 
risk management and governance precisely help shaping the concept of 
the Risk Appetite Framework.

Put it in general terms, the RAF approach designs a multifaceted 
framework comprising “polices, processes, controls and systems through 
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which the risk appetite is established, communicated and monitored” 
(FSB 2013a). The rationale of the framework is to limit bank’s risk-tak-
ing to its capacity of absorbing and managing risks.

Despite not stating any clear relation or hierarchy between the above-
mentioned concepts (Baldan et al. 2014), the approach to risk manage-
ment envisaged by the FSB reports elicit a few considerations. It leads 
to an affirmation of far-reaching corporate governance culture. More 
precisely, it supports the strategic decision-making process and capi-
tal allocation. In that, it helps aligning operations in view of achieving 
bank’s strategic goals. It, then, serves the purpose of setting a framework 
of operational limits to credit risk, market risk and other risks. Next, it 
helps guiding a coherent transposition of strategic goals across different 
business units within budgetary and decision-making processes. Finally, 
but not less important, the RAF is a perquisite for communication pur-
poses to the stakeholders.

The key point of aligning RAF with strategic goals is allowing banks 
to embed both risk and return considerations into strategic decision-
making. Relating strategic goals and the correlated return targets within 
the bank’s actual and desired risk profile stands at the heart of a sound 
ERM where different risk management features are integrated in a 
holistic manner (Alix et al. 2015).

Actually, implementing an effective ERM system has far-reaching 
implications spanning risk management and accounting policies. It has 
been argued (Grody and Hughes 2016) that the proper implementa-
tion of BCBS 239 compellingly requires the adoption of a common risk 
metric for all types of risk. Such a goal involves both risk managers and 
accountants, envisaging a two pillar approach which claims forcing to 
the convergence of finance and risk systems within a unique control and 
reporting system and the implementation of a common risk measure-
ment framework. Such an approach points to the integration of both 
risk and accounting data into a single framework which can be referred 
as to “Risk Accounting”. Several implications of a Risk Accounting 
framework have been recognized, ranging from the determination of 
regulatory capital requirements, the calculation of risk-adjusted per-
formance measure such as RAROC to adjusting betas in the CAPM 
(Fernandes et al. 2013).
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Ultimately, the framework puts risks at the heart of the banks growth 
strategies and claims for a coherent definition of bank’s risk appetite.

Central in bank’s risk management under an RAF environment are 
the concepts of risk tolerance and risk appetite, although banking insti-
tutions and supervisors do not unanimously define them. Put it simply, 
risk tolerance can be regarded as the amount of risk that the bank is 
willing to accept. Alternatively, a distinction is often made between the 
“absolute risk which a bank a priory is open to take (Risk appetite) and 
the actual limits (Risk Tolerance) within the Risk Appetite which the 
bank pursues” (Basel Committee on Banking Supervision 2009). Such a 
distinction is envisaged by the FSB itself, although it does not provide a 
definition of risk tolerance.

Risk Tolerance can be defined as the maximum allowed devi-
ance from the risk appetite (Bank of Italy, Circular 263/2006). Such a 
threshold is set in view of allowing banks continuing operations within 
their risk capacity, even under stressed scenarios. Risk capacity, in turn, 
is defined as the maximum risk a bank can assume without breaching 
regulatory constraints or other constraints eventually imposed by share-
holders or supervisors.

Being designed in accordance with bank’s risk capacity, the RAF 
should be, therefore, coherent with bank’s business model, its strategic 
plan and integrated within the Internal Capital Adequacy Assessment 
Process (ICAAP).

At a corporate level, the rationale of the RAF lays in identifying both 
risk objectives (Risk Appetite) and the maximum acceptable deviance 
(Risk Tolerance) for all major risk categories (credit risk, financial risk, 
operational risk, reputation risk and other risks such as strategic and 
legal risk) and Key Performance Indicators (capital adequacy, earnings 
volatility, shareholder value, risk-adjusted performance metrics, credit-
worthiness, regulatory standing). Finally, corporate-level risk appetite 
and tolerances are drilled down to departments and products, each car-
rying its risk limits and targets.

Widening the perspective, risk analysis leads banks to define a set of 
operational limits together with identifying clear monitoring responsi-
bilities within their internal control processes in accordance with bank’s 
policies. Defining, risk appetite, risk tolerance and risk limits becomes 
an important challenge.
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Actually, the main contributions come from practitioners with a few 
works describing the overall architecture of risk governance and man-
agement (Booz&Co 2009; IIF 2011; KPMG 2013; GARP 2013) while 
others focusing on the rationale of risk limits and buffers or proposing 
specifications on model’s parameters (Protiviti 2012; RIMS 2012).

A body of literature, then, takes a more quantitative approach envis-
aging ways for operationalizing the quantitative features of an RAF 
model (Cortez 2011; Cremonino 2011; The Society of Actuaries in 
Ireland 2011; Baldan et al. 2016).

On a methodological ground, two main approaches to RAF are 
emerging. The first is coherent with the ICAAP framework and defines 
the risk appetite and the risk tolerance in terms of incidence of total 
internal capital on total capital. The second approach focuses on the 
four legs methodology. Basically, it consists in defining an upper and 
a lower risk appetite limit, each coupled with the related trigger. The 
area between the upper and lower triggers represents the desired range 
for the risk profile, while a breaching of any of the triggers implies that 
risk profile is approaching the risk appetite limits requiring corrective 
actions (see IRM 2011; ECR—EMEA 2013).

By the way, defining a set of operational limits might lead to the 
implementation of an early warning system prompting bank’s manage-
ment to adopt proper actions and measures in view of reverting to the 
desired risk-taking levels whenever the bank is approaching any risk 
limit (McNish et al. 2013).

While regulators miss to set down a methodological framework for 
thresholds calculation (and, in particular, the risk tolerance), they state 
as a guideline that the overall RAF architecture should fit the bank’s size 
and its complexity in terms of business model and operations.

Broadly speaking, the approach to risk appetite and risk limits might 
develop under a determinist environment or, alternatively, under a sto-
chastic and simulation-based approach.

Actually, the implementation of a probabilistic approach to bank’s 
strategic planning under a RAF brings significant improvements to a 
pure deterministic environment. A deterministic approach, for exam-
ple, does not allow to perform stress test-based sensitivity analysis 
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unless generating conflicts when defining and interpreting adverse sce-
narios. For example, while directly sustaining profitability loan portfolio 
growth increases risk and therefore negatively affects profitability itself. 
Whether the growth in the loan portfolio is desirable or not is a tricky 
question which should be solved by firstly defining the target measure 
to address.

Under a stochastic perspective, by contrast, the RAF becomes a pow-
erful approach to the extent that it integrates forecasting model and 
sensitivity probabilistic analysis into a model which brings together the 
strategic dimension, sensitivity analysis and risk measurement and con-
trol.

Different approaches and models for strategic planning purposes can 
be envisaged. Among them, of particular interest are the so-called enter-
prise-based forecasting models, which allow for investigating the impact 
of strategies on bank’s performance under changing scenarios. Basically, 
these models simulate balance sheet, profit and loss account, risk expo-
sure and capital absorption given regulatory or managerial constraints. 
In that, a simulation based forecasting model mapping the wide net 
of relations among risk parameters can return the risk profile which is 
implied in bank’s strategic choices.

The Bank of Italy precisely supports such a perspective requiring per-
forming stress test analysis in order to assess the effect of adverse sce-
narios, each characterized by a certain probability, on bank’s soundness 
and profitability.

Moreover, a stochastic approach is particularly suitable to man-
age and control risks under a Risk Appetite Framework where risk is 
defined in terms of a system of output measures whose precise speci-
fication is essential in order to manage conflicts when defining and 
interpreting adverse scenarios. A stochastic framework, in fact, allows 
managing multidimensional models.

Methodologically, a probabilistic approach to sensitivity analysis 
requires defining the joint distribution of the input variables and, there-
fore, the outputs. However, defining a joint probability distribution of 
variables is not always an easy task. An alternative model is to assume 
univariate probability distributions (and mutually independent) for 
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each variable and, then, employ a copula method according to one of its 
various specifications (see, among others, Rubinstein and Kroese 2011; 
Robert and Casella 2004).

An interesting extension of the analysis consists of relying on simula-
tion methodologies for determining the relevant thresholds (namely, the 
risk tolerance threshold coupled with intermediate thresholds) which is 
one of the most promising applications of the probabilistic analysis.

Recall that the level of the Risk Profile is known since it is defined in 
advance. The level of the Risk Capacity is known (and exogenous for 
the intermediary) as well. At this regard, however, it is to note that the 
capacity could be defined by the supervisory authority (at least in part), 
taking into consideration (case by case) the design of the probabilistic 
distribution.

The tolerance threshold can be defined endogenously (before and 
after the buffer as determined by the board) together with the interme-
diate threshold.

More precisely, given the relevant parameter (for instance, the total 
capital ratio—TCR) and the risk appetite, the probabilistic analysis 
might lead to the definition of:

(a)	 A Technical Risk Tolerance;
(b)		  Intermediate thresholds;
(c)		  Possibly, a buffer.

Risk tolerance represents the expected deviance (calculated on the basis 
of the expectations regarding the parameters of the forecasting model) 
for the relevant parameter. Contrary to other approaches the tolerance 
level is not defined on the basis of the absolute level of risk profile2; 
rather, it is determined in terms of the probability of not achieving the 
risk appetite level.

The intermediate threshold serves to the purpose of defining when 
deviations in the risk profile should be considered as significant, 
prompting organizational adjustments. Therefore, a probabilistic 
approach to RAF allows to properly assess the degree of challenge that 
a strategic plan involves and the underlying degree of risk (measured by 
the dispersion of outcomes).
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Finally, an extra buffer (EB) can be deliberated by the board. While 
the technical risk tolerance represents the expected deviation, the extra 
buffer is intended to capture unexpected deviations from the expected 
scenario due to non-predictable events. Such an adjustment implies a 
shifting of the entire curve toward worsening scenarios.

6.3	� Forecasting Models and Sensitivity 
Analysis: A Probabilistic Approach

As known, models offer a simplified representation of the real world 
designing a system of relations among variables. A model is defined 
by a set of input parameters, a set of target parameters and the mutual 
links. As inputs, a set of both exogenous variables and of endogenous 
variables is defined. Among exogenous variables, scenario variables (i.e. 
macroeconomic variables) such as inflation rates (which can affect cer-
tain cost items) or loan impairment rates could be included as well. For 
forecasting models to be reliable, they are required to take into account 
all available information. In fact, forecasts are subject to increasing sto-
chastic errors with the time horizon they cover.

Given an appropriate number of stochastic simulations, it is possible 
to represent the arriving values for each scenario. More precisely, once 
having calibrated the model outputs based on scenario expected values 
and the goals that the bank want to pursue, aleatory features are then 
introduced.

We follow describe the steps of a simplified approach to probabilis-
tic analysis for defining tolerance thresholds for a set of variables and, 
finally, gauging the boundaries for risk and performance measures.

Phase 1. Design of the forecasting model. It involves defining the tar-
get variables and, therefore, the input variables (environmental and stra-
tegic variables). Input variables can represent both the scenario and the 
strategy that the bank intends to pursue. For instance, let consider the 
Roe and the total capital ratio as target variables. Consider then one of 
the environmental variables (expected growth of the loan portfolio) as 
semi-endogenous. An adverse scenario should take into account lower 
loans given the target of profitability or higher loans given the risk target 
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Table 6.1  The forecasting model

The budget constraint can be defined in a simplified way. Let the asset side 
comprising liquid assets (C) and illiquid loans (L), distinguishing between cus-
tomers loans ((L∗)) and loans to institutional counterparties (I). In the liability 
side, we have deposits (D) and equity (E). Within a T-period time horizon 
(generally, 3–5 years), the model has the goal of defining the better strategy 
(i.e. that allowing to realistically capture market opportunities while keeping 
the bank on track with both internal and supervisory constraints). The objec-
tive function is defined by Eq. 6.1 where it is assumed that the changes in 
equity capital only depend on the accumulation of profits (Ut).

max(ET); con ET = E0 +
T
∑

t=1

Ut (6.1)

Equation 6.2 restates the objective function and shows how the capital maxi-
mization is represented by the maximization of the overall contribution of 
profits within the forecasting period (Ut ). Such an equation holds also when 
exogenous changes of capital are allowed (ET = E0 +

∑

T

t=1
Ut +

∑

T

t=1
�E

t
).

max

(

T
∑

t=1

Ut

)

=
∑

∀t=1..T

max(Ut |U<t ) (6.2)

The model is based on the identity assured by Eq. 6.3. It is to note that the 
profit in period t is not independent of the previous-years profits (U<t).

Ut = Ut |U(<t) = Ct + L∗
t
+ It − Dt − E∗

t
t = 1T (6.3)

E∗
t
 equals E0 +

∑

k−1

1
Uk, or E0 +

∑

t−1

k=1
Uk +

∑

t

k=1
�E

k
 in the case exogenous fea-

tures in variations of capital are introduced. It is to note that the profit of the 
period (Ut) is calculated on the basis of the profit account equation and that 
the balance is achieved through variations in institutional loans.

Let represent the relations that define the evolution of the model between 
subsequent forecasting periods. The functional relations assume that changes 
in total loans are due to loans coming to maturity ML and new loans �L. The 
intertemporal relations for deposits can be defined in the same way.

Lt+1 = Lt −ML

t+1
+�t + 1

L
∀t = 1.. T (6.4)

For the sake of simplicity, among those loans coming to maturity defaulted loans 
can be included as well with weight δM on total matured loans. Equation (6.5) 
proposes the intertemporal relation for capital3 (rδ represents provisions).

Et+1 = Et + rL ∗ Lt+1 − rD ∗ Dt+1 − rδ ∗ δ
L

t+1
∗ML

t+1
(6.5)

Putting aside Et, the other terms on the right side of the equation provide a 
simplified representation of the profit for the year (as from the profit and 
loss account).

Equation 6.5 assumes that the average returns on loans and deposits are time 
invariant. Such a hypothesis could be easily overcome using interest rates 
coherent with the strategy that the bank wants to pursue.

(continued)
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alternatively. Provided that such conflicts when defining the adverse sce-
nario refer to k target variables (each assuming, for instance, two val-
ues), the number of unfavourable scenarios to be considered would be 
2k. Table 6.1 offers a simplified representation of the forecasting model.

Phase 2. Assessing the deviation of scenarios from the expected sce-
nario. This step leads to the estimation of variation ranges for the input 
variables, which, together with their expected values, allows to derive a 
distribution probability (Phase 3).

Phase 3. Designing the stochastic structure of the forecasting model. 
This step leads to deriving the probability distributions assumed as inde-
pendent at this stage. Moreover, correlations between marginal distri-
butions are derived, either relying on estimations based on time series 
analysis or recurring to experts’ elicitations.

To this end, copula-based risk analysis allows to map correlations 
between the model’s aleatory variables.

Moreover, a probabilistic analysis allows certain degrees of flexibility 
by introducing “sampling rules” in order to define the domain within 
which variables can be jointly sampled. At this regard, it is worth not-
ing that the copula approach often offers solutions which are just an 
approximation to the problem of sampling values from multivariate 
joint distributions where correlations are different from zero. It is there-
fore possible to sample values related to very rare and unlikely scenar-
ios. Defining proper sampling rules elicits therefore “coherence checks”, 
accepting or refusing unlikely scenarios.

After having identified the parameters representing the envis-
aged scenarios, a probability function which describes uncer-
tainty is required. For instance, let X be a generic parameter of the 
model and 

...
X = {x ∈ (xl, xu) : P(x) �= 0}4 the related domain, 

we can define a probability distribution 
[

f (x)
]

 on the domain 

Table 6.1  (continued)

The model results are, then, employed in order to assess the risks (credit risk, 
operational risk, interest rate risk and so on). Supervisory or internal limits 
become a constraint within the deterministic setting of the model. The prob-
abilistic analysis is aimed at determining and assessing the risk that both the 
evolution of scenarios and the bank strategy will lead to a breach of them.
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so that it satisfies the following conditions 
´

xu

xl
f (t)dt = 1; and 

P(xl ≤ a ≤ x ≤ b ≤ xu) =
´

b

a
f (t) dt. A BETA distribution is normally 

applied to describe the stochastic structure of the variables in the model. 
However, for the purpose of representing the variability of input vari-
ables, a PERT distribution can be applied as well (O’Hagan 2006).

Phase 4. Derivation and analysis of results. Simulations allow to 
empirically derive the distribution probabilities of target variables. Such 
probabilities are conditional on the specific model and the hypothesis 
over the input variables.

Hereafter, we describe, in practical terms, the rationale for the appli-
cation of a probabilistic approach to RAF thresholds. Let consider the 
total capital ratio (TRC—that, as known, reflects the ratio supervisory 
capital and the risk weighted assets—RWA) as the output parameter, 
although we might well assume other parameters as outputs in a proba-
bilistic forecasting model. Such a parameter is, by construction, nega-
tively correlated to risk.

Figure 6.1 depicts a hypothetical distribution of the output param-
eter. Let assume a Risk Appetite (RA) greater than the Risk Profile (RP) 
with both above the Risk Capacity (RC).

Of paramount importance is the interpretation of the areas 
P(TCR < risk capacity) and P(TCR) > risk appetite), denoted with A 
and D respectively. Each of the four areas in Fig. 6.5 have a significant 
economic meaning. In particular:

(a)	 The first area (A) represents, when different to zero, the probabil-
ity that TCR is lower than the risk capacity. It defines an “abso-
lute risk” measure, being the probability of not complying with the 
minimum regulatory capital requirement;

(b)		  Area B in the figure (when different to zero) identifies the prob-
ability that TCR is lower than the risk profile. It defines a “rela-
tive risk” measure, being the probability of obtaining a capital level 
below the current capitalization;

(c)		  Area C in the figure above (necessarily different to zero), identifies 
the probability that TCR is lower than the risk appetite but higher 
than the risk profile. It is the probability of improving the current 
situation but still remaining below the target levels;
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(d)		  Area D in the figure above (necessarily different from zero) iden-
tify the probability that TCR is greater than the risk appetite. Such 
a probability is inversely related to the degree of the challenge 
implied by the plan. Higher values of such a probability mean that 
improving scenarios are easily achievable (low degree of challenge).

As noted, the RAF emerges as a powerful tool for strategic planning 
processes. It allows to set risk-return targets characterized by different 
degrees of challenge, monitor the achievements and assess the feasibility 
of the plan.

Obviously, different shapes of the distribution coupled with varying 
risk appetites result in different absolute-risk exposures.

Fig. 6.1  Total capital ratio distribution, an example
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Let us consider the absolute-risk environments depicted in Figs. 6.2 
and 6.3, which represent different combinations of challenge and riski-
ness of the plan.

The left-hand side in Fig. 6.4 is referred to a bank operating within 
an absolute risk framework (positive probability that TCR < risk capac-
ity). It builds a very challenging (very low probability that TCR > risk 
appetite) and therefore probably unrealistic plan. In the second case 
(right hand side of the picture), while the shape of the curve remains the 
same, the strategic framework changes defining a less challenging plan.

Let note that in both cases the probability distribution has a median 
value very close to the risk profile. Such a feature is due to casualty here 
and does not constitute a rule. Figure 6.5 depicts two cases of limited 
risk exposure, the probability of breaching the risk capacity and differ-
ent degree of challenge.

Within a zero-absolute-risk environment, Case III represents the case 
of a bank pursuing relatively low challenging goals (in no scenarios, 
we have TCR > risk capacity), which are not affected by the combined 
effect of exogenous forces and uncertainties related to the achieve-
ment of endogenous targets. In case IV, the strategic plan benefits of a 

I° case. Very challenging and highly risky plan. 

Possible exposure to absolute risk-inability to 

I° case. Moderately challenging and highly risky 

plan. Possible exposure to absolute risk-inability to 

comply with the risk capacity

Risk Capacity

A B

C

D

A
B

C D

0.05 0.10 0.15 0.20

(Total Capital Ratio)

0.25 0.30 0.35
0.05 0.10 0.15 0.20

(Total Capital Ratio)

0.25 0.30 0.35

(10.5%)
Risk Profile

(16%) (10.5%) (16%) (22%)
Risk Appetite Risk Capacity Risk Profile Risk Appetite

(25%)

comply with the risk capacity

Fig. 6.2  TCR probability distribution in a high absolute risk environment
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I Case. Less challenging and less risky plan 
(absolute risk null)

II Case. Highly challenging but conservative plan 
(absolute risk exposure null)

0.05

B
C

D
B C D

0.10 0.15 0.20

(Total Capital Ratio)

0.25 0.30 0.35 0.05 0.10 0.15 0.20

(Total Capital Ratio)

0.25 0.30 0.35

Risk Capacity
(10.5%)

Risk Profile
(16%) (10.5%) (16%) (25%)

Risk Appetite Risk Capacity Risk Profile Risk Appetite
(25%)

Fig. 6.3  TCR probability distribution within a zero absolute risk environment

Fig. 6.4  Introducing thresholds
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negligible absolute-risk exposure while having a very challenging TCR 
target.

When introducing thresholds, the B area in Fig. 6.4 identifies the 
probability that TCR takes lower than the risk tolerance values (assum-
ing that such a parameter is lower than both risk appetite and risk 
profile: P(TCR < RT |  TCR < RA)) and mirrors a most accurate and 
conservative relative risk measure. In a case of worse than expected 
performance, such a value signals the probability that the performance 
itself be worse than the corporate threshold (risk tolerance) that has 
been defined within the RAF procedure.

More generally, a possible methodological approach, on the basis of 
the sensitivity analysis (starting from an exogenously defined risk capac-
ity), defines the thresholds as follows:

(a)	 The risk appetite is determined as the result of the forecasting 
model in its first deterministic version;

(b)		  The degree of the Technical Risk Tolerance (TRT) (i.e. deriving 
from a probabilistic assessment without Buffer) can be identi-
fied by properly defining the area (C + D; (P(TRT < TCR < RA)) 
assuming that the probability of achieving lower than the risk 
appetite values (but greater than the risk tolerance) is lower than 
a conventional threshold (for example, 50%). More generally, 
the technical tolerance can be identified with the point at which 
P(TRT < TCR < RA) = MIN(C + D; 50%).5

Thresholds

RISK PROFILE 2014 27,0%

Prob. Worse 
Case

P(.<threshold)

Prob. Better 
Case

P(.>threshold)

Risk Capacity (RC) 10,5% (%) 0% 100,0%
Risk Appetite (RA) 25,8% (%) 52,6% 47,4%

P(RA<TCR<RC) 52,6%

Technical Tolerance (TRT) 22,8% (%) 2,6% 97,4%
P(RA<TCR<TRT) 50,0%

Buffer (Bf) -4,6% (%)

TRT + Bf (RT) 18,1% (%) 0,0% 100,0%
P(RA<TCR<RT) 52,6%

45,8%
Intermediate threshold 23,2% (%) 6,7% 93,3%

35,1%
17,5%

P(T.C.R. < RT | T.C.R. < RA) 0%

20
15

Fig. 6.5  A synthesis of RAF thresholds: the total capital ratio
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(c)		  The board can deliberate an extra buffer. In a simplified approach, 
the extra buffer might, for example, be defined as a function of 
the volatility of the parameter (conventionally, it is measured as 3 
standard deviations of the parameter distribution).

(d)		  Intermediate threshold (IT). Within a simplified approach 
it could be conventionally located between the risk appetite 
and the risk tolerance gross of the possible buffer (for exam-
ple, 1/3 of such a distance expressed in terms of width of such 
an interval or, alternatively, following a probability approach: 
P(SI < TCR < RA) = 1

3
∗ P(RT < TCR < RA)).

Apart from the specific methodological choices, the fundamental point 
is that the thresholds are defined on the basis of the information which 
directly derive from probabilistic simulations and are strictly related to 
the strategic planning.

6.4	� Probabilistic Analysis: A Simulation

The results of the stochastic forecasting analysis are themselves expressed 
in terms of probability distribution.

Let consider as an exemplification the Return on Equity (ROE) and 
the Total Capital Ratio (TCR) as target parameters. They are for sure 
representative of fundamental profiles of bank management (overall 
profitability and degree of riskiness). They are obviously interdependent.

We present examples of marginal distribution probabilities for the 
ROE and TCR taking 2015 as the reference year with reference to pro-
jections made in 2014 in the following. Figure 6.5 depicts the distribu-
tion for the TCR showing:

(a)	 The histogram of simulations that represents the marginal distribu-
tion probability of the parameter, evidencing the relevant thresh-
olds (left-hand quadrant);

(b)		  The values of the most significant thresholds (in the middle);
(c)		  The probability of achieving better or worse results than the 

thresholds (right-hand side quadrant).
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The risk profile is the value of the parameter in 2014. It is determined 
based on historical data and helps interpreting the expected dynamics. 
Risk capacity (defined by regulators) was 10.5% (assumed invariant 
over years). From Fig. 6.5, we learn that:

(a)	 The bank is well capitalized and not exposed to absolute risk 
(Prob(TCR < capacity) = 0);

(b)	 The risk appetite is located at the median level of the distribution;
(c)	 The technical risk tolerance is set in such way to have a 50% prob-

ability of achieving values comprised between the risk tolerance and 
the risk appetite;

(d)	 The buffer (defined by the board) makes a 4.6% translation of the 
technical tolerance bringing the tolerance to an 18.1% level;

(e)	 The intermediate threshold is set at a one-third level of the distance 
between risk appetite and risk tolerance (comprising the buffer). It 
emerges that in 93.3% of the cases TCR lays above the intermediate 
threshold.

With reference to the ROE (Fig. 6.6), we can raise the following points:

(a)	 Obviously, a risk capacity does not exist. However, it could be 
assumed that the cost of capital (KE) acts as the capacity for that 
parameter. Below such a threshold, in fact, the economic value 
added (EVA) is negative (ROE < KE) thus destroying the value for 
shareholders;

(b)	 The bank forecasts (the Risk Appetite) a negative return (−0.7%). 
However, 78% of the scenarios point to better than expected results;

(c)	 The technical tolerance lays at the limits of expected results (prob-
ability of lower values = 1.9%), while the buffer defined by the 
board returns an intermediate threshold equal to −1.4% (probabil-
ity of achieving lower values = 0%).

For the sake of completeness, Table 6.2 summarizes the RAF parameters 
for which, in our exercise, we calculated the risk appetite together with 
risk tolerance and risk tolerance thresholds according to the probabilis-
tic approach.
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The estimates (available for each year under investigation) are pro-
posed for 2015 only (strategic plan for 2014). For parameter and for 
each forecasting year, a synthesis of the thresholds resembling those in 
Figs. 6.5 and 6.6 is available.

Table 6.2  A list of RAF parameters and thresholds as defined with a probabilis-
tic approach (2015)

Risk parameter Risk capacity Risk tolerance 
(%)

Intermediate 
risk threshold 
(%)

Risk appe-
tite  
(%)

Total capital 
ratio

10,50% 18.15 23.22 25.75

Total internal 
capital/Total 
capital

– 0.00 0.00 46.90

ROE (evaluated 
on an average 
level of own 
funds over the 
last 2 years)

– −3.02 −1.45 −0.66

Adjusted Cost/
Income (net of 
the outcomes 
of the financial 
area)

– 85.07 81.56 79.81

Own funds/Total 
assets

– 9.51 12.82 14.48

Gross customer 
loans/funding 
vs customers

– 122.64 103.75 94.31

Capital require-
ment for credit 
risk/Own funds

– 36.77 30.47 27.32

(Non-performing 
loans)/Own 
funds

– 62.96 56.39 53.10

Coverage ratio – 63.07 64.05 64.54
Exposure to the 

top 20 custom-
ers/Total gross 
loans

– 21.88 21.48 21.28

Internal capital 
on interest rate 
risk/Own Funds

– 20.61 16.85 14.97
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We then propose a further possible application of the model for 
the purpose of implementing a monitoring tool for certain parameters 
which can be assumed as representing operational limits within the 
planning process.

In such a perspective, the commercial budget on funding (D) and 
loans (L) certainly is one of the fundamental tools for deterministic 
forecasting, probabilistic analysis and the definition of RAF thresholds.

A question that could be useful to raise is as follows: What are the 
limits up to which it is possible to fail the target volumes for loans (L) 
and deposits (D) while assuring compliance with RAF thresholds? The 
problem is, therefore, to define the conditional distribution of the vari-
ables in relation to the constraint that has been imposed under the RAF 
approach (e.g., the intermediate threshold referred to ROE and TCR). 
More precisely, we can define the distributions of loans and depos-
its conditioned to the compliance with the intermediate thresholds for 
ROE and TCR. Formally:

Given the distribution of loans and deposits, it is, then, possible do 
break it down in order to identify buckets representing different degrees 
of the risk of not complying with intermediate thresholds. At this 
regard, it is possible to represent different risk scenarios and namely:

P(D | ROE > −1.45%;TCR > 23.22%); P(L | ROE > −1.45%;TCR > 23.22%)

Thresholds
Prob. Worse 

Case
P(.<threshold)

Prob. Better 
Case

P(.>threshold)
RISK PROFILE 2014 1,9%

Risk Capacity (RC) (%) 0% 100,0%
Risk Appetite (RA) -0,7% (%) 21,8% 78,2%

P(RA<TCR<RC) 21,8%

Technical Tolerance (TRT) -1,2% (%) 1,9% 98,1%
P(RA<TCR<TRT) 19,9%

Buffer (Bf) -1,8% (%)

TRT + Bf (RT) -3,0% (%) 0,0% 100,0%
P(RA<TCR<RT) 21,8%

Intermediate threshold -1,4% (%) 0,0% 100,0%
21,8% 14,5%

P(T.C.R. < RT | T.C.R. < RA) 0%

20
15

Fig. 6.6  A synthesis of RAF thresholds: the ROE
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(a)	 High-risk scenarios represented by values outside the curve, corre-
sponding to the (certain) failure to comply with strategic guidelines 
(high probability of breaching the intermediate threshold);

(b)	 Low-risk scenarios which, conventionally, can be identified within 
a range of ±1 standard deviation from the mean (but never outside 
the curve);

(c)	 Moderate-risk scenarios, in all the other cases when intermediate 
risk thresholds are identified.

The monitoring tool allows to compare budgetary figures for loans and 
deposits with current volumes as reported.

6.5	� Conclusions

Forecasting processes in banking institutions require the support of 
appropriate models for decision-making. Projecting and assessing risk 
exposure, therefore, do not constitute a mere consequence of financial 
planning, rather is a constitutional part of it. Under such a perspective, 
our work explored the application of a probabilistic forecasting model 
for the purpose of defining the RAF thresholds. The outcomes are con-
ditioned to the structure of the model and to the strategic guidelines 
that have been implemented.

The model measures what would happen when, under a probabilistic 
scenario, the projected strategies would be implemented assuming the 
validity of the forecasting model itself.

The Bank of Italy points to the need of carrying on stress tests with 
the aim of assessing the impacts of unfavourable scenarios. The defini-
tion of RAF thresholds can, therefore, be implemented in the analysis of 
worst-than-planned scenarios.

In such a perspective, stress test can be defined in terms of a sensitiv-
ity analysis of the model to the starting hypothesis. Within this frame-
work, thresholds are no longer defined in an exogenous way. Nor they 
are determined as a function of the risk appetite only, independent of 
the probabilistic distribution of outcomes. Finally, the probabilistic 
approach we proposed is just not a tool for pursuing a single specific 
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technical goal. Rather, it qualifies as a tool for supporting bank govern-
ance which, as known, is based on probability intervals. In that, it tends 
to investigate the sensitivity of the outcomes of a forecasting model to 
the underlying hypothesis taking the stochastic nature of events into 
consideration.

Notes

1.	 For the links between corporate governance and shareholder wealth, 
see Shleifer and Vishny (1997). For a great review of general corporate 
governance principles in banking institutions, see Mehran et al. (2011); 
Mehran and Mollineaux (2012).

2.	 Formally: Upper (lower) Risk Tolerance = μ risk profile +(−) m × σ 
risk profile; upper (lower) risk limit = μ risk profile +(−) l × σ risk pro-
file, where m and l are the multipliers of the volatility.

3.	 The maximum amount of new deposits from (and new loans to) cus-
tomers (and therefore the definition of a minimum and maximum value 
for the loans-to-deposits ratio) represents a fundamental constraint given 
that for a medium–small bank institutional funding sources are limited.

4.	 Where x is a generic value of the parameter X, P(x) denotes the probabil-
ity associated with the generic value x, x_l and x_u are the lower and the 
upper limit of the domain, respectively.

5.	 In the case of a strategic plan with a medium–high degree of challenge 
(C + D > 50%), it is conventionally assumed that the probabilistic dis-
tance between RT and RA is 50%. By contrast, in the case of a strategic 
plan with a medium–low degree of challenge, RT is set to the maximum 
distance to RA taking into account the distribution probability of the 
parameter. The rationale for choosing a 50% cut-off is to preserve a 
degree of elasticity between RT and RA so that for the most challenging 
plans the breach of a warning threshold (RT or intermediate) promptly 
alerts the bodies entrusted with controlling responsibilities. By contrast, 
a plan, which is already characterized by a low level of challenge, will 
lead to the definition of an RT levels that even more promptly generate 
warnings.
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7.1	� Introduction

Credit Default Swaps (CDS) are credit derivatives functioning as insur-
ance contracts: in exchange for a fee paid to the seller, they provide 
protection to buyers from losses that may be incurred on sovereign or 
corporate debt resulting from a credit event that may include failure to 
pay (interest or principal on) and restructuring (of one or more obli-
gations issued by the sovereign or the corporate) (IMF 2013). What 
makes the difference between a CDS and an insurance contract is that 
CDS contracts are freely tradable while insurance contracts are not.

CDS market became very significant in terms of volume during the 
last years, although its values dropped considerably during the financial 
crisis, mostly due to the investors’ concerns about the fact that they are 
unregulated to a large extent as they are part of the over-the-counter 

7
The Determinants of CDS Spreads:  

The Case of Banks

Maria Mazzuca, Caterina Di Tommaso and Fabio Piluso

© The Author(s) 2017 
G. Chesini et al. (eds.), Financial Markets, SME Financing and Emerging Economies, 
Palgrave Macmillan Studies in Banking and Financial Institutions,  
DOI 10.1007/978-3-319-54891-3_7

121

M. Mazzuca (*) · C. Di Tommaso · F. Piluso 
University of Calabria, Rende, Italy
e-mail: maria.mazzuca@unical.it



122        M. Mazzuca et al.

(OTC) market. However, the CDS market remains sizeable, dominated 
by institutional investors (insurance companies and, more recently, 
hedge funds) and banks (Augustin et al. 2014).

The market evolution of CDS is intimately related to banks because 
they are the main originators of credit risk. Moreover, it seems that 
some trends in lending activity and in banks’ risk-taking behaviour can 
influence the CDS market volume; for instance, it can be observed that 
as a consequence of the fact that large firms tend to gradually reduce the 
number of banking relationships, banks could tend to take on more risk 
that, in turn, they try to reduce by transferring it to third parties using 
credit derivatives.

The literature on CDS in banks has mainly focused on the poten-
tial effects of the use of CDS by banks—hedging versus speculative 
instruments (e.g. Minton et al. 2009). In this paper, the focus is on 
banks, but we use a perspective different than the one generally found 
in the previous literature. We are interested in studying CDS of banks 
as signals of their soundness and their risk of insolvency. In fact, CDS 
spreads should reflect market perceptions about the financial health of 
banks and can be used by regulators to extract warning signals regarding 
the financial stability (Annaert et al. 2013).

Studying CDS spreads determinants in banks is interesting for a num-
ber of reasons. First, because banks are important players on this market 
but have a special nature compared to other types of firms, due to the 
heavy regulation to which they are subjected, the high leverage, their spe-
cial assets and trading activities that may create uncertainty and agency 
problems (Raunig and Scheicher 2009). As a consequence, the investors’ 
perceptions and judgement of credit risk could be influenced by factors 
different than those typically considered to be important for other firms. 
Second, banks play an important role in financial systems. Since banks 
are strictly interconnected to each other, an increase in a bank’s risk or 
the bank’s default can produce important spillovers and, in crisis peri-
ods, contagion (e.g. European Commission 2014). Systemic risk caused 
by a default of a bank is so dangerous that the prudential authorities pro-
ceeded to further regulate the risk-taking behaviour of banks (Basel 3) 
by tightening the existing rules (such as those on capital requirements) 
and by introducing new prudential rules (such as liquidity ratios).  
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Since the 2007/2008 financial crisis mainly affected financial institu-
tions, it is interesting to focus on them to better understand the mech-
anism by which the market assesses the risk of these special firms by 
pricing the CDS. Third, banks are important agents in every economic 
system and the insolvency of a bank has a very strong interconnec-
tion with the economy of a country. Even though a default of a bank 
can affect the economy through different channels, the main concern is 
related to the potentially dangerous effects on loans (volume and pricing) 
and on deposits. In some areas, such as Europe, this concern has recently 
been amplified by the new tightened rules on banks’ recovery and resolu-
tion1 (that implies the bail-in mechanism) that, among others, specify 
the sequence in which the power to write down or convert liabilities in 
resolution should be applied.

Despite the important role that financial intermediaries play on this 
market, little work exists regarding CDS spreads in the banking sector. 
One reason could be that the financial industry is considered to be an 
opaque industry where traditional credit risk models are likely to be less 
successful (Annaert et al. 2013). This could find confirmation in the 
fact that variables that proved to be significant determinants of credit 
spreads of non-financial companies tend to lose their explanatory power 
when applied to financial companies (Boss and Scheicher 2005; Raunig 
and Scheicher 2009). Another hypothesis is that for banks, other risk 
indicators are available and are considered important, such as the Basel 
capital ratios.

This study aims at offering several contributions to the literature. 
First, it enriches the literature focused on the banks’ CDS spreads and 
it aims to increase the understanding of the determinants of CDS pre-
mium in this very special and relevant sector. Additionally, we want 
to investigate more deeply the credit spread puzzle issues that in the 
context of banks could be more pronounced and more challenging to 
address with respect to other types of firms (Hasan et al. 2015). Second, 
our research extends the previous studies both in terms of coverage of 
the sample and in terms of depth of analysis. Our sample is composed 
of international banks, while samples of other previous studies include 
banks that are active in more narrow geographical areas (Annaert et al. 
2013, Kanagaretnam et al. 2016). Third, the debate on the role of CDS 
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in the stability of financial systems is still ongoing (IMF 2013). CDS 
can be viewed as useful market-based risk indicators and valuable hedg-
ing instruments or as speculative tools suggesting that their prices do not 
reflect underlying fundamentals or actual risks, therefore unduly raising 
funding costs for governments (and corporations), threatening fiscal sus-
tainability and exacerbating market tensions. The role of CDS for the 
financial stability is particularly important when banks are considered.

We study the determinants of CDS spreads using a regression analy-
sis and focusing on a sample of 86 international banks from 2009 to 
2012. We find the following main results. The explanatory power of the 
model increases when bank-specific and market/country variables are 
considered. Banks’ capitalisation, size and rating are significant determi-
nants of CDS spread. Among market factors, the market volatility and 
the slope of the yield curve prove to affect the CDS spread.

The remainder of the paper is organised as follows. In Sect. 7.2, we 
discuss the relevant literature. In Sect. 7.3, we describe the methodology 
and the data. In Sect. 7.4, we analyse the variables used in our models. 
In Sect. 7.5, we present and discuss the empirical analysis and its results. 
In Sect. 7.6, we discuss the results of the robustness tests. Finally, in 
Sect. 7.7, we summarise and conclude.

7.2	� Literature

7.2.1	� Studies on (Bonds and) CDS Spreads

Since CDS are relatively new products, literature about CDS spreads 
relies on the literature regarding credit spreads of corporate bonds. 
The theoretical literature on the determinants of credit spreads relies 
on Merton’s seminal paper (1974). According to the credit risk theory 
deriving from Merton’s model, the credit spreads depend on four (struc-
tural) factors: the risk-free interest rate, the level of the firm’s debt (face 
value), the market value of the firm and the volatility of the firm’s assets. 
Merton’s theory is accepted by academics, but empirical studies follow-
ing the theory generally do not confirm that structural default factors 
are able to sufficiently explain the credit spreads of bonds2 (credit spread 
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puzzle). As a consequence, the previous literature identifies several other 
factors, different than structural credit risk factors, helping to explain 
the credit spread changes (such as a non-diversifiable credit risk/sys-
tematic risk, a liquidity premium, several market-wide variables, differ-
ent firm-specific factors) (Driessen 2005; Amato and Remolona 2003; 
Collin-Dufresne et al. 2001; Elton et al. 2001).

Only during the last decade, the literature started focusing directly 
on CDS spreads (rather than on bond spreads). Their relevance is due 
to the fact that they are representative of important structural develop-
ments in financial markets (Boss and Scheicher 2005). Furthermore, it 
is generally recognised that CDS allow studying credit spreads (O’Kane 
and Sen 2005) better than bonds for several reasons. First, CDS are 
directly observable, while bond spreads have to be derived by compar-
ing corporate bonds to a risk-free asset that could imply problems when 
the choice has to be done (Annaert et al. 2013). Moreover, they can be 
considered fairly pure indicators of credit risk because the structure sep-
arates the credit risk component from other risks, such as interest rate 
and currency risk (FitchRatings 2007). Second, they are “light” instru-
ments in that one does not need to fund an entire bond position, for 
example, to have essentially identical credit risk exposure (FitchRatings 
2007). Third, bond spreads are more prone to be affected by several fac-
tors, such as market and institutional factors (liquidity, tax effects and 
market microstructure effects) (Annaert et al. 2013). Fourth, given their 
derivative nature, CDS spreads are more efficient and more rapid than 
bonds in signalling changes in the credit quality of the borrowers so that 
their power in price discovery process is more efficient (e.g. Carboni 
2011; Coudert and Gex 2010; Ammer and Cai 2011; Blanco et al. 
2005; Aktung et al. 2009). This last advantage of the CDS is confirmed 
by the importance which CDS assumed during the recent financial tur-
moil when regulators also started to focus on financial markets informa-
tion and signals to take their policy actions.

The literature on CDS spreads can be virtually divided into studies 
focused on sovereign CDS (Fontana and Scheicher 2010; Heinz and 
Sun 2014; Drago and Gallo 2016) and those focused on (financial or 
non-financial) corporate CDS (e.g. Di Cesare and Guazzarotti 2010; 
Zhang et al. 2009). Given the objectives of the present work, we are 
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interested in empirical studies focused on financial institutions’ CDS. 
This literature includes a rather limited number of studies.

Düllmann and Sosinska (2007) consider three German banks dur-
ing the period 2002–2005. They analyse CDS spreads focusing on the 
explanatory power of three risk sources: idiosyncratic credit risk, sys-
tematic credit risk and liquidity risk. They show that structural models 
based on equity prices and reduced-form models based on the prices of 
credit derivatives have their specific advantages and that together they 
can provide a more comprehensive assessment of the riskiness of the 
monitored banks.

Raunig and Scheicher (2009) compare 41 major banks to 162 non-
banks during the period of 2003–2007. They investigate the deter-
minants of CDS premium and, by means of regression analysis, they 
study how CDS investors discriminate between banks and non-banks 
and how their assessment has varied over time. They show that aver-
age CDS premium of banks is lower than non-banks’ premium over the 
entire period and that the difference in the premium disappears during 
the turmoil. In their model, the empirical default probability (EDF is 
obtained from KMV database and represents an estimate of the prob-
ability of default based on the model of Merton), plus a vector of con-
trol variables (risk-free interest rate, slope of the yield curve, implied 
stock market volatility, idiosyncratic equity volatility, swap spread), is 
considered. They show that risk premium differs across time and across 
banks and non-banks and that the risk-free rate, implied stock market 
volatility and idiosyncratic volatility affect banks’ CDS only to a small 
extent in the period from 10/2003 to 6/2007. During the turmoil (sec-
ond semester of 2007), the significant determinants of banks’ CDS tend 
to be the same for banks and non-banks with the exception of the slope 
of the yield curve that loses its explanatory power for banks. During the 
subprime turmoil, there exists a substantial repricing of banks’ CDS rel-
ative to the CDS of other firms because banks have large exposures to 
securitisation instruments.

Annaert et al. (2013) study the determinants of (32) European listed 
banks CDS spreads during the period 2004–2010. They consider three 
sets of variables: credit risk variables (derived from the Merton’s model), 
liquidity variables and market-wide factors. Their analysis confirms 
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that the variables affecting CDS spreads vary across time (but not so 
much across rating classes). After the start of the crisis, structural fac-
tors gain significance, while bank-specific liquidity maintains its impor-
tance before and after the crisis. Some variables proxying the general 
economic conditions are important, but their significance and signs 
changed with the start of the crisis.

Hasan et al. (2015) study the determinants of (161) banks’ CDS 
spreads from 23 countries during the period 2001–2011. They focus 
on three groups of variables: structural model variables, CAMELS fac-
tors,3 and country-level, economic, governance and regulation factors. 
They show that some structural factors (leverage measures, equity return 
volatility and government bond yield) are significant determinants of 
banks’ credit risk but that they have a limited explanation power (20%). 
CAMELS indicators provide incremental explanatory power (+10%). 
Asset quality (loan-loss provisions to total loans) is the most signifi-
cant determinant of banks’ CDS spreads (after controlling for time and 
bank fixed effects). Furthermore, they show that systematic risk and 
risk aversion (proxied by stock market return) are important determi-
nants of CDS spreads. In addition, some country-level factors are sig-
nificant because they influence the risk-taking behaviour of the banks: 
financial conglomerate restriction is negatively related to banks’ CDS 
spreads (implying that competition helps to reduce the bank’s credit 
risk), and deposit insurance is positively related to CDS spreads. Finally, 
since with time and bank fixed effects the model reaches 60–80%, they 
show that cross-bank variations in systematic risk and some unobserved 
time-varying factors have important explanatory power for banks’ CDS 
spreads. During the crisis, the impacts of leverage and asset quality on 
CDS spreads become much stronger.

Kanagaretnam et al. (2016) analyse the determinants of 27 US Bank 
Holding Corporations (BHCs) for the 2001–2008 period and find that 
CDS spread is significantly associated with several CAMELS measures; 
their results indicate that BHCs with lower earnings and lower liquid-
ity tend to have higher CDS spread. The study also demonstrates that 
risky ABS securities are an important driver of risk since 2006. In 
particular, their results indicate that BHCs with higher ABS balances 
are riskier and have a higher CDS spread. They also demonstrate that 
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CDS spread is positively and significantly associated with single-family 
(1–4 people) residential loans. Their results confirm that the real estate 
risk was a major risk for US BHCs during the financial crisis. Finally, 
they document that CDS spread is only significantly associated with 
equity market-based bank risk measures, but bears no association with 
other accounting-based bank risk measures, such as the standard devi-
ation of historical return on asset, the standard deviation of historical 
net interest margin and Z-score. Consistent with Hasan et al. (2015), 
Liu et al. (2016) find that banks in countries with explicit deposit insur-
ance systems have higher CDS spreads, supporting the “moral hazard” 
view. Explicit deposit insurance systems are positively and significantly 
related to bank CDS spreads for the 3-year, 5-year and 10-year periods, 
reflecting the “moral hazard” problem. Deposit insurance plays a stabi-
lisation role when and where the market is volatile, as evidenced during 
the financial crisis and in countries with greater market volatility. This is 
consistent with the view that in the midst of a crisis, the immediate task 
is to restore confidence, and guarantees can be helpful.

Different from previous studies that fundamentally rely on the model 
of Merton (1974), Chiaramonte and Casu (2013) focus on balance-
sheet indicators, suggesting that in the periods of financial stress, market 
data fluctuate wildly and changes in market data during a crisis period 
do not necessarily reflect the changes in credit risk. They investigate the 
determinants of CDS spreads and whether CDS spreads can be consid-
ered a good proxy of bank performance during the period 2005–2011. 
Their sample includes 57 international banks. They show that the 
determinants of CDS spreads vary across time. They demonstrate that 
banks’ CDS spreads reflect the risk captured by the banks’ balance-sheet 
ratios; the relationship between banks’ CDS spreads and balance-sheet 
ratios becomes stronger during the crisis and post-crisis period; varia-
bles that a priori would be considered as determinants of CDS spreads, 
the Tier 1 ratio and the leverage, appear insignificant in all considered 
periods, and the liquidity indexes were not important before the crisis.

The studies by Chiaramonte and Casu (2013), Annaert et al. (2013) 
and Hasan et al. (2015) are those more closely related to our work. 
However, we differentiate from them for the following reasons. Annaert 
et al. (2013) limit the sample to European banks; they do not include 
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the ratings in the regression analysis, but they distinguish different sub-
samples based on ratings; they do not consider balance-sheet variables as 
determinants of the CDS spreads but only market variables. Hasan et al. 
(2015) do not explicitly consider the effects of the ratings. Chiaramonte 
and Casu (2013) do not consider market and country-level factors nor 
the ratings. None of these studies consider the sovereign CDS.

7.2.2	� Studies on CDS and Credit Ratings

The literature focused on CDS and ratings mainly uses event study 
methodology to test the presence of abnormal movements (in CDS 
spreads) in the presence of rating changes.

Hull et al. (2004), after examining the relationship between CDS 
spreads and bond yields, test the relationship between CDS spreads and 
announcements, reviews and outlooks by rating agencies during the 
period 1998–2000. Their data set includes over 200,000 CDS spread bids 
and offers collected by a credit derivatives broker over a 5-year period. They 
analyse the relationship between the CDS market and rating announce-
ments by carrying two tests. First, they condition on rating events and test 
whether credit spreads widen before and after rating events. They find that 
reviews for downgrade contain significant information, but downgrades 
and negative outlooks do not, and that there is an anticipation of all three 
types of ratings announcements by the CDS market. Successively, they 
condition on credit spread changes and test whether the probability of a 
rating event depends on credit spread level and changes. They find that 
credit spread changes or credit spread levels provide helpful information in 
estimating the probability of negative credit rating changes. In the case of 
positive rating events, the results are much less significant.

Norden and Weber (2004) study the informational efficiency of CDS 
and stock markets focusing on the impact of credit rating announce-
ments during the period 2000–2002. Their sample includes CDS data 
provided by a large European bank. They employ event study method-
ology to test whether these markets respond to rating announcements 
in terms of abnormal returns and adjusted CDS spread changes. Both 
stock markets and CDS market demonstrate to be able to anticipate rat-
ing downgrades and reviews for downgrade. Furthermore, they show 
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that the magnitude of abnormal returns is affected by the level of the 
old rating, previous rating events and, only in the CDS market, by the 
pre-event average rating level.

Di Cesare (2006) studies the ability of market-based indicators (CDS 
spreads, bond spreads and stock prices) to anticipate rating agencies. He 
considers a sample of the largest publicly listed international banks from 
11 countries during the period 2001–2005. He verifies the presence of 
“abnormal movements” of the three market indicators before, in concomi-
tance and after rating events (review for rating changes and actual rating 
changes). He shows that all indicators contain useful information to antici-
pate rating actions, especially for negative events and that, overall, CDS 
spreads are relatively more efficient in anticipating negative rating events—
stock prices are better predictors in the case of positive rating events.

Burchi and Drago (2012) study the alignment between ratings and 
CDS focusing on a sample of US firms, in order to demonstrate the 
existence of a significant difference between the ratings and the CDS 
that could affect the lending policy of a bank.4

7.3	� Methodology and Data

7.3.1	� Methodology

We use a framework similar to that used in Annaert et al. (2013) and 
Hasan et al. (2015). We aim at empirically investigating the determi-
nants of CDS spreads in banks considering three sets of regressors: (i) 
credit risk variables; (ii) bank-specific variables, including the ratings; 
and (iii) market and country-level variables, including the sovereign 
CDS spreads. Since we want to explain and not to predict CDS spreads, 
we do not lag the explanatory variables.

To test the determinants of CDS spreads in banks, we use the follow-
ing model:

where CDS spreadit is the natural log of CDS for bank i at year t, Xit 
are the credit risk variables for bank i at year t, Zit are the bank-specific 

CDS spreadit = β0 + β1Xit + β2Zit + β3Wjt + εit
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variables for bank i at year t, Wjt are the market and country-level variables 
for country/geographical area j at year t and εit is the idiosyncratic error.

To test whether variables are correlated, we use a Pearson correla-
tion test.5 We also check and exclude multicollinearity problems by 
analysing mean Variance inflation factor (VIF) of all the independent 
variables specified in the linear regression model (mean VIF < 3). In all 
regression models, we use country-clustered, heteroskedasticity-robust 
standard errors. We run a pooled OLS regression because the residuals 
are uncorrelated and OLS standard errors are not biased.6

We develop a stepwise analysis. Initially, we use the credit risk varia-
bles, and successively we add the bank-specific and the market/country-
level variables. Finally, we test a GMM model when the sovereign CDS 
variable is included. Formally, this model is given by:

We argue that a GMM model is appropriate for several reasons. First, 
the estimators of Arellano-Bond method (Arellano and Bond 1991) are 
designed for sample with a small number of time periods (in our sample 
T = 4) and a large number of cross section units (N = 86 international 
banks) that may contain fixed effects and, separate from those fixed effects, 
idiosyncratic errors that are heteroskedastic and correlated within but not 
across individuals. Second, sovereign CDS spreads are endogenous to the 
banks CDS spreads and need to be instrumented accordingly. Third, as 
the use of the lagged dependent variable introduces autocorrelation in 
residuals, the dependent variable is instrumented with its lagged value.

7.3.2	� Data

The empirical analysis focuses on a sample of 86 international banks 
from 25 countries7 from 2009 to 2012. Initially, we considered all insti-
tutions classified as primary members according to the International 
Swaps and Derivatives Association (ISDA) guidelines. The initial 
number of banks was subsequently reduced due to the lack of data on 
Thomson Reuters Datastream. We ultimately obtained an unbalanced 
panel, and overall the study analyses 235 bank-year observations. The 
largest number of banks is from the USA (9), followed by Germany (8) 

CDS spreadit = β0 + β1CDS spreadit−1 + β2Xit + β3Zit + β4Wjt + εit
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and Italy (7). Even though the sample is geographically heterogeneous, 
it includes banks that are consistent in terms of transactions on inter-
national derivatives markets and all characterised by size and specific 
requirements to be admitted to ISDA.

Given the limited number of frequencies for some classes of rating 
and in order to run the regression analysis, we group the sample banks 
into five classes of ratings (Table 7.1). We can observe a heterogeneity 
in the distribution of the rating classes, if we consider the presence of 
five observations on the class B (following the methodology of Standard 
and Poor’s), compared to 188 observations on the class A. The groups 
belonging to the range from AA+ to AA−(Rating AA) and from A+ to 
A−(Rating A) are the most consistent in terms of frequency (cumula-
tively 77.6%) compared to the entire sample.

As dependent variable we use the year-end CDS spreads, a choice 
strictly related to the type of explanatory variables considered, most with a 
balance-sheet nature. The data on banks CDS premium is from Thomson 
Reuters Datastream database over the period from 1 January 2009 to 31 
December 2012. Datastream provides comprehensive coverage for firms 
and banks around the world and it is widely used for research on CDS.

We select the 5-year CDS quotes for senior debt issues since these 
contracts are generally considered to be the most liquid segments of the 
market (e.g. Meng and Gwilym 2008) and because they constitute the 
most important segment of the CDS market. As robustness, starting 
from the daily CDS spreads, we compute the average of CDS spreads 
over a year (average year-end CDS spreads) (Hasan et al. 2015).

We are aware that some authors distinguish among different restructur-
ing credit events (and the contractual clauses attached to the restructuring) 

Table 7.1  Sample distribution by ratings classes (number of banks in each rating 
class and the frequency)

Period 2009–2012

Rating distribution No of banks Frequency (%)

Rating (AA) 79 22.97
Rating (A) 188 54.65
Rating (BBB) 61 17.73
Rating (BB) 11 3.20
Rating (B) 5 1.45
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(e.g. Hasan et al. 2015). Following other studies (e.g. Chiaramonte and 
Casu 2013; Annaert et al. 2013; Galil et al. 2014; Pires et al. 2015), in the 
present work we decide not to consider the different credit events because 
the data available on Datastream does not always permit to distinguish 
CDS spreads on the basis of contractual clauses (full, modified, modified, 
no restructure) and, in fact, many quotations appear as “no value”.

Figure 7.1 shows how the CDS premium of sample banks evolved 
over time. We can observe that the trend is different depending on the 
rating class. For AA-rated banks the CDS premium increased through-
out the period considered. For A-rated and B-rated banks, CDS 
spreads achieved a peak in 2011 and then decreased in 2012. It seems 
that A-rated and B-rated banks are more vulnerable to the credit cri-
sis while the AA-rated banks are less subject to the influence of tur-
moil. This result could be due to the sovereign debt crisis. We observe 
that CDS spreads of A and B-rated banks decrease with the intensify-
ing of European sovereign debt crisis between 2011 and 2012. It seems 
that European sovereign debt crisis only affects the AA-rated banks 
whose CDS spreads continue to increase, while the A and B-rated 
banks, on average, show a contrary tendency. The composition of our 
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sample (the majority of banks is European) might affect the trend of the 
average CDS spreads between 2011 and 2012.

As independent variables, we consider credit risk factors, bank-spe-
cific factors, including the ratings, and market and country-level factors. 
All data on independent variables are obtained from Datastream. Data 
on ratings are obtained from Standard and Poor’s Global Ratings. The 
implied volatility indexes data are obtained from different sources.8

7.4	� Variables

7.4.1	� Credit Risk Variables

Following the literature on credit spreads that relies on Merton’s seminal 
paper (1974), we consider three types of credit risk variable: asset vola-
tility, leverage and risk-free interest rate. Table 7.2 describes the variables 
and the predicted sign of their coefficients.

Asset volatility. Following the previous literature, we consider equity 
return volatility as a proxy for assets volatility (Ericsson et al. 2009; 
Annaert et al. 2013; Hasan et al. 2015). Starting from daily stock 
returns we construct volatility as the historical standard deviation in a 
particular year. An increase in volatility causes an increase in the default 
likelihood of the bank. As a consequence, the expected sign of the rela-
tionship between asset volatility and the banks CDS spreads is positive.

Leverage. Following the previous literature, as leverage measure we 
use the ratio between the book value of liabilities and the book value 
of liabilities plus the market value of equity (Galil et al. 2014; Hasan 
et al. 2015). The level of banks’ leverage represents a variable which 
could positively or negatively influence the level of the CDS premium, 
depending on the level reached. A small increase in the leverage ratio 
could have a positive impact because it increases the profitability of a 
bank and reinforces its capability to repay bondholders and depositors. 
On the other hand, above a certain threshold, it produces an exponen-
tial growth of the risk. As highlighted by Hasan et al. (2015), in the 
case of banks it is controversial whether higher levels of leverage imply 
an increase in the bank’s credit risk because banks have different asset 
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Table 7.2  Description of variables

Variable Name Description Predicted 
sign

Credit risk variables

Asset volatility Asset vol Equity return volatility.
The historical standard devia-

tion of bank’s daily equity 
returns in a particular year

+

Leverage Leverage Book value of liabilities/book 
value of liabilities + market 
value of equity.

Robustness:
Bank stock returns

±

Risk-free rate 5Y Risk-free rate 
(5-Y)

Risk-free interest rate.
Proxied by the Datastream 

benchmark 5 year govern-
ment redemption yield

±

Bank-specific variables

Capitalisation Tier1 Tier 1 capital ratio.
Calculated according to the 

Basel Accord rules

–

Portfolio quality Asset qual Provision for loan losses/total 
loans

+

Profitability ROE ROE
Robustness:
Z-score

–

Size Size Log total assets ±
Liquidity Liquidity Net loans/demand deposits –
Market and country-level variables

Total return index TRI Datastream Total Return 
Index.

The theoretical aggregate 
growth in value of the con-
stituents of the index

–

Market volatility Mkt vol Implied volatility index (VIX, 
VSTOXX, S&P/ASX 200 VIX, 
HIS volatility index, India 
VIX, CBOEO EX implied vola-
tility index, VXJ)

+

Slope of the yield 
curve

Slope Difference between the 
10-year and the 5-year treas-
ury bond yields

–

GDP GDP Log of GDP +

Sovereign CDS Sov CDS  
(end)

Sovereign year-end CDS 
spread

+
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and liability structures from other (non-financial) firms, due to the fact 
that their leverage ratios are considerably greater than those in other 
corporate sectors, and there is less variation among banks: the ability to 
draw on more deposits is a signal of greater growth potential but, at the 
same time, too much debt (to equity) can lead a bank to failure. In the 
robustness analysis, we use the bank stock returns as leverage measure 
(e.g. Annaert et al. 2013). We decided to not use an accounting measure 
of leverage to avoid the potential problem of multicollinearity when are 
used in the same regression as explanatory variables leverage and ROE.

Risk-free interest rate. We proxy the risk-free interest rate with the 
5-year government bond yield using the Datastream benchmark 5-year 
government redemption yield. This choice appears consistent with the 
fact that we use the 5-year CDS spread as the dependent variable (Galil 
et al. 2014; Hasan et al. 2015). The expected relationship between CDS 
spreads and the risk-free interest is negative. This can be justified by the 
fact that interest rates are positively related to economic growth that 
should imply lower default risk. However, as emphasised by Hasan et al. 
(2015), the relationship could be positive across countries because banks 
have higher borrowing costs in countries with greater risk-free rates.

7.4.2	� Bank-Specific Variables

This set of variables includes those suggested by the previous literature 
and by regulators (Basel Accords and EBA 2015). We use a set of vari-
ables aimed at capturing different indicators of the banks’ soundness: 
capitalisation, portfolio quality, profitability, and liquidity. Finally, we 
control for banks’ size.

Capitalisation. We consider the Tier 1 ratio as prescribed by Basel 
Accords (2 and 3) and also by EBA (2015) (that indicates CET1 rather 
than Tier1 as numerator). Tier 1 ratio represents a global riskiness indi-
cator of the banks.9 A higher value of this ratio should lower CDS 
spreads and therefore the expected sign for the coefficient is negative.

Also, the level of leverage (grouped in the credit risk variables) is a 
bank’s capitalisation measure. It is worth noting that the new rules of 
Basel 3 explicitly include a financial leverage minimum coefficient, 
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constructed as the ratio of Tier 1 capital to total risk exposure (denomi-
nator that can be proxied by the total assets). Basel 3 introduces a lever-
age ratio requirement equal to 3% that is intended to constrain leverage 
in the banking sector (thus helping to mitigate the risk of the destabilis-
ing deleveraging processes which can damage the financial system and 
the economy) and to introduce additional safeguards against model risk 
and measurement error by supplementing the risk-based measures (that 
is Tier 1 ratio and total capital ratio) with a simple, transparent, inde-
pendent measure of risk.

Portfolio quality. Following the previous literature (EBA 2015; 
Chiaramonte and Casu 2013; Hasan et al. 2015), we expect that asset 
quality is negatively related to CDS spreads. We consider the provision 
for loan losses ratio to proxy the asset quality of the banks. A higher 
ratio indicates that the bank has more bad loans and, therefore, the 
expected sign of the coefficient is positive.

Profitability. Following the previous literature (EBA 2015; Chiaramonte 
and Casu 2013; Hasan et al. 2015), we use return on equity (ROE), 
also considered a bank’s efficiency indicator. We expect a negative sign of 
the coefficients of the ROE. Additionally, to take into account the over-
all banks performance, that is profitability and risk (ECB 2010), in the 
robustness, we use the Z-score, a measure of riskiness of the bank that 
combines profitability, leverage, and return volatility in a single indica-
tor, that increases with higher profitability and capitalisation levels, and 
decreases with unstable earnings (Berger et al. 2009).

Liquidity. As a measure of banks’ liquidity, we use the net loans/
demand deposits ratio.10 The expected sign of the relationship between 
liquidity and CDS spreads is negative. The higher the liquidity, the 
lower should be the probability for banks in incurring in liquidity cri-
sis, the lower should the overall risk of the bank. However, the sign of 
relationship could be controversial because the liquidity risk has a dif-
ferent nature than the credit risk, that captured by the CDS premium. 
As the financial crisis demonstrated, the consequences of the liquidity 
shocks cannot be neglected because, when not adequately managed, 
they could easily transform the liquidity crisis of the bank in an insol-
vency problem. The concern about the liquidity risk is confirmed by the 
attention of regulators towards liquidity and funding position after the 
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financial crisis. Apart from what Basel 3 prescribes in terms of liquidity 
ratios, this attention is confirmed in Europe by the recent guidelines of 
European Banking Authority (EBA) about SREP (EBA 2014) where, in 
order to assess the bank’s economic viability, authorities have to review 
and evaluate the liquidity of the bank, taking into account the liquidity 
and funding risks.

Size. Finally, we control for bank’s size proxied by the total assets. The 
expected sign of the relationship between bank’s size and CDS spreads 
is controversial (De Nicolò 2000; Stever 2007). On one hand, it is 
expected to be positive because a larger bank may have a greater capac-
ity to absorb risk (Berger et al. 2009). On the other hand, due to the 
size-related diversification benefits and the economies of scale, the larger 
banks should be less risky. However, the managers of larger banks could 
take advantage of the benefits of risk diversification to push the risk pro-
file of the bank further (Hughes et al. 2001). It follows that we have no 
specific expectations about the sign of this relation.

Ratings. Since both ratings and CDS spreads should capture the 
credit risk of a bank, we expect a positive relationship.

7.4.3	� Market and Country-Level Variables

Following the previous literature, we consider some market-wide and 
country-level variables. This empirical strategy is due to several reasons. 
First, many studies demonstrated that credit risk variables have a limited 
explanatory power. Second, given the heterogeneity of our sample, that 
includes banks from very different geographical areas and countries, it 
seems appropriate to control for these differences. Moreover, banks’ per-
formance, risk and regulations are often correlated to economic devel-
opment (La Porta et al. 1998; Demirgüç-Kunt et al. 2004; Hasan et al. 
2015). Third, as several studies have shown, default probabilities and 
recovery rates are influenced by the business cycle (e.g. Altman et al. 
2005). Fourth, the importance of macroeconomic factors in assessing 
the risk of a bank is recognised by regulators (EBA 2015). As a conse-
quence, in our empirical analysis we consider some market-wide indica-
tors (total return index, market volatility, slope of the term structure) 
and some country-level indicators (GDP and sovereign CDS spreads).
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The total return index. Following the previous literature (e.g., Annaert 
et al. 2013), we include a market-wide stock index return as control 
variable. We use Datastream Total Return Index with reference to the 
region of the world in which the company is domiciled.11 When the 
general business climate improves, the defaults probabilities should 
decrease (an increase in recovery rates is also expected). Therefore, the 
expected relationship with CDS spreads is negative.

Market volatility. Following the previous literature (Collin-Dufresne 
et al. 2001; Annaert et al. 2013; Galil et al. 2014), we include the 
implied volatility indexes as control variable. We use different indexes 
taking into account the region of the world in which the company is 
listed. Given the heterogeneity of some countries which are located on 
the same geographic area, in some cases, when available, we use coun-
try-specific implied volatility indexes. Specifically, we use VIX for the 
USA, VSTOXX for Europe, S&P/ASX 200 VIX for Australia, HIS 
volatility index for China, India VIX for India, CBOEO EX implied 
volatility index for emerging markets, VXJ for Japan. A higher volatil-
ity implies a higher economic uncertainty, an increase in investors’ risk 
aversion (Annaert et al. 2013) and, therefore, a higher risk. As a conse-
quence, a positive relationship with the CDS premium is expected.

Slope of the term structure. Following the previous literature (Ericsson 
et al. 2009; Annaert et al. 2013; Galil et al. 2014), we include the 
slope of the term structure as control variable, defined as the differ-
ence between the 10-year and the 2-year treasury bond yields obtained 
from Datastream of the benchmark series. Also, the slope of the term 
structure is considered an important signal of the future business cycle.  
A higher slope predicts an improvement in business cycle and indicates 
that interest rates tend to increase. Both arguments should be related to 
a decrease in credit risk and, therefore, a negative sign of the coefficient 
is predicted.

GDP. We control for GDP of each country in which the sample 
bank is listed. An expected positive relationship with CDS spreads is 
expected.

Sovereign CDS spreads. The previous literature did not explicitly 
consider this variable. However, given the special nature of the com-
panies included in our sample and taking into account that banks 
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typically own a significant volume of sovereign bonds in their portfo-
lio,12 we decided to include this variable. Taking into account the very 
special period of analysis that we are interested in, during which sev-
eral countries experienced a sovereign debt crisis, this choice seems 
appropriate. The importance of sovereign CDS spreads in assessing 
the risk of a bank is also recognised by regulators. For instance, in its 
recent guidelines on the minimum list of qualitative and quantitative 
recovery plan indicators, EBA (2015) explicitly includes the sovereign 
CDS. We are aware of the possible analysis limitations arising from the 
potential endogeneity between banks’ CDS and sovereign risk (captured 
by sovereign CDS). To solve this problem, when the sovereign CDS 
variable is included in the regression model we use a GMM model. 
Notwithstanding this econometric strategy, we argue that the results of 
the estimates should be discussed with caution given the very complex 
and debated relationship between bank and sovereign risk.

7.4.4	� Descriptive Statistics

Table 7.3 outlines the descriptive statistics of independent and depend-
ent variables. The mean of year-end CDS spreads is 235.48 basis points 
with a standard deviation of 32.188 basis points. The mean of average 
year-end CDS spreads is 233.04 with a standard deviation of 25.526. 
Both CDS spreads record very similar mean values. However, the lower 
standard deviation of the average year-end CDS spreads, due to the 
construction of this variable, implies that the average year-end CDS 
spread is more stable than the year-end CDS spread. The year-end CDS 
spreads range from 100 to 2646.39 basis points whereas the average 
year-end CDS range from 100 to 1955.43 basis points.

Panel A describes the variables divided into three groups: credit risk 
variables, bank-specific variables and market and country-level variables.

Panel B reports the summary statistics of CDS spreads based on the 
rating classes. It is interesting to note that the ratings and CDS spreads 
are not always aligned. This is observable both when we take into 
account the mean values and when we consider the maximum values. 
In particular, A-rated banks show a CDS average spread less than that 
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Table 7.3  Summary statistics of full sample and divided by rating classes

Variables No of 
obs

Mean STD Min Max Units

Dependent variable

Year-end CDS 235 235.48 32.188 100.00 2646.39 Basis points
Average year-end 

CDS
235 233.04 25.526 100.00 1955.43 Basis points

Panel A: Independent variables
Credit risk variables

Asset vol 235 2.44 1.669 0.00 10.21 %
Leverage 235 89.74 0.051 78.13 98.96 %
Risk-free rate (5Y) 235 2.77 1.162 0.49 7.23 %
Bank-specific variables

Tier1 235 11.24 6.177 0.01 23.27 %
Asset qual 235 1.03 1.073 0.00 7.62 %
ROE 235 8.69 8.765 0.00 50.93 %
Z-score 235 7.32 10.508 0.14 75.64 %
Size 235 19.82 1.216 16.98 21.80 Logs
Liquidity 235 5.98 7.292 0.46 44.31 %
Market and country-level variables

TRI 235 8.30 0.904 3.83 8.95 Logs
Mkt vol 235 23.21 4.605 14.70 32.15 %
Slope 235 1.49 0.56 0.51 3.55 %
GDP 235 12.75 2.276 7.81 18.58 Logs
Sov CDS (end) 235 262.36 1389.61 10.79 14909.36 Basis points
Panel B: CDS spreads by rating classes

Rating (AA)
Year-end CDS 57 251.11 326.66 1.00 1490.38 Basis points
Average year-end 

CDS
57 255.17 313.53 1.00 1955.43 Basis points

Rating (A)
Year-end CDS 137 187.78 235.427 38.00 2646.39 Basis points
Average year-end 

CDS
137 189.93 147.929 47.04 1572.27 Basis points

Rating (BBB)
Year end CDS 33 324.34 343.844 47.23 1941.50 Basis points
Average year-end 

CDS
33 326.16 269.226 50.00 1199.07 Basis points

Rating (BB)
Year-end CDS 7 917.99 800.255 108.47 2576.55 Basis points
Average year-end 

CDS
7 806.58 597.334 192.32 1938.56 Basis points

Rating (B)
Year-end CDS 1 446.04 186.100 81.94 446.04 Basis points
Average year-end 

CDS
1 601.69 263.722 133.57 601.69 Basis points
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of AA-rated banks. This evidence is in contrast with the fact that rat-
ings and CDS spreads are both aimed at capturing the same phenom-
enon (the credit risk). As evidenced by Burchi and Drago (2012), while 
the misalignment between ratings and market credit spreads is known 
in the literature, the reasons that explain the valuation differences are 
still relatively little explored. In recent years, a number of studies suggest 
that these differences are due to a different assessment of certain sys-
tematic risk and market-wide factors, such as liquidity (Perraudin and 
Taylor 2004; Becker and Ivashina 2015; Elton et al. 2001), not reflected 
by the ratings and, instead, captured by CDS spreads.

7.5	� Results

In this section, we study the explanatory power of the different fac-
tors considered in our model. As dependent variable we consider 
CDS spreads at the end of each year. We develop a stepwise analysis 
(Table 7.4).

Initially, we estimate the coefficients of the credit risk variables (col-
umn 1, Model I). Successively, we add the bank-specific variables (col-
umn 2, Model II) and the rating (column 3, Model III). Afterwards, we 
test the model by also using the market/country-level variables (column 
4, Model IV). Finally, we add the sovereign CDS variable (column 5, 
GMM Model).

When only the credit risk variables are considered, the results show 
that none of the regressors is statistically significant. This result is not 
surprising given the very special sector and period that we consider. As 
emphasised by the previous literature (e.g. Hasan et al. 2015), the credit 
spread puzzle is more pronounced in the case of banks. Furthermore, as 
demonstrated by previous studies, the determinants of the CDS spread 
vary across time (Annaert et al. 2013), and this effect could be more 
pronounced during a crisis period (financial crisis and sovereign debt 
crisis). These preliminary findings indicate that other factors have to be 
considered to explain the CDS spreads.

When also the bank-specific variables are considered, the explana-
tory power of the model increases. Model II and III present an adjusted 
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Table 7.4  Results of OLS regression.

Dependent variable: year-end CDS spreads
log  
(CDS end)

Model I Model II Model III Model IV GMM

log(CDSend)t−1 0.4735**

(0.202)
Asset vol −0.0996 −0.1453 0.1810* 0.2267** 0.6702**

(0.078) (0.107) (0.101) (0.089) (0.299)
Leverage −0.3912 −0.2813 −0.4931 0.6319 0.6498

(0.628) (0.919) (0.962) (0.833) (0.718)
Risk-free rate 

(5Y)
0.1396 0.0426 0.0600 −0.0319 0.0902

(0.088) (0.053) (0.059) (0.056) (0.091)
Tier1 −0.0777*** −0.0817*** −0.0918*** −0.1366**

(0.013) (0.014) (0.022) (0.067)
Asset qual 0.1364 0.0392 0.1791** 0.1068*

(0.096) (0.078) (0.089) (0.062)
ROE 0.0124 0.0199 0.0162 −0.0065

(0.011) (0.015) (0.012) (0.025)
Size −0.2573*** -0.3050** −0.2092** −0.1301***

(0.094) (0.124) (0.105) (0.029)
Liquidity −0.0121** −0.0094 0.0001 0.0069

(0.005) (0.006) (0.008) (0.034)
Rating (AA)
Rating (A) 0.0751 −0.0928 1.7143*

(0.156) (0.154) (0.974)
Rating (BBB) 0.3071 0.2558 0.3267

(0.356) (0.328) (0.240)
Rating (BB) 1.2751*** 0.8533** 0.8940***

(0.372) (0.336) (0.309)
Rating (B) 0.4854 0.4212 1.1707

(0.582) (0.537) (1.766)
TRI −0.0460 0.6568

(0.124) (0.425)
Mkt vol 0.0625*** 0.0962**

(0.013) (0.047)
Slope −0.1924** -0.1264**

(0.077) (0.062)
GDP 0.0482 0.1971

(0.056) (0.152)
Sov CDS 

(end)
0.3507***

(0.038)

(continued)
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R–squared of 14.15 and 21.57%, respectively. In Model II we use the 
bank-specific variables while in Model III we also consider the rating. It 
seems that Model III is better able to capture the determinants of CDS 
spreads. If we focus on the bank-specific variables, results reported in col-
umn 2 show that banks’ capitalisation (measured by the Tier 1 capital 
ratio) has a significant explanatory power with the expected negative sign. 
This result is confirmed by all the estimates that we run in the present 

The dependent variable is the natural logarithm of the year-end CDS spreads
Period 2009–2012
This table reports the results of OLS regression. Robust standard errors (clustered 
at the country level) are in parenthesis below the estimated coefficients. ***, ** 
and * indicate statistical significance at the 1–5% and 10% level, respectively. 
VIF is the variation inflation factor;1 mean VIF values greater than 10 may war-
rant further examination
Asset volatility (Asset vol) is the historical standard deviation of bank’s daily 
equity returns in a particular year. Leverage is the ratio between book value of 
liabilities and the sum of book value of liabilities and market value of equity . The 
risk-free interest rate with 5-year maturity (Risk-free rate (5-Y)) is proxied by the 
Datastream benchmark 5-year government redemption yield. Tier 1 ratio (Tier1) 
ratio is calculated according to the Basel Accord rules. Asset quality (Asset qual) 
is the ratio between provision for loan losses and total loans. ROE is return on 
assets. Size is the natural logarithm of total asset. Liquidity is the ratio between 
net loans and demand deposits. Total return index (TRI) is the theoretical aggre-
gate growth in value of the constituents of the index. Market volatility (Mkt vol) 
is the implied volatility index. Slope of the yield curve (Slope) is the difference 
between the 10-year and the 5-year treasury bond yields. GDP is natural logarithm 
of GDP of each country. Sovereign CDS spreads (Sov CDS (end)) are the sovereign 
CDS spreads of each country. Rating AA is the reference rating of our regression

Table 7.4  (continued)

Dependent variable: year-end CDS spreads
log  
(CDS end)

Model I Model II Model III Model IV GMM

log(CDSend)t−1 0.4735**

Constant 5.2534*** 7.9008*** 6.5640*** 5.6725** −16.0593**
(0.619) (1.550) (2.299) (2.300) (6.915)

No. of  
observations

235 235 235 235 235

R2 0.0439 0.1415 0.2157 0.3485
Country  

clustering
Y Y Y Y

VIF1 1.02 1.3 1.58 1.74
Sargan test 0.006
Hansen test 0.004
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work. We argue that one of the main indicators that market participants 
consider when assessing the banks’ risk is the level of capitalisation. This 
result is in line with the previous studies (Chiaramonte and Casu 2013; 
Hasan et al. 2015) and also with the regulators indications that consider 
the capital buffers as the most important defence against the potential 
bankruptcy. Capitalisation is important also to protect deposits and to 
survive during a crisis or to external shocks. This result confirms that 
markets and regulators are aligned when assessing the banks’ risk.

The banks’ liquidity proves to be significant with the expected neg-
ative sign (Kanagaretnam et al. 2016) only in Model II while it loses 
its importance in the other estimates. This can be due to the fact that 
liquidity risk and credit risk (captured by CDS spreads) have a differ-
ent nature. Findings on the importance of liquidity in determining 
the banks’ (credit) risk are only partially consistent with concerns and 
expectations of regulators (EBA 2015) that, especially after the turmoil, 
started to consider liquidity as an important source of risk.

The size variable presents a significant coefficient (at 1%) with neg-
ative sign, signalling that larger banks are perceived by the market 
participants as less risky. As emphasised in previous sections, the rela-
tionship between bank’s size and CDS spreads is controversial. In our 
case, the negative effect of the size can be due to the potential ability of 
larger banks to achieve diversification benefits and economies of scale. 
Furthermore, this result seems to confirm the too-big-to-fail paradigm 
since larger banks are perceived as less risky. Also this result is confirmed 
by all the estimates carried out in the present work.

In Model III, we test the model including the credit risk variables and 
the bank-specific variables, plus the ratings. The results confirm the signif-
icance of capitalisation and size and show that ratings affect the CDS pre-
mium. The ratings variables are significant when we pass from investment 
to non-investment grade banks. The coefficient of the rating BB variable 
is strongly significant (at 1%) and the sign of the coefficient is positive. 
For the interpretation of the sign of the coefficient, we have to consider 
that the control group in our estimates is the AA-rating group of banks. 
The sign and the values of the coefficients of the rating classes are consist-
ent with our expectations. When the rating decreases, the CDS premium 
increases and this increase is significant when switching from investment 
to non-investment grade banks. This result is always confirmed.
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In Model IV, we test the complete model, adding the market and 
country-level variables. As expected, the explanatory power of the 
model increases (adjusted R–squared equal to 34.85%). Overall, find-
ings show that market and country-level variables are important 
in explaining CDS spreads. With reference to the credit risk and the 
bank-specific variables, these findings substantially confirm the results 
previously obtained. When the market and country-level variables are 
included, the asset volatility tends to gain significance with the expected 
positive sign. Also, the asset quality variable is significant at 5% with 
the expected positive sign. A higher ratio of bad loans positively affects 
the bank’s credit risk. This result is consistent with the previous litera-
ture (Chiaramonte and Casu 2013; Hasan et al. 2015; Kanagaretnam 
et al. 2016) and indicates that market participants and regulators tend 
to be aligned (EBA 2015). Since the most important assets of the banks’ 
portfolio are represented by loans, this result highlights the CDS capac-
ity to capture the credit risk of a bank. Among market and country-
level factors, the variables market volatility and slope of the yield curve 
are significant (at 1 and 5%, respectively) with the expected sign of the 
coefficients. Findings indicate that, in the case of banks, the market var-
iables affect their credit risk. However, this conclusion has to be con-
textualised taking into account the specialness of the period considered; 
in fact, the years from 2009 to 2012 were characterised by the crisis in 
many countries and geographical area, such as Europe.

The findings obtained so far seem to indicate the importance of mar-
ket and country-level factors in determining the banks’ CDS spread. 
Because since 2011 some countries have experienced the sovereign debt 
crisis, we decided to further investigate this issue by explicitly consid-
ering the sovereign CDS spread as determinants of the banks CDS 
spread. In column 5, we report the results of the estimates obtained 
using the GMM model. The findings demonstrate that sovereign CDS 
spreads strongly affect the banks’ CDS while the results of the other 
variables tend to be stable in term of significance with respect to those 
obtained from previous estimates. The results of the sovereign CDS var-
iable are probably due to the high percentage of sovereign bonds pre-
sent in the asset portfolios of the most important international banks. 
However, as previously emphasised, these results should be considered 
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Table 7.5  Results of the normalised beta of the OLS regression

The dependent variable is the natural logarithm of the year-end CDS spreads
Period 2009–2012
This table reports the results of the normalised beta of the OLS regressions
Asset volatility (Asset vol) is the historical standard deviation of bank’s daily 
equity returns in a particular year. Leverage is the ratio between book value of 
liabilities and the sum of book value of liabilities and market value of equity.  
The risk-free interest rate with 5-year maturity (Risk-free rate (5-Y)) is prox-
ied by the Datastream benchmark 5-year government redemption yield. Tier 1 
ratio (Tier1) ratio is calculated according to the Basel Accord rules. Asset qual-
ity (Asset qual) is the ratio between provision for loan losses and total loans. 
ROE is return on assets. Size is the natural logarithm of total asset. Liquidity is 
the ratio between net loans and demand deposits. Total return index (TRI) is the 
theoretical aggregate growth in value of the constituents of the index. Market 
volatility (Mkt vol) is the implied volatility index. Slope of the yield curve (Slope) 
is the difference between the 10-year and the 5-year treasury bond yields. GDP 
is natural logarithm of GDP of each country. Rating AA is the reference rating of 
our regression

Normalised beta
Model I Model II Model III Model IV

Asset vol −0.1237 −0.1863 0.2320 0.2963
Leverage −0.0506 −0.0386 −0.0677 0.0873
Risk-free rate (5Y) 0.1838 0.0598 0.0841 −0.0462
Tier1 −0.0559 −0.0588 −0.1237
Asset qual 0.1328 0.0382 0.1787
ROE 0.2643 0.2231 0.1841
Size −0.1932 −0.0764 −0.1390
Liquidity −0.1206 −0.0944 0.0012
Rating (AA)
Rating (A) 0.0466 −0.0576
Rating (BBB) 0.1447 0.1084
Rating (BB) 0.3165 0.2189
Rating (B) 0.0501 0.0449
TRI −0.0422
Mkt vol 0.3638
Slope −0.1654
GDP 0.1143

with caution given the very complex and debated relationship between 
bank and sovereign risk.

The coefficients in Table 7.4 can be misleading if one omits the 
standard deviations from the analysis. In Table 7.5 we report the nor-
malised betas of the regressions that allow us to compare the impact of 
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the independent variables on the banks’ CDS spreads. If we focus on 
the complete model (column 4, Model IV of Table 7.4), we can observe 
that the variable that has the greatest effect on the CDS spread is the 
market volatility. A one standard deviation increase in market volatil-
ity from its trend is associated with an increase of more than 1/3 of a 
standard deviation of CDS spreads relative to its own trend. It is worth 
to note that also Tier 1, asset volatility, asset quality, size and BB rating 
variables have a strong impact on the CDS spreads of banks.

7.6	� Robustness Tests

In this section, to further verify our results, we implement some robust-
ness checks concerning the model specification and the estimation 
method.13

First, we use an alternative measure of CDS spreads to check whether 
our results are sensitive to our choice of the year-end CDS spreads. 
As dependent variable, we use the average of year-end CDS spreads. 
The results are qualitatively similar to those obtained previously and 
reported in Table 7.4.

Our main results are confirmed by this robustness test: (i) by add-
ing the bank-specific and the market/country variables to the model, 
its explanatory power tends to increase; (ii) when the bank-specific 
variables are considered, their relative importance in determining CDS 
spreads is higher than the importance of the credit risk variables; (iii) 
the BB-rating variable is always strongly significant; (iv) when the mar-
ket and country-level variables are included, almost all the variables 
aimed at capturing the general business climate prove to be significant.

Second, given the importance that leverage typically assumes in 
explaining CDS spreads, we perform tests by using another measure of 
leverage. As suggested by the previous literature, we employ the bank 
stock returns (Annaert et al. 2013). The results confirm the previous find-
ings with the leverage variable not showing statistical significance. This 
indicates that CDS spreads are not sensitive to the definition of leverage.

Third, given the insignificance of the ROE, we use an alternative 
measure of the profitability of the bank. We perform a test employing 
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the Z-score that does not prove to be significant and therefore confirm-
ing previous results.

Finally, we re-estimate all regressions by using a Panel data model 
with bank fixed effects to account for unobserved time-invariant bank 
characteristics.14 The findings generally confirm our main results 
reported in Table 7.4.

7.7	� Conclusions

This study examines the determinants of CDS spreads in banks during 
2009–2012. Consistent with the previous literature, empirical find-
ings generally show that banks-specific and market and country-level 
variables affect CDS spreads. One of the main indicators that market 
participants consider when assessing the banks’ risk is the level of capi-
talisation; this result is in line with regulators indications that consider 
the capital buffers as the most important defence against the potential 
bankruptcy. Also the size of the bank proves to be a significant determi-
nant of the CDS spreads, signalling that larger banks are perceived by 
the market participants as less risky. The ratings of the banks are signifi-
cant when switching from investment to non-investment grade banks. 
The sovereign CDS spreads affect the banks’ CDS.

Our findings demonstrate that market participants attribute great 
importance to market and country factors. A hypothesis that can 
explain these results relates to the period under investigation during 
which the banks have been affected by the financial turmoil and the 
sovereign debt crisis in several European countries. It is plausible to 
expect that when there is no financial panic and a lower level of speculative 
activity, therefore when markets tend to be more stable, the importance 
of each of the possible determinants of CDS spreads changes. Given 
the changed scenario—with the crisis that have been overcome, at least 
in  some countries—, given the new rules in several banking sectors 
(Basel 3, European Banking Union, and so on), and given the sovereign 
debt relief, future research could focus on the issues investigated in the 
present work to study whether and how the determinants of banks CDS 
spreads vary across time.
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Our findings could provide insight for regulators. Results of the 
empirical analysis could indicate that CDS could function as a cata-
lyst, increasing the speed with which a crisis may spread. This insight is 
confirmed by the importance of sovereign CDS as determinant of the 
bank’s CDS spreads. Since banks have demonstrated to be transmitters 
of financial stress, with dangerous effects on the financial stability, regu-
lators should pay more specific attention to the CDS market in bank-
ing systems, also to mitigate the procyclical effect frightened by critics 
of the Basel Accords. Furthermore, our findings corroborate the efforts 
made by policy makers in increasing the requirements and transparency 
of credit rating agencies and in searching new strategies to face the too-
big-to-fail paradigm. Finally, the results seem to indicate that regulators 
and market participants are aligned when considering the importance of 
capitalisation in determining the banks’ risk.

Notes

	 1.	 See “Bank Recovery and Resolution Directive” n. 2014/59/EU.
	 2.	 Another problem highlighted by empirical studies is related to the fact 

that the impact of structural default factors is time-varying.
	 3.	 The acronym CAMELS is derived from the components of a bank’s con-

dition that supervisors assess using a mix of publicly available and private 
information to assign a composite overall rating. These components are 
as follows: C (Capital Adequacy), A (Asset Quality), M (Management), 
E (Earnings), L (Liquidity) and S (Sensitivity to Market Risk).

	 4.	 Drago and Gallo (2016) study the relationship between ratings 
announcement and CDS premium with reference to sovereign. Using 
event study methodology, they test the impact of rating changes 
announcements (given by Standard & Poor’s) on the euro-area sover-
eign CDS market during the period 2004–2013. They show that when 
downgrades are considered, there is a significant effect on the CDS 
market, especially for speculative grade countries. When upgrades are 
considered they demonstrate the existence of a more limited impact: 
only on the announcement day and on the following day. Furthermore, 
they find that outlooks are not significant while negative reviews have 
an impact only on the days following the announcement.
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	 5.	 Pearson correlation matrix does not show problems of correlation 
among independent variables because all correlation coefficients are 
lower than 50%. Additionally, the correlation coefficients between 
CDS spreads and each of the independent variables have the expected 
sign. Asset quality, ROE, slope of the yield curve and market volatility 
are the variables with the strongest and statistically significant correla-
tion with CDS spreads. For the sake of brevity, we decide to not show 
the correlation matrix, available upon request.

	 6.	 We test the autocorrelation of the error term by using a Durbin–
Watson statistics. In all regressions, the observed statistics is greater 
than the upper value in Durbin–Watson table. Therefore, we do not 
reject the null hypothesis of non-autocorrelated errors.

	 7.	 The countries are as follows: Abu Dhabi, Australia, Austria, Belgium, 
China, Denmark, France, Germany, Japan, Greece, India, Ireland, Italy, 
Malaysia, Norway, the Netherlands, Portugal, Singapore, South Korea, 
Spain, Sweden, Switzerland, Turkey, the UK, the USA.

	 8.	 VSTOXX data are obtained from The Wall Street Journal (www.wsj.
com); VIX data from CBOE (www.cboe.com); S&P/ASX 200 VIX 
and HIS volatility index from www.investing.com; India VIX from the 
National Stock Exchange of India (www.nseindia.com); CBOEO EX 
implied volatility index from https://sg.finance.yahoo.com; VXJ Japan 
from the Center for Mathematical Modeling and Data Science (Osaka 
University) (www-mmds.sigmath.es.osaka-u.ac.jp/en/).

	 9.	 Some authors emphasised that Tier 1 ratio suffers several limitations 
such as the calculation of risk-weighted assets (RWA) (Vallascas and 
Hagendorff 2013), the different definitions across jurisdictions and the 
lack of information to enable operators to fully evaluate and compare 
the quality of capital among institutions (BIS 2011).

	10.	 The lower the loans, the greater the reserves of the front line that banks 
can use to bridge the liquidity imbalances (government bonds).

	11.	 Given their specialness and given the data availability, for China and 
India we employed the country total return index. The return index 
represents the theoretical aggregate growth in value of the constituents 
of the index. The index constituents are deemed to return an aggregate 
daily dividend which is included as an incremental amount to the daily 
change in price index.

	12.	 The economic policies of the European Central Bank (long-term refi-
nancing operation, LTRO, and quantitative easing) have recently 

http://www.wsj.com
http://www.wsj.com
http://www.cboe.com
http://www.investing.com
http://www.nseindia.com
https://sg.finance.yahoo.com
http://www-mmds.sigmath.es.osaka-u.ac.jp/en/
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allowed banks to buy many government bonds and take advantage of 
the carry trade mechanism.

	13.	 For the sake of brevity, we decide to not show the results, available 
upon request.

	14.	 We estimate the Panel data with random and fixed effects. The 
Hausman test indicates that fixed effect is more appropriate.
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